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Abstract

In this manuscript, I present experimental studies on the interaction between ultracold
quantum gases of bosons and resonant light. Ytterbium, with its two valence electrons, is
an atom of choice for such quantum simulations because it has both a broad 1S0–1P1 and a
narrow 1S0–3P1 intercombination line, commonly used for laser cooling.

In a first series of experiments, I study the decoherence of the gas induced by a controlled
amount of light scattering. An ytterbium quantum gas is loaded into optical lattices and op-
tically driven by resonant light addressing the intercombination transition. The many cycles
of absorption and spontaneous emissions lead to momentum diffusion and thus decoher-
ence, which I study through the momentum distribution of the gas. In the later stages of the
dynamics, I observe a regime of algebraic decay of coherence resulting from the build-up of
correlations. The early exponential regime of decoherence gives us information about the
initial state of the system.

In a second series of experiments, an ytterbium quantum gas is loaded in a single plane
of a large-period optical lattice, which realizes an effective two-dimensional system. This
two-dimensional gas is probed in-situ using a high-resolution imaging system allowing a
precise characterization of its thermodynamic properties. I characterize the optical response
of such as system by measuring the transmission and the phase shift it imparts to light near
resonance with the broad transition.

Résumé

Dans ce manuscrit, je présente des études expérimentales sur l’interaction entre des gaz
quantiques ultrafroids de bosons et de la lumière résonante. L’ytterbium, avec ses deux élec-
trons de valence, est un atome de choix pour de telles simulations quantiques car il possède
à la fois une raie large 1S0–1P1 et une raie d’intercombinaison étroite 1S0–3P1, couramment
utilisées pour le refroidissement laser.

Dans une première série d’expériences, j’étudie la décohérence du gaz induite par une
quantité contrôlée de diffusion de lumière. Un gaz quantique d’ytterbium est chargé dans
des réseaux optiques et la transition d’intercombinaison est excitée par de la lumière ré-
sonante. Les nombreux cycles d’absorption et d’émissions spontanées conduisent à de la
diffusion en impulsion et donc à de la décohérence, ce que j’étudie à travers la distribution
en impulsion du gaz. Aux temps longs de l’évolution du système, j’observe un régime de
décohérence algébrique résultant de l’accumulation de corrélations. Le régime exponentiel
de décohérence aux temps courts nous renseigne sur l’état initial du système.

Dans une deuxième série d’expériences, un gaz quantique d’ytterbium est chargé dans
un seul plan d’un réseau optique de grand pas, ce qui réalise en pratique un système bidi-
mensionnel. Ce gaz bidimensionnel est sondé in situ à l’aide d’un système d’imagerie à haute
résolution permettant une caractérisation précise de ses propriétés thermodynamiques. Je
caractérise la réponse optique d’un tel système en mesurant la transmission et le déphasage
qu’il imprime à de la lumière proche de résonance avec la transition large.
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Introduction

Quantum mechanics is about a century old and, thanks to extensive experimental and theo-
retical work, has risen to the status of a fully established theory with impressive predictive
power for countless physical phenomena. Yet, to this day, quantum systems composed of a
large number of particles often elude a complete physical understanding. High-temperature
superconductivity is perhaps the most emblematic example of a phenomenon that continues
to pose not only theoretical but also computational challenges, even for modern computers,
because as the number of particles in a quantum system increases, the computational power
required to describe it accurately grows exponentially. Many other quantum systems are at
the heart of very active areas of current research, such as topological insulators (Hasan et al.
2010). In 1982, Richard Feynman proposed a new and complementary approach to study
many-body quantum systems: “Let the computer itsef be built of quantum mechanical elements
which obey quantum mechanical laws” (Feynman 1982). The general idea of this quantum sim-
ulation approach is to find a model quantum system that is equivalent to other quantum
systems of interest, but more convenient for experimentalists. In concrete terms, it could
be easier to tune some parameters with the model system, which would allow for a more
fundamental understanding of the quantum system of interest.

Ultracold quantum gases are great tools for quantum simulation (Bloch et al. 2012) and
rank among the leading model quantum systems along with trapped ions, superconducting
qubits, and photonic quantum systems (Blatt et al. 2012, Houck et al. 2012, Aspuru-Guzik
et al. 2012). In the 1970s and the 1980s, technological progress on lasers has enabled signif-
icant advances in the study of the interaction of light and matter. In particular, it led to the
development of laser cooling, which, combined with various trapping techniques, realized
dilute gases of neutral alkali atoms with temperature well below a mK. Nowadays, a wide
variety of atoms, such as metastable noble gases (Vassen et al. 2012), alkaline-earth atoms
(Stellmer et al. 2009), lanthanides (Lu et al. 2011), and a few others, have been cooled to
ultracold temperatures, and the field of ultracold molecules is also rapidly growing (Carr
et al. 2009). In 1995, bosons were evaporatively cooled to sufficiently low temperatures to
form a new state of matter, a Bose-Einstein condensate (Anderson et al. 1995, Bradley et al.
1995, Davis et al. 1995). Predicted by Einstein (1924), this phase exhibits superfluid behav-
ior, among many other interesting properties that have been studied extensively over the
past three decades (Pitaevskii et al. 2003).

The physics of ideal and weakly-interacting quantum gases is largely described by rela-
tively simple theoretical tools (Dalfovo et al. 1999, Giorgini et al. 2008). To simulate quan-
tum many-body systems, there are numerous ways to enhance interactions and induce strong
correlations in ultracold gases (Bloch et al. 2008). In particular, Feshbach resonances are an
excellent way to control the strength of interactions and even access a unitary regime where
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the interactions are as high as allowed by quantum scattering theory (Chin et al. 2010).
Atoms with long-range dipolar interactions, such as erbium and dysprosium, have also been
brought to quantum degeneracy (Aikawa et al. 2012), leading to experimental evidence of a
supersolid phase, a superfluid phase with a spontaneously-broken translational invariance
(Chomaz et al. 2022). Various schemes have also been proposed to simulate the fractional
quantum Hall effect, which results from the interplay between interactions and orbital mag-
netism, with (neutral) ultracold atoms under an artificial magnetic field (Jaksch et al. 2003,
Dalibard et al. 2011). One such scheme was the motivation to start the Ytterbium project in
our group (Gerbier et al. 2010).

Another way to study many-body physics with ultracold gases is to increase the external
confinement of the atoms. A two-dimensional gas can even obtained by freezing the atomic
motion in one direction with strong external confinement, and a one-dimensional gas is ob-
tained by freezing the atomic motion in two directions. For bosons in reduced dimensions
(Petrov et al. 2004), traditional Bose-Einstein condensation is not possible in low dimen-
sions. In two dimensions a superfluid transition still exists thanks to a mechanism theorized
by Berezinskii, Kosterlitz and Thouless (Berezinsky 1972, Kosterlitz et al. 1973). A transition
compatible with this mechanism was experimentally observed in an ultracold atomic gas by
Hadzibabic et al. (2006). Quantum physics in one dimension is arguably even less intuitive
than in two dimensions because of the increased role of fluctuations (Giamarchi 2003). For-
tunately, many theoretical and computational tools are available to model one-dimensional
quantum systems, from Luttinger liquid theory to exact methods such as the Bose-Fermi
mapping and the Bethe ansatz (Cazalilla et al. 2011).

Strong confinement of the atoms is often achieved by trapping them in one node of pe-
riodic light trapping potentials, also known as optical lattices. By trapping one atom per
node in three-dimensional optical lattices, one can perform controlled quantum simulations
of popular condensed matter lattice models such as the Bose and Fermi-Hubbard models
(Jaksch et al. 1998). In a seminal experiment, Greiner et al. (2002) probed the celebrated
superfluid-to-Mott insulator transition for the first time. This observation has triggered an
explosion of the field of quantum gases in optical lattices due to the wide range of physical
models that can be studied, from the weakly to strongly-interacting regime, with bosons,
fermions, or mixtures thereof (Gross et al. 2017). A remarkable experimental achievement
in the field has been the quantum gas microscope, i.e. the detection of quantum gases in op-
tical lattices with single site resolution (Bakr et al. 2009, Sherson et al. 2010). As an example,
quantum gas microscopes have been instrumental to reveal the phenomenon of many-body
localization (Abanin et al. 2019), an example of out-of-equilibrium quantum physics where
thermalization is suppressed due to the interplay between interactions and disorder.

The interaction of matter and light is a topic that goes back to the origins of quantum
mechanics (Einstein 1905). In the field of ultracold quantum gases, light is most commonly
seen as the tool of choice for probing atomic properties. However, an equally interesting
problem is how the response of a material system to light is affected by many-body effects.
Both of these aspects of light-matter interaction are well suited to quantum simulation be-
cause of their complexity. For that purpose, ultracold quantum gases of alkaline-earth and
alkaline earth-like atoms, such as strontium and ytterbium, make great quantum simulators
because of the simplicity of their electronic structure compared to alkalis (Bromley et al.
2016).

The quantum description of light-matter interaction is related to the notion of open
quantum systems. The system of interest S (e.g. trapped ultracold atoms) and the environ-
ment E (e.g. the electromagnetic field or untrapped atomic states) form a closed quantum
system that is too complex to study in its full generality. If the environment E behaves under
the right conditions, the evolution of the system of interest S can be studied on its own in
a rather simple way through a quantum master equation (Haroche et al. 2006). The inter-
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action of a quantum system with its environment is linked to quantum dissipation, and the
interaction of an atomic system with a photon bath is a prime example that has been studied
in great details (Dalibard et al. 1985, Cohen-Tannoudji et al. 1992). Shining resonant light
on ultracold quantum gases generally results in losses and heating. If the system was cold
enough to initially have some quantum coherence, the interaction with the electromagnetic
environment gradually destroys this coherence as quantum information is transferred to the
environment. Cavity quantum electrodynamics experiments have studied in detail the evo-
lution of a single quantum particle in a controlled environment (Raimond et al. 2001, Blais
et al. 2021), but the surface has only been scratched with respect to dissipation in many-body
quantum systems.

It is essential to understand open quantum many-body systems in order to scale up quan-
tum simulators. Moreover, open quantum many-body systems are themselves interesting
subjects for quantum simulation, where the interplay of dissipation and interactions can
lead to new phenomena. The role of interactions in the decoherence of an open system has
been the subject of theoretical (Sieberer et al. 2016, Weimer et al. 2021) and experimental
(Raitzsch et al. 2009, Baumann et al. 2010, Barreiro et al. 2011, Ates et al. 2012) efforts in
recent years. For example, a celebrated phenomena pertaining to many-body quantum dis-
sipation is the quantum Zeno effect, which is the inhibition of coherent dynamics under
frequent measurements (Misra et al. 1977, Itano et al. 1990). The slowing down of atomic
losses, which can be considered as an unread measurement of the atom number, has been
observed experimentally in many experiments (Syassen et al. 2008, Barontini et al. 2013,
Sponselee et al. 2018), including ours (Ghermaoui 2020).

The counterpart of the atomic response is the optical response, i.e. the effect of the atoms
on the light. Typically, an atomic cloud absorbs and re-emits photons, thus scattering the
probing electromagnetic field. The optical response of non-interacting particles can be com-
puted easily (Born et al. 1999), but the physics is much more elusive when it comes to a dense
medium (Guerin et al. 2017). In particular, the atoms can interact by exchanging photons,
leading to dipole-dipole interactions (Morice et al. 1995). This leads to a broadening and
a shift of the resonance line, as well as subradiance or superradiance (Guerin et al. 2016,
Araújo et al. 2016, Roof et al. 2016, Corman et al. 2017, Jennewein et al. 2018). Due to
conflicting experimental results in different geometries and with multilevel atoms, the state
of the field is not entirely clear at this time, calling for a replication of collective scattering
experiments using atoms with two-level transitions Bromley et al. (2016).

This manuscript reports on experiments carried out during my thesis at the Laboratoire
Kastler Brossel at the Collège de France in Paris. We performed experiments on ultracold
ytterbium quantum gases, on which we provide a theoretical and experimental background
in Part I of this manuscript. More specifically, we successively studied the effect of near-
resonant light on ultracold quantum gases of bosons in optical lattices, as detailed in Part
II, and the effect of bulk two-dimensional quantum gases of ytterbium on near-resonant
light, as detailed in Part III. The manuscript contains seven chapters, which are organized as
follows:

Chapter 1 provides the theoretical tools on which we will rely throughout the manuscript.
Starting with the basic description of weakly-interacting Bose-Einstein condensates in three
dimensions, we then review the main features of the Bose gas in low dimensions. Finally, we
present the basics of quantum gases in optical lattices, in particular in the framework of the
Bose-Hubbard model.

Chapter 2 describes the experimental setup on which I worked during my thesis. The
main aspects are the realization of three-dimensional Bose-Einstein condensates of 174Yb,
their characterization through time-of-flight absorption imaging, and their loading in three-
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dimensional optical lattices. This chapter focuses particularly on the state of the experiment
for the first two years of my thesis, which corresponds to the results presented in Chapters 3
to 5.

Chapter 3 provides more details on the physics of the one-dimensional Bose gas, in the
continuum and on a lattice, which is essential for the experiments reported in Part II. Exper-
imental data on the momentum distribution of one-dimensional bosons is analyzed using
the theoretical tools introduced.

Chapter 4 presents a series of experiments showing the existence of an algebraic regime
of decoherence at long times when a quantum gases of bosons in an optical lattice is sub-
jected to many cycles of absorption and spontaneous emission by near-resonant light. In this
chapter, we also give more details on open quantum systems and on the quantum description
of spontaneous emission.

Chapter 5 demonstrates that the same decoherence experiment as in Chapter 4 can also
be used as a probe for the initial state of the system by studying the short-time dissipative
dynamics and applying quantum linear response theory to the open system. We benchmark
this method by applying it to a quantum many-body system which is well understood at
equilibrium, namely the one-dimensional Bose gas.

Chapter 6 describes the experimental improvements we have made to the setup midway
through my thesis. These improvements include a new imaging system to probe the atoms
in-situ with a high spatial resolution (≈ 1µm) and a large-period optical lattice to prepare
a single two-dimensional Bose gas. This chapter provides detailed calibrations of the new
experimental tools, as well as various perspectives for taking the experiment further.

Chapter 7 reports on a study of the optical response of a bulk two-dimensional Bose-
Einstein condensate through a complete measurement of its complex transmission coeffi-
cient. The experimental data are compared with different theoretical approaches as well as
with numerical simulations.
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Chapter 1. Theoretical background on ultracold bosonic gases

Introduction

During my thesis, we have studied ultracold quantum gases of bosons in a wide variety of
configurations. Starting from three-dimensional Bose-Einstein condensates, we have studied
Bose gases in one dimension, as discussed in Part II, and in two dimensions, as discussed in
Part III. In addition, we have also studied quantum gases of bosons in periodic light poten-
tials, also known as optical lattices. In this chapter, we aim to describe the many theoretical
aspects related to the ultracold quantum gases studied in this manuscript. As the physics
involved is very rich, we focus on the essential features.

In the first section, we focus on the description of a Bose-Einstein condensate in a har-
monic trap and with weak contact interactions. We describe Bose gases in dimension d = 3
and derive the density distribution of a condensate with a mean-field formalism.

In the second section, we discuss Bose gases in low dimensions d = 1 or 2, where phase
fluctuations play a more important role and true condensation is forbidden in the thermo-
dynamic limit. Using first and second-order correlation functions, we highlight the essential
differences coming from the reduction of dimensionality, and we describe the properties of
the low-dimensional quasi-condensates.

In the third section, we focus on bosonic quantum gases in optical lattices. After a re-
minder on band theory, we derive the Bose-Hubbard Hamiltonian. This celebrated model
describes bosons with on-site interactions in a single-band approximation and by consider-
ing a tight-binding regime. We then present some important features of the Bose-Hubbard
model that are relevant to our experiments, in particular its phase diagram.

1.1 Weakly-interacting Bose-Einstein condensates in three
dimensions

1.1.1 Introduction without interactions

In the absence of interactions, the behavior of a gas of N bosons is determined by the single-
particle Hamilotnian

Ĥ(r̂, p̂) =
p̂2

2m
+Vtrap(r̂), (1.1.1)

where Vtrap(r) is a trapping potential that has a minimum in r = 0. In the thermodynamic
limit (N →∞ at fixed density), the semi-classical phase-space density of a non-interacting
Bose gas of temperature T and chemical potential −∞ < µ < Vtrap(0) reads

W (r,p) =
1
hd

1

eβ[H(r,p)−µ] − 1
=

1
hd

Li0
(
eβ[µ−H(r,p)]

)
(1.1.2)

with d the dimension, β = 1/kBT and Liα(x) =
∑
n x

n/nα, a so-called polylog function of order
α (Bagnato et al. 1987, Castin 2001). In three dimensions (3D), integration over p yields

D3D(x,y) ≡ n3D(r)λ3
th = Li3/2

(
eβ[µ−Vtrap(r)]

)
< Li3/2(1) (1.1.3)

where we have defined the thermal de Broglie wavelength λth = h/
√

2πmkBT and the 3D
atomic density n3D. Equation (1.1.3) implies that the atomic density n3D is bounded from
above as µ is increased towards Vtrap(0). To elucidate this apparently strange result, Einstein
(1924) pointed out that for bosons the contribution of the single-particle ground state must
be considered separately from that of the excited states even in the thermodynamic limit.
Equation(1.1.3) then corresponds to the excited state density, which is bounded. This implies
that, as µ is increased, the ground state density can increase without bounds. This leads
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1.1. Weakly-interacting Bose-Einstein condensates in three dimensions

to the formation of a Bose-Einstein condensate, where a macroscopic number of atoms are
condensing in the ground state.

Note that Bose-Einstein condensation does not exist in the thermodynamic limit in low
dimensions at finite temperature. In the case of a 2D and 1D ideal gas, integration over p of
the phase-space density yields

D2D(x,y) ≡ n2D(x,y)λ2
th = Li1

(
eβ[µ−Vtrap(x,y)]

)
= − ln

(
1− eβ[µ−Vtrap(x,y)]

)
, (1.1.4)

D1D(x,y) ≡ n1D(x)λth = Li1/2
(
eβ[µ−Vtrap(x,y)]

)
, (1.1.5)

which are not bounded from above.

1.1.2 Mean-field description

Interactions between atoms cannot be dismissed when the density becomes high enough to
reach Bose-Einstein condensation. In most cases, the interactions are two-body and short-
ranged, and the interaction potential can be modeled by

U (r) = g3Dδ(r) with g3D =
4πℏ2a
m

(1.1.6)

to reproduce the same scattering amplitude as the true potential (Dalibard 2021). The char-
acteristic length a is called the s-wave scattering length.

For a gas of N bosons interacting pair-wise, we then consider the Hamiltonian

Ĥ =
∫

d3r

(
ℏ2

2m
∇Ψ̂ †(r) · ∇Ψ̂ (r) + Ψ̂ †(r)Vtrap(r)Ψ̂ (r)

)
+

1
2

"
d3r1d3r2 Ψ̂

†(r1)Ψ̂ †(r2)U (r1 − r2)Ψ̂ (r2)Ψ̂ (r1).
(1.1.7)

At zero temperature, the simple theoretical approach is a classical field formalism. This for-
malism is equivalent to a mean-field approximation describing the many-bound ground
state as a product state

Ψ (r1, ...,rN ) ≃ ψ(r1)...ψ(rN ) (1.1.8)

with the single-particle wavefunction ψ being the “classical field”. The expectation value
of the Hamiltonian is an energy functional E[ψ], which is minimized by the solution of the
Gross-Pitaevskii equation

− ℏ2

2m
∆ψ(r) +Vtrap(r)ψ(r) + g3D|ψ(r)|2ψ(r) = µ0ψ(r). (1.1.9)

The mean-field approximation is valid in the dilute and weakly-interacting regime, i.e. when
the scattering length a is much smaller than the average distance between atoms. This con-
dition is usually put in the form n3Da

3≪ 1.
Let us now consider the case of a BEC trapped by a harmonic potential with frequencies

(ωx,ωy ,ωz). For each direction i, there are two lengths in the GP equation: the actual size of
the cloud σi and the size of the single-particle ground state in the harmonic potential aho,i =√
ℏ/mωi , with σi ⩾ aho,i . The kinetic energy per atom within the mean-field approximation

is on the order of

ekin ∼ ℏ2

2mσ2
i

<
ℏ2

2ma2
ho,i

=
ℏωi

2
. (1.1.10)
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Chapter 1. Theoretical background on ultracold bosonic gases

In the Thomas-Fermi limit µ0 ≫ ℏωi , we neglect the kinetic term in equation (1.1.9). A 3D
BEC can be described in the Thomas-Fermi limit for the three directions, and the density of
the ground state is an inverted parabola

n3D(r) =N |ψ(r)|2 = max
[
µ0 −Vtrap(r)

g
,0

]
. (1.1.11)

This is equivalent to writing the thermodynamic equation µ0 = g3Dn(r)+Vtrap(r), correspond-
ing to a hydrodynamic equilibrium.

1.2 Weakly-interacting Bose gases in reduced dimensions

1.2.1 Mean-field description

We start by presenting the mean-field description of Bose-Einstein condensates in low di-
mensions. We mentioned earlier that true Bose-Einstein condensation does not exist in low
dimensions, so the mean-field description cannot capture all the relevant physics. How-
ever, it already highlights a few important differences with the 3D case, and we will see in
section 1.2.2 that it remains useful in certain conditions.

1.2.1.1 Effective interaction strength in low dimensions

For concreteness, we first consider a 2D harmonic trap

Vtrap(r) = V2D(x,y) +
1
2
mω2

z z
2 (1.2.1)

where ωz ≫ ωx,ωy . We separate the dimensions in the ground state single-particle wave-
function

ψ(r) = φ(x,y)χ0(z). (1.2.2)

At T = 0, the atoms occupy the ground state of the transverse harmonic oscillator, described
by the transverse wavefunction χ0. At finite temperature, the gas will be considered to be
2D if the transverse degrees of freedom are frozen, i.e. if kBT , |µ| ≪ ℏωz in 2D. The classical
field energy minimization functional yields a 2D version of the Gross-Pitaevskii equation

− ℏ2

2m
∆φ+ g2D|φ|2φ = (µ−V2D)φ, (1.2.3)

and in the Thomas-Fermi limit we write

n2D(x,y) = max
[
µ−V2D(x,y)

g2D
,0

]
. (1.2.4)

The 2D interaction strength g2D reads

g2D = g3D

∫
dz|χ0(z)|4 =

ℏ2

m

√
8πa
aho,z

. (1.2.5)

In 1D, the same procedure can be applied with ψ(r) = φ(x)χ0(y,z). The main difference is
that the 1D interaction strength reads

g1D = g3D

"
dydz|χ0(y,z)|4 = 2ℏω⊥a. (1.2.6)
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Note that the existence of 2D and 1D interaction strengths g2D and g1D does not imply
that the kinematics of the collisions are 2D or 1D in our gas: the scattering length a and
the range of the interactions remain small compared to aho,z and aho,⊥ =

√
ℏ/mω⊥. For this

reason, the kinematics of the collisions remain 3D and our systems should be called more
rigorously quasi-two/one-dimensional gases (Petrov et al. 2000; 2001). We will not use this
denomination for the sake of simplicity.

1.2.1.2 Dimensionless interaction parameter

In all dimensions, it is convenient to define a dimensionless interaction parameter which
compares the kinetic energy and the interaction energy in order to separate the weakly and
the strongly-interacting regime. In dimension d and at T = 0, the typical length is the mean
interparticle distance n1/d

dD . In order to form a dimensionless parameter, it is common to com-
pare the mean-field interaction energy gndD with the kinetic energy of a strongly-interacting
system ∼ ℏ2n2/d

dD /2m. The dimensionless parameters in all dimensions are reported in ta-
ble1.1.

Dimension 3D 2D 1D
Name g̃ γ

Eint/Ekin 2πn1/3
3D a

√
8πa/aho,z 2a/(a2⊥n)

Table 1.1: Dimensionless interaction parameter in all dimensions.

The different dimensionless interaction parameters scale differently with the density. In
3D we recognize the weakly-interacting condition n3Da

3 ≪ 1. In 2D, the dimensionless in-
teraction parameter g̃ is independent of the density, a consequence of the scale invariance
of a quasi-2D gas with weak contact interactions (Saint-Jalm et al. 2019). In 1D, the kinetic
energy increases more rapidly than the interaction energy when the density is increased.
Counter-intuitively, this means that the strongly-interacting regime can be achieved by re-
ducing the 1D density (Olshanii 1998).

1.2.2 Quasi-condensates and quasi-long-range order

As we mentioned, the mean-field approach is far from a complete description of low di-
mensional Bose gases. Indeed, the general Mermin–Wagner–Hohenberg theorem states that,
in dimension d ⩽ 2, no continuous symmetry can be spontaneously broken for a finite-
temperature system with short-range interactions (Mermin et al. 1966, Hohenberg 1967).
This implies that true Bose-Einstein condensation does not exist in the thermodynamic limit
in low dimensions. In order to complete our description of low-dimensional Bose gases, we
need to introduce correlation functions and the notion of quasi-condensates and of quasi-
long-range order.

The commonly accepted criterion for true Bose-Einstein condensation is that the first-
order correlation function

g1(r) =
⟨Ψ̂ †(r)Ψ̂ (0)⟩
⟨Ψ̂ †(0)Ψ̂ (0)⟩ (1.2.7)

has a finite value at infinite distance, following a proposal by Penrose et al. (1956). This
property is called long-range order, and is verified for ideal and weakly-interacting 3D BECs.

We now go beyond the classical field description and introduce the quantum field

Ψ̂ = eiθ̂
√
n+ δn̂, (1.2.8)
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Chapter 1. Theoretical background on ultracold bosonic gases

where δn̂ and θ̂ describe the density and phase fluctuations respectively. Density fluctua-
tions are captured by the second-order correlation function

g2(r) =
⟨n(r)n(0)⟩

n2 (1.2.9)

As a result of bunching and anti-bunching, g2(0) = 2 for an ideal gas of bosons above con-
densation and g2(0) = 0 for an ideal gas of fermions (Jeltes et al. 2007). For a weakly-
interacting gas of bosons at low temperature kBT ≪ µ, g2 → 0 on a scale lc on the order of
the healing length ξ. On larger length scales r ≫ lc, the density fluctuations are suppressed
(g2(0)− 1≪ 1). Taking δn̂ = 0 in equation(1.2.8), the quantum field can be approximated as

φ̂ ≃ √nexp
(
iθ̂

)
. (1.2.10)

Such a system with a fluctuating phase but no density fluctuations is called a quasi-condensate.
The first-order correlation function is dominated by phase fluctuations

g1(r) ≃ exp
[
−1

2
⟨θ̂(r)− θ̂(0)⟩2

]
. (1.2.11)

A complete theoretical formalism to describe quasi-condensates is discussed in Mora et al.
(2003) and Castin (2004).

The singularity of the 2D case is the existence of a genuine phase transition to a super-
fluid state, called the Berezinskii–Kosterlitz–Thouless (BKT) transition (Berezinsky 1972,
Kosterlitz et al. 1973). Just above the critical point Tc of this transition, the gas does not
possess long-range or quasi-long-range order: the first-order correlation function decays ex-
ponentially. Below Tc, we observe the apparition of bound pairs of vortices which result in
an algebraic decay of the first-order correlation function

g1(r) ≃
(
r
λth

)−α
, (1.2.12)

which is called quasi-long-range order. The exponent α is the inverse of the phase-space
density of the superfluid fraction which appears at T < Tc. Finally, at zero temperature,
there is a true condensate and the first-order correlation function has a finite value at infinite
distance. Strictly speaking, the result 1.2.12 holds only in the thermodynamic limit. For a
finite 2D system at finite temperature, quasi-long range order leads to a true BEC if the
thermal length is much larger than the system size

λth≫ L. (1.2.13)

In 1D, there is no phase transition. Even at zero temperature, a 1D system only exhibits
quasi-long-range order

g1(x) ≃
( |x|
ξ1D

)−√γ/2π
, (1.2.14)

where ξ1D = n/
√

2γ is the 1D healing length. At finite temperature T , the asymptotic behav-
ior of g1(x) is an exponential decay

g1(x) ≃ exp
(
−|x|
lφ

)
, (1.2.15)

where we have defined a phase coherence length

lφ =
2ℏ2n
mkBT

. (1.2.16)
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Nevertheless, true condensation is possible for a finite 1D system if the phase coherence
length is much larger than the thermal length

lφ≫ λth≫ L. (1.2.17)

Indeed, the first-order correlation function still has finite values over the finite sample in
this case.

1.3 Ultracold bosons on optical lattices

We now turn to the physics of bosonic quantum gases loaded in periodic light potentials
known as optical lattices, an experimental tool that we will use throughout this manuscript
and in particular in Part II. The standing wave obtained by retroreflecting an off-resonant
laser beam creates, via the dipole force, a periodic potential of the form

VL(x) = V0 sin2(kLx), (1.3.1)

with period d = π/kL = λ/2, as sketched in figure 1.1.

λ λ
λ
2

x

Figure 1.1 Sketch of the interference of two counter-propagating plane waves. The resulting
standing plane wave of period d = λ/2 forms a 1D lattice potential.

1.3.1 Reminder on band theory

The Hamiltonian of an atom in a 1D optical lattice,

Ĥ =
p̂2

2m
+VL(x̂), (1.3.2)

commutes with the translation operator T̂d = exp(ip̂d/ℏ). The eigenstates of the Hamiltonian
obey Bloch theorem

φn,q(x) = eiqxun,q(x), (1.3.3)

where q is the quasi-momentum. We restrict q to the first Brillouin zone (BZ1) (−kL, kL] =
(−π/d,π/d]. q is quantized in a finite system with periodic boundary conditions. un,q is
called a Bloch function and is periodic with period d.

The energy spectrum splits into allowed energy bands, corresponding to the eigenener-
gies En(q) of the eigenstates φn,q, and forbidden regions. n corresponds to the band number
in the energy spectrum, with n = 0 corresponding to the ground band. The first three energy
bands are shown in figure 1.2 for different lattice depths V0. In the free space limit (V0 = 0),
the band structure is obtained by “folding” the kinetic energy parabola. As the lattice gets
deeper, gaps open at the crossing points ±kL and the bands progressively become flatter.

To describe efficiently interacting systems, it is convenient to introduce the Wannier func-
tions. They are defined from the Bloch waves φn,q(x) by a Fourier transform

wn(x − xi) =
1√
Ns

∑
q∈BZ1

e−iqxiφn,q(x). (1.3.4)
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Figure 1.2 Band structure of a 1D lattice for (a) V0 = 2ER, (b) V0 = 4ER, (c) V0 = 10ER, and
(d) V0 = 20ER. Only the first three bands are shown.

where Ns is the number of sites. Like Bloch functions, Wannier functions form an orthonor-
mal basis of the Hilbert space and describe position eigenstates, while Bloch functions de-
scribe momentum eigenstates. The Wannier function of the ground and first excited bands
are shown in figure 1.3. The Hamiltonian is not diagonal in the Wannier basis and reads

Ĥ = −
∑
n,i,j

Jn(i − j) |wn,i⟩⟨wn,j | , (1.3.5)

where the matrix elements Jn(i − j) are defined as

Jn(i − j) =
∫

dxw∗n(x − xj )
(
ℏ2∇2

2m
−VL(x)

)
wn(x − xi). (1.3.6)

As shown in figure 1.3, the Wannier functions become more localized around the sites as the
lattice depth is increased. The overlap between neighbouring Wannier functions is therefore
small for deep enough lattices. In the tight-binding limit, we only consider the first two
terms Jn(0) (the mean energy of the band) and Jn(1) (the nearest-neighbour tunnelling). We
discuss the regime of validity of this approximation below.

We are interested in the behavior of a quantum gas of bosons in an optical lattice. In
3D, the band theory applies with a vector band number n. Assuming the atoms are cold
enough so that the ground band can be adiabatically loaded, we neglect all excited bands
nx/y/z , 0. Then, we assume that the lattice is deep enough to consider the tight-binding
limit J0(1)≫ J0(i > 1). By redefining the energy so that J0(0) = 0, we obtain a tight-binding
Hamiltonian

Ĥ = −J
∑
m

(
â†m+1âm + â†mâm+1

)
, (1.3.7)

where J ≡ J0(1) and the operator â†m creates an atom in the Wannier function localized at site
m (in the ground band). In momentum space, the Bloch wavefunction annihilation operator
reads

âq =
1√
Ns

∑
m

eimqd âm. (1.3.8)

In the Bloch basis, the tight-binding Hamiltonian is diagonal and reads Ĥ =
∑
q Eqâ†qâq. The

eigenenergies take the simple form Eq = −2J cosqd.
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Figure 1.3 Wannier functions of a 1D lattice for (a) V0 = 2ER, (b) V0 = 4ER, (c) V0 = 10ER,
and (d) V0 = 20ER. We show Wannier function of the ground band (solid line) and the first
excited band (dashed line).
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Figure 1.4 (a) Energy scales of the Bose-Hubbard model, in units of the recoil energy ER.
The solid line corresponds to J as a function of V0. The dashed line corresponds to U for a
2D lattice such that Vx = Vy = V0 and Vz = 27ER. The dotted line corresponds to U for a 1D
lattice such that Vx = V0, Vy = 25ER and Vz = 27ER. (b) J/U , with the same conventions.

1.3.2 Bose-Hubbard model

1.3.2.1 On-site interactions

We want to add interactions between the bosons to the single-band tight-binding model. In
second quantization, the contact-interaction Hamiltonian reads

Ĥint =
g

2

∫
drΨ̂ †(r)Ψ̂ †(r)Ψ̂ (r)Ψ̂ (r), (1.3.9)

where Ψ̂ (r) annihilates an atom at position r and g is the interaction strength in the dimen-
sion of the problem. In the single-band approximation and tight-binding limit, we write the
field operator as Ψ̂ (r) =

∑
mw(r − rm)âm, yielding

Ĥint =
∑
mnlp

Umnlp
2

â†mâ†nâl âp. (1.3.10)

We consider only the dominant term m = n = l = p corresponding to on-site interactions

U ≡Ummmm = g
∫

dr|w(r)|4. (1.3.11)
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Figure 1.5 Validity of the Bose-Hubbard model as a function of the lattice depth. (a) Gap ∆
(solid line). (b) Validity of the tight-binding approximation with J(2)/J . (c) Validity of the
on-site interaction model: Jda/U (solid line) and Unn/U (dashed line).

We discuss the regime of validity of this approximation below. Finally, we obtain the Bose-
Hubbard Hamiltonian

ĤBH = −J
∑
m

(â†m+1âm + â†mâm+1) +
U
2

∑
m

n̂m(n̂m − 1). (1.3.12)

The energy scale U and J are usually expressed in units of the recoil energy ER = ℏ2k2
L/2m,

the natural energy unit arising for a periodic potential of period π/kL.

1.3.2.2 Validity of the Bose-Hubbard model

Let us discuss in this subsection the validity of the Bose-Hubbard model. First, to study
the validity of the single-band approximation, we show in figure 1.5(a) the gap, defined as
∆ = E1(q = 0) − E0(q = 0), as a function of the lattice depth. We observe that ∆ > 4ER, and
we will see later that the chemical potential in our 1D Bose-Hubbard systems is on the order
of 0.1ER. We can thus use band theory in a single-band approximation even if there is no
lattice for 1D gases.

Then, to study the validity of the tight-binding approximation, we show in figure 1.5(b)
the next-nearest-neighbor tunneling term J(2) in units of the nearest-neighbor tunneling
term J ≡ J(1). We observe that the tight-binding approximation is valid up to 10% for V0 ≃
3.0ER.

We now turn to the validity of the on-site interaction model. The leading terms Umnlp
(after U ≡Ummmm) in the interacting Hamiltonian from equation(1.3.10) are the following:

• If one index is different (e.g. m = n = l = p ± 1), we obtain a density-assisted tunnelling
Hamilonian

Ĥda =
∑
m

Jdaâ
†
m(n̂m + n̂m+1)âm+1 with Jda = g

∫
drw∗(r)|w(r)|2w(r + dex). (1.3.13)

We show Jda/U as a function of the lattice depth in figure 1.5(c).

• If two indices are different and m = n = l ± 1 = p ± 1, we obtain a nearest-neighbor
interaction Hamiltonian

Ĥnn =
∑
m

Unn

2
n̂mn̂m+1 with Unn = g

∫
dr|w(r)|2|w(r + dex)|2. (1.3.14)

We show Unn/U as a function of the lattice depth in figure 1.5(c).
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χ J(2)/J Jda/U Unn/U
V0(χ = 0.1) [ER] 3.0 0 0.3
V0(χ = 0.01) [ER] 10.6 0.6 3.0

Table 1.2: Validity limits of the Bose-Hubbard model: for a lattice depth V0 greater than
V0(χ = x), the validity parameter χ is smaller than x. We consider x = 10% and x = 1%.

• If two indices are different and m = l = n±1 = p±1, we obtain a cotunnelling Hamilto-
nian

Ĥco =
∑
m

Jco

2
â†2m â2

m+1 with Jco = g
∫

drw∗(r)2w(r + dex)2. (1.3.15)

We have Unn = Jco if the Wannier functions are chosen to be real, which is why we do
not show the cotunneling coefficient in figure 1.5(c).

In table 1.2, we compile the validity limits of the different approximations of the Bose-
Hubbard model. We observe that the most limiting approximation is the tight-binding ap-
proximation. The on-site interaction approximation is valid for lattice depths that are an
order of magnitude smaller. However, note that, although in low dimensions the single-
band approximation is not the most limiting approximation, this is not necessarily true in
3D where typically µ ∼ ER.

1.3.3 Phase diagram of a uniform system

1.3.3.1 Two phases

By taking the opposite limits J = 0 and U = 0, we can see that (at least) two phases can
exist in the Bose-Hubbard model Zwerger (2003). In the non-interacting limit U = 0, the
ground state is an ideal Bose-Einstein condensate. This phase is well-described by a product
of coherent states over the sites i

|ΨSF⟩ =
∏
i

∑
n

e−|α|
2/2 α

n

√
n!
|n⟩i . (1.3.16)

For small but finite U , this phase is called the superfluid phase. In the opposite limit J = 0,
also known as the atomic limit, there is no phase correlation between the sites and the ground
state is a product of Fock states

|ΨMI⟩ =
∏
i

|n̄⟩i . (1.3.17)

This phase is called the Mott insulator and has an integer filling n̄ (note that the filling
and the density are simply related by n̄ = ndD where d is the lattice spacing and D is the
dimension).

For an arbitrary J/U , the Bose-Hubbard model cannot be solved analytically. However,
the phase diagram of the Bose-Hubbard model has been extensively studied by numerical
approaches, including quantum Monte Carlo (QMC) and density matrix renormalization
group (DMRG) techniques (Pollet 2012, Kühner et al. 1998). In this manuscript, we focus
on 2D square and 1D lattice Bose-Hubbard models. In the rest of this section, we show
that it can be well captured with simple theoretical tools, but also that two slightly different
approaches must be used in 2D and 1D respectively.

A Bose gas in a lattice in the superfluid regime retains the phase coherence properties
of the BEC: the first-order correlation function has a finite value at infinite distance in the
thermodynamic limit and in 3D. In the Mott insulating regime however, the first-order cor-
relation function decays exponentially (Zwerger 2003). In the next chapter, we will see how
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Figure 1.6 Phase diagram of the 2D Bose-Hubbard model at T = 0, calculated by numerically
minimizing the Gutzwiller energy. The dashed line corresponds to the density profile in the
local density approximation.

the disappearance of long-range order can be probed experimentally in time-of-flight exper-
iments (Greiner et al. 2002). Higher-order correlations are still present in a Mott insulator,
and can be probed in quantum gas microscopes accessing the density distribution of 2D
lattices (Bakr et al. 2009, Sherson et al. 2010).

1.3.3.2 Mean-field approach

In two (or higher) dimensions, the ground state of the Bose-Hubbard Hamiltonian can be
qualitatively captured by a factorization ansatz called the Gutzwiller wavefunction

|ΨG⟩ =
∏
i

∑
n

c(n) |n⟩i . (1.3.18)

where |n⟩i is a Fock state where n atoms are present on site i. The Gutzwiller wavefunction
interpolates between the ground states in the opposite limits J = 0 and U = 0, given in
equation(1.3.16) and equation(1.3.17).

For a given chemical potential µ, numerical minimization of the Gutwiller free energy
⟨ΨG|ĤBH −µ

∑
i n̂i |ΨG⟩ gives access to the density for any (J/U,µ/U ) through

n̄ =
∑
n

n|c(n)|2. (1.3.19)

We obtain the phase diagram shown in figure 1.6(a) for an isotropic 2D square lattice. We
observe characteristic lobes corresponding to Mott insulators with filling n̄ ∈ N∗. In the rest
of the phase diagram, the gas is in the superfluid phase. The phase diagram is qualitatively
the same in one dimension, and we discuss the quantitative differences in Chapter 3.

1.3.4 Non-uniform system in the local density approximation

The laser beams creating lattice potentials are not plane waves and typically have a Gaus-
sian shape, as discussed in the next chapter. Approximating the Gaussian envelope with a
harmonic Vtrap(r) = κ(x2 + y2), we write

Ĥ ′BH = ĤBH + V̂trap with V̂trap ≃
∑
m

κr2
mâ
†
mâm. (1.3.20)

If Vtrap(r) is weak enough, Bloch theorem remains a good approximation and we can apply
a local density approximation. In the grand-canonical ensemble, we associate a chemical
potential µ′(r) = µ0 −V (r) to any point r and write

K ′BH =H ′BH −µ0N =HBH −µ′N. (1.3.21)
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Figure 1.7 (a-c) Shell structure for a 2D trapped Mott insulator at T = 0 for µ0/U = 2.5: (a)
J/U = 0.002, (b) J/U = 0.02, and (c) J/U = 0.2. The behavior is qualitatively the same in 1D.√
U/κ is the typical distance set by the external trapping potential.

The density profile can then be deduced by using the uniform phase diagram, as shown in
figure 1.6(a) with a dashed line. We find that the density profile resembles a Thomas-Fermi
profile in the superfluid regime, and exhibits a characteristic shell-like structure in the Mott
insulating phase, as shown in figure 1.7(b-d).

Conclusion

In this chapter, we have presented the essential theoretical tools for this manuscript. Af-
ter introducing the notion of Bose-Einstein condensation with the ideal gas, we have pre-
sented the mean-field formalism describing a zero temperature weakly-interacting 3D Bose-
Einstein condensate. We then turned to the description of low-dimensional Bose gases (d = 2
and 1). After highlighting the differences in the mean-field approach, we have described the
correlation properties of low-dimensional Bose gases, with the emphasis on the differences
between 2D and 1D. We explained that true Bose-Einstein condensation does not exist in low
dimensions, but we presented the notions of quasi-Bose-Einstein condensates and of quasi-
long-range order, which allows us to retrieve condensation for finite systems. Finally, in a
third part, we focused on the behavior of bosons in periodic trapping potentials, also known
as optical lattices. We presented the essential aspects of band theory, and made two key ap-
proximations to derive the Bose-Hubbard Hamiltonian: a single-band approximation and a
tight-binding limit. Finally, we described the phase diagram of the Bose-Hubbard model, its
ground state for a harmonically-trapped system, and the correlation properties of the two
phases: the superfluid phase and the Mott insulating phase.
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Chapter 2. Experimental background on ultracold bosonic ytterbium

Introduction

In this chapter, we present the experimental apparatus on which I have performed the ex-
periments reported in this thesis. The control and maintenance of this complex machine
is an important part of the experimental work. The aim of this chapter is to present some
key specificities of this experiment, and not an exhaustive account of laser cooling and trap-
ping (Metcalf et al. 1999), experimental realization of Bose-Einstein condensates (Ketterle
et al. 1999) or quantum gases in optical lattices (Bloch et al. 2008). More technical details
can be found in the theses of my predecessors (Scholl 2014, Dareau 2015, Bouganne 2018,
Bosch Aguilera 2019, Ghermaoui 2020).

In section 2.1, we present the relevant properties of the Ytterbium atom. We introduce
the two important electronic transitions, the λb = 399 nm transition with a broad linewidth,
which we call the “blue transition”, and the λg = 556 nm transition with a narrow transition,
which we call the “green transition”. We use lasers close to the blue and green resonances
to cool down and detect the atoms. We also describe how we can trap the atoms in light
potentials created by lasers far off resonance. In these optical traps, the depth of the trap is
related to the intensity of the light and to the atomic polarizability (Grimm et al. 2000). We
show calculations for the latter (Dzuba et al. 2010).

In section 2.2, we detail the various stages of the experimental sequence to produce Bose-
Einstein condensates (BECs) of Yb, the starting point for all subsequent experimental studies
in this manuscript. The main steps of the experimental sequence are as follow. In a ultra-
high vacuum system, we first slow down the atomic beam from an Yb oven with a Zeeman
slower, so that it can be trapped and cooled in a magneto-optical trap. The Yb gas is then
transferred to a crossed optical dipole trap. Evaporative cooling is used to increase the phase-
space density to reach Bose-Einstein condensation.

In section 2.3, we describe time-of-flight absorption imaging, the method used to probe
the atoms at the end of each experimental realization. This technique gives us access to the
momentum distribution of the trapped cloud [at least when interactions can be neglected
(Castin et al. 1996, Gerbier et al. 2008)], integrated along the line of sight of the imaging
system. We describe absorption imaging in the experimentally relevant low-intensity limit
and for dilute gases. The case of optically dense gases will be discussed further in Chapter
7. We also explain how the images are processed with a “best-reference picture” algorithm
to improve the atom detection (Ockeloen et al. 2010).

Finally, in section 2.4, we describe the loading of Yb Bose-Einstein condensates into a
cubic optical lattice to realize stacks of 2D or 1D Bose-Hubbard systems. The optical setup
as well as the loading sequence are detailed. We also present a brief discussion of the exper-
imental studies of the 2D and 1D superfluid to Mott insulator transitions.

2.1 Properties of the Yb atom

Ytterbium is a lanthanide with atomic number 70, usually found as a solid metal. It is an
alkaline-earth-like atom, which means that it has complete inner shells and a complete s
outer shell with two electrons. Bosonic 174Yb, which is used in this manuscript, is the most
abundant isotope, while 173Yb is the most abundant fermionic isotope.

2.1.1 Relevant electronic transitions of 174Yb

The low-energy electronic structure of 174Yb is shown in figure 2.1, with the wavelength and
linewidth of the relevant electronic transitions. We use the spectroscopic notation 2S+1LJ ,
where S is the total electronic spin, L is the total electronic orbital momentum and J = L + S
is the total electronic angular momentum. The nuclear spin I is always zero for bosonic
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Figure 2.1 Scheme of the lowest energy levels of 174Yb. The λb = 399 nm blue transition and
the λg = 556 nm green transition are the two essential transitions in this manuscript. The
λc = 578 nm “clock” transition is only briefly mentioned in section 2.1.1 and in Chapter 5.

isotopes of ytterbium. Not shown in this figure are the Zeeman sublevels, which appear in
the presence of a magnetic field for states with J > 0.

The two valence electrons of Yb largely determine its electronic structure, and can pair
in a spin-singlet state S = 0 or in a spin-triplet state S = 1. The ground state is the 1S0
spin-singlet. The zero total electronic angular momentum F = J + I = 0 of the ground state
implies the absence of hyperfine structure. This electronic structure, much simpler than
that of alkaline atoms, simplifies greatly the study of atom-light interaction (see Chapters 3
and 6). However, it also implies the absence of sub-Doppler cooling mechanisms (Dalibard
et al. 1989). Magnetic trapping of bosonic ytterbium is also not an option since the total
angular momentum of the electronic ground state is zero, making Ytterbium atoms in their
electronic ground state insensitive to magnetic fields. For that reason, optical dipole traps
are essential in our experiment, as we will see in the next section.

The spin-orbit interaction splits the spin-triplet 3P into three levels with electronic an-
gular momentum J (0, 1 and 2). Transitions between singlet and triplet states are forbidden
in the electric dipole approximation, owing to the selection rules ∆J = 0,±1 and ∆S = 0 if
one neglects spin-orbit coupling. Only the blue transition 1S0–1P1 is allowed in this frame-
work. However, some transitions, such as the green intercombination transition 1S0–3P1, are
weakly allowed due to spin-orbit coupling, but with a linewidth about two orders of mag-
nitude smaller than the allowed 1S0–1P1 transition. In this manuscript, we will use almost
exclusively the blue and green transitions, for laser cooling and absorption imaging as well
as for inducing interesting physics. We will denote by (λb,Γb) and (λg,Γg) their respective
wavelengths and linewidths.

The 1S0–3P0 and 1S0–3P2 transitions are “doubly forbidden”, because they violate the
J = 0 ↮ J = 0 and ∆J = 0,±1 selection rules respectively (in addition to ∆S = 0). Due to
the vanishingly small linewidth of the transition, the two states 3P0 and 3P2 are metastable.
These transitions are used in optical clocks with great success (Ludlow et al. 2015) and they
are thus called clock transitions. In our experiment, we addressed exclusively the excited
metastable state 3P0 (Bouganne et al. 2017), which does not have a hyperfine structure and
is insensitive to magnetic fields (J = 0). We refer to 1S0–3P0 as the clock transition and we
denote its wavelength by λc = 578.4 nm. Although it is doubly forbidden, it can be addressed
by turning on a static magnetic field (roughly 180 G) mixing the 3P0 and 3P1 states. Even
then, the lifetime of the 3P0 state is longer than all experimental times, so we consider Γc = 0
(calculations predict ∼ 20mHz for a 180 G magnetic field).
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Figure 2.2 Real part of the atomic polarizability for the ground state 1S0 (solid blue) and
metastable excited state 3P0 (dashed red), in units of the atomic polarisability α0 = 4πϵ0a

2
0

(Dzuba et al. 2010). The dotted vertical line indicate the magic wavelength (λm = 759 nm).
The wavelengths of the crossed dipole trap (λDT1 = 532 nm and λDT1 = 1070 nm) are shown
as vertical dash-dotted lines.

2.1.2 Polarizability and light potentials

In addition to near-resonant light for cooling and probing the atoms, far-off-resonance light
can be used to create attractive or repulsive light potentials (Grimm et al. 2000). If αi(λ) is
the polarizability of an atom in its internal state i at wavelength λ, we have

Vi(r,λ) = − 1
2ϵ0c

Re[αi(λ)]I(r) (2.1.1)

where I(r) is the light intensity. Figure 2.2 shows a calculation of the real part of the polar-
izability of the ground state (solid line) as a function of the wavelength, taken from Dzuba
et al. (2010). We can see that, due to the simple electronic structure of Yb, Re[α(λ)] > 0
for most wavelengths, except near resonance. This means that we can only create attractive
potentials with Yb if we want to avoid substantial heating.

For completeness, we also present calculations of the polarizability of the excited metastable
state 3P0 (dashed line in figure 2.2). We observe that the two polarizabilities cross at λm =
759.4 nm (marked as a vertical dotted line in figure 2.2). The light potential seen by ground
and excited is the same at this wavelength, and it is therefore called a magic wavelength. The
use of such a wavelength is essential in optical clock experiments, and the retro-reflected
optical lattices in our experiment (see section 2.4) are at the magic wavelength.

2.2 Preparation of ytterbium Bose-Einstein condensates

In this section, we detail the experimental steps leading to the Bose-Einstein condensation of
Yb. The experiment operates in the ultra high vacuum (UHV) regime to minimize collisions
between the ultracold gas and residual background atoms at room temperature. As shown
in figure 2.3, the experiment has three sections, separated by differential pumping stages,

1. the oven section (P ≈ 10−8 mbar),

2. the Magneto-Optical Trap (MOT) chamber (P ≈ 10−10 mbar),

3. the science chamber (P < 10−11 mbar).

The experiment uses a total of five ion pumps (not shown in figure 2.3): two in the oven
section, one at the entrance of the Zeeman slower, one in the MOT chamber, and one in the
science chamber. In addition, a getter pump is also located in the science chamber.
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Figure 2.3 Top-view schematic presenting the different sections of the experiment as well as
the optical beams necessary for laser cooling and trapping. Only 4 of the MOT beams are
represented, the two remaining being in the vertical direction.

2.2.1 Zeeman slower and magneto-optical trap

We create a vapour of Ytterbium by heating a metallic oven to ∼ 410◦C. A collimation tube
extracts an atomic beam for that oven. The atomic beam is slowed from about 300 m/s to
about 10 m/s by a counter-propagating resonant laser beam, as shown in figure 2.3. Since
the radiation force exerted by the beam is proportional to the linewidth of the transition,
the laser is chosen to be resonant with the large blue transition at λb = 399 nm. In order to
maintain the resonance when the atoms are slowed down despite the Doppler effect, we use
a Zeeman slower, i.e. a suitably designed solenoid generating a magnetic field gradient such
that the Zeeman effect compensates the Doppler shift of the decelerated beam all the way to
the MOT chamber (Phillips et al. 1982).

The atoms are then cooled and trapped in a MOT, which is made of

• Three pairs of near-resonant counter-propagating beams, which create a friction force
and slow down the atoms,

• A quadrupole magnetic field which adds a spring-like component to the optical force
and traps the atoms at the center of the MOT chamber.

As mentioned before, sub-Doppler cooling mechanisms are not available for the ground state
of 174Yb. The minimum temperature that can be reached with a transition of linewidth Γ is
then given by the Doppler temperature

TDoppler =
ℏΓ
2kB

. (2.2.1)

For this reason, the MOT is chosen to be near resonance of the narrow green transition at
λg = 556 nm. Another reason is the presence of weak decay channels from the 1P1 state (not
represented in figure 2.1) which limits the atom number achievable in a “standard” MOT
operating near the broad blue transition at λb = 399 nm (Honda et al. 1999). The downside
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of a green MOT is a lower capture velocity

vcapture ≃
√
wℏkΓg

m
, (2.2.2)

wherew is the waist of the MOT beams. In optimal working conditions, we load about 2×108

atoms into the MOT in 6 s. The loading step is followed by a Doppler cooling step, leading
to a temperature on the order of 10µK (Dareau 2015).

The blue and green laser light at λb = 399 nm and λg = 556 nm are both obtained by
frequency doubling. For λb = 399 nm, a commercial laser (TA pro, Toptica) sends 1.2 W of
798 nm light to a doubling cavity made of a non-linear crystal at the center of four mirrors
in a bow-tie configuration. For the first part of my thesis (and the data presented in Part II),
we used a homemade doubling cavity (Dareau 2015). In the course of my thesis, we changed
to a commercial doubling cavity (SHG pro, Toptica). This change significantly improved the
stability of the experiment over one day. For λg = 556 nm, a commercial laser (Koheras Ad-
justik, NKT photonics seed + Elysa, Quantel laser or Orange One, Menlo system amplifier)
sends 1.5 W of 1112 nm light to another homemade doubling cavity with a ppSLT crystal
(Covesion). For each system, two feedback loops are used: one to maintain the resonance
condition of the cavity and one for frequency locking. The cavity lock generates the error
signal from the intra-cavity power and feedbacks to a piezoelectric motor placed on one of
the cavity mirrors. The blue light frequency is locked by modulation transfer spectroscopy
on an Yb hollow cathod lamp (Bouganne 2018) and the green light frequency is locked by
saturated absorption spectroscopy to a diiode gas confined in a glass cell (Dareau 2015).

2.2.2 Optical dipole traps and evaporative cooling

At the end of the MOT loading stage, the magnetic gradient is increased to compress the
cloud and the magnetic quadrupole is moved to coincide with the focal point of a high-
intensity laser beam. This infrared laser (YLR-50-LP-AC-Y12, IPG Photonics) is very red-
detuned with respect to the two resonances (λ = 1070 nm) and thus creates an attractive
potential proportional to its intensity, as seen in section 2.1.2. Optical beams in the experi-
ment typically come from optical fibers and their propagation is well described by Gaussian
optics. The first dipole trap (DT1) potential can then be expressed as

VDT1(r,z) = − 1
2ϵ0c

Re[αi(λ)]IDT1(r,z) = −V1e−2r2/w2(z). (2.2.3)

Here, V1 is the depth of the dipole trap and is proportional to the power P of the beam,

V1 =
P

πϵ0cw
2
1

Re[α(λDT1)], (2.2.4)

z is the propagation axis of the beam and r is the distance from the propagation axis. We
have defined the Gaussian waist at position z, w(z), which corresponds to the radius at 1/e2

of the beam,

w(z) = w1

√
1 +

z2

z2
R

. (2.2.5)

Here, w1 is the waist at the focus of the beam and zR = πw2
1/λ is the Rayleigh length. In the

following, we will simply refer to w1 as “the” waist of the beam.
Atoms trapped by an optical dipole trap typically have small energies compared to V1.

As such, the dipole trap potential can be approximated as harmonic for (almost) all practical
purposes,

VDT1(r,z) ≈ −V1 +
1
2
m(ω2

r r
2 +ω2

z z
2). (2.2.6)
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The radial frequency is determined by the waist and the axial frequency by the Rayleigh
length,

ωr =

√
4V1

mw2
1

, ωz =

√
2V1

mz2
R

. (2.2.7)

From the calculated value of Re[α(λDT1)] = 164α0 and given the w1 ≈ 40µm waist, we
estimate the trap depth to be V1 ≈ kB × 600µK, much higher than the MOT temperature
(Bouganne 2018). We are able to transfer approximately 1.2 × 107 atoms from the MOT to
the DT1, corresponding to a transfer efficiency on the order of 5 %.

After loading, the DT1 is moved from the MOT chamber to the science chamber. Using
a corner cube mirror, the beam focus is translated by over 18 cm in 1.5 s. About 20 % of the
atoms are lost during the transport stage, which is compatible with the natural evaporation
and losses expected during the transport time (Scholl 2014). In the science chamber, we
perform evaporative cooling in a crossed dipole trap (CDT). The CDT consists of the DT1
and an additionnal DT2 (Verdi V-6, Coherent) at wavelength λDT2 = 532 nm and with a
w2 ≈ 16µm waist. A power of about 1 W is available, which corresponds to a trap depth
V0 ≈ kB × 100µK. The trapping frequencies of the CDT are given by the quadratic sum of
the frequencies of each DT ω2

i = (ω2
i,DT1 +ω2

i,DT2)1/2. The axial frequencies ωz1,ωz2 being
negligible compared to the radial frequencies ωr1,ωr2, we thus have

ωx ≃ωr1, ωy ≃ωr2, ωz =
(
ω2
r1 +ω2

r2

)1/2
(2.2.8)

with the (x,y,z) axes defined in figure 2.3.
Evaporative cooling is performed by ramping down the CDT depth through the powers

of DT1 and DT2. The power of DT2 is controlled by the radio-frequency amplitude of an
AOM, like all lasers on the experiment except the high power DT1 laser. The power of DT1
is decreased in two steps: first, a half-wave plate placed in front of a Glan-Taylor prism is
rotated to reduce the power by a factor of ∼ 100. Then, the laser pump power is tuned to
reduce the output power by an additional factor of 10. Only in the second step is the power
servo-looped.

The evaporation lasts 4 s and yields a Bose-Einstein condensate of 6 to 8×104 atoms with
no discernible thermal fraction. Shot-to-shot atom number fluctuations are smaller than
5 %. The CDT frequencies where measured to be (ωx,ωy ,ωz) = 2π × (60,230,260) Hz. The
chemical potential is then

µ0 =
ℏω̄
2

(
15Nata
āho

)2/5

≈ h× 3kHz, (2.2.9)

where a = 105a0 is the s-wave scattering length (Kitagawa et al. 2008, Borkowski et al. 2017)
and ω̄ = (ωxωyωz)1/3, with āho =

√
ℏ/mω̄. The Thomas-Fermi condition µ≫ ℏωx,y,z is there-

fore well satisfied. The Thomas-Fermi radii are (Rx,Ry ,Rz) = (9.5,2.5,2.2) µm and the maxi-
mum (3D) density is n0 = 15Nat/8πRxRyRz ≈ 7× 1020 m−3.

2.3 Time-of-flight absorption imaging

2.3.1 Absorption imaging

In order to detect and probe the atoms, we use absorption imaging, where a resonant beam
is sent to the atoms for a time tp (typically 20µs) and then imaged on a CCD camera. After a
waiting time (typically 200 ms) ensuring there are no more atoms in the field of view and the
camera has had enough time to reset, a second image of the beam is taken. In the experiments
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Figure 2.4 Side-view schematic of the science chamber, which from the top is a regular oc-
togon. For clarity, only the incoming beams are represented. DT1 is not represented and is
coming towards the reader. OL stands for optical lattice. The axes x and y are aligned with
DT2 and DT1 respectively, while the axes x′ and y′ are aligned with the horizontal optical
lattices.

described in Part II, we use the blue transition near 399 nm. In Chapter 7, we discuss the
advantages and disadvantages of the blue and green transitions for in-situ imaging.

The reduction of the intensity due to absorption is given by the Beer-Lambert law, which,
at resonance, reads

T ≡ If(x,y)
Ii(x,y)

= exp
(
−σ0

∫
n(x,y,z)dz

)
, (2.3.1)

where T is the transmission, n is the 3D density and σ0 = 3λ2/2π is the resonant absorption
cross section (Ketterle et al. 1999). If is the intensity after the atoms, corresponding to the
first image, and Ii is the intensity before the atoms, corresponding to the second image. We
define the optical density

OD(x,y) ≡ σ0

∫
n(x,y,z)dz = − ln[T (x,y)]. (2.3.2)

Equation(2.3.1) holds provided the imaging intensity Ii is small compared to the saturation
intensity Isat,0 = ℏΓω3/12πc2 of the transition (Ketterle et al. 1999).

We use one of two imaging systems in orthogonal directions, as shown in figure 2.4: a
horizontal imaging system with a magnification of 2, and a vertical imaging system with a
magnification of 5. In Chapter 5, we discuss the installation of a high-resolution vertical
imaging system, replacing the one described here and used in Part II of this manuscript.

Any effect that causes a fraction of the light to not address the atoms will lead to an un-
derestimation of the density. In particular, care must be taken to ensure that frequency of
the imaging light is set to resonance. The blue imaging transition is a J = 0↔ J = 1 transi-
tion, as explained in section 2.1.1, for which all Clebsch-Gordan coefficients are equal to 1.
Experimentally, we sometimes use a high vertical magnetic field (on the order of 300 G). In
that case, the polarization must be chosen accordingly. For horizontal imaging, the polariza-
tion is linear and vertical to address the π-transition (mF = 0↔mF = 0), which is insensitive
to the magnetic field. For vertical imaging, the polarization is circular to address one of
the σ -transitions (mF = 0↔ mF = ±1), which are sensitive to the magnetific field. Magnetic
field fluctuations (typically a few mG) are negligible in practice because the blue transition
is broad (Γb ≃ 2π × 29 MHz).
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2.3. Time-of-flight absorption imaging

2.3.2 Imaging after a time-of-flight

2.3.2.1 Imaging Bose-Einstein condensates

The peak density of the 3D BEC integrated along the vertical direction is n2D,0 = 4n0Rz/3 ≃
2 × 103 µm−2, with n0 the peak 3D density and Rz the vertical Thomas-Fermi radius. The
corresponding optical depth is OD = σ0n2D,0 ≃ 156, which corresponds to a vanishing trans-
mission far below any realistic value for experimental detection. In addition, many addi-
tional problems arise when measuring the in-situ distribution of atoms, from atomic motion
to collective scattering of photons. These phenomena will be discussed in Part III in greater
details, but for the time being our purpose is to get rid of them.

To probe our quantum gases, we therefore use the technique called time-of-flight (tof)
imaging. We suddenly release the cloud from all trapping potentials simultaneously. The
cloud falls due to gravity and also expands due to the initial velocity distribution and to
the conversion of interaction energy into kinetic energy. Neglecting the latter, the density
distribution after a sufficiently long tof (typically 20 ms) reflects the initial momentum dis-
tribution of the trapped cloud. If n(k) is the momentum distribution of the trapped cloud,
then

ntof(r, tof = t) ≈
(m
ℏt

)3
ñ
(
k =

mr
ℏt

)
. (2.3.3)

However, neglecting the effect of interactions in the expansion is not a good approxima-
tion in the case of a Bose-Einstein condensate. Castin et al. (1996) showed that the expansion
of a BEC released from a 3D harmonic trap follows

ntof(r, t) =
1

Λ(t)
n

({
ri
λi(t)

})
, (2.3.4)

with Λ = λxλyλz. The evolution of the dilatation coefficients λi(t) is given by

d2

dt2
λi(t) =

ωi
Λ(t)λi(t)

, (2.3.5)

and can be calculated numerically. In Chapter 5, we will discuss the expansion of a BEC
released from a very anistropic harmonic trap realizing a 2D BEC.

2.3.2.2 Imaging atoms in optical lattices

In section 2.4, we describe the loading of the 3D BEC into a cubic optical lattice. For the same
reason as for a BEC, the in-situ density distribution is not accessible experimentally. Gerbier
et al. (2008) have shown that, for atoms relased from optical lattices, the effect of interactions
on the tof density distribution is usually negligible compared to finite-tof effects. Neglecting
the latter as well, the density distribution after a sufficiently long tof t reads

ntof(r, tof = t) ≈
(m
ℏt

)3∣∣∣∣∣w̃0

(
k =

mr
ℏt

)∣∣∣∣∣2S(k =
mr
ℏt

)
(2.3.6)

where w̃0(k) is the Fourier transform of the ground band Wannier function and |w̃0(k)|2 is
often called the Wannier envelope. As detailed in section 2.4, the tof density distribution
equation (2.3.6) presents an interference pattern coming from the quasi-momentum distri-
bution

S(k) =
∑
l,m

eik·(rl−rm)⟨â†l âm⟩, (2.3.7)

which is the Fourier transform of the lattice first-order correlation function ⟨â†l âm⟩.
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Figure 2.5 Optical depths computed from the same two pictures, without treatment, with a
scaling treatment and with the best-reference picture algorithm.

2.3.3 Best-reference algorithm

As mentioned above, two images are taken for each experimental sequence. Both are images
of the imaging light beam, but the first image S contains the shadow of the atoms, while the
second image R is used as a reference without atoms. However, problems can still arise if
the imaging beam changes slightly during the 200 ms between the two images. If the beam
intensity is slightly different for the two images, this gives rise to an offset in the OD, i.e.
the log of transmission in equation (2.3.2). This can be corrected by a scaling treatment: a
numerical factor is introduced to ensure that a selected region of the image without atoms
has the same average intensity for both images.

The scaling treatment is however insufficient: the beam profile exhibits many fringes and
speckle grains and, because of various factors such as a displacement of the beam during the
off time, the patterns of the beam are imperfectly canceled when taking the ratio of the
two images. We observe this in the absorption images by the appearance of a variety of
spurious background patterns, as shown in figure 2.5. They are corrected by a best-reference
picture algorithm (BRPA). When we collect experimental data, we typically take at least 50
images with different experimental parameters, but without changing the imaging system.
The idea of the BRPA is to use all the reference images {Ri} to create a best-reference image
Q =

∑
i ciRi , which is a linear combination of all reference images (Ockeloen et al. 2010).

This best-reference image minimizes the quantity
∑
i,j(Si,j −Qi,j )2, where i and j span all a

pixels of the selected region with no atoms. More details about the BRPA can be found in
Bouganne (2018).

Figure 2.5 compares the performance of the scaling treatment and the BRPA against an
untreated OD image. We observe that the BRPA further improves the quality of the back-
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Figure 2.6 Experimental loading sequence of the 3D optical lattice, starting from 3D BEC
evaporation. We show the power of the CDT (solid line) as well as the power of the vertical
(dashed line) and horizontal (dash-dotted line) lattices as a function of time.

ground with respect to the scaling treatment by removing unwanted patterns. The BRPA is
applied on all images presented in this manuscript, both for tof images in Part II and for the
in-situ images in Part III.

2.4 Loading a three-dimensional cubic optical lattice

2.4.1 Experimental setup

The geometry of the 3D optical lattices is shown on figure 2.4. There are three retro-reflected
beams in the (x′ , y′ , z) directions making a cubic optical lattice. We define (x′ , y′) as horizontal
axes 45◦ away from the (x,y)-axes defined by the dipole traps DT1 and DT2. The laser
source is a Ti:Sapphire laser (SolsTiS, M Squared), which we set to the magic wavelength
λm = 759 nm and split in 3 for the 3 arms of the lattice. During my thesis, the available power
of the laser decreased from 4 W to 1 W. An additional laser (TA pro, Toptica), providing a
power of 2 W, was used to realize the vertical lattice and obtain the results presented in Part
II.

The optical beams creating the cubic optical lattice are fibered and therefore Gaussian-
shaped. This creates an approximate harmonic trapping potential in addition to the periodic
potential coming from the retro-reflection. The waists of the horizontal lattices are about
120µm, while the waist of the vertical lattice is about 150µm. As a result, the trapping fre-
quencies of the additional harmonic potential created by the Gaussian envelope of the beams
are (ωx,ωy ,ωz) ≈ 2π × (40,40,30) Hz. With the available power, we were able to achieve lat-
tice depths of about 25ER for each lattice. The lattice depth can be accurately calibrated
using a Kapitza-Dirac technique as shown in Appendix A.1.

The power of each optical lattice is regulated by AOMs and a servo-loop. To avoid inter-
ferences between the lattices in the x, y and z directions, their frequencies are detuned by
tens of MHz by the AOMs. The resulting beatings are very fast compared to atomic motion
frequencies, which are at most a few tens of kHz for the frequencies in a well of the peri-
odic potential. Moreover, we set the polarizations of optical lattice beams propagating in
different directions to be mutually orthogonal.

2.4.2 Loading sequence

The loading sequence, shown in figure 2.6, contains three steps.

1. First, the vertical lattice is turned on by a 20 ms exponential ramp, so as to slice the 3D
BEC into a stack of 2D BECs.
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Figure 2.7 Atom number distribution for the stack of 2D gases for Vz = 27ER and N = 6×104

atoms.

2. Then, the CDT is slowly ramped down in 200 ms, so as to let the 2D BECs expand in
the horizontal plane.

3. Finally, the horizontal lattices are adiabatically ramped up in 100 ms to their final val-
ues.

The reason for the fast ramp-up of the vertical lattice is gravity, which makes adiabatic trans-
fer more difficult because we also want to switch off the CDT at the same time. The vertical
slicing of the 3D BEC results in a stack of about Rz/d ≃ 10 2D BECs. In Part II of this
manuscript, we will also study stacks of 1D systems. To realize 1D systems, the horizontal
lattice along y is ramped up adiabatically to the maximum available power.

2.4.3 Plane loading model

We now present our loading model relying the experimental loading sequence. First, we
model the fast ramp-up of the vertical lattice as “slicing” the 3D BEC, resulting in a stack
of 2Rz/d ≃ 10 2D BECs. If j = 0 is the site holding the central plane 2D BEC, the number of
atoms in 2D BEC j is given by

Nz(iz) =
∫ ziz+d/2

ziz−d/2
dz

∫
d2ρnTF(r). (2.4.1)

In figure 2.7(a), we show the atom number distribution in the different planes, calculated
using equation(2.4.1).

We then calculate the density distribution inside a plane for an isotropic 2D lattice using
the Gutzwiller ansatz and the local density approximation, as discussed in Chapter 1. The
tube loading model is discussed in the next chapter.

2.4.4 Superfluid-to-Mott insulator transition

By varying the lattice depth Vx in 1D and (Vx,Vy) in 2D, we probe the transition between
superfluid and Mott insulator. Using the tof absorption imaging described in section 2.3, we
measure the initial momentum distribution of our system before performing experiments
such as those presented in Part II. In figure 2.8(a), we show experimental images across
the transition from superfluid to Mott insulator in 2D. These tof images indicate the loss
of long-range coherence when J/U is decreased through the variation of the lattice depth.
The destruction of long-range coherence is thus indicated by a broadening, and finally by
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Figure 2.8 Superfluid to Mott insulator transition in stacks of 2D (a) and 1D (b) Bose-
Hubbard systems. We show the momentum distribution of the lattice cloud, obtained
through tof imaging.

(J/U )n=1
c (J/U )n=2

c
Dimension MF QMC QMC

3D 0.029 0.034 0.020
2D 0.043 0.059 0.035
1D 0.086 ∼ 0.3 ∼ 0.2

Table 2.1: Critical values (J/U )c of the Mott insulator transition. For n̄ = 1, we com-
pare mean-field values (Zwerger 2003) to quantum Monte Carlo simulations (Capogrosso-
Sansone et al. 2007; 2008, Teichmann et al. 2009). See Kühner et al. (1998) for 1D values.

a disappearance of the central peak at k = 0. When going to the Mott insulating phase and
back, the reappearance of sharp peaks indicates that the loss of single-particle coherence is
indeed due to the Mott insulator transition and not merely heating effects.

The first observation of the superfluid-to-Mott insulator transition was reported in Greiner
et al. (2002) for 3D optical lattices, following a proposal by Jaksch et al. (1998). The 2D Mott
insulator transition is somewhat comparable to the 3D Mott insulator transition. The 3D and
2D critical values calculated with quantum Monte Carlo (QMC) simulations are relatively
close to the mean field approximation, as shown in table 2.1 (Zwerger 2003, Capogrosso-
Sansone et al. 2007; 2008). The 2D Mott insulator transition was experimentally studied in
Spielman et al. (2007), and the results were in good agreement with the predicted value for
the transition for a unit filling n̄ = 1 (Elstner et al. 1999, Capogrosso-Sansone et al. 2008).

The 1D Mott insulator transition is more complicated, as we will see in Chapter 3. To
summarize briefly, the Mott insulator transition occurs much earlier (Kühner et al. 1998). In
table 2.1, we give approximate values, as different methods used in the literature result in
slightly different values (Kühner et al. 1998, Zakrzewski et al. 2008, Ejima et al. 2011, Dan-
shita et al. 2011). Experimentally, this transition was first studied in Stöferle et al. (2004). By
probing the excitation spectrum with Bragg spectroscopy, the authors found that the Mott
insulating phase appeared gradually for J/U between 0.25 and 0.13. In figure 2.8(b), we
show experimental images taken during this thesis probing the transition in 1D. These data
will be analyzed in Chapter 4.
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Conclusion

In this chapter, we have presented the essential characteristics of the apparatus used to per-
form the experiments detailed in Parts II and III. First, we presented the key properties of
174Yb, i.e its low-energy electronic transitions and its atomic polarizabilty. Then, we de-
scribed the experimental steps we follow to prepare Yb Bose-Einstein condensates: atomic
beam generation, Zeeman slowing, magneto-optical trapping, transport and finally evapo-
rative cooling. We have emphasized the importance of optical dipole traps, which are om-
nipresent in this manuscript. We also presented our horizontal and vertical imaging sys-
tems, which we use to probe the atoms at the end of the experiments described in Part II.
Absorption imaging is performed after a time-of-flight, which transforms the initial position
distribution into a momentum distribution. Finally, we presented the experimental setup to
realize the stacks of 2D or 1D Bose-Hubbard systems that are the starting point of the exper-
iments in Part II. It consists of a cubic optical lattice in which the BEC is loaded according to
a sequence that we have described. We have presented our model for calculating the atom
number distribution in the different planes, and we have looked at the initial momentum
distribution of the experiments presented in Part II by probing the superfluid-to-Mott insu-
lator transition.
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Chapter 3. One-dimensional bosons: theory and experiment

Introduction

In this chapter, we focus on the physics of one-dimensional Bose gases, which is very differ-
ent from its 3D and 2D counterparts. In Chapter 1, we already discussed some of the key fea-
tures of weakly-interacting 1D Bose gases, including the concepts of quasi-condensates and
quasi-long-range order. The experiments in Part II rely on 1D Bose gases that can be made
strongly interacting with an optical lattice. To better understand these systems, we present
here a more detailed theoretical and experimental background on 1D Bose gases. Specifi-
cally, we develop a model for our experiment using newly introduced theoretical tools, and
compare this model to experimental data on the momentum distribution of our 1D Bose
gases.

One of the main advantages of studying 1D Bose gases is that, in addition to efficient
computational approaches, there are also exact solutions (Bethe ansatz, Tonks-Girardeau
gas) as well as powerful approximate descriptions, such as Luttinger liquid theory (Cazalilla
et al. 2011). This low-energy theory predicts that correlation functions in 1D decay alge-
braically and that all the power-law exponents depend on a single parameter, the Luttinger
parameter K . Experimental measurements of the Luttinger parameter for various physical
systems have been an increasingly important topic in the past two decades. Although much
work has been done with condensed matter systems (Schwartz et al. 1998, Bockrath et al.
1999, Denlinger et al. 1999, Chang 2003, Klanjšek et al. 2008), the lack of tunability and
shielding from the Coulomb interaction make cold atoms more suitable for such studies.

On the one hand, atom chip experiments have achieved very well controlled 1D systems
and correlation functions have been studied extensively (Trebbia et al. 2006, Hofferberth
et al. 2007; 2008). However, these systems have not yet reached a high enough interaction
strength for Luttinger liquid theory to become more relevant than the hydrodynamic quasi-
condensate approach discussed in Chapter 1. On the other hand, optical lattices can also
provide effective 1D systems, but so far most experimental studies have been on inhomo-
geneous stacks of 1D systems (Paredes et al. 2004, Kinoshita et al. 2004). The harmonic
confining potential causes a position-dependent chemical potential that prevents accurate
determination of K . Different tubes also have different populations, as we will discuss in
this Chapter, and the Luttinger parameter can depend strongly on the density. Experiments
with homogeneous and resolvable 1D systems are certainly the way forward (Endres et al.
2011). Nevertheless, in this chapter we present Luttinger liquid theory and compare its pre-
dictions to the initial momentum distribution of our stacks of 1D lattice gases.

In section 3.1, we present Luttinger liquid theory for continuum and lattice systems, fo-
cusing on the first-order correlation function g1(x), which is closely related to the density
distribution after a time-of-flight. In section 3.2, we describe a loading model of our stacks
of tubes and, for small lattice depths, we calculate a Luttinger parameter that is averaged
over the whole system. In section 3.3, we analyze the measured time-of-flight momentum
distribution for different lattice depths and extract the average first-order correlation func-
tion of the system.

3.1 Luttinger liquid theory

A powerful approach to describe the low-energy physics of one-dimensional gases is Lut-
tinger liquid (LL) theory. This universal theory applies to any interaction strength (Tomon-
aga 1950, Luttinger 1963, Haldane 1981b), and relies on an approach called bosonization
or harmonic-fluid approach (Haldane 1981a): two quantum fields φ̂ and θ̂ describe respec-
tively the density and phase fluctuations. The most standard form of the Luttinger liquid
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Figure 3.1 Comparison of g1 for (a)K = 50, (b)K = 5 and (c)K = 1. The solid line corresponds
to the zero-temperature behavior. The three dashed lines correspond to, from darker to
brighter, nlT = 100, nlT = 10 and nlT = 1.

Hamiltonian reads

ĤLL =
ℏv
2π

∫
dx

(
K
∂φ̂†

∂x

∂φ̂

∂x
+

1
K
∂θ̂†

∂x
∂θ̂
∂x

)
, (3.1.1)

where K is called the Luttinger parameter and v the sound velocity. The essential aspect of
LL theory is that zero-temperature correlation functions can be expressed by simple power
laws, and the exponents depend only on the Luttinger parameter K .

3.1.1 Homogeneous system

Let us first start a homogeneous 1D gas. As a low-energy theory, LL theory only provides
the asymptotic behavior of the correlation functions at large distances (or small momenta).
For example, at zero temperature, the first and second-order correlation functions of the
homogenenous 1D gas read

g1(x) ≈ A0
1

(n|x|)1/2K
+ ... (3.1.2)

g2(x) ≈ 1− K

2π2
1

(n|x|)2 + ... (3.1.3)

in position space. Hereafter, n is the 1D density in position space. On the other hand, at
finite temperature, the first and second-order correlation functions decay as

g1(x) ≈ A1

[
π

nlT sinh(πx/lT )

]1/2K

+ ... (3.1.4)

g2(x) ≈ 1− K

2π2

[
π

nlT sinh(πx/lT )

]2

+ ... (3.1.5)

where we have defined a thermal length lT = ℏv/kBT (Cazalilla 2004a). These equations
capture the crossover between an algebraic decay for |x| ≪ lT and an exponential decay for
|x| ≫ lT , as shown in figure 3.1. This behavior is consistent with the existence of quasi-
condensates in 1D when T is finite but low enough for lT to be larger than the system size.

Knowing this, the question now is how to determine the Luttinger parameters K and v.
A homogeneous gas of one-dimensional bosons is described by the Lieb-Liniger model,

Ĥ =
∫

dx
(
ℏ2

2m
∂φ̂†

∂x

∂φ̂

∂x
+
g1D

2
φ̂†φ̂†φ̂φ̂

)
, (3.1.6)
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for which there is an exact solution called the Bethe ansatz. Although the model and the
solution are valid for any interaction strength and energy scale, it is difficult to calculate
and express correlation functions using the Bethe ansatz. LL theory then becomes very
convenient for this purpose, and the Bethe ansatz allows the derivation of the Luttinger
parameters K and v for any interaction parameter γ , as shown in figure 3.2 adapted from
Cazalilla (2004a). In Chapter 1, we introduced the 1D dimensionless interaction parameter
γ =mg1D/ℏ2n, with g1D = 2ℏω⊥a the 1D interaction strength, a the 3D scattering length, and
ω⊥ the transverse confinement frequency. Although an exact calculation of the Luttinger
parameters is available for all values of γ , the weakly and the strongly-interacting regimes
are simple enough to be worth describing.

For weak interactions (γ ≪ 1), the LL Hamiltonian can be identified with the Bogoliubov
Hamiltonian describing the 1D quasi-condensates discussed in Chapter 1. The Luttinger
parameters resulting from the identification read

K ≈ π√
γ
, (3.1.7)

v ≈ vs =

√
g1Dn

m
. (3.1.8)

Combining equation(3.1.2) and equation(3.1.7), we retrieve that there is a quasi-Bose-Einstein
condensation at zero temperature for finite weakly-interacting 1D gases: the smaller the in-
teraction parameter γ , the larger the Luttinger parameter K and the slower the decay of the
first-order correlation function.

In the opposite limit (γ ≫ 1), strongly-interacting bosons can be mapped to hardcore
bosons, which can themselves be mapped to free fermions. This exactly solvable model,
called the Tonks-Girardeau gas, leads to

K ≈ 1, (3.1.9)

v ≈ vF =
ℏπn
m

(3.1.10)

at zero temperature, which means that the first-order correlation function decays as a power-
law with an exponent 1/2. Refer to Appendix A.2 for more details on the Tonks-Girardeau
gas.

3.1.2 Lattice system

Probing the strongly-interacting regime in the continuum is not easy, and optical lattices
provide a simple way to increase the interactions. We thus turn to Luttinger liquid theory
for bosons in lattices. However, describing lattice gases with LL theory and extracting the
Luttinger parameters is more complicated. The Bose-Hubbard model can be described as a
Luttinger liquid for non-integer filling, and also for integer filling in the superfluid regime: a
Mott insulator is not a Luttinger liquid because the gap prevents an accurate low-energy de-
scription of the system (Cazalilla et al. 2011). The 1D Bose-Hubbard model cannot be solved
exactly with the Bethe ansatz, but approximate and numerical calculations are available for
the Luttinger parameter and the sound velocity (see Kiely et al. (2022) for a recent paper).

3.1.2.1 Phase diagram of the one-dimensional Bose-Hubbard model

Before discussing the Luttinger parameters in the Bose-Hubbard model, we need to know
more about the phase diagram of the 1D Bose-Hubbard model. In particular, we need to
determine the equation of state n̄(J,U ) relating the tunneling coefficient J and the interac-
tion strength U to the lattice filling n̄ = nd (with d the lattice spacing). Although the phase
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Figure 3.2 Luttinger parameter K (blue) and sound velocity vs/vF (red) for the Lieb-Liniger
model as a function of the one-dimensional interaction parameter γ = mg1D/ℏ2n. Dashed
and dash-dotted lines correspond to known asymptotic limits. Adapted from Cazalilla
(2004a).
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Figure 3.3 (a) Phase diagram of the 1D Bose-Hubbard model, including mean-field calcula-
tions (dotted lines), first-order (dashed lines) and third-order (solid lines) strong-coupling
expansions, and DMRG calculations (circles) from Kühner et al. (2000). The Luttinger pa-
rameter K is shown at the Mott-U and Mott-δ transitions. (b) Equation of state n̄(J/U,µ/U )
for J/U = 0.1: the solid line corresponds to the hardcore boson calculations, and the dashed
line to the simplified Gutzwiller variational approach. The dotted line corresponds to the
J = 0 limit and the dash-dotted line corresponds to the J/U ≫ 1 Thomas-Fermi limit.

diagram of the 1D Bose-Hubbard model presents Mott-insulating lobes as in higher dimen-
sions, the shape of the lobes differs: mean-field calculations fail and reentrant and pointed
lobes can be observed with strong-coupling expansions (Freericks et al. 1994) or density-
matrix renormalization group calculations (Kühner et al. 1998), as shown in figure 3.3(a).
The equation of state is also not well approximated by a mean-field description in 1D, and
advanced numerical simulations should be the way to calculate it. In order to derive an an-
alytical model, we distinguish two regimes where the equation of state takes a rather simple
form.

On the one hand, in the weakly-interacting limit J/U ≫ 1, the equation of state is a
Thomas-Fermi one

n̄J/U≫1 = max
[ µ
U

+
1
2
,0

]
. (3.1.11)
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On the other hand, in the atomic limit J = 0, we have

n̄0 ≡ n̄J=0 = Int
( µ
U

)
+ 1 (3.1.12)

where Int is the floor function. We propose two approaches to determine the equation of
state in the regime J/U ≪ 1. First, we can use a Gutzwiller variational approach akin to the
one we used in Chapter 2. To make it even simpler, we restrict the study to two Fock states,
|n̄0⟩ and |n̄0 − 1⟩.

|Ψred⟩ =
∏
i

[
c1 |n̄0 − 1⟩i + c2 |n̄0⟩i

]
. (3.1.13)

With this approach, one finds that the Mott lobes are triangles defined by

U (n0 − 1) + 2Jn0 < µ < Un0 − 2J(n0 + 1). (3.1.14)

These triangles are shown in figure 3.3(a) as a dashed line, and compared to the traditional
Gutzwiller mean-field approach which is shown as a dotted line. As expected, the two ap-
proaches are consistent when J/U ≪ 1. On the other hand, the simplified Gutzwiller ansatz
gives a better account of the expected shape of the Mott lobes than the traditional mean-field
approach. As for the equation of state, the density is trivially n̄0 in the Mott lobes. Between
the Mott lobes, the simplified Gutzwiller approach finds that the density interpolates lin-
early between n̄0 − 1 and n̄0. In the end, we have

n̄J/U≫1(µ,J) =


n̄0 − 1 if µ−U (n̄0 − 1) < −2Jn̄0

n̄0 − 1
2 + µ−U (n̄0−1)

4Jn̄0
if |µ−U (n̄0 − 1)| < 2Jn̄0

n̄0 if µ−U (n̄0 − 1) > 2Jn̄0

(3.1.15)

A more refined approach relies on the notion of a Tonks-Girardeau gas, i.e. a 1D gas of
hardcore bosons. After calculations detailed in Appendix A.2, we obtain

n̄J/U≫1(µ,J) =


n̄0 − 1 if µ−U (n̄0 − 1) < −2Jn̄0

n̄0 − 1 + 1
π arccos

(
U (n̄0−1)−µ

2J

)
if |µ−U (n̄0 − 1)| < 2Jn̄0

n̄0 if µ−U (n̄0 − 1) > 2Jn̄0

(3.1.16)

The different approaches and regimes are compared in figure 3.3(b). We observe that the
reduced Gutzwiller and harcore boson approaches are very similar.

Note that refinements to the first-order strong-coupling expansion such as higher-order
expansions or DMRG calculations are not very relevant for our experiment setup: in our
harmonically-trapped systems, only a small fraction of the atoms will be impacted by these
corrections. In particular, DMRG calculations for n̄ = 1 give (J/U )c ≃ 0.297 (as mentioned
in the previous chapter), but this corresponds to a vanishingly small region of the phase
diagram in figure 3.3(a). In a trap, it is unclear whether a barn = 1 Mott domain survives
beyond the local-density approximation in the range 0.2 ≲ J/U ≲ 0.3, where the domain
width is very small. To obtain a more robust estimate of the location of the Mott transition for
a trapped gas, we will rather use the first-order expansion. For n̄ = 1, this yields (J/U )c ≈ 0.17
and Vc ≈ 4.9ER and, for n̄ = 2, (J/U )c ≈ 0.1 and Vc ≈ 6.7ER.

3.1.2.2 Luttinger exponent on a lattice

We now return to Luttinger liquid theory for bosons in optical lattices. As mentioned above,
a Luttinger exponent K is defined in the superfluid region, i.e. outside the lobes. K also takes
critical values at the Mott transition. On the one hand, a Luttinger parameter K = 2 is found
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at the Mott transition at fixed commensurate filling n̄ and varying J/U , also known as the
Mott-U transition. By finding the value of J/U for which K = 2, Kühner et al. (2000) found
the critical point to be (J/U )c = 0.297± 0.01 for n̄ = 1. We also note that this transition is of
Kosterlitz-Thouless type, like the 2D superfluid transition. On the other hand, the Mott-δ
transition (or commensurate-incommensurate transition), for which the filling is varied at
fixed J/U , has a Luttinger exponent of K = 1 at the critical point. A schematic summary is
presented in figure 3.3(a). A notable consequence of this description is that for sufficiently
strong interactions, a very weak periodic potential can induce a Mott transition in a com-
mensurate system (Büchler et al. 2003). For example, for n̄ = 1, the interactions must be
strong enough that K < 2. This was experimentally observed by Haller et al. (2010).

In the strongly-interacting regime J/U ≪ 1 and for filling factors n̄ ⩽ 1, a lattice system
can also be described as a Tonks-Girardeau gas of impenetrable bosons. For the Luttinger
parameter, Cazalilla (2004b) has shown

K ≃ 1 +
4J
πU

sin(πn̄), (3.1.17)

vs ≃ Jdℏ sin(πn̄)
[
1− 4J

U
n̄cos(πn̄)

]
(3.1.18)

with a strong-coupling expansion. This does not mean that a unit-filling Mott insulator is
a Luttinger liquid with K = 1, but that K → 1 as n̄ approaches 1 at fixed J/U . In the Mott
insulating regime of a trapped gas, due to the varying chemical potential, some regions
will be commensurate and form Mott insulators, while others will be incommensurate and
remain within the framework of LL theory. Equation(3.1.17) will apply for the latter, while
the former have exponentially decaying correlation functions (the Luttinger parameter is not
defined).

On the other hand, in the weakly-interacting regime J/U ≫ 1, one can account for the
lattice by renormalizing the continuum. In the superfluid regime (typically V < 3ER in
our experiment), the system is well described by the Bose-Hubbard Hamiltonian because
the tight-binding approximation is not fully valid, as discussed in Chapter 1. However, we
can use a single-band description if the chemical potential and the temperature are small
compared to the width of the ground band. Such a description is still valid even for V = 0
if µ,kBT ≪ 4ER. Since LL theory is a low-energy description, we can focus on small quasi-
momenta and approximate the ground band by a parabola with an effective mass m∗ ⩾ m.
This leads to an effective interaction parameter

γ∗ =
m∗(Ud)
ℏ2(n̄/d)

, (3.1.19)

and an effective Fermi velocity v∗F = πℏ(n̄/d)/m∗. In the tight-binding regime, we have ℏ2/m∗ ≃
Jd2. This leads to γ∗ ≃U/Jn̄ and v∗F ≃ (Jd/ℏ)πn̄.

3.2 Modeling the experimental system

In this section, we propose a model to describe our experimental system using the theoretical
tools presented above.

3.2.1 Experimental tube loading model

As discussed in Chapter 2, when loading stacks of 1D systems, we ramp up one of the hor-
izontal lattice adiabatically. To calculate the population distribution of the tubes assuming
perfect adiabaticity, we need the 1D equation of state n(µ/U,J/U ) described in the previous
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Figure 3.4 Atom number distributions for the stack of 1D gases for (Vx,Vy ,Vz) =
(10,25,27)ER and N = 6 × 104 atoms. Only plans iz = 0 (a), 3 (b) and 6 (c) are shown for
clarity.

section. To each plane iz, we assign a chemical potential µz(iz), and to each tube jy in this
plane we assign a chemical potential

µy(jy) = µz(iz)− 1
2
mω2

yy
2
jy

(3.2.1)

with the local density approximation. The density of a tube is also obtained through the
local density approximation

nyj (x) = n
[
µy(jy)− 1

2
mω2

xx
2
]
. (3.2.2)

By summing the densities of all the tubes of the plane, we obtain the atom number of the
plane

Nz(iz) =
∑
jy ,lx

n
[
µy(jy)− 1

2
mω2

xx
2
lx

]
, (3.2.3)

where lx runs over all the sites of a tube. In practice, we first calculate the atom number
Nz(iz) in plane iz from the slicing model of Chapter 2. We then determine the chemical po-
tential µz(iz) by inverting the relation N (µ) numerically. In figure 3.4(a-c), we show the atom
number distribution for 1D stacks in planes iz = 0, 3 and 6 for (Vx,Vy ,Vz) = (10,25,27)ER.
From the size of the BEC before turning on the horizontal optical lattices, we estimate that
there can be up to ∼ 80 tubes in the central plane. We observe cusps in the population distri-
bution of the tubes along y in figure 3.4, which come from the incompressibility of the Mott
phases.

3.2.2 Luttinger theory for a harmonically-trapped system

The theory presented in section 3.1 applies for a homogeneous system. In a harmonic trap
V (x) = (1/2)mω2

xx
2 without a periodic potential, the density reads nTF(x) = max[µ0 −V (x)/g,0]

in the Thomas-Fermi regime, i.e. if γ ≪ 1 and kBT ,ℏωx ≪ µ0, as seen in Chapter 1. Within
the local density approximation, one defines a local interaction parameter

γ(x) =
mg1D

ℏ2nTF(x)
, (3.2.4)

which is minimal at the center of the trap where the density is the highest. Similarly, the
LL Hamiltonian can be generalized to an inhomogeneous system. In the weakly-interacting
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Figure 3.5 (a) Position-dependent parameters in a tube: density distribution n(x) (solid line),
interaction parameter γ∗(x) (dotted line) and Luttinger exponent K(x) (dashed line). (b)
Average K for the stacks of tubes as a function of Vx.

regime, one can use the local density approximation to define K(x) ≈ π/√γ(x) and vs ≈√
gnTF(x)/m, both maximal at the center of the trap (Petrov et al. 2004).

If a periodic potential is added, it can be accounted for with a renormalized position-
dependent Luttinger parameter

γ∗(x) =
m∗(Ud)

ℏ2(n̄(x)/d)
. (3.2.5)

Using the equation of state and the loading model described above, we determine the pop-
ulation and density distribution of each tube. In figure 3.5(a), we show the density distri-
bution n(x) for the central tube when Vx = 3ER, as well as γ∗(x) and K(x). We calculate an
average Luttinger exponent Ktube = [

∑
i n(xi)K(xi)]/[

∑
i n(xi)] for each tube, and then simi-

larly an average Luttinger exponent for the whole system. This is shown in figure 3.5(b) as
a function of the lattice depth Vx. We only study small lattice depths (Vx < 5ER) because
Luttinger theory is not expected to apply for large lattice depths. We observe that K does not
vary much and is comprised between 2 and 5 for small lattice depths.

The limit of this model of our experiment is that it is a zero-temperature model. In the
next section, we study the first-order correlation function of the gas. This will evidence the
need for a finite temperature generalization.

3.3 Analysis of the time-of-flight momentum distribution

In this section, we study the time-of-flight (tof) momentum distribution of our stacks of 1D
lattices, which is particularly interesting because it corresponds to the initial state of the
experiments described in Part II.

3.3.1 Quasi-momentum distribution

We actually go one step further than the tof momentum distribution and study the quasi-
momentum distribution, thus removing the Wannier envelope |w̃0|2 discussed in Chapter 2.
This can be done by fitting the momentum distribution to

nfit(k) = |w̃0(k)|2
smax∑
s=1

2Cs cos(skd), (3.3.1)
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Figure 3.6 (a) 1D momentum distribution n(k) for a lattice depth V ≈ 6.5ER. The dashed
red line is a fit to equation (3.3.1). (b) χ2 of the fit in logarithmic scale as a function of the
maximum harmonic smax.

where s is the distance (in sites). The quasi-momentum distribution then reads

Sfit(k) =
smax∑
s=1

Cs cos(skd). (3.3.2)

An example of a fit is shown in figure 3.6(a). In figure 3.6(b), we show that the resulting χ2

of the fit decreases up to smax ≃ 10, where a plateau is reached. We set smax = 10 hereafter.
The seminal experiment for the analysis of the tof momentum distribution of 1D lattices

is that of Paredes et al. (2004). In Appendix A.3, we provide a short comparison of our results
with theirs, and we find a good agreement when looking at the tof momentum distribution:
we observe a clear power-law behavior |k|−α for k/kL ∈ [0.4,1]. However, we find that the
convergence of the exponent α to 0.5 (a potential indication of a Luttinger exponent K = 1)
is coincidental and a byproduct of the Wannier envelope. Note that Paredes et al. (2004) go
further than this simple analysis by fitting the full density profile with the temperature and
population of the central tube as free parameters. In their loading model, the population of
all tubes is a function of that of the central tube. The fits are based on exact Tonks-Girardeau
calculations on a lattice (see Appendix A.2) and reproduce the data very well. Although it is
possible to reproduce a similar analysis with our data, we choose to focus our attention on
unexplored avenues of investigation in the following.

3.3.2 One-body density matrix

We choose to directly study the lattice first-order correlation function Cs = ⟨â†s â0⟩ /n̄, using
the results of the fits mentioned above. We show Cs in figure 3.7 in y-semilogarithmic scale
for six different lattice depths. We observe that, while the decay of Cs at long distance is
exponential for all lattice depths, the behavior at short distance changes as we go from the
quasi-condensate regime to the Mott insulating phase. A natural first step is to fit with an
exponential function

Cs = exp
(
− s
ℓexp

)
, (3.3.3)

as shown in figure 3.7 as solid lines. We observe that they only reproduce the data well for
large lattice depths. The results of the fits are shown in figure 3.8(a) as circles.

We now want to derive a more appropriate fitting function that can reproduce the data
for all lattice depths. To that end, let us first summarize the essential points regarding the
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Figure 3.7 (a-f) Cs as a function of s for (a) V = 0.0ER, (b) V = 3.1ER, (c) V = 5.5ER, (d)
V = 8.3ER, (e) V = 10.8ER, and (f) V = 13.3ER. The solid line corresponds to an exponential
fit, and the dashed line to equation(3.3.8).

first-order correlation function of 1D Bose gases. In Chapter 1, we saw that the first-order
correlation function of a finite-temperature quasi-condensate decayed exponentially at long
distances

g1(x) ≃
|x|≫ξ

exp
(
−|x|
lφ

)
(3.3.4)

where ξ = 1/(n
√

2γ) is the healing length and lφ = 2ℏ2n/mkBT is the coherence length. For a
shallow lattice, one can extrapolate this behavior and write

Cs ≃
s≫ξ/d

exp
(
− s
lφ

)
(3.3.5)

with the coherence length lφ/d = 2ℏ2n̄/m∗d2kBT , with n̄ the filling and m∗ the effective mass.
On the other hand, for a zero-temperature Mott insulator with filling n̄, one expects a quasi-
exponential behavior of the form

Cs ≃
(
J(n̄+ 1)
U

)s
= exp

[
−s ln

(
U

J(n̄+ 1)

)]
. (3.3.6)

The coherence length thus reads

lφ ≈ d

ln
[

U
J(n̄+1)

] (3.3.7)

up to unspecified numerical corrections. Both predictions agree on an exponential decay
at long distances, but the behavior at short distances differs. In particular, the first-order
correlation function Cs does not start linearly in the quasi-condensate regime, as shown in
figure 3.7(a) and (b) for example. To account for this, we use a heuristic function

Cs = exp
[
−h(s)

s
ℓ0

]
(3.3.8)
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Figure 3.8 Fitting parameters. (a) Coherence length extracted from a simple exponential
fit (circles) and from a fit to the heuristic function in equation (3.3.8). The dashed line cor-
responds to equation (3.3.7) with n̄ = 3. (b) Fitting parameter a from the heuristic fit. The
shaded area corresponds to our estimation of the location of Mott transition: the lower (resp.
upper) lattice depth of the area corresponds to the expected Mott transition for n̄ = 1 (resp.
n̄ = 2).

to fit the data. Here, h(s) is a function chosen to start at zero with a zero slope and quickly
tend to 1 to give way to the exponential decay. We have taken (arbitrarily) the function

h(s) =
s4

a4 + s4
(3.3.9)

where a is a free fitting parameter, without a particular interpretation.
The results of the fits are shown in figure 3.8. We observe that a decreases with two

“jumps” around 4ER and 13ER in figure 3.8(b). The first jump qualitatively corresponds to
the expected location of the Mott transition, as discussed above. Beyond the second jump,
the optimal value a = 0 indicates that the decay is exponential for any distance (which can
be expected for a system composed only of insulating phases separated by normal regions).
Figure 3.8(a) shows that the coherence length ℓ0 (the relevant physical parameter) slowly
decreases as the lattice depth increases. We also observe that it is slightly above the zero-
temperature coherence length from equation(3.3.7), taken for n̄ = 3 (the maximum estimated
filling).

Conclusion

In this chapter, we first explained how the first-order correlation function g1(x) of one-
dimensional bosons could be obtained from Luttinger liquid theory applied to both con-
tinuum and lattice systems. We discussed into more details the 1D Bose-Hubbard model,
including its phase diagram and its equation of state n(J,U ). Then, we modeled our exper-
imental system consisting of a 3D stack of 1D tubes of bosons on a lattice. With the local
density approximation, we estimated the Luttinger parameter K for small lattice depths by
averaging over all the tubes. Finally, by fitting the experimental time-of-flight momentum
distribution, we measured the first-order correlation function of the system for different lat-
tice depths. We found that it always decays exponentially at long distances, owing to either
the finite temperature or the Mott phase (or both).
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Chapter 4. Anomalous momentum diffusion in optical lattices

Introduction

No physical system (except the Universe) can be considered closed for all timescales. The
interaction of a system with its environment generally results in dissipation and damping,
i.e. non-unitary dynamics. This dissipation is the main limit to quantum simulation on large
systems. However, dissipation can also be a tool for quantum experiments. For instance, it
is commonly used for laser cooling of atoms (Phillips et al. 1982, Raab et al. 1987, Lett et al.
1988). More recently, a number of theoretical studies have shown that a cleverly engineered
dissipation can also be used to generate interesting many-body states, such as entangled
states and squeezed states (Müller et al. 2012, Daley 2014). While the interaction of a sin-
gle atom with its environment is well studied (Haroche et al. 2006), much remains to be
discovered about the interplay of dissipation and interactions in open many-body systems.

An atomic system interacting with the electromagnetic vacuum is a paradigmatic exam-
ple of an open quantum system (Cohen-Tannoudji et al. 1992). When an atom is illuminated
by a laser field tuned near one of its internal resonances, the laser drives fluorescence cy-
cles, where a laser photon is absorbed, promoting the atom to an internal excited state, and
another photon is reemitted later. The emitted photon can be identical to the laser photons
(stimulated emission process) or in a different mode of the electromagnetic field (sponta-
neous emission process). Spontaneous processes provide a relaxation mechanism for the
otherwise coherent driving of Rabi oscillations by the laser field. Besides affecting the inter-
nal dynamics, spontaneous emission also has a dramatic impact on the motional quantum
state of the atom. Beyond this single atom behavior, collective effects such as induced dipole-
dipole interactions can take place in dense samples. In Chapter 6, we will focus on collective
effects in a bulk system, but in this chapter we concentrate on momentum diffusion in 1D
and 2D Bose-Hubbard systems. We show experimentally that short-range coherences exhibit
an algebraic decay in presence of interactions, instead of the exponential decay expected for
independent atoms. Such an algebraic (sometimes called “critical”) decay has been predicted
theoretically for several open many-body systems (Poletti et al. 2013, Cai et al. 2013, Henriet
et al. 2019).

Section 4.1 introduces the notion of a quantum master equation to describe an open
quantum system. In section 4.2, we apply this tool to describe the dissipation caused by
spontaneous emission. With a series of approximations, we derive a simple quantum mas-
ter equation modeling the momentum diffusion of a single atom in an optical lattice. In
section 4.3, following Poletti et al. (2013), we study the quantum master equation for a
many-body system. Using an adiabatic elimination of the coherences in the Fock basis and a
factorization ansatz, we obtain a classical master equation ruling the dynamics of the prob-
ability distribution p(n) to find n atoms on a given lattice site. Solving this master equation
numerically, we find an algebraic regime of decoherence. Finally, in section 4.4, we present
the experimental observation of the predicted algebraic decay of short-range coherences in
a stack of 1D and 2D Bose-Hubbard systems. After detailing the experimental setup, we ex-
plain the fitting procedure used to analyze the measured momentum distribution. We study
the loss of short-range spatial coherence in the system, as well as other dissipative effects
such as interband transitions and atomic losses.

4.1 Open quantum systems and the master equation

We consider an open quantum system S and an environment E, such that S + E is a closed
system. The total Hamiltonian is

Ĥtot = Ĥ + ĤE + V̂ , (4.1.1)
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4.1. Open quantum systems and the master equation

where Ĥ (resp. ĤE ) is the Hamiltonian describing the unitary evolution of S (resp. E),
and where V̂ describes the interaction between S and E. The total system is described by
its density matrix ρ̂tot(t), and we are particularly interested in the evolution of the reduced
density matrix of S , ρ̂(t) = TrE [ρ̂tot].

4.1.1 Born-Markov approximation

To simplify the description of ρ̂(t), we make three essential approximations (Haroche et al.
2006).

• In the Born approximation, the interaction V̂ between S and E is small and treated
perturbatively.

• We also assume that S and E are not entangled at time t = 0, i.e. ρ̂tot(0) = ρ̂(0)⊗ ρ̂E(0).
We can then define a superoperator L called a quantum map describing the evolution
of the reduced density matrix ρ̂(t) between times 0 and δt, i.e. ρ(δt) = Lρ(0).

• As they interact, S and E build up entanglement, preventing the use of the same quan-
tum map L to describe the evolution between any time t and t + δt. In the Markov
approximation, the timescale TR of S is slow compared to the typical correlation time
τc of E, so that we can study a coarse-grained evolution of the system with a coarse-
graining scale ∆t such that τc ≪ ∆t ≪ TR. The evolution of the environment is fast
enough that correlations are lost between times t and t +∆t. In addition, the environ-
ment is supposed to be “large enough” to be negligibly affected by its interaction with
S : ρ̂tot(t) ≃ ρ̂(t) ⊗ ρ̂E(0). Note that correlations between S and E still play a role, but
only in the infinitesimal evolution of ρ̂ between t and t +∆t.

4.1.2 Quantum master equation

The coarse-grained evolution of ρ̂(t) is described by the Born-Markov quantum master equa-
tion, which is usually put in the generic Lindblad form

∂ρ̂

∂t
= − i

ℏ
[Ĥ, ρ̂] + D̂[ρ̂], (4.1.2)

D̂[ρ̂] =
∑
α

L̂αρ̂L̂
†
α −

1
2
L̂†αL̂αρ̂ −

1
2
ρ̂L̂†αL̂α . (4.1.3)

The L̂α are called quantum jump operators and describe the dissipation events occurring for
S by making the density matrix jump from ρ̂ to L̂αρ̂L̂†α. Thanks to the Markov approxima-
tion, the L̂α are time independent. We note that the L̂α are not uniquely defined, although
there is usually a simple and physically intuitive choice.

4.1.3 Brief state of the art

Experimentally, quantum open-systems have been studied in the greatest details in cavity
quantum electrodynamics (QED) experiments, either with atoms (Raimond et al. 2001) or
with superconducting qubits (Blais et al. 2021). Using the high level of control on both the
environment and the coupling to the environment, much has been unraveled about dissipa-
tion and decoherence in single particle systems (Haroche et al. 2006).

In quantum gases, atom losses provide a common example of dissipation. Here, the en-
vironment corresponds to states either not trapped or not detected. Although in many-body
systems one could naively expect an enhancement of losses, recent experiments have shown
that losses can be inhibited by the build-up of correlations through the quantum Zeno effect
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(Syassen et al. 2008, Barontini et al. 2013, Sponselee et al. 2018). In a project not discussed
in this manuscript, we studied the interplay of strong inelastic losses and interactions in a
1D Bose-Hubbard system with ytterbium atoms in the excited metastable state 3P0 intro-
duced in the previous chapter. We found that the two-body losses exhibited by this state
can be reduced by several orders of magnitude compared to a non-interacting system due
to the build-up of correlations between the atoms (Ghermaoui 2020, Rossini et al. 2021).
In another project, also not discussed in this manuscript, we studied how the same losses
can be largely avoided in a two-body system through adiabatic preparation (Bosch Aguilera
et al. 2022). In this chapter, instead of losses, we focus on the loss of coherence induced by
spontaneous emission, an aspect of dissipation that has been less studied in the context of
many-body systems.

4.2 Quantum description of spontaneous emission

Spontaneous emission of a single two-level atom is a textbook example of an open quantum
system where the Born-Markov approximation works very well. We review in this section
the theoretical tools necessary to model the essential aspects pertaining to spontaneous emis-
sion.

4.2.1 Evolution of the internal state

We first consider a two-level atom at rest and ignore for the time being the motional degrees
of freedom. We write the reduced density matrix

ρ̂ =
(
ρee ρeg
ρge ρgg

)
, (4.2.1)

where ρee + ρgg = 1 and ρge = ρ∗eg . In the rotating-wave approximation, the Hamiltonian of
an atom interacting with an electromagnetic field with a Rabi frequency ΩL reads

Ĥ = −ℏδL |e⟩⟨e|+ ℏΩL

2
|e⟩⟨g |+ ℏΩ∗L

2
|g⟩⟨e| , (4.2.2)

where δL =ωL −ωeg is the laser detuning. The quantum jump operator

L̂ =
√
Γeg |g⟩⟨e| (4.2.3)

describes the demotion of the atom from the excited state to the ground state upon spon-
taneous emission of a photon. Here, Γeg is the linewidth of the transition. The resulting
Lindblad master equation corresponds to the optical Bloch equations (Metcalf et al. 1999)

dρee
dt

= Im[ΩLρeg ]− Γegρee, (4.2.4)

dρeg
dt

= iδLρeg − iΩL

2
(ρee − ρgg )− Γeg

2
ρeg . (4.2.5)

In the steady-state, the solution of these equations leads to the spontaneous emission rate
γsp

γsp =
Γeg

2
s

1 + s
and s =

Ω2
L/2

δ2
L + (Γeg /2)2

. (4.2.6)

s is called the saturation parameter.
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4.2. Quantum description of spontaneous emission

4.2.2 Atomic motion

For ultracold quantum gases, the motional degrees of freedom of the atom must be ac-
counted for. The Hamiltonian then reads

Ĥ =
p̂2

2m
− ℏδL |e⟩⟨e|+ ℏΩL

2
eikL·r̂ |e;q+kL⟩⟨g;q|+ ℏΩ∗L

2
e−ikL·r̂ |g;q⟩⟨e;q+kL| . (4.2.7)

The quantum jump operator L̂(n) for the spontaneous emission of a photon of wavevector
k = kLn reads

L̂(n) =
√
Γege−ikLn·r̂ |g;q− kLn⟩⟨e;q| . (4.2.8)

In the Lindblad equation, L̂(k) should be integrated over all the directions of n with a weight
reflecting the emission pattern of a driven electric dipole (Dalibard et al. 1985).

To simplify the evolution of the total density matrix, one often considers a weakly sat-
urated transition with s ≪ 1. The excited state population and the internal coherences can
then be adiabatically eliminated to obtain the equation of motion of the reduced density
matrix of the ground internal state that captures the effect of spontaneous emission on the
motional state of the atoms (Dalibard et al. 1985, Cohen-Tannoudji et al. 1992). The Hamil-
tonian then is Ĥ = p̂2/2m, and the quantum jump operator reads

L̂(n) =
√
γspe−i(kn−kL)·r̂ |g;q+kL − kLn⟩⟨g;q| . (4.2.9)

The quantum jump operator now describes how the absorption of a laser photon and the
emission of a spontaneous photon modify the motional state of the atom.

4.2.3 Single-atom master equation in an optical lattice

4.2.3.1 Tight-binding description

As we have seen in Chapter 1, the Hamiltonian describing bosons in optical lattices is the
tight-binding Hamiltonian

ĤTB = −J
∑
µ,i

(â†µ,i âµ,i+1 + â†µ,i+1âµ,i) +
∑
µ,i

Eµn̂µ,i (4.2.10)

Generalizing the spontaneous emission quantum jump operator from equation (4.2.9) to a
driven tight-binding system, we write

L̂(n) =
√
γsp

∑
µ,ν,i,j

|wµi ⟩⟨w
µ
i |e−i(kLn−kL)·r̂ |wνj ⟩⟨wνj | , (4.2.11)

=
√
γsp

∑
µ,ν,i,j

⟨wµi |e−i(kLn−kL)·r̂ |wνj ⟩ â†i,µâj,ν , (4.2.12)

where âµ,i annihilates an atom on site i and in band µ, described by the Wannier state |wµi ⟩,
and Eµ is the energy of band µ (Pichler et al. 2010). We consider in this section a 1D lattice
model to simplify notations, but the model can be extended to 2D or 3D without conceptual
difficulty.
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4.2.3.2 Approximations

We make three key approximations to simplify the problem:

• A first approximation consists in neglecting transitions to excited band in a deep lattice

L̂(n) =
√
γsp

∑
i,j

⟨wi |e−i(kLn−kL)·r̂ |wj⟩ â†i âj , (4.2.13)

wherewi ≡ w0
i and âi ≡ âi,0. The validity of this single-band approximation is discussed

in Bouganne (2018).

• The optical lattice leads the atoms to have well-localized on-site wavefunction, as dis-
cussed in Chapter 1. In a deep enough lattice, we have ⟨wi |e−i(k−kL)·r̂ |wj⟩ ≃ δije−i(k−kL)·ri ,
which corresponds to on-site dissipation. In the Lindblad quantum master equation,
we can then write∫

d2nN (n)L̂(n)ρ̂L̂†(kn) = γsp

∫
d2nN (n)

∑
ij

e−i(kn−kL)·(ri−rj )n̂i ρ̂n̂j (4.2.14)

≃ γsp

∑
ij

F(ri − rj )n̂i ρ̂n̂j , (4.2.15)

whereN (n) is the direction factor for dipolar emission. We have defined the function

F(r) =
∫

d2nN (n)e−kn·r (4.2.16)

and considered a 2D system in the x-y plane and kL = kLez, leading to kL · r = 0.

• Finally, we make a zero-range approximation F(ri − rj ) ≃ δij for dipolar emission.

After these three approximations, our single-atom model in an optical lattice reads

ĤTB = −J
∑
i

(â†i âi+1 + â†i+1âi) (4.2.17)

L̂i =
√
γspn̂i . (4.2.18)

4.2.4 Exponential decoherence of a single atom

Let us now study the single-atom evolution of the system under the quantum master equa-
tion (4.2.18). For a given observable Ô, the Lindblad master equation for its expectation
value ⟨Ô⟩ = Tr(ρ̂O) can be always rewritten exactly as

d⟨Ô⟩
dt

= − i
ℏ

Tr
(
Ĥρ̂Ô − ρ̂ĤÔ

)
+
∑
α

Tr
(
L̂αρ̂L̂

†
αÔ −

1
2
{L̂†αL̂α , ρ̂}Ô

)
(4.2.19)

= − i
ℏ
〈
[Ô, Ĥ]

〉
+

1
2

∑
α

〈
[L̂†α , Ô]L̂α + L̂†α[Ô, L̂α]

〉
. (4.2.20)

For a single atom in an optical lattice, our observable of interest is Ô = â†i âj . The evolution
of its expectation value is then given by

d⟨â†i âj⟩
dt

= − i
ℏ
〈
[â†i âj , ĤTB]

〉
+
γsp

2

∑
m

〈
[n̂m, â

†
i âj ]n̂m + n̂m[â†i âj , n̂m]

〉
. (4.2.21)
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We now consider the first-order correlation function between sites distant by s,

Cs =
1
Ns

∑
i

⟨â†i+sâi⟩ , (4.2.22)

such that the first term in equation(4.2.21) averages out (Ns is the number of sites). Making
extensive use of [â†i âj , n̂m] = (δjm − δim)â†i âj , we find that the evolution of Cs is then simply
given by

dCs
dt

= −γsp(1− δs,0)Cs. (4.2.23)

From this equation, it is clear that C0(t) = C0(0) = 1 and Cs>0(t) = Cs>0(t = 0)exp
(
−γspt

)
.

Moreover, as discussed in Chapter 2, the quasi-momentum distribution S(k) is the Fourier
transform of the first-order correlation function. We then find

S(k, t) =
1
N

∑
ij

eik·(ri−rj ) ⟨â†i âj⟩t =
∑
s

eiksCs(t) (4.2.24)

=
(
1− e−γspt

)
+ S(k,0)e−γspt . (4.2.25)

We thus expect the quasi-momentum distribution of a single atom (or equivalently, of a
non-interacting gas of atoms) to converge exponentially to a flat momentum distribution.

4.3 Prediction of an algebraic regime of decoherence

We now turn to the study of an interacting many-atom system. In the single-band ap-
proximation and in the presence of interactions, the tight-binding model becomes the Bose-
Hubbard model

ĤBH = −J
∑
i

(â†i âi+1 + â†i+1âi) +
U
2

∑
i

n̂i(n̂i − 1) (4.3.1)

already introduced in Chapter 1. In principle, the Hamiltonian also includes the long-range
interaction potential between the induced electric dipoles carried by each atom (O’Dell et al.
2000). We neglect these processes and the analogous collective effects in the dissipative term
(Bouganne et al. 2020). Using the same quantum jump operator as in the single-atom case,
the dissipative Bose-Hubbard master equation reads

∂tρ̂ = − i
ℏ

[ĤBH, ρ̂] +γsp

∑
i

n̂i ρ̂n̂
†
i −

1
2
n̂†i n̂i ρ̂ −

1
2
ρ̂n̂†i n̂i . (4.3.2)

This is the simplified many-body master equation we will study in the remainder of this
chapter.

4.3.1 Three different decoherence regimes

In a series of papers (Poletti et al. 2012; 2013), Poletti and collaborators have studied the
master equation(4.3.2). In addition to the natural timescale γ−1

sp set by the dissipation rate,
they have identified a second emergent timescale

t∗ =
( n̄U
J

)2 1
2zγsp

≫ γ−1
sp , (4.3.3)

where n̄ is the filling and z is the number of nearest-neighbors. The two characteristic
timescales define three regimes in the dynamics of the system:
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1. At short times (t ≲ γ−1
sp ), long-range coherences decay on the timescale γsp. We will

focus on this early decay in the next chapter.

2. At intermediate times (γ−1
sp ≲ t ≲ t∗), long-range coherences have disappeared and

short-range coherences decay algebraically. We focus on this regime in this chapter.

3. At longer times (t ≳ t∗), glasslike dynamics sets in: the convergence of the system
towards the fully-mixed (infinite temperature) steady-state is dominated by rare con-
figurations. This regime is out of experimental reach and we will not discuss it further.

The algebraic regime n◦2 results from the balance between the tunneling J , which tends to
maintain spatial coherences, the dissipation L̂i = n̂i which tends to localize atoms by “mea-
suring” on-site populations, and the interactions U which tend to prevent the build-up of
large on-site populations. In the following, we analyze the algebraic regime in more details
with the method developed in Poletti et al. (2013).

4.3.2 Adiabatic elimination of coherences and factorization ansatz

We write the density matrix in a Fock-space basis

ρ̂ =
∑
m,n

ρnm |n⟩⟨m| , (4.3.4)

where n = (n1, ...,nNs
) is the configuration with ni atoms on site i (Ns is the number of sites).

The steady-state density matrix is diagonal in this basis and

ρ̂ss ∝
∑
n

|n⟩⟨n| . (4.3.5)

Poletti et al. (2013) make two key approximations to study the evolution of ρ̂ towards ρ̂ss.
The first approximation consists in adiabatically eliminating the dynamics of off-diagonal

elements, i.e. the coherences, by using the separation of timescales between dissipation and
tunneling (γsp ≫ J). For timescales t ≫ γ−1

sp , the fast evolution of coherences averages out
and we have

ρ
n+eji
n =

J
√
nj(ni + 1)

U (ni −nj + 1)− iℏγsp

(
ρnn − ρn+eji

n+eji

)
. (4.3.6)

From equation(4.3.6), Poletti et al. (2013) obtain a master equation for the populations

d
dτ
ρnn = − n̄

2

z

∑
(i,j)

nj(ni + 1)

(ni −nj + 1)2 + ϵ2

(
ρnn − ρn+eji

n+eji

)
, (4.3.7)

where τ = t/t∗ and ϵ = ℏγsp/U . We have also defined e
j
i = (0, ...,1, ...,−1, ...,0), with 1 and -1

at position i and j respectively. In equation(4.3.7), (i, j) is a double summation over nearest-
neighbors.

The second approximation of Poletti et al. (2013) consists in using the factorization ansatz

ρ̂ ≃
∏
sites i

 ∞∑
ni=0

ρ(ni) |ni⟩⟨ni |
 (4.3.8)

to solve equation (4.3.7). Here, ρ(ni) is the probability to have ni atoms on site i, so that∑
i ρ(ni) = 1 and

∑
i ρ(ni)ni = n̄. Injecting this ansatz in equation(4.3.7), one finds a classical

master equation

dρ(n)
dτ

=
∑

m,ν=±1

n̄2 (n+ δ1,ν)(m+ δ−1,ν)
(n−m+ ν)2 + ϵ2 [ρ(n+ ν)ρ(m− ν)− ρ(n)ρ(m)], (4.3.9)
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Figure 4.1 (a) Numerical integration of equation(4.3.9). The asymptotic distribution is plot-
ted as a red dashed line. (b) Normalized atom number fluctuations ∆n/n̄. The dotted line is
a power-law fit with exponent ∼ 0.30.

for the on-site number distribution ρ(n), where δ±1,ν is the Kronecker delta.
Figure 4.1(a) shows a numerical solution of equation(4.3.9) forU/J = 10, ϵ = 0.01 and n̄ =

2 (t∗ = 250γ−1
sp ). The initial state is a Fock state with n̄ = 2. Asymptotically the distribution

ρ(n) converges when t→∞ towards the steady-state distribution

ρss(n) ≃ n̄n

1 + n̄n+1 . (4.3.10)

Poletti et al. (2013) identify an anomalous power-law behavior for τ ≪ 1 by looking at the
on-site atom number fluctuations

∆n2 =
∑
n

(n− n̄)2ρ(n), (4.3.11)

shown in figure 4.1(b) in double-logarithmic scale. The fitted power-law exponent is ∼ 0.3,
which corresponds to a slower broadening than the Brownian motion exponent 1/2 expected
for non-interacting atoms.

4.3.3 Decay of single-particle coherence

Experimentally, we do not have access to the populations of each site and therefore cannot
measure ∆n. However, we do have access to the momentum distribution, which is directly
related to the spatial coherences of the system. Assuming long-range coherences have dis-
appeared, we focus on short-range coherences, and in particular the nearest-neighbor coher-
ence

C1 =
1
Ns

∑
i

⟨â†i âi+1⟩ =
1
Ns

∑
n,m,i

⟨n|â†i âi+1|m⟩ =
1
Ns

∑
n,i

√
ni+1(ni + 1)ρ

n+ei+1
i

n . (4.3.12)

In the adiabatic elimination mentioned above, the coherences follow adiabatically the evo-
lution of the populations. Using equation(4.3.6) and the factorization ansatz, one finds

C1 =
J
U

∞∑
n,m=0

(m+ 1)(n+ 1)
n−m− iϵ

[ρ(n)ρ(m+ 1)− ρ(n+ 1)ρ(m)], (4.3.13)

as detailed in Bouganne (2018). Figure 4.2(a) shows a numerical solution of equation(4.3.13)
for U/J = 10 and ϵ = 0.01. The filling n̄ is varied from 2 to 8. We observe a clear power-law
behavior, at least for short-enough times.
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Figure 4.2 Numerical solutions of (a) C1(τ), (b) C2(τ) and (c) C2(τ)/C2
1 (τ), using equa-

tion (4.3.13) and equation (4.3.14) with U/J = 10 and ϵ = 0.01. We vary the filling n̄: from
darker to brighter lines, n̄ = 2, 4, 6 and 8. The dotted lines correspond to the large filling
limit. In (c), the dashed line corresponds to C2/C

2
1 = 1.

We have also computed the next-nearest-neighbor correlator C2. Applying recursively
the same procedure as for C1, we find

C2 = 2
( J
U

)2 ∞∑
m,n,q=0

(m+ 1)(n+ 1)(q+ 1)
(q −m− iϵ)(q −n− iϵ)

[ρ(n+1)ρ(q)−ρ(n)ρ(q+1)][ρ(m+1)−ρ(m)]. (4.3.14)

Figure 4.2(b) shows a numerical solution of equation(4.3.13) for U/J = 10 and ϵ = 0.01.

4.3.4 Scaling regime

4.3.4.1 Large filling limit

In the large filling limit (n̄ ≫ 1), the discrete variable n maps to a continuous variable
x = n/n̄ , the on-site number distribution ρ(n) maps to p(x)/n̄, and the classical master equa-
tion (4.3.9) maps to a Fokker-Planck equation (Poletti et al. 2013). Making the continuum
approximation to also compute Cs, the solution of the Fokker-Planck equation reads

p(x,τ) =
e−(x−1)4/16τ

4Γ (5/4)τ1/4
, (4.3.15)

where Γ is the Gamma function. Thus, instead of a function of x and τ separately, the dis-
tribution is a function of the scaling variable u = (x − 1)/τ1/4. In the large filling and weak
dissipation limit, one then finds the following expression for the nearest and next-nearest-
neighbor correlators

Cn̄≫1
1 ∝ 1√

t
, (4.3.16)

Cn̄≫1
2 =

3
4

(
Cn̄≫1

1

)2
, (4.3.17)

as detailed in Bouganne (2018). This large-filling limit is shown as a dotted line in fig-
ure 4.2(a-b).

4.3.4.2 Relevance of the scaling solution for small fillings

The idealized limit of large fillings is not reachable experimentally. When n̄ > 2, two-body
light induced losses take place in addition to three-body losses. Bouganne (2018) studied the
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Figure 4.3 Scheme of the experiment for a stack of (a) 2D lattices and (b) 1D lattices. Vx ≃ Vy
for 2D lattices, and Vy ≃ Vz for 1D lattices. The dissipation laser is sent from the top and
addresses the green transition 1S0–3P1. Its detuning is δL and the Rabi frequency is ΩL. The
polarization is parallel to a small horizontal magnetic field.

influence of two and three-body recombination processes on the dynamics of ρ(n). Numeri-
cally, he found that the algebraic exponents for ∆n and C1 were not significantly affected by
the losses.

Although we are limited to n̄ = 2− 3 at most, we can still observe the algebraic behavior
but in a reduced time window, as shown in figure 4.2. Moreover, Bouganne (2018) found
that the stronger the losses, the shorter the time window since their effect is to reduce the
filling. It is remarkable that the scaling solution provides a very good quantitative prediction
in the relevant time window. However, we note that, for finite fillings, numerical solutions
find C2 ≃ C2

1 rather than C2 ≃ (3/4)C2
1 , as shown in figure 4.2(c).

4.4 Experimental study of the algebraic regime

The experimental observation of the algebraic regime for a stack of 2D Mott insulators was
previously reported in Bouganne et al. (2020). During my PhD, I studied the algebraic
regime for a stack of 1D Mott insulators. I also took data on 2D Mott insulators to com-
pare with the results of Bouganne et al. (2020). Since the results are very similar for 2D and
1D Mott insulators, I present them jointly in this section. The key difference between 2D
and 1D is the initial coherence of the system, as shown in Chapter 2.

4.4.1 Experimental procedure

We begin by preparing the stack of 1D or 2D Bose-Hubbard systems described in Chapter
2. The vertical lattice depth is always set to 27ER, and the horizontal lattice depth in the y
direction can be set to 25ER to prepare the 1D systems. The dissipation laser is sent from
the top of the experiment in the z direction and the atoms are illuminated for a time t. We
then release the atoms from all the optical lattices and they are imaged along the vertical
axis after a 20 ms tof. A schematic of the experiment is shown in figure 4.3 for both the 1D
and 2D configurations.

The dissipation laser is close to resonance with the 556 nm green J = 0↔ J = 1 transition.
The laser is linearly polarized and the polarization is parallel to a horizontal magnetic field
of about 1 G in the direction (ex+ey)/2, so that we only excite the π transition. The detuning
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is fixed at δL = 15Γg. The intensity is also fixed so that the spontaneous emission rate

γsp ≃
Γg

2
Ω2

L/2

δ2
L + Γ 2

g /2
≃ 0.52ms−1 (4.4.1)

is fixed. The Rabi frequency ΩL is calibrated experimentally, as shown in Appendix B.1, and
is small enough so that s≪ 1. Varying γsp through the intensity, the only observed effect was
a rescaling of the dynamics (Bouganne 2018). The chosen γsp is the same as the one used in
Bouganne et al. (2020).

4.4.2 Observation of two decoherence regimes with the peak amplitude of the
momentum distribution

Before diving into a more complex analysis in the next subsection, figure 4.4(a) shows that
we observe the algebraic regime with simple observables such as the amplitude of the central
peak of the momentum distribution. We normalize the peak amplitude to the decaying atom
number and to the initial value,

ñk=0(t) =
n(k = 0, t)/N (t)
n(k = 0,0)/N (0)

, (4.4.2)

where N (t) =
∫

dkn(k, t) is the total atom number at time t. By comparing the evolution
of ñk=0(t) with the exponential decay from equation (4.2.25) expected for non-interacting
atoms, we show that correlations play a key role in the dynamics of our Bose-Hubbard sys-
tems.

The evolution of ñk=0(t) is phenomenologically fitted to a function that decays linearly
for short times and as a power law for long times,

ñk=0(t) =
1

(1 +γexpt/κ)κ
. (4.4.3)

The fits are shown as solid lines in figure 4.4(a). In the following, we use this fit to define the
beginning of the algebraic regime as

talg =
κ
γexp

. (4.4.4)

In figure 4.4(b), we show talg for the different lattice depths in 1D and 2D. We observe that
the algebraic regime in 2D starts much later than in 1D, at least for small lattice depths
where the initial coherence is substantial.

4.4.3 Extraction of the spatial coherences from fits of the momentum
distribution

4.4.3.1 Generalized structure factor

In order to better understand the evolution of the system, we now turn to a more comprehen-
sive analysis of the momentum distribution. After a long tof, the momentum distribution is
given by

n(k) =
∑

bandsn,m

Sn,m(k)w̃n(k)w̃∗m(k), (4.4.5)

where w̃n(k) is the Fourier transform of the Wannier function of the n-th band (Pedri et al.
2001). We have defined a generalized structure factor

Sn,m(k) =
∑

sites i,j

eik·(ri−rj ) ⟨â†i,nâj,m⟩ , (4.4.6)
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Figure 4.4 (a) Time evolution of the normalized peak amplitude of the momentum distribu-
tion for 1D lattices for V = 3.1ER (circles), V = 8.3ER (squares) and V = 13.3ER (diamonds).
The solid lines are phenomenological fits to equation(4.4.3). The dashed line shows the ex-
ponential decay expected for non-interacting atoms, e−γspt. (b) Starting time of the algebraic
regime, talg = κ/γexp, in the following analysis, for 1D (circles) and 2D (squares) data. The
striped area corresponds to times shorter than 0.01 ms, the shortest experimental dissipation
time.

which corresponds to the Fourier-transform of the first-order correlation function ⟨â†i,nâj,m⟩.
In order to simplify the model, we make a few assumptions. First, we assume that there

is no inter-band coherence: this is natural because initially the excited bands are not pop-
ulated. We also assume that there is no intra-band coherence for excited bands. These two
assumptions lead to

⟨â†i,nâj,m⟩ , 0 only if n =m = 0. (4.4.7)

Finally, we assume that the initial long-range coherences have vanished once we are in the
algebraic regime. We are left with short-range coherences in the fundamental band n = 0,
which allows us to truncate the sum in equation(4.4.6) to the first few terms.

4.4.3.2 One dimension

In 1D, the momentum distribution is fitted to the same function as in the previous chapter,
with an additional contribution from the first three excited bands that become populated at
long times,

nfit,1D(k) =
mmax∑
m=1

2Cm|w̃0(k)|2 cos(mkd) +
3∑
n=0

Pn|w̃n(k)|2, (4.4.8)

with the normalization condition
∫

dknfit,1D(k) =N . Here, Cm is them-th neighbor coherence
and Pn is the population of the n-th band. Typical momentum distributions, as well as
corresponding fits are shown on figure 4.5. For short times, typically t < 0.1 ms∼ talg, the
residuals can be relatively large around kx = 0. However, for longer times corresponding to
the algebraic regime of interest, the residuals are comparable to the image noise.

4.4.3.3 Two dimensions

In 2D, next-nearest-neighbors are diagonal sites (j = i + (±1,±1)), and next-next-nearest-
neighbors are located at j = i + (±2,0) and j = i + (0,±2). Moreover, because the initial co-
herence is higher in 2D, some long-range coherence still remains in the “algebraic” regime
defined by t > talg. Inspired by the Bogoliubov theory of dilute Bose gases, we assume that
the quasi-momentum distribution can be described by two components, a coherent one with
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Figure 4.5 (a) 1D momentum distribution n(kx) as a function of tp for a lattice depth V ≈
6.5ER. Dashed red lines are fits to equation(4.4.8). For clarity, the momentum distribution
is not shown for all measured times t. (b) Residuals of the fits.

long-range coherence characterized by a Bragg pattern with sharp peaks and an incoherent
one with only short-range coherence. To model the coherent component, we use a function
G taken as a sum of five Gaussian functions. The positions of these Gaussians are fixed, with
the main one in the center of the first Brillouin and the four others in the “centers” of the
second Brillouin zone. The widths of the Gaussian peaks are also fixed to their value at t = 0,
and the amplitudes are free parameters. To model the incoherent component, we proceed
as in 1D with the nearest-neighbors and the next-nearest-neighbors as defined above. In the
end, we fit the momentum distribution to

nfit,2D(kx, ky) ≈ G(kx, ky) +
mmax∑
i=1

2Ci |w̃0(k)|2
∑
i1,i2

cos
(
i1kxd + i2kyd

)
+

3∑
n=0

Pn|w̃n(k)|2. (4.4.9)

Here, i1 and i2 account for the geometry of the 2D square lattice. For instance, for i = 1,
the possible (i1, i2) are (1,0), (0,1), (−1,0) and (0,−1). For i = 2, the possible (i1, i2) are (1,1),
(1,−1), (−1,1) and (−1,−1).

4.4.4 Evolution of the spatial coherences

For each dissipation time t, we measure the momentum distribution for 5 repetitions of the
experiment. Each distribution is fitted individually. We then take the mean and the standard
deviation to determine the fitting parameters and their error bars. The key observables
extracted from the momentum distribution fits are the spatial coherences C1, C2 and C3.
The time evolution of these coherences is shown in figure 4.6(a) for V⊥ = 7.3ER. In double-
logarithmic scale, we clearly observe an algebraic decay of C1 and C2.

We perform power-law fits for times greater than κ/γexp and coherences above the de-
tection level, as indicated by the striped area on figure 4.6(a). The detection level of 0.02
comes from the noise of the images. The extracted algebraic exponents α1 and α2 are shown
in figure 4.6(b-c). We do not fit the time evolution of C3 since there is typically only one or
two points above the detection level in the algebraic regime.

We observe that, as the lattice depth V⊥ increases, the power-law exponent α1 for C1
converges from 0.6 to 0.5, the value predicted by the model detailed in the previous section.
This means that the decoherence is indeed slowed as interactions are increased. In the model
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Figure 4.6 (a) First coherences C1 (circles), C2 (square) and C3 (diamonds) with respect to
dissipation pulse time for V = 7.3ER. The solid lines correspond to power-law fits of C1 and
C2. Points in the striped area are excluded from the fits because they are not in the algebraic
regime or are below the detection level. (b-c) Fitted exponents for the algebraic decay of the
coherences C1 and C2 with varying lattice depth in 1D (filled) and 2D (empty). Error bars are
determined from a bootstrap procedure.
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Figure 4.7 C2/C2
1 for 1D data as a function of γspt for (a) V = 1.2ER, (b) V = 3.9ER, (c) V =

6.5ER, (d) V = 9.0ER, (e) V = 11.7ER, and (f) V = 14.2ER. The dashed line corresponds to
numerically expected scaling of 1. The shaded area corresponds to the algebraic regime.
The striped area corresponds to points where C2 falls below the detection level.
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Figure 4.8 Fitted relative populations in the various bands versus rescaled time γspt. Circles
are the fundamental band population. Squares, diamonds and pentagons are respectively
the first, second and third excited band populations. The solid line is a phenomenological
fit of the fundamental band population with equation (4.4.10). Inset: fitted κ as a function
of the lattice depth.

by Poletti et al. (2013), the dimension only influences the initial coherences and the starting
time of the algebraic regime, but not the exponent of the power-law decay. As expected, 1D
and 2D data for α1 are compatible, as shown in figure 4.6(b).

For C2, we observe a similar behavior, although the power-law exponent α2 starts around
0.75 for low lattice depths. It is difficult to determine to which value the power-law exponent
converges because C2 is very close to the detection level for the largest lattice depths (V >
12ER). However, we can study C2/C2

1 , which is numerically predicted to be 1 in the algebraic
regime, as seen in section 4.3.3. Figure 4.7 shows C2/C2

1 as a function of γspt for different
lattice depths. Points corresponding to C2 or C1 below the detection level are discarded.
We observe that, as the algebraic starts earlier, the region where C2/C2

1 ≈ 1 is also shifted to
earlier times. This observation that C2/C2

1 ≈ 1 in the algebraic regime, as predicted by theory,
is new and was not reported in Bouganne et al. (2020).

4.4.5 Band transitions and atomic losses

In the previous subsection, we showed the coherences of the atoms in the fundamental band.
With our fitting procedure, we can also account for atoms being excited to higher bands. As
shown in figure 4.8(a), we observe the fundamental band population decay to reach approx-
imately 50 %, while the first three excited band populations increase, the first excited band
being the most populated. This is not accounted for in the model by Poletti et al. (2013).
The decay of the fundamental band population can be fitted relatively well with the same
phenomenological function as the peak amplitude

P0(t) =
1

(1 +γgbt/κ)κ
. (4.4.10)

We find γgb ≈ 0.3γsp for all lattice depths. On the other hand, as shown in the inset of
figure 4.8, κ decreases when the lattice depth increases, indicating a slowing down of inter-
band transitions as the gap between the bands increases.

In addition to decoherence, atomic losses also take place during the dissipation time. A
typical atom number curve is shown in figure 4.9, in rescaled time γ2Bt. The two-body loss

64



4.4. Experimental study of the algebraic regime

(b)

0.1 1 10
0.1

1

Rescaled time γ2Bt

N
(t
)/
N
(0
)

0 5 10 15

6
8

10
12

V [ER]

γ
2B

[m
s−

1
]

Figure 4.9 Normalized atom number N/N0 versus rescaled time γ2Bt. The dashed line is
1/(

√
1 +γ2Bt). Inset: fitted γ2B as a function of the lattice depth.

rate γ2B is extracted from a fit to

N (t) =
N (0)√

1 +γ2Bt
. (4.4.11)

When plotting the atomic losses for all lattice depths in rescaled time γ2Bt, all the curves
collapse onto 1/(

√
1 +γ2Bt), shown as a dashed line on figure 4.9(b). In the inset of the

figure, we show that the two-body loss rate is on the order of a few ms−1. This is one order of
magnitude less than γsp, but not negligible in the entire time span of the experiment. Only
20 % of the atoms remain for the longest dissipation time ∼ 5γ−1

sp ∼ γ−1
2B .

Conclusion

In this chapter, we studied the algebraic decay of coherence in 1D and 2D Bose-Hubbard
systems. First, we detailed the model used to theoretically investigate dissipation in our
system. We have obtained a quantum master equation which we studied using methods
developed in Poletti et al. (2013). Although the model ignores a number of experimentally
observed effects such as interband transitions and atomic losses, it predicts correctly the
dynamics of the single-particle coherence in the fundamental band. In particular, in the
algebraic regime of interest, we found a quantitative agreement with the predicted power-
law exponent of 1/2 for the decay of nearest-neighbor coherences, which we extracted from
a fit to the full momentum distribution of the system. We note that the effects beyond the
model of Poletti et al. (2013) are discussed in more detail in chapter 5 of Bouganne (2018).

The dynamics leading to the algebraic regime, that is the early exponential regime, can-
not be described with the simple model detailed in this chapter. We found that it depends
strongly on the initial state of the system, and thus on the dimension. We also found that
the early exponential decay of the central peak of the momentum distribution, i.e. the long-
range coherences, is an order of magnitude faster than the spontaneous emission rate γsp.
In the next chapter, we will analyze the data presented in this chapter focusing on the early
dynamics of the system. We will also focus on 1D optical lattices, for which many theoretical
methods are available to describe complex many-body systems.
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Chapter 5. Non-Hermitian linear response of one-dimensional Bose gases

Introduction

A very general way of probing the state of a physical system is to apply a perturbation and
monitor its response. If the perturbation is small enough, the response will be proportional
to the perturbation and can therefore be calculated using linear response theory. Examples
are countless in condensed matter: thermal and electrical conductivities, magnetic suscep-
tibility, modulus of elasticity, etc. In optics, linear response theory describes the optical re-
sponse through the refractive index, as we will see in Chapter 6. In this chapter, we present a
method to probe the state of an initially closed quantum system by imposing a small amount
of dissipation and studying the initial dynamics.

As opposed to the late algebraic dynamics presented in the previous chapter, we study
the early dephasing dynamics for interacting bosons in optical lattices subjected to light
scattering, as shown in figure 5.1. To facilitate comparison with theoretical predictions, we
specifically focus on 1D systems (Giamarchi 2003). We retrieve information on the initial
system by using linear response theory. This measurement, which is complementary to the
static one in Chapter 3, can be viewed as a proof of principle of a very general method.

In section 5.1, we present the linear response approach to non-Hermitian systems. In
section 5.2, we revisit the light scattering data from the previous chapter, focusing on the
early dynamics. In section 5.3, we present an (approximate) version of non-Hermitian linear
response theory due to Pan et al. (2020) relating the response to dephasing to the many-body
spectral function A(k,ω) of the initial state. Finally, in section 5.4, we compare the theory
from Pan et al. (2020) to our experimental data.

0.01 0.1 1
0.1

1

Linear response
Algebraic
regime

Rescaled time γspt

Pe
ak

am
p
li
tu
d
e

Figure 5.1 Schematic separation of early and late dynamics: normalized central peak ampli-
tude of the momentum distribution as a function of rescaled time γspt.

5.1 Non-Hermitian linear response theory

5.1.1 Reminder on linear response theory

Linear response theory corresponds to the first order of perturbation theory, an essential
tool in quantum mechanics. Let us define the time-dependent Hamiltonian Ĥ(t) = Ĥ0 +Û (t),
where Ĥ0 is time-independent. Û (t) ≡ f (t)Û0 corresponds to the time-dependent part of Ĥ
and is Hermitian. We go to the interaction picture (labelled with exponent “I”) where

ρ̂I(t) = e−iĤ0t/ℏρ̂e−iĤ0t/ℏ and Ŵ I(t) = eiĤ0t/ℏŴ e−iĤ0t/ℏ, (5.1.1)
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where ρ̂ is the density-matrix and Ŵ is any observable, including Û (t). The equation of
motion in the interaction picture, ∂tρ̂I = [Û I, ρ̂I]/iℏ, can be formally integrated as

ρ̂I(t) = ρ̂0 +
1
iℏ

∫ t

0
dt′

[
Û I(t′), ρ̂I(t′)

]
, (5.1.2)

if the perturbation starts at t = 0. Here, we have defined ρ̂0 = ρ̂(t = 0). In linear response
theory, the crucial approximation is to simplify this equation by substituting ρ̂I(t) with ρ̂0.
This translates as

ρ̂I(t) ≈ ρ̂0 +
1
iℏ

∫ t

0
dt′f (t′)

[
Û I

0(t′), ρ̂I
0

]
. (5.1.3)

For a given observable Ŵ , this yields

⟨Ŵ ⟩t = Tr[ρ̂I(t)Ŵ I(t)] = Tr[ρ̂0Ŵ ] +
1
iℏ

∫ t

0
dt′Tr

(
[Û I

0(t′), ρ̂0]Ŵ I(t)
)

(5.1.4)

= ⟨Ŵ ⟩0 +
1
iℏ

∫ t

0
dt′f (t′)

〈
[Ŵ I(t), Û I

0(t′)]
〉

0
(5.1.5)

by using the linear and cyclic properties of the trace. We can then make the linear response
appear clearly by writing

∆⟨Ŵ ⟩ ≡ ⟨Ŵ ⟩t − ⟨Ŵ ⟩0 =
∫ t

0
f (t′)χWU0

(t − t′)dt′ , (5.1.6)

where we have defined the WU0 susceptibility

χWU0
(t − t′) =

1
iℏ

〈
[Ŵ I(t), Û I

0(t′)]
〉

0
=

1
iℏ

〈
[Ŵ I(t − t′), Û0]

〉
0
. (5.1.7)

In order to derive analytical results, it is convenient to make a quasi-static approximation.
We assume that the state of the system continuously adapts to find a new equilibrium state,
allowing us to use equation(5.1.6) to calculate the evolution between any time t and t + δt

⟨Ŵ ⟩t+δt − ⟨Ŵ ⟩t ≈
∫ t+δt

t
f (t′)χWU0

(t − t′)dt′ ≈ f (t)χWU0
(t)δt. (5.1.8)

This leads to a coarse-grained differential equation for ⟨Ŵ ⟩t,
d
dt
⟨Ŵ ⟩t ≈ f (t)χWU0

(t), (5.1.9)

which indeed corresponds to a first-order response to a time perturbation f (t) with a sus-
ceptibility χWU0

(t).

5.1.2 Non-Hermitian theory applied to the momentum distribution

Linear response theory can be extended to a non-Hermitian perturbation without concep-
tual difficulty. Although a non-Hermitian perturbation is not necessarily time-dependent, it
induces a time-dependent behavior. We start from the Lindblad equation in the interaction
picture

dρ̂I

dt
=

∑
α

L̂αρ̂
IL̂†α −

1
2
{L̂†αL̂α , ρ̂I} (5.1.10)
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and, by applying the same procedure as in the previous section, we find the general formula
of non-Hermitian linear response theory (NHLRT)

∆⟨Ŵ ⟩ ≈ −
∑
α

∫ t

0
dt′ξWLα (t−t′) with ξWLα (τ) =

〈1
2

{
L̂†αL̂α , Ŵ I(τ)

}
− L̂†αŴ I(τ)L̂α

〉
0
. (5.1.11)

Equation (5.1.11) is equivalent to equations (5.1.6) and (5.1.7) for the non-Hermitian case.
Once again, the crucial approximation is to take the expectation values in the initial state
ρ̂0 = ρ̂(t = 0). This version of the Kubo formula (Kubo 1957) can be readily applied to one-
body observables using the first-order correlation function ⟨â†i âj⟩. By taking Ŵ = â†i âj , we
obtain

∆⟨â†i âj⟩ ≡ ⟨â†i âj⟩t − ⟨â†i âj⟩0 ≈ −
∑
α

∫ t

0
dt′

〈1
2

{
L̂†αL̂α , â†i âj

}
− L̂†α â†i âj L̂α

〉
0
, (5.1.12)

where the â†i and âj under the integral are taken at time t − t′ in the interaction picture. We
want to study the momentum distribution n(k, t) = ⟨â†kâk⟩t. On a lattice system with Ns sites,
we define

âi =
1√
Ns

∑
k∈BZ1

e−ik·ri âk and L̂i =
1√
Ns

∑
k∈BZ1

e−ik·ri L̂k. (5.1.13)

By defining n̂k = â†kâk, we obtain

∆n(k) ≡ n(k, t)−n(k,0) ≈ −
∑
q

∫ t

0
dt′

〈1
2
L̂†qL̂qn̂I

k(t − t′) +
1
2
n̂I
k(t − t′)L̂†qL̂q − L̂†qn̂I

k(t − t′)L̂q
〉

0
.

(5.1.14)
Finally, with the quasi-static approximation mentioned above, we obtain the coarse-grained
differential equation

d
dt
n(k, t) ≈ −

∑
q

ξnkLq(t) with ξnkLq(t) =
〈1

2
L̂†qL̂qn̂I

k(t) +
1
2
n̂I
k(t)L̂†qL̂q − L̂†qn̂I

k(t)L̂q
〉

0
.

(5.1.15)
To go beyond equation(5.1.14), we need to define the L̂q and calculate the ξnkLq . To obtain an-
alytical results, more approximations than the linear response assumption are necessary. In
section 5.3, we will propose one way to proceed, following the theoretical work of Pan et al.
(2020). But first, let us examine the experimental evolution of the momentum distribution
heuristically in the next section.

5.2 Probing the initial state with light scattering

Inspired by the non-Hermitian linear response theory from the previous section, we ana-
lyze the early dissipative dynamics of one-dimensional Bose-Hubbard systems undergoing
spontaneous emission. The analysis and interpretation of the data in this chapter should be
considered preliminary.

5.2.1 Analysis of the momentum diffusion

First, we focus on momentum diffusion in the evolution of the momentum distribution n(k).
Let us define the appropriate observable to quantify momentum diffusion. In order to com-
pare with the theory discussed above, we are rather interested in the quasi-momentum dis-
tribution S(k), without the Wannier envelope |w0(k)|2. To do so, we use the results of the fits
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Figure 5.2 (a) Evolution of the normalized momentum distribution ñ(k, t) for V = 2ER.
The horizontal dashed line corresponds to the steady-state normalized momentum distri-
bution, while the vertical dashed line correspond to k = kL/3. The striped area is excluded
from the calculation of D(k, t). (b) Renormalized density D(k, t) as a function of time, in
x-semilogarithmic scale, for different momenta k in the first Brillouin zone. We observe a
similar decay for all momenta.

performed in Chapters 3 and 4. As a reminder, the fitting function reads

n(k) = |w̃0(k)|2
mmax∑
m=0

2Cm cos(mkd) +
3∑
n=0

Pn|w̃n(k)|2, (5.2.1)

The quasi-momentum distribution then reads

S(k) =
mmax∑
m=0

2Cm cos(mkd), (5.2.2)

and is defined in the first Brillouin zone (BZ1). To study momentum diffusion, we restrict
our study to the positive half of the BZ1 and renormalize S(k) by its integral over the BZ1 to
compensate losses (which we will study separately later)

ñ(k) =
S(k)∫ kL

0 dk′S(k′)
. (5.2.3)

We have defined ñ(k, t) so that the flat steady-state normalized momentum distribution
ñ(k,∞) is 1. We define the distance to the steady-state,

D(k, t) =
ñ(k, t)− 1
ñ(k,0)− 1

, (5.2.4)

where we have normalized D(k, t) by its value at t = 0 so that it monotonously goes from 1 to
0. D(k, t) is our observable for quantifying the momentum diffusion. Although it is a fairly
natural quantity to define, its purpose will be clarified in section 5.3.

In figure 5.2(b), we show D(k, t) for different values of k and for V = 2.0ER. We observe
that D(k, t) is independent of k at short times (γspt ≲ 1), which leads us to define the inte-
grated quantity

D(t) =
∫

dkD(k, t). (5.2.5)

As shown in figure 5.2(a), ñ(k,0) ∼ 1 for k ∼ kL/3. The observable D(k, t) is then a ratio of
two small (and most likely noise-dominated) quantities, and therefore is difficult to measure
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Figure 5.3 (a) Integral renormalized density D(t) as a function of time, in y-semilogarithmic
scale, for V = 2.0ER. The solid line is a fit to an exponential and, the fit is performed for
t < tmax = 0.1γ−1

sp , as indicated by the striped area. (b) Fitting parameter τD . The shaded area
correspond to the approximate location of Mott transition.

accurately around k ∼ kL/3. We thus exclude momenta k ∈ [0.2kL,0.5kL] from the integral.
Studying D(t) is preferable because the error bars are significantly reduced compared to
D(k, t).

Note that we have also analyzed the tof momentum distribution directly instead of the
reconstructed quasi-momentum distribution. We observed that the independence of D(k, t)
with respect to k worsened significantly at longer times, due to the Wannier envelope and
transitions to excited bands. Nevertheless, the results presented below were not qualitatively
different.

In figure 5.3(a), we show D(t) for V = 2.0ER. In semilogarithmic scale, it is clear that D(t)
decays exponentially, and we fit it to

D(t) = e−t/τD . (5.2.6)

Hereafter, we limit our study to short times γspt < 0.1 in order to focus on the first-order of
the response of the system (i.e. the linear response). The fitted diffusion time τD is shown
in figure 5.3(b). It gives a clear indication of the superfluid-to-Mott insulator transition, as
indicated by the shaded area (see Chapter 3 for a discussion on the Mott transition in 1D).
The characteristic diffusion time τD decreases as the lattice depths is increased, and is always
smaller than γ−1

sp . Note that 1/τD corresponds a qualitative non-Hermitian susceptibility ξ.
By taking

∑
qξnkLq(t) = 1/τD in equation(5.1.15), we retrieve a simple exponential behavior

for D(k, t).

5.2.2 Analysis of the atomic losses

In the previous chapter, we saw that the momentum diffusion induced by light also re-
sulted in atomic losses. Light-induced atomic losses are not necessarily a hindrance for these
measurements. Because they are also a form of controlled dissipation, they can serve as a
probe of the initial state of the system within the framework of the non-Hermitian linear
response theory of section 5.1. The normalized atom number Ñ (t) = N (t)/N (0) is shown in
figure 5.4(a) for V = 2.0ER. We fit Ñ (t) with

Ñ (t) =
1

1 + t/τN
(5.2.7)

for reasons that we will clarify below. For now, this fitting function is a reasonable first-order
function that captures well the behavior of Ñ (t) at short times, as shown in figure 5.4(a). The
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Figure 5.4 (a) Renormalized atom number Ñ (t) as a function of time, in y-semilogarithmic
scale, for V = 2.0ER. The solid line is a fit to an exponential. The fit is performed for
t < tmax = 0.1γ−1

sp , as indicated by the striped area. (b) Fitting parameter τN . The shaded
area correspond to the approximate location of Mott transition.

fitted loss time τN is shown in figure 5.4(b), and seems to indicate the superfluid-to-Mott
insulator transition. However, this is less clear than for the fitted diffusion time τD .

In conclusion, we have shown experimental data applying the general idea of the non-
Hermitian linear response theory presented in section 5.1. By inducing dissipation and
measuring characteristic diffusion and loss times, we have shown that we can probe the
superfluid-to-Mott insulator transition. In the next section, we propose one way to go fur-
ther in the analysis of our data, following a proposal by Pan et al. (2020).

5.3 Simplified Non-Hermitian linear response theory from Pan
et al. (2020)

Following the publication of Bouganne et al. (2020), Pan et al. (2020) published a proposal
to simplify the non-Hermitian linear response theory. In this section, we present this theory,
which we call Pan theory hereafter, and its application to light scattering in our experiment.
In the next section we will compare the predictions of this theory to our experimental results.
Note that Pan theory is not the only proposal for probing a system through its dynamical
susceptibility (Hauke et al. 2016, Geier et al. 2022, Laurent et al. 2017).

5.3.1 Essential approximations

Pan theory makes two essential approximations in order to go beyond equation(5.1.14). Pan
theory is applicable to any type of dissipation and in any dimension. For concreteness, we
detail it here for the quantum jump operator L̂i = √γspâ

†
i âi . We used this quantum jump

operator in the previous chapter to model the decoherence caused by spontaneous emission
in a lattice.

The first approximation of Pan theory is to apply Wick’s theorem to equation (5.1.14),
which is valid for non-interacting systems but becomes dubious for strong interactions. This
leads to

∆n(k) =
(2n̄+ 1)γsp

2

∫ t

0
dτ |g(k, τ)|2 +

γsp

2

∫ t

0
dτ(iℏ)2

[
G<k(−τ)G<k(τ)−G>k(−τ)G>k(τ)

]
, (5.3.1)

where we defined the lesser and greater Green functions

G<k(τ) =
1
iℏ
⟨â†k(τ)âk(0)⟩0 , G>k(τ) =

1
iℏ
⟨âk(τ)â†k(0)⟩0 . (5.3.2)
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g(k, t) is the Fourier transform of the spectral function A(k,ω)

g(k, t) =
∫

dωe−iωtA(k,ω) = iℏ
[
G>k(−τ)−G<k(τ)

]
. (5.3.3)

The second approximation of Pan theory is to assume A(k,ω) to be peaked around a
certain frequency ωk, which leads to

iℏG<k(τ) ≈ n0(k)g(k, t) , iℏG>k(τ) ≈ [1 +n0(k)]g(k, t). (5.3.4)

Equation(5.3.1) then takes the simple form

∆n(k) ≈ −γsp[n0(k)− n̄]
∫ t

0
dτ |g(k, τ)|2, (5.3.5)

where n̄ is the average filling of the system, and also corresponds to the fully-incoherent
steady-state of n0(k).

5.3.2 Quasi-static approximation

In order to derive analytical results, we additionally use the quasi-static approximation men-
tioned in the first section. This leads to the coarse-grained evolution equation

d
dt
n(k, t) ≈ −γsp[n(k, t)− n̄]|g(k, t)|2, (5.3.6)

which can be solved analytically

Σ(k, t) ≡ n(k, t)− n̄
n̄

=
n(k,0)− n̄

n̄
e−γspF (t) with F (k, t) =

∫ t

0
dt′ |g(k, t′)|2. (5.3.7)

We retrieve that the linear response of the system Σ(k, t) is directly linked to properties of
the initial systems, which are contained in F (k, t).

5.3.3 Adding two-body losses

In section 5.2, we also observed significant two-body losses in addition to momentum dif-
fusion. Two-body losses are described by the quantum jump operator L̂i =

√
γ2B/2â

2
i . Pan

theory can also be applied, by following the same procedure as above, we obtain the coarse-
grained equation

d
dt
n(k, t) = −γ2Bn̄(t)n(k, t)|g(k, t′)|2. (5.3.8)

Note that the filling n̄(t) is now time-dependent. Combining decoherence and losses, we get

Σ(k, t) ≡ n(k, t)− n̄(t)
n̄(t)

=
n(k,0)− n̄0

n̄0
e−γspF (k,t), (5.3.9)

n̄(t) =
n̄0

1 +γ2Bn̄0F (k, t)
. (5.3.10)

In section 5.4, we will use these two equations to model the early dynamics of 1D Bose-
Hubbard systems submitted to light scattering. However, we can already remark that the
same function F (t) determines the behavior of momentum diffusion and losses.

Note that Σ(k, t) corresponds toD(k, t) in section 5.2 with n̄0 = 1, and the fitting functions
in section 5.2 simply correspond to equations(5.3.9) and (5.3.10) with F (t) = t.
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5.3.4 Dynamical correlation function in Luttinger liquid theory

As mentioned above, the initial state of the system is contained in the function F (k, t), which
is related to the spectral function of the system A(k,ω) through equations(5.3.3) and (5.3.7).
The spectral function is itself related to the lesser and greater Green functions, which corre-
spond to dynamical first-order correlation functions. As such, they are expected to decay as
power-laws for a Luttinger liquid, with an exponent related to the Luttinger exponent K . We
described Luttinger liquid theory in Chapter 3. The exact dynamical first-order correlation
function of a Luttinger liquid is difficult to express analytically in a simple way. However, at
zero temperature, it can be approximated by the following equation

g1(x, t) ≡ ⟨Ψ̂
†(x, t)Ψ̂ (0,0)⟩

n
≃

(
a2

[a+ i(x − vt)][a− i(x+ vt)]

)1/4K

, (5.3.11)

where v is the sound velocity (Giamarchi 2003). The spectral function then reads

A(k,ω) ∝ Θ(ω − v|k|)−Θ(−ω − v|k|)
|ω2 − (vk)2|η with η = 1− 1

4K
. (5.3.12)

This leads to
F (k, t) ∝ t2η−1 = t1−

1
2K . (5.3.13)

As discussed in Chapter 3, for a non-interacting gas, K → ∞ and η = 1: we retrieve the
expected exponential behavior e−γspt. As interactions increase, K → 1 and η goes from 1
to 0.75, stretching the exponential evolution. By studying the stretched evolution of n(k, t)
through Σ(k, t) and n̄(t) for short times t ≲ γ−1

sp , we can in principle measure K .
We can already remark that LL theory predicts F to be independent of k, so that the

evolution of Σ(k, t) should also be independent of k. Although it does not prove the va-
lidity of either Pan theory or LL theory in our system, we did observe that D(k, t) evolves
independently of k for short times γspt ≲ 1.

5.4 Analysis using Pan theory

Let us reanalyze the experimental evolution of the system described in section 5.2 using Pan
theory. Once again, this section corresponds to a preliminary analysis and interpretation.

5.4.1 Analysis of the momentum diffusion

Let us first consider momentum diffusion through the quantity D(t), as defined in equa-
tion(5.2.5). Following Pan theory, we fit D(t) with a stretched exponential

D(t) = e−(t/τD )2ηD−1
. (5.4.1)

Once again, we limit our study to short times γspt < 0.1. In figure 5.5(a), we show D(t) for
V = 3.1ER and the fit to a stretched exponential as a solid line. We also show the previous
fit to a simple exponential as a dashed line. Distinguishing the stretched from the simple
exponential is clearly difficult.

The stretched exponential fitting parameters for all lattice depths are shown in figure 5.5(b-
c). The exponent ηD is larger than 1 for the most part, which cannot be the case of a Luttinger
liquid as it implies K < 0. We do not expect the gas to behave as a Luttinger liquid in the Mott
insulating phase. This also indicates that we are not able to resolve the algebraic behavior
even for a superfluid. This was already the case for the static measurement of the first-order
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Figure 5.5 (a) Integral renormalized density D(t) as a function of time, in y-semilogarithmic
scale, for V = 3.1ER. The solid line is a fit to a stretched exponential and the dashed line is a
fit to a simple exponential. Here, both fits are performed for t < tmax = 0.1γ−1

sp , as indicated
by the striped area. (b-c) Fitting parameters from the stretched exponential fits. The shaded
area corresponds to the approximate location of Mott transition.

correlation function presented in Chapter 3, and we attributed it to the finite temperature
of the system.

As for τD , it is very similar to the simple exponential results, apart from the two smallest
lattice depths where fitting correlations with ηD prevent an accurate measure of τD . For this
reason, the simple exponential fit should be preferred.

5.4.2 Analysis of the atomic losses

We now turn to atomic losses, studied through normalized atom number Ñ (t) = N (t)/N (0).
Following Pan theory, we fit Ñ (t) with

Ñ (t) =
1

1 + (t/τN )2ηN−1 . (5.4.2)

Once again, we limit our study to short times γspt < 0.1. In figure 5.6(a), we show Ñ (t) for
V = 3.1ER and the fit to equation (5.4.2) as a solid line. We also show the previous fit to
equation (5.4.2) with ηN = 1 as a dashed line. It is clear that, in the linear response regime
γspt < 0.1, distinguishing the two will also be difficult.

The fitting parameters for all lattice depths are shown in figure 5.6(b-c). The behavior
for the exponent ηN is different from that of momentum diffusion: we find ηN ≈ 0.9 for most
lattice depths. We remind that Pan theory predicts that the evolution of D and Ñ is set by
the same function F = t2η−1. This indicates that Pan theory does not apply to our system,
and that at least one of the two key approximations does not hold.

We note that induced-losses measurements appear to be more precise on our experiment
since the error bars on the normalized atom number Ñ are significantly smaller than that on
D. We also note that ηN ≈ 0.9 corresponds to K ≈ 2.5, a value compatible with the model of
the system developed in Chapter 3. As of now, we believe this agreement could be coinci-
dental.

Conclusion

In this chapter, we have shown that, in addition to direct imaging, a quantum system can
be probed by inducing controlled dissipation and studying the early linear response. We

76



5.4. Analysis using Pan theory

(a) (b) (c)

0 0.05 0.1 0.15
0.4

0.5

0.6
0.7
0.8
0.9
1

γspt

Ñ
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Figure 5.6 (a) Renormalized atom number Ñ (t) as a function of time, in y-semilogarithmic
scale, for V = 3.1ER. The solid line is a fit to equation(5.4.2) and the dashed line is a fit where
η is fixed to 1. Here, both fits are performed for t < tmax = 0.1γ−1

sp , as indicated by the striped
area. (b-c) Fitting parameters for tmax = 0.1γ−1
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presented a theory describing the evolution of a dissipative system using linear response
theory, and showed that the initial dynamics of the system can be used as a probe of the
initial state. By applying this theory to the experiments presented in Chapter 4, we have
clearly observed the 1D Mott insulator transition by measuring the dissipation rate, thus
demonstrating that we can indeed probe the initial state of the system with dissipation. The
measured non-Hermitian susceptibility drops abruptly to a nearly constant value near Vx ≈
4ER, close to the expected threshold Vx ≃ 4.9ER where the n = 1 Mott transition is expected.
This indicates that the non-Hermitian susceptibility is sensitive to the initial equilibrium
state.

We have also considered the theory proposed by Pan et al. (2020) that gives a simplified
framework to evaluate the non-linear susceptibility. When applied to Luttinger liquids, this
theory predicts a stretched exponential behavior exp(−ta), but with an exponent a close to
1, and is therefore difficult to distinguish experimentally from a simple exponential. It also
predicts that the same function governs the decay of the first-order correlation function in
presence of dephasing and of the atom number in presence of two-body losses, but, unfor-
tunately, this does not seem to match our observations.

Further work is underway to calculate the non-Hermitian susceptibility for several mod-
els of bosons in optical lattices (Mott insulator state, Gutzwiller model, Luttinger liquid)
and compare with experimental results. We note that the measurements of the first-order
coherence (in Chapter 3) indicate that the finite temperature of the initial system is not neg-
ligibly small and should be taken into account. It would be interesting to extend this study
to two-dimensional systems, in the bulk or in lattices.
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Chapter 6. Experimental realization and characterization of a two-dimensional Bose gas

Introduction

In this part of the manuscript, we discuss technical improvements to the experimental setup
that have been implemented in the last part of my thesis work.

The main objective of the upgrades is to enable in-situ imaging of the atoms with a high-
resolution microscope objective (MO). Precise access to the density distribution of the atoms
could allow us, for example, to resolve the Mott shell structure described in Chapter 2 and
to controllably probe different fillings (Gemelke et al. 2009). An important step for high-
resolution imaging of quantum gas has been the development of quantum gas microscopes
(Bakr et al. 2009, Sherson et al. 2010), which, thanks to an optical resolution of a few hun-
dred nm, are able to resolve fluorescence from adjacent sites in an optical lattice. In our case,
we do not aim at achieving single-site resolution in our magic retroreflected lattices, as this
would require an optical resolution ≲ λm/2 = 0.38µm. Such resolutions have only been re-
cently achieved in cold atom experiments with superresolution techniques (McDonald et al.
2019, Subhankar et al. 2019). We have designed and assembled a home-made microscope
objective with a numerical aperture NA ≃ 0.28 (target resolution of about 0.9µm). We in-
stalled it on the experiment and estimated the resolution of the imaging system to be about
1µm at λb = 399 nm, close to the expectations.

In-situ imaging is most relevant for 2D and 1D systems. In Part II, the experiments
are performed on stacks of 2D or 1D systems. The integration along the imaging line of
sight degrades the resolution and erases correlations for clouds deeper than the depth of
field of the imaging system. Therefore, we must first compress our atomic system into a
single plane. We chose to perform the 2D compression with a large period lattice (LPL)
in which the BEC is loaded. Optical lattices are an excellent tool for 2D compression, and
this method is often used, for example in Gemelke et al. (2009). In Sherson et al. (2010),
the optical lattice is a standard retroreflected lattice and up to 60 planes are populated.
Single plane loading was achieved by a position-dependent microwave transfer and resonant
blasting of the other planes. This technique is more difficult to implement in our setup due
to the absence of internal structure of the 174Yb ground state, but it could in principle be
applied to non-magic lattices using the clock transition (see section 6.2.4). More recently,
Ville et al. (2017) have demonstrated 2D compression using an optical accordion, i.e. an
optical lattice with a controllable lattice spacing. In addition, they use a separate beam for
transverse confinement, which they can shape using a digital micromirror device (DMD) and
a high-resolution imaging system. In this way, they are able to realize a flat bottom potential
with hard walls. In Christodoulou et al. (2021), a similar potential is obtained, but the 2D
compression is also achieved using DMD beam shaping.

Section 6.1 describes the optical setup of the new high-resolution imaging system, as
well as the different methods we have used to estimate the resolution. Section 6.2 describes
the optical setup of the large-period lattice, its characterization, and the loading procedure.
We address issues such as single plane loading and stability. In section 6.3, we characterize
the 2D cloud with time-of-flight measurements. The vertical expansion of the cloud shows
that the atoms are in the vertical ground state of the LPL potential, while the horizontal
expansion allowed us to estimate a condensed fraction. We have optimized loading and
studied heating while holding the atoms in the LPL. As described in section 6.4, using our
new in-situ imaging, we have fully characterized the 2D cloud by fitting the surface density
distribution to the known 2D equation of state (Prokof’ev et al. 2002). We find that we
can reach temperatures as low as ≈ 25nK, corresponding to entropies per particle as low as
≈ 0.1kB. We discuss what this figure represents and how it can be improved. In section 6.5,
we discuss as a perspective the steps needed to make single-plane 2D Mott insulators and
the progress we have done so far in this direction.
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Viewports ← Atomic cloud

MO

y

z

foc = 500mm
CCD camera

Figure 6.1 Optical setup of the high-resolution vertical imaging system. Distances are not to
scale. Adapted from Villain (2021).

6.1 High-resolution imaging system

6.1.1 Optical setup

Figure 6.1 shows the optical setup. The λb = 399 nm imaging beam comes from the top
of the science chamber. After passing through the chamber, it passes through a homemade
microscope objective (MO) placed below. The MO was designed to have a numerical aperture
of 0.28, a focal length of fMO = 35.8 mm and a working distance of 31.3 mm (Soave 2016).
Together with the MO, a foc = 500 mm occulus lens forms a microscope with a magnification
of M ≃ foc/fMO ≃ 14.0.

The MO vertical position was chosen so that focus was achieved when the distance be-
tween the relay lens and the camera was equal to the focal length of the lens. It could be
adjusted by screwing or unscrewing the MO in its mount, as the science chamber was too
low to place a vertical translation mount. Although the MO is placed on the XY horizontal
translation mount, the horizontal position is very constrained by the geometry of the vacuum
chamber.

Accurate calibration of the magnification is important because it will influence our anal-
ysis of distances, optical density, etc. The most precise way to calibrate the magnification
is by free falling atoms, but this is not an option for vertical imaging. Since for horizontal
imaging, the free-fall measurement gave the expected magnification, we used the calculated
magnification of 14 for all the analysis. We have used Kapitza-Dirac measurements to esti-
mate the magnification: the magnification is deduced from the position of atoms diffracted
from an optical lattice, as described in Chapter 2. These experiments gave a magnification
of 14.5 when 14.0 is expected. We note that interactions between the diffracted components
could lead to a systematic shift. With the horizontal imaging system, we have measured a
systematic shift of at least 5% with respect to the free fall measurement.

6.1.2 Experimental estimates of the resolution

The MO was designed to have an optical resolution of 0.7 µm at 399 nm. In this manuscript,
we define the optical resolution as the half width at half maximum ∆r =

√
2ln(2)σ of the

Gaussian of 1/
√
e-size σ closest to the diffraction limit Airy function. The diffraction-limited

optical resolution σ is related to the numerical aperture NA ≃ 0.28 by σ ≃ 0.42λ/NA, yield-
ing

∆r ≈ 0.49× λ
NA

. (6.1.1)
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(c) (d)

20µm

Figure 6.2 Images of the different patterns of the test target, corresponding to lines of width
(a) 2, (b) 1, (c) 0.8 and (d) 0.5 µm. Note that the period of the pattern is twice the line width.

We thus expect ∆r ≈ 0.7µm for the imaging wavelength λb = 399 nm. In this subsection, we
discuss the different methods we have used to measure the optical resolution of the MO and
of the imaging system as a whole.

6.1.2.1 With resolution targets

Prior to its installation under the science chamber, the MO was calibrated on a test bench
with different resolution targets. Images of these targets with the MO are shown in figure 6.2.
These tests determined the resolution of the MO was approximately 1 µm: the target with
1 µm width lines could be resolved with a halved contrast while the target with 0.5 µm width
lines could not be resolved. Fits of the target images with a convolved Gaussian yielded a
resolution of 0.9(1) µm. With these tests, we were also able to measure that the depth of
field of the microscope was on the order of ±10µm. We also noted that, counter-intuitively,
a smaller imaging beam waist improved the resolution. More details on these tests can be
found in (Villain 2021).

6.1.2.2 With optical lattices

To determine the resolution when imaging the atomic plane, the general idea is to prepare
the smallest possible object so that the measured density is the most sensitive to the reso-
lution. A small 3D BEC would seem like a good starting point but the spatial and optical
densities in the CDT are too high. As a result, in-situ images of the cloud are 2-3 times larger
than the expected Thomas-Fermi radii. Although we could reduce the atom number to alle-
viate these issues, this makes this method impractical and prone to uncontrolled systematic
effects.

We used atoms in optical lattices to fulfill the same role as test targets with periodic
patterns. We set up horizontal 1D optical lattices of different periods with 759 nm light by
varying the angle between the two beams. We prepared the atoms in the LPL (as described
in the rest of the chapter) and then turned on the additional horizontal lattice. We observed
that the cloud was split into parallel tubes that we could resolve optically. These experiments
showed that the imaging system could resolve atoms in a lattice with 3 µm period, as shown
on figure 6.3, but not atoms in a lattice with a 1 µm period. Due to optical access constraints
around the science chamber, we cannot produce easily a lattice spacing between those two
values. Furthermore, the disadvantage of periodic patterns is that they only provide an
upper bound for the resolution: if the lattice spacing is smaller than the resolution, the
measured density will not show any modulation. From these measurements, we can only
conclude that the resolution of in-situ images is between 0.5 and 1.5 µm.
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Figure 6.3 Cut of in-situ images of the atoms trapped by the LPL and a lattice of period (a)
15 µm, (b) 6 µm and (c) 3 µm.

6.1.2.3 With density-density correlations

An effective way to measure the resolution is to prepare an object much smaller than the
resolution so that its image is given by the PSF of the imaging system. But without inter-
ferences, the size of the smallest trap we can prepare is given by the resolution. However,
density-density correlations can provide length scales much smaller than our resolution. For
example, the density-density correlations of a 2D non-interacting thermal gas will vary with
a length scale given by the thermal de Broglie wavelength

λdB =
h√

2πmkBT
≈ 0.4µm (6.1.2)

for T = 100 nK. Density-density correlations can thus be used as a means not only to cali-
brate the resolution of the imaging system, but also to characterize aberrations in order to
reduce them (Hung et al. 2011b). However, in our case, our two-dimensional gases cannot be
considered to be non-interacting because the 2D interaction parameter g̃ ≃ 0.15 is not small
compared to 1 and the surface density n is such that nk−2 is comparable to 1. In Hung et al.
(2011b), the authors could control the interaction strength with a Feshbach resonance, and
they found that the density correlations were strongly affected by the presence of interac-
tions.

A time-of-flight also gets rid of the interactions, but it has two drawbacks. First, the cloud
expands vertically very quickly and may be larger than the depth of field. Second, since our
high-resolution imaging axis is vertical and gravity cannot be compensated by magnetic
fields with Yb, the atoms are displaced from their in-situ position by ∆z = 2mm in a 20 ms
time-of-flight. This can be accounted for by increasing the distance f = 500mm between the
relay lens and the camera by M2∆z = 100mm, but this could in principle affect the resolu-
tion. Despite these two problems, time-of-flight density-density correlation measurements
can give an upper bound that should be close to the actual in-situ resolution.

We have performed such measurements on a gas released from a 3D Mott insulator. The
average tof distribution is given by the Fourier transform of the Wannier function. Noise
analysis can reveal the density-density correlations in momentum space of the trapped gas,
which exhibits sharp peaks due to the bosonic quantum statistics (Altman et al. 2004, Fölling
et al. 2005). We use a sample of 50 images prepared in identical conditions. For each image
n, the autocorrelation function (ACF) is obtained by Fourier-transforming the image, taking
the absolute square to obtain the power spectral density and Fourier-transforming it back,
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Figure 6.4 Noise analysis to extract density-density correlations. (a) Normalized density-
density correlation function C(x,y) of the cloud. (b) Zoom on one secondary peak. One pixel
corresponds to ≈ 0.5µm. (c) Cut along y of the 2D Gaussian fit of the secondary peak. The
fitted Gaussian 1/

√
e-size is 1.0µm, corresponding to a resolution of 1.2µm.

ACF(n) = TF−1
[
|TF(n)|2

]
. Averaging the ACF of all images in the set yields

A(d) =
1
Nim

∑
n

ACF(n) =
∫
⟨n(x+d/2) ·n(x −d/2)⟩d2x, (6.1.3)

while the ACF of the average of all images yields

B(d) = ACF

 1
Nim

∑
n

n

 =
∫
⟨n(x+d/2)⟩⟨n(x −d/2)⟩d2x. (6.1.4)

In the end, the normalized density-density correlation function of the cloud is

C(d) = A(d)/B(d). (6.1.5)

By fitting the secondary Bragg peaks to a Gaussian, we found a width corresponding to a
resolution 1.2µm, as shown on figure 6.4.

6.2 Two-dimensional compression in a large-period lattice

6.2.1 Optical setup

The LPL is formed by two 532 nm laser beams focused at the science chamber center with an
angle of 7.6◦. Both beams come from the same laser source as the DT2 (Verdi V-6, Coherent).
They are separated from each other by a polarising beam splitter (PBS), their polarisations
are then rematched with a λ/2 waveplate and they are combined with a 200 mm lens focused
on the atoms. The center of the lens is in the horizontal plane containing the atoms, and the
two beams hit the lens symmetrically with respect to the horizontal plane so that they both
make an angle αLPL ≈ 3.8◦ with the horizontal, thus ensuring the verticality of the LPL.
All the optics allowing the separation and recombination of the two arms of the lattice are
contained in a stainless steel box to reduce thermal drifts, as shown in figure 6.5. The box
was designed and tested by Raphael Bouganne (Bouganne 2018).

The angle between the two arms of the lattice is chosen so that the lattice spacing is
dLPL ≈ 4µm, which is roughly the vertical Thomas-Fermi diameter in the CDT. This way, we
expect an adiabatic transfer of the BEC in the CDT to load a single plane of the LPL. This is
discussed further in section 6.2.4.
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Figure 6.5 Schematic of the stainless steel box containing the optics separating and recom-
bining the two laser beams forming the LPL.
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Figure 6.6 Top view of the optical setup. λ/2 represents a half waveplate, PBS stands for
polarizing beam splitter and (fx) f corresponds to a (cylindrical) lens focal length. AOM
stands for acousto-optical modulator.

In order to maximize the vertical frequency and minimize the horizontal frequencies,
we want a beam with a small vertical waist but a large horizontal waist, as detailed in the
next subsection. We prepare a beam with a waist of 1.8 mm before the box, corresponding to
wz ≃ 20µm on the atoms. Then, using a cylindrical telescope, we reduce the horizontal waist
of the beam by a factor of 4, so that after a 200 mm focusing lens the waist on the atoms is
increased to wx ≃ 80µm. The optical setup for the beam shaping is shown on figure 6.6.

6.2.2 Characterization of the large period lattice

Since the atoms are at the bottom of one of the LPL potential minima, the potential seen by
the atoms is well described by a 3D harmonic potential, with trapping frequencies given by

ωx ≃
√

4ULPL

m
1
wx
, ωy ≃

√
4ULPL

m
sin(αLPL)

wz
, ωz ≃

√
2ULPL

m
2π sin(αLPL)

λ
, (6.2.1)
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Figure 6.7 Measurement of the LPL trapping frequencies. (a) Vertical oscillation of the cloud
measured after of 15 ms time-of-flight. (b) Horizontal oscillations of the cloud measured in-
situ. Circles correspond to oscillations in the x direction and squares to the y direction.

where wi is the waist of the beam along the i direction. We have also defined the depth of
the potential

ULPL =
4α(532)

g PLPL

ϵ0cπwywz
(6.2.2)

where α(532)
g = 235α0 is the 532 nm polarizability of the atomic ground state (see Chapter 2)

and PLPL the optical power in each arm of the lattice.
By slowly increasing the LPL and abruptly turning off the CDT, we are able to mea-

sure fast vertical oscillations of the atomic cloud position after a 15 ms tof. For horizontal
trapping frequencies, we use our vertical high resolution imaging to observe the oscillation
of the cloud’s center of mass position. As shown in figure 6.7, we measure (ωx,ωy ,ωz) =
2π × (17,38,4.5 × 103) Hz for 200 mW of power in each arm of the LPL, which is the max-
imum we can achieve with our current setup. We have also performed parametric heating
measurements of the vertical trapping frequencies. By modulating the LPL intensity by a few
percent, we observe strong heating and losses in the cloud at twice the trapping frequency.
We find a vertical trapping frequency in agreement with that measured by abruptly turning
off the CDT. We note that these trapping frequencies are very different from the ones in the
CDT, 2π × (80,240,250) Hz, as seen in Chapter 2: not only the cloud is strongly confined in
the vertical direction, but the horizontal frequencies are also one order of magnitude smaller
than in the CDT. This can make the adiabatic transfer from the CDT to the LPL difficult, as
discussed in the following subsection.

One should note that Kapitza-Dirac measurements of the lattice depth of the LPL, like
the ones described in Chapter 2, are not really feasible. Indeed, the lattice spacing is more
than ten times larger than for retroreflected lattices. The lattice momentum k = π/d is then
too small to create sufficient displacements over a 20 ms time-of-flight.

In order to finely align the LPL, we built an imaging system to measure the intensity of
the LPL in the plane containing the atoms. A 150 mm lens collimates the three 532 nm beams
that were focused on the atoms: the DT2 and the two beams forming the LPL. Most of the
power is sent to a beam dump but a small fraction is sent on a 750 mm lens and a camera,
thus forming an imaging system with a magnification of 5. This allows us to observe one
of the beams of CDT on the same camera as the LPL. In order to align the LPL, we want
these three beams to overlap in the plane containing the atoms. To determine this plane,
we aligned the three beams for different longitudinal positions of the camera, and chose the
one maximizing the vertical trapping frequency. A good starting point was to image the
atoms with blue light, but the chromatic shifts between the imaging wavelength (399 nm)
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Figure 6.8 (a) Image of the LPL beam profile on a CCD camera. The scale shown accounts for
the magnification of the imaging system of the LPL. For comparison, the waist of the crossed
dipole trap is 15µm. (b) Vertical cut of the image and fit.
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Figure 6.9 Experimental loading sequence. (a) Potential depth and (b) trapping frequencies
as a function of time, from 3D evaporation to 2D compression, for the CDT and the LPL.

and the LPL wavelength (532 nm) significantly displace the image plane. Once the plane of
the atoms was determined, we finely realigned the LPL each morning on the CDT. An image
of the LPL aligned in the plane of the atoms is shown on figure 6.8.

6.2.3 Loading sequence

Starting from the BEC in the CDT, the LPL is ramped up and the CDT is simultaneously
ramped down to zero. The determination of the optimal ramp parameters is detailed in
section 6.3.3. We found the optimal ramp duration to be approximately 300 ms. In addition,
we found that we could increase the condensed fraction after the transfer by turning on the
LPL during evaporation. As we discussed in Chapter 2, the CDT final evaporation power
is limited by the compensation of gravity. The LPL allowed us to evaporate the CDT to
lower values, although we found that evaporating to zero while keeping the LPL at intensity
sufficient to trap the atoms by itself resulted in a reduction of the condensed fraction. Finally,
we found that ramping up the LPL and ramping down the CDT simultaneously or one after
the other had no measurable effect.

The loading sequence of the LPL is shown on figure 6.9. We show the evolution of the
trap depths (CDT, LPL and total) during the loading sequence, as well as the evolution of the
trapping frequencies of the total trap. A small initial power of the LPL during evaporation
is included.
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Figure 6.10 Sketch of the loading of the LPL. The solid line represents the LPL trapping
potential in the vertical direction, and the dashed line corresponds to the vertical Thomas-
Fermi distribution of the BEC in the CDT, with Rz = 2.5µm. (a) The BEC is aligned with
the brightest fringe of the LPL. (b) Envelope misalignment: the BEC is not aligned with the
brightest fringe of the LPL. (c) Phase misalignment: the LPL has two brightest fringes.

6.2.4 Loading a single plane

Although we can take side views of the cloud in the LPL using one of the horizontal absorp-
tion imaging systems, the optical resolution ≳ 2.4µm is insufficient to clearly resolve the
individual planes of the LPL.

Figure 6.10 shows that there are two ways to misalign the LPL with respect to the BEC.
The simplest one is to misalign the position of its envelope, as shown in figure 6.10(b). Also,
as shown in figure 6.10(c), there may be not one, but two brightest fringes. We monitor the
LPL beam profile to always exclude situation (c).

For simplicity, let us take a sudden loading model such as the one used in Chapter 2 for
the retroreflected vertical lattice. The first thing we can note from figure 6.10 is that we can
significantly load at most two planes. We first consider situation (a), where the alignment is
perfect. The population in the brightest fringe is given by

P0 =
1
N

∫ dLPL/2

−dLPL/2
dz n̄TF(z) (6.2.3)

while the population in the nearest-neighbouring fringes is given by

P1 =
1
N

(∫ −dLPL/2

−3dLPL/2
dz n̄TF(z) +

∫ 3dLPL/2

dLPL/2
dz n̄TF(z)

)
, (6.2.4)

where n̄TF(z) is the density of the BEC integrated along x and y. With this sudden loading
model, we find that only 1.8 % of the atoms are loaded in the neighboring planes, regardless
of the number of atoms. We next consider situation (b), where the BEC is fixed at z = 0
and the brightest fringe is misaligned by z0. Figure 6.11 shows the populations of the two
layers P0 and P1 as functions of z0. We see that the central fringe must not be misaligned by
more than 0.8 µm if we want the population of neighboring planes to be less than 10 %. The
sudden loading model is a worst-case scenario, but still provides a useful guide.

To experimentally test the loading of a single plane, we can perform spectroscopy on the
LPL-trapped cloud using the clock transition presented in Chapter 2. The polarizabilities of
the atomic ground and excited states are very different at λ = 532 nm (α(532)

g = 253α0 and

α
(532)
e = 105α0 respectively). This leads to a differential light shift (DLS) of the resonance com-

pared to the untrapped gas. Experimentally, we find that the resonance is detuned by about
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Figure 6.11 Sudden loading model of the LPL: population in the brightest fringe P0 (solid
line) and in the neighbouring fringes (dashed line) as a function of the misalignement z0 of
the LPL.

200 kHz. If U0 is the trap depth of the brightest fringe for the ground state, the differential
light shift is

DLS =
U0

h

(
1− αe

αg

)
≈ 0.58

U0

h
(6.2.5)

with U0 ≈ 350 kHz. Thanks to the small waist in the vertical direction, the differential light
shift is sufficiently different between two planes of the LPL that we can resolve it spectro-
scopically. The situation in figure 6.10(a) is the one we should aim for to maximize the effect
of the difference in DLS between two planes: we cannot spectroscopically resolve two planes
in situation (c). With a camera image such as the one on figure 6.8, we can see that the in-
tensity difference between the central fringes and its neighbors is about 10 %, which means
that we expect a differential DLS of about 20 kHz.

This number must be compared to the resolution of our spectroscopic measurements.
The resolution of the clock laser being of the order of 10 Hz, it is more likely that we are
limited by the spatial extension of the cloud. The potential energy at the edge of a Thomas-
Fermi cloud is equal to the chemical potential µ0. For a 2D cloud, we have

µ0 =

√
Ng̃ℏ2ωxωy

π
≈ 1.6kHz (6.2.6)

for N = 8 × 104 atoms. Therefore, this broadening does not pose a problem for the spectro-
scopic resolution of several populated LPL planes.

We shine the clock laser on the atoms and subsequently measure the ground state popu-
lation of the cloud. When atoms are transferred to the metastable excited state, they are not
imaged and we observe a reduction of the atom number. Examples of clock spectroscopy in
the LPL are shown in figure 6.12. We observe a differential DLS of 23 kHz when two planes
are loaded. As expected from the sudden loading model, we found that it was not possible
to load more than two planes: indeed no significant depletion was ever observed at −46 kHz.
The experiment in its current state does not give access to a precise control of the envelope
position and the interference phase. For the phase in particular, we could only change it by
π using a half-wave plate, as is explained in Appendix C.1. The phase control of the LPL
could be improved by using a liquid crystal polarization rotator for example, but we found
experimentally that we were able to load a single plane consistently. Furthermore, once
single-plane loading was achieved by alignment, we observed that the loading was stable
over a day by repeating the spectroscopic measurements.
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Figure 6.12 Examples of spectroscopy of the LPL: atom number in the ground state as a
function of the frequency of the clock laser. Errorbars correspond to the error on the mean.
The peak at smaller frequencies corresponds to the second plane, i.e. the one that has less
intensity. Using a double Gaussian fit, we estimate that ∼ 55% of atoms are trapped in the
second plane for figure (a) and ∼ 25% for figure (b).
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Figure 6.13 Histograms comparing the stability of the cloud in the CDT and in the LPL. (a)
and (b) correspond to the transverse and longitudinal direction of LPL respectively. LPL+V
corresponds to experiments where a small vertical beam was used in addition to the LPL to
stabilize the position of the cloud.

We note that this technique would not work if the LPL was at the magic wavelength λm
of the clock transition. It would then be necessary to apply an additional light gradient in
order to resolve the different planes spectroscopically.

6.2.5 In-plane stability

The horizontal pointing stability of the laser system forming the LPL is crucial because the
beam is very wide horizontally, which can lead to large in-plane displacements. Figure 6.13
compares the in-plane stability of the cloud in the CDT and in the LPL, and shows that the
center-of-mass fluctuations are up to 4 times larger in the LPL than in the CDT. These fluctu-
ations are slow enough not to heat the cloud significantly, but introduce shot-to-shot varia-
tions of cloud position. Initially, the optical setup contained a periscope which we got rid of
because it contributed to the pointing instability. However, as we built multiple iterations of
the LPL, we found that the determining factor for in-plane stability was the cylindrical tele-
scope. Specifically, we found that the higher the magnification of the cylindrical telescope,
the greater the instability.
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Figure 6.14 Top-view sketch of the two different optical configurations possible to beam
shape the LPL. Green lines are a schematic Gaussian optics representation of the LPL. (a)
Telescope configuration, favoring instability in the x direction. (b) Single lens configuration,
favoring instability in the y direction.

This can be understood if we consider a pointing instability far from the microscope.
The cylindrical telescope, which has a magnification γ < 1 for the beam size, has a magni-
fication 1/γ > 1 for angles, which increases the pointing instability. Due to the f = 200 mm
focusing lens, this pointing instability of the beam becomes mainly a positional instability
in the transverse direction x. On the other hand, one can increase the horizontal waist by
using a single cylindrical lens instead of a telescope, as shown in figure 6.14(b). This results
in increased angular instability, which translates into instability mainly in the longitudi-
nal direction y. In the end, we chose the optical configuration that compromises between
transverse and longitudinal instabilities.

Vertical pointing instability is less problematic because there is no telescope to enhance it
and because the depth of field of the imaging system is relatively large (see section 6.1). The
stability over several hours of the single-plane loading process indicates that the fluctuations
seen by the atoms are negligible.

6.3 Time-of-flight expansion of the compressed cloud

6.3.1 Vertical expansion measurements

The vertical expansion of the cloud can give us important information on the quantum state
of the trapped cloud. If T ,µ ≪ ℏωz, all the atoms should be in the single-particle ground
state of the vertical harmonic oscillator of frequency ωz created by the LPL

ψ0(z) ∝ exp
(
−mωzz

2

2ℏ

)
. (6.3.1)

After a long-enough tof t, we image the corresponding momentum distribution, which is

|ψ̃0(kz)|2 ∝ exp
(
− ℏk2

z

mωz

)
, (6.3.2)

where we have kz = mz/ℏt. Therefore, we expect to measure a Gaussian distribution verti-
cally, with a half-width at 1/

√
e

σz(t) ≈
√

ℏωz
2m

t. (6.3.3)
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Figure 6.15 Temporal evolution of the vertical cloud size during the tof for (a) 4000, (b)
24 000, (c) 55 000 atoms. The points correspond to 1/

√
e half-lengths extracted from a fit.

The dashed lines correspond to ℏωz/4 and the solid lines include a contribution from the
interaction energy µ0/2.

The expansion speed vzpk =
√
ℏωz/2m corresponds to the initial zero-point kinetic energy for

an atom in the ground state of the trap,

1
2
mv2

zpk =
ℏωz

4
. (6.3.4)

As shown on figure 6.15, we observe that the vertical size of the cloud increases linearly
for tofs greater than 4 ms. However, the cloud expands faster than the prediction of equa-
tion(6.3.4), and the expansion speed slightly increases with the atom number. To understand
this, we have done variational calculations to calculate the expected contribution from the
interaction energy, as detailed in Appendix C.2. Using the hierarchy

ζ≪ η≪ 1 (6.3.5)

where ζ =
√
ω2
xω

2
y /ωz is the aspect ratio of the trap and η = µ0/ℏωz is the normalized chemi-

cal potential, we find that the release energy accounting for interactions is

Erelease =
1
2
mv2

zpk

(
1 +

5
3
η
)
. (6.3.6)

Calculating the chemical potential using the 2D Thomas-Fermi formula

µ0 =

√
Ng̃ℏ2ωxωy

π
, (6.3.7)

we find a good agreement with equation(6.3.6): figure 6.16 shows the fitted asymptotic ver-
tical expansion speed vz (in units of vzpk) as a function of η. We conclude that the atoms are
in the ground state of the vertical oscillator created by the LPL, and that we have successfully
produced a two-dimensional quantum gas.

6.3.2 Horizontal expansion and condensed fraction estimation

The horizontal momentum distribution of the cloud after a long tof can also yield informa-
tion on the thermodynamics of the cloud. As explained above, all the interaction energy is
approximately released in the vertical direction because of the anisotropy of the LPL. There-
fore, the condensed part of the cloud does not expand horizontally, contrary to the thermal
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Figure 6.16 Vertical expansion speed as a function of η = µ0/ℏωz. The experimental data is
extracted from a linear fit of the expansion and errorbars are determined with a bootstrap
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√
1 + 2η, which is expected from equation(6.3.6).

(a) (b)

O
D

−20 0 20

0

5 · 10−2

0.1

Position [µm]

O
D

Figure 6.17 (a) Typical density distribution after a tof of 20 ms. We have chosen a hot cloud
clearly showing the bimodal distribution. (b) Density distribution integrated along the ver-
tical direction. The solid line corresponds to the total fit to equation(6.3.8). The dashed line
corresponds to the fitted thermal fraction and the dash-dotted line to the fitted condensed
fraction.

part which expands because of its larger initial kinetic energy. We therefore observe a clear
bimodal distribution, as shown on figure 6.17.

We perform 1D fits on the bimodal momentum distribution integrated along the vertical
direction. The fitting function is

nfit(x) = A ·Θ
1− (x − x0)2

R2
h

3/2

+B · g2

exp

 (x − x0)2

L2
h

, (6.3.8)

where Θ(x) = xθ(x) with θ the Heaviside function, and gα is the polylogarithmic function

gα(x) =
∞∑
n=1

xn

nα
. (6.3.9)

The first part of equation(6.3.8) is the Thomas-Fermi distribution and the second part mod-
els the density distribution of a thermal gas. Both expressions account for the integration
over the imaging direction, hence the exponent 3/2 for the Thomas-Fermi distribution and
the g2 function for the Bose distribution. More details are provided in Appendix C.3.

The fit gives us access to two important observables: the condensed fraction CF = A/(A+

B), and the temperature of the thermal part through Lh =
√
kBT /mω

2
h. For instance, we can
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Figure 6.18 (a) Decay of the condensed fraction while maintaining the LPL to its final value.
The CF is measured from times 0.5 to 5 s and fitted to an exponential 0.7exp(−γt), shown as
a dashed line. (b) Decay rate of the CF in the LPL as a function of the LPL vertical frequency.
The dashed line is a linear fit.

measure the heating introduced by maintaining the atoms in the LPL. Figure 6.18(a) shows
that over the course of 5 s the CF is significantly reduced. Figure 6.18(b) shows that the
reduction rate of the CF increases linearly with the vertical frequency. However, it is always
smaller than 0.3s−1, and thus negligible for the experiments described in the next chapter.

We note, while the horizontal thermal size Lh corresponds to temperatures around ≈
20 nK, the determination of the temperature is not precise enough to quantify the heating.
Although the model of equation(6.3.8) is insufficient to do thermometry, the CF is a practical
observable for an efficient optimization of the system. Moreover, in section 6.4, we show that
we are able to do precise thermometry of the cloud using the in-situ position distribution and
the known equation of state.

6.3.3 Optimal loading of the large-period lattice

As mentioned above, the optimal way to maximize the condensed fraction in the LPL is not
necessarily to first prepare a 3D BEC with the CDT only, and then turn on the LPL. It might
be better to turn on the LPL at very low power during the evaporation and to evaporate the
CDT to a lower power. There are actually two extreme cases: either there is no LPL during
evaporation and the CDT is evaporated alone, or the power of CDT is reduced to zero and
the power of LPL is at the minimum value necessary to trap the atoms without the CDT.

On figure 6.19, we show the results of a 2D scan of the final CDT evaporation power
and the LPL evaporation power. We find a variety of configurations that produce a stable
and pure 3D Bose-Einstein condensate, indicated by the dashed white line. The LPL is then
ramped up to its final power, while the CDT is ramped down to zero. The different config-
urations mentioned above are not necessarily equivalent once the LPL is ramped up. Figure
figure 6.19(b) shows that the condensed fraction in the LPL is about 60 % as long as the CDT
and the LPL are both on at the end of evaporation.

We have optimized the transfer ramp duration, as shown in figure 6.20. The optimal
ramp duration is about 300 ms. At best, we measure a condensed fraction around 60%. To
understand this observation, we have performed experiments where we ramped the LPL
to its final value, then back to its evaporation value without ramping down the CDT. We
observed a small effect on the purity of the 3D BEC, which indicates that the CDT ramp is
likely to be the limiting factor. Unfortunately, we cannot currently perform full back-and-
forth experiments where the CDT is ramped down and then up: at very low power, the CDT
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Figure 6.19 (a) 2D scan of the atom number in the 3D BEC as a function of the final CDT
evaporation power and the LPL evaporation power. The white points correspond to config-
urations with a pure and stable BEC with about 50,000 atoms. (b) Condensed fraction in the
LPL depending on the CDT evaporation power, the LPL evaporation power being adjusted
according to white dashed line on figure (a).
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Figure 6.20 Condensed fraction in the LPL as a function of the LPL ramp-up and CDT ramp-
down duration.

intensity lock has a lot of hysteresis. This is part of the reason why the “transition” from
no atoms to stable condensate is so sharp on figure 6.19(a). We could improve the intensity
stability of CDT by using for example another photodiode with a higher gain for the end of
evaporation. We also note that we observe strong oscillations of the cloud center of mass up
to 0.5 s after an adiabatic transfer. The amplitude of the oscillations decreases with the final
power of the LPL. We believe that these oscillations arise from a lack of adiabaticity for the
CDT exctinction, which is necessarily abrupt due to the way its intensity is controlled.

6.4 Fitting in-situ images to the two-dimensional equation of
state

We now turn to the study of the thermodynamics of our 2D gas using the in-situ density dis-
tribution: the cloud is imaged vertically using the high-resolution imaging system described
in section 6.1. For absorption imaging to give reliable information about the density distri-
bution of the atoms, the atomic density must be low enough to neglect multiple scatterings
of imaging photons. This would also be a problem for imaging the 3D BEC in-situ (ρk−3 ≲ 1)
and it is a problem for imaging quasi-2D Bose gases in-situ (nk−2 ≲ 1). Moreover, the atomic
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Figure 6.21 Example of a fit to the equation of state. (a) In-situ image of the cloud in the
LPL. (b) Cuts of the experimental and fitted atomic density along the x and the y axis.

motion during the imaging pulse should be negligible, whether it is caused by the imaging
pulse or not. We adopt the high-intensity imaging approach to circumvent all these issues, as
explained in more details in Chapter 7. For now, we admit that we can measure the surface
density n of our quasi-2D Bose gases with absorption imaging.

6.4.1 Analysis procedure

The analysis is directly inspired from Yefsah et al. (2011) and Hung et al. (2011a). We start
by treating the images with the best-reference algorithm described in Chapter 2. The images
are then recentered by finding the maximum of a smoothened image, because of the centre-
of-mass fluctuations discussed in section 6.2.5. The images nimg are fitted using the 2D
equation of state

λ2
dBn =D(µ/kBT ) (6.4.1)

described in Appendix C.4. To account for the harmonic trap in the plane

V⊥(x,y) =
1
2
m(ω2

xx
2 +ω2

yy
2), (6.4.2)

we use a local-density approximation (LDA) and consider a position-dependent chemical
potential

µ(x,y) = µ0 −V⊥(x,y). (6.4.3)

In the end, we fit the in-situ density with the function

nth(x,y) =
mkBT

2πℏ2 D (α(x,y)), (6.4.4)

where

α(x,y) =
µ0 −V⊥(x,y)

kBT
, (6.4.5)

with µ0 and T the two free parameters. Figure 6.21 shows an example of these fits to the 2D
equation of state.

For each image, several observables are extracted from the fit, in addition to the chemical
potential µ0 and the temperature T . With equation (6.4.3), each pixel i can be assigned a
local α(i) and a local D(i),

α(i) =
µ0 −V (i)
kBT

and D(i) =
2πℏ2

mkBT
nimg(i). (6.4.6)
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Figure 6.22 Theoretical and experimental 2D equation of state D(α). The dots correspond
to the binned data extracted from a set of in-situ images. The solid line is the theoretical 2D
equation of state (Prokof’ev et al. 2002).

We bin the data (α(i),D(i)) extracted from all the pixels from all images where |α(i)| < 3.
From it, we are able to reconstruct an experimental equation of state, as shown on figure
figure 6.22. We note that the experimental points are systematically slightly above the the-
oretical equation of state in the Thomas-Fermi regime. However, it is difficult to determine
whether this comes from a small systematic error in the magnification, in the intensity cali-
bration, etc.

Even more thermodynamic quantities can be extracted from the fits. First, we extract the
maximum α, α0 = µ0/kBT and the maximum phase-space density D0 (note that we take the
fitted maximum phase-space density, not the highest pixel). Following (Yefsah et al. 2011),
we also define a reduced pressure

P =
λ2

dB
kBT

P . (6.4.7)

The reduced pressure is linked to the phase space density through

P (α) =
∫ α

−∞
D(α′)dα′ . (6.4.8)

The total pressure is therefore the integral over the whole sample, and is thus proportional
to the atom number,

P0 =
(
ℏω⊥
kBT

)2

N0, (6.4.9)

with ω⊥ = √ωxωy . From the fits, we extract the pressure by integrating the fitted density
to get a fitted atom number. Knowing P0 and D0, we extract the entropy per particle of the
cloud S

kB
= 2
P0

D0
−α0. (6.4.10)

We find that we can reach entropies around 0.1kB, as shown on figure 6.23.

6.4.2 Comparison with condensed fraction analysis

With this new analysis, we are able to study heating in the LPL with a different method.
We extract the temperature, as well as other thermodynamic quantities, from a fit to the
equation of state of in-situ images taken at different hold time between 0.5 and 5s. The
results are shown on figure figure 6.24. By fitting the temperature by T (t) = γt + T0, we
find an initial temperature of 25 nK and a heating rate of 3.5 nK/s for fz = 1.8 kHz. This is
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Figure 6.23 Reduced pressure P0 and entropy per particle S/kB. For this data set, we varied
the final power in the 3D evaporation before the 2D compression in order to vary the tem-
perature and the chemical potential. Solid lines correspond to the 2D equation of state.
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Figure 6.24 Thermodynamic parameters in the LPL as a function of time. For the temper-
ature, the solid line corresponds to a linear fit, from which a heating rate of 3.5 nK/s is
extracted. Here, the vertical trapping frequency is fz = 1.8 kHz.

consistent with order of magnitude of the heating rate coming from light scattering (Grimm
et al. 2000),

Ṫ =
ER

3kB

∣∣∣∣∣∣ Γg

ℏ∆g
+

Γb

ℏ∆b

∣∣∣∣∣∣ULPL ≈ 2.6nK/s. (6.4.11)

For the experiments described in the next chapter, the heating of the cloud in the LPL is not
relevant since the typical timescales are well below 1 ms.

We can also optimize the loading ramp duration with this thermometry method. We find
results that are consistent with the condensed fraction ones, as shown on figure 6.25.

6.4.3 Discussion

We have seen that we can reach temperatures as low as 25 nK and entropies per particle as
low as 0.1kB. As mentioned earlier, we expect that these values could be lowered by improv-
ing the adiabaticity of the transfer, and in particular the CDT extinction. For the experiments
described in the next chapter, this is not necessary because the initial cloud temperature does
not play a significant role. However, if we wanted to make a Mott insulator in the LPL, as
described in section 6.5.1, this might not be sufficient. Indeed, it has been predicted that the
Mott shell structure disappears around T ≃ 0.2U/kB, where U is the lattice interaction en-
ergy (Gerbier 2007). Typically, we want U ≈ ER for a Mott insulator, and ER/kB = 95 nK. The
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Figure 6.25 Thermodynamic parameters in the LPL as a function of the loading ramp dura-
tion. Here, the vertical trapping frequency is fz = 1.8 kHz.

temperature of the 2D BEC is therefore at the limit of making a clean Mott insulator, and
additing horizontal optical lattices increases the temperature, as discussed in section 6.5.1.

6.5 Outlook

The long-term plan is to use the LPL as an intermediate lattice allowing us to load a single
plane of a final 759 nm retroreflected lattice. Indeed, the vertical size of the ground state of
the vertical harmonic oscillator created by the LPL,

az =

√
ℏ

mωz
≈ 0.43µm, (6.5.1)

is approximately equal to the period of the retroreflected lattice, d = 0.36µm and, as we
saw in section 6.2.4, this is sufficient to load a single plane. The final goal was to make
a single-plane 2D Mott insulator at the magic wavelength. We did not have time to fully
reach this goal during this thesis, although first steps were made in this direction. We note
that, to our knowledge, there are no experiments with single-plane 2D Mott insulators of
ytterbium (or two-electron atoms like strontium). A “clean” Mott insulator requires a small
entropy per particle, and we need to do more work to design a cooling scheme in the LPL.
Some experiments use radio-frequency evaporation, which is not possible with 174Yb, while
others have the ability to lower the trap depth to achieve standard evaporation, but without
changing the vertical trapping frequency that is essential for 2D compression. This might be
possible on our experiment but would require more heavy-handed technical upgrades (for
example, an additional beam for transverse confinement shaped using a digital micromirror
(DMD) to create potential barriers at the edge of the cloud).

6.5.1 Two-dimensional Mott insulator in the LPL

As a first step, we attempted to realize a 2D Mott insulator in the LPL by adding the horizon-
tal 759 nm retroreflected lattices. We probed the system by ramping back-and-forth the hori-
zontal lattices. We first optimized the ramp duration and then studied the heating caused by
the horizontal lattices for varying horizontal lattice depths as shown on figure 6.26. We ob-
served that the lattice can reduce the condensed fraction by half, from 60 to 30%. We believe
this is due, at least in part, to technical problems with the laser producing the λm = 759 nm
light (SolsTiS, M Squared), which, in addition to the decreasing power mentioned in Chap-
ter 2, exhibited increasing power fluctuations throughout my PhD, despite being sent to the
manufacturer for repair for several months.
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Figure 6.26 (a) Optimisation of the horizontal lattice ramp duration with back-and-forth
ramps. Error bars correspond to the standard deviation over 3 repetitions of the experiment.
The optimisation is done for the maximum lattice depth. (b) Reduction of the condensed
fraction (after a back-and-forth ramp) caused by the horizontal lattices for varying horizontal
lattice depths.

On images of the cloud with horizontal lattices, we could not detect sharp edges indicat-
ing the cloud had become incompressible, no matter how much we reduced the atom number
to reach unit filling. We expect a unit-filling Mott insulator to have a surface density

n =
1
d2 = 7.7µm−2, (6.5.2)

which corresponds to an OD of approximately 0.6, which we can measure without difficulty.
Unfortunately, we do not have data with in-situ images in order to extract a temperature

and an entropy per particle. However, the data presented in figure 6.26(b) gives a good
reason to believe the temperature and the entropy were too high to observe a plateau in
density. It is unclear at this point what is exactly the cause, but the poor condition of the
laser is strongly suspected.

6.5.2 Rebuilding a vertical retroreflected lattice

We also took steps toward reconstructing a vertical retroreflected lattice. The setup used
in the first two parts of this thesis was removed to make room for the new high-resolution
imaging system. For the “new” vertical lattice, we aimed for the same waist on the atoms
(∼ 150µm). Given the constraints imposed by the presence of the imaging system, the only
way to get a large waist on the atoms was to focus the lattice beam down to ∼ 50µm at
precisely −fMO from the MO, as depicted on figure 6.27. The retro-reflection, on the upper
part of the experiment, was done as previously.

We encountered problems to trap atoms with this setup. Indeed, we observed irregular
and time-dependent patterns strongly modulating the density. We noticed that the patterns
could not be modified by changing the alignment, but disappeared when reducing the waist
on the atoms by a factor of 3, thus increasing the waist on the MO lenses. We thus suspect
thermal effects in the MO because the intensity on the MO was then 9 times smaller, and
because the last lens of the MO (the closest to the atoms) is not made of N-BK7 like the
others, but of CaF2. We found that this lens to be more absorbent. Since the potential depth
of the lattice V is much larger than the chemical potential µ, even small deformations of the
beam (on the order of 0.1-1 % of the intensity) can cause strong deformations of the density
distribution.
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Figure 6.27 Optical setup for a retroreflected vertical lattice. A dichroic mirror (not repre-
sented) separates the imaging and lattice light between the MO and the f = 400mm lens.
Distances are not to scale.

6.5.3 Painting light potentials

To avoid the problem mentioned in the subsection above, we had to work with a small waist
on the atoms, leading to a lower intensity on the MO lenses. This results in a rather strong
horizontal confinement, with at most 100-200 atoms in a unit-filling Mott insulator, which
is difficult to prepare reliably. To restore the same optical potential for a ∼ 150µm beam,
we have attempted to scan the small waist optical lattice in the horizontal directions. This
technique, often referred to as optical painting (Roy et al. 2016, Condon et al. 2019), has never
been applied to optical lattices to our knowledge. As shown on figure 6.28, two orthogonal
AOMs modulate the beam angle. If they are placed at the focal point of the optical system
formed by a 1:1 telescope and the MO, the angle modulation on the AOMs corresponds to a
position modulation on the atoms. Note that the telescope is only present because the AOMs
are too large to be at the focal point of the MO.

For the “painting” to work, the modulation frequency fmod should be much larger than
all relevant time scales of the atomic motion, so that the atoms experience an effective po-
tential equal to the time average

V comp(r) =
1
T

∫ T

0
Vcomp(r, t)dt, (6.5.3)

where T = f −1
mod. Painting optical trapping potentials is part of the broader topic of Floquet

physics, see Weitenberg et al. (2021) for a review on its applications to quantum gases.

6.5.3.1 Painting a retroreflected vertical lattice

We implemented this scheme and found that we could trap atoms in a painted vertical op-
tical lattice. Note that without retro-reflection, the potential is not strong enough to com-
pensate gravity and trap the atoms. We observed that the size of the cloud increases upon
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Figure 6.28 Optical setup for painting. The optional retro-reflection is not shown. Distances
are not to scale.

modulation and that the painting does not lower the condensed fraction if the modulation
frequency is not some resonant frequency which induces strong heating. We did not have
time to investigat further the use of a painted optical lattice, but it seems to be a promising
tool to push the experiment forward.

6.5.3.2 Painting to compensate the harmonic potential of the LPL

From these experiments with a painted optical lattice came the idea to use the same beam,
without retro-reflection, in the LPL in order to flatten the harmonic potential by adding
compensating light. The idea is to modulate the wcomp = 50µm beam so that it creates a
potential made of four gaussians in a rectangle of size a× b,

V comp(x,y) = −Ucomp

4

∑
x0=a,−a
y0=b,−b

exp

− 2

w2
comp

[
(x − x0)2 + (y − y0)2

]. (6.5.4)

For Vtot = V⊥ + V comp to have zero first and second derivative at (x,y) = (0,0), one needs to
chose a and b such that

1
2
mω2

x =
2Ucomp

w2
comp

e
− 2(a2+b2)

w2
comp

(
4a2

w2
0

− 1
)
, (6.5.5)

1
2
mω2

y =
2Ucomp

w2
comp

e
− 2(a2+b2)

w2
comp

(
4b2

w2
0

− 1
)
. (6.5.6)

This system of equations has at least a solution if Ucomp is not too small. The total potential
then looks like the one on figure 6.29.

We have done preliminary tests for applying this idea to our experiments. Early results
were promising, but a limiting factor was the instability of the position of the cloud de-
scribed in section 6.2.5.

Conclusion

In this chapter, we presented the experimental upgrades we performed to prepare and probe
two-dimensional Bose gases. These upgrades consisted of a large period lattice to compress
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Figure 6.29 Scheme for LPL harmonic trap compensation. The dashed line corresponds to
the harmonic potential of the IL in the x direction. The dash-dotted line corresponds to the
compensating potential and the solid line corresponds to the total potential.

the BEC into a quasi-2D cloud and a high-resolution system for imaging the cloud. We first
have described the new high-resolution imaging system. We have presented the methods
used to estimate that the resolution is about 1 µm. We have described the large period lattice
used for 2D compression, which is necessary because a 3D system does not really benefit
from in-situ imaging. We have characterized the trapping frequencies of the LPL and its
stability. We have also presented the optimal loading procedure, and we have studied the
loading of a single plane of the LPL.

Next, we have characterized the quasi-2D nature of the compressed cloud: we have found
that the vertical expansion of the cloud after being released from the LPL was consistent
with all the atoms being in the vertical ground state. We have also estimated a condensed
fraction in the LPL by fitting the bimodal momentum distribution after tof. This allowed us
to optimize the loading of the LPL. We have also used the new in-situ imaging and fitted the
in-situ position distribution of the atoms to the known 2D equation of state. This allowed us
to obtain a complete picture of the thermodynamics of the cloud in the LPL, with estimates of
the temperature (≃ 25 nK), the chemical potential (≃ 10 nK), the phase-space density (≃ 30),
and the entropy per particle (≃ 0.1kB). Finally, we discussed the further steps taken towards
the realization of the single-plane 2D Mott insulator, as well as an optical painting scheme
to achieve a flat bottom potential.
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Chapter 7. Optical response of a bulk two-dimensional two-level Bose gas

Introduction

In this chapter, we discuss a different aspect of many-body physics, the effect of an atomic
cloud on the propagation of a light beam. In the following, we will focus on experimental
observable, the complex transmission t =

√
T ei∆φ of this beam through the cloud. In three di-

mensions, the 3D atomic density ρ is not the only important parameter of the problem: even
if ρ is small, the intensity transmision T of the system is reduced as the density integrated
along the propagation axis z,

∫
dzρ(z), is increased. This second parameter is usually ex-

pressed in dimensionless units through the optical depth OD ≡ σ0
∫

dzρ(z), with σ0 = 6πk−2

and k = 2π/λ. In the limit of low density, the physics is single-particle. If in addition we con-
sider a small intensity and a small optical depth, the transmission is simply related to the OD
by the well-known Beer-Lambert law OD = − ln(T ). For large density ρk−3 ∼ 1, one expects a
cooperative scattering of light (Guerin et al. 2017), i.e. collective effects such as dipole-dipole
coupling begin to occur (Morice et al. 1995). There is debate in the community on whether
a large OD (i.e.

∫
dzρ(z)k−2) is sufficient to introduce cooperative effects.

As mentioned earlier, atomic gases provide good platform to study the interaction be-
tween light and matter. Many studies have been done on optically dense samples with small
atomic densities (OD ≳ 1 and ρk−3 ≪ 1). The physics becomes even more interesting in
the dense regime ρk−3 ∼ 1. Dense bulk systems have recently been realized with hot va-
pors (Keaveney et al. 2012) and with cold atoms in microscopic traps (Pellegrino et al. 2014,
Jennewein et al. 2016). In particular, Jennewein et al. (2018) used a strong magnetic field
to study the two-level case, although their findings could be specific to their microtrap ge-
ometry. In this chapter, we consider a bulk system with randomly placed atoms, but many
interesting phenomena can be studied when the atoms are arranged in periodic patterns
(Bettles et al. 2016, Shahmoon et al. 2017), which can be done with optical lattices (Rui et al.
2020, Glicenstein et al. 2020), tweezer arrays or ion traps (Meir et al. 2014).

A broadening and shift of the resonance line are typical signatures of collective effects
in light scattering. Other typical signatures of collective effects include subradiance and
superradiance (Guerin et al. 2016, Araújo et al. 2016). Although everyone agrees on the ob-
servation of a broadening, there have been conflicting results on the line shift. The effect of
the local field leads to a Lorentz-Lorenz redshift of the resonance line, and there is much
discussion in the literature of the so-called cooperative Lamb shift, a redshift due to photon
exchanges between atom pairs (Roof et al. 2016). On the other hand, dipole-dipole interac-
tions lead to a blueshift in a planar geometry that dominates the Lorentz-Lorenz redshift, as
measured by ??. Finally, in microtrap geometries a redshift was observed (Jennewein et al.
2018).

Atomic motion during the interaction with light can be made negligible in the ultra-
cold regime under certain conditions detailed in this chapter. In this direction, Bromley
et al. (2016) showed that the cooperative Lamb shift was absent when atomic motion during
probing could be neglected in ultracold atomic gases. Moreover, they highlighted that the
simple low-energy electronic structure of 88Sr, which is similar to that of 174Yb, is a power-
ful tool to probe the optical response of atomic gases. As discussed in Chapter 2, not only
do alkaline-earth bosons have two transitions with very different linewidths, but they are
J = 0↔ J = 1 transitions, where all Clebsch-Gordan coefficients are equal to 1 and no optical
pumping can occur.

In summary, light-matter interaction experiments with atomic gases can be classified by
atom (multi-level vs two-level), by geometry (bulk, wire, slab, microtrap) and temperature
(hot, cold, ultracold). Here, we consider a two-dimensional ultracold gas of bosonic ytter-
bium such as the one characterized in Chapter 5. In the rigorously 2D case (i.e. a gas with an
extension ∆z = 0), the optical depth is not as relevant as in 3D because there is a one-to-one
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relation between the 2D atomic density n and transmission T , at least in the single-atom
regime. However, in practice, our 2D gas has a finite extension k∆z ≈ 2.7 even in its the
ground state. In this chapter, we study the complex transmission coefficient t ≡ √T ei∆φ of a
light beam near resonance with the large λb = 399 nm J = 0↔ J = 1 transition of 174Yb: in
addition to transmission measurements of T , we also measure the phase shift ∆φ induced
by the sample using an interferometer. We compare our results with those of Corman et al.
(2017), with who we share the planar geometry. However, Corman et al. (2017) studied a
homogeneous 2D gas of 87Rb close to the F = 2↔ F = 3 D2 transition. While the simplicity
of our J = 0 ↔ J = 1 transition is an advantage, the fact that our gas is not homogeneous
should not be a problem because we perform position-resolved experiments.

In section 7.1, we lay out an independent-atoms model for the optical response of a 2D
atomic gas. We use two approaches: a “continuous medium”, refractive index approach,
which leads to the standard Beer-Lambert law, and the electromagnetic response of a strictly
2D gas considered as an interface. In section 7.2, we present a coupled-dipole model that
goes beyond single-atom physics. Using this model, we perform numerical simulations and
compare them to the single-atom response. In section 7.3, we detail our experimental meth-
ods and image analysis. We discuss possible systematic effects, as well as the calibration of
the atomic density. Finally, we present our experimental results in section 7.4.

7.1 Single-atom reponse

An electric field EL induces a dipole moment d = ϵ0αEL on an isolated atom, where α is the
electric polarizability of the atom at the probe frequency

α ≃ −6πc3

ω3
A

Γ /2
δ+ i(Γ /2)

≃ −6π
k3

1
y + i

, (7.1.1)

where ωA is the atomic resonance frequency and where Γ is the full width at half maximum
of the excited state. We note the reduced detuning y ≡ 2δ/Γ , with δ = ωL −ωA. For a three-
dimensional gas of atoms radiating independently, the polarization per unit volume P is
given by

P = ρϵ0αEL ≡ ϵ0ηEL, (7.1.2)

where ρ is the 3D atomic density and η ≡ ρα is the dielectric susceptibility (Born et al.
1999). This linear response is valid as long as the intensity I = |EL|2 of the light beam is
small enough. This condition reads s ≡ I/Isat ≪ 1, with Isat = ℏΓω3/(12πc2) the saturation
intensity.

7.1.1 Refractive index description

We first consider the usual refractive index description. The refractive index of the gas is
defined by

n2
idx ≡ 1 + η = 1 + ρα. (7.1.3)

For low densities ρk−3 ≪ 1, we approximate nidx ≃ 1 + ρα/2. A plane wave of frequency
ω propagates inside the medium as ei(n2−1)ωx/c. The real part n′idx ≃ 1 + ρRe[α]/2 of the
refractive index introduces a phase shift in the light going through the medium, while the
imaginary part n′′idx ≃ ρ Im[α]/2 leads to absorption.

Let us focus on the absorption first. Using the imaginary part of the refractive index, one
finds that the attenuation of the intensity I is such that

dI
dz

= − ρσ0

1 + y2 I ≡ −ρσI (7.1.4)
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where we have defined the absorption cross section σ = σ0/(1 + y2) and the resonant ab-
sorption cross section σ0 = 6πk−2 = 3λ2/2π. Hereafter, the light propagation is along the z
direction. Integrating equation(7.1.4) leads to the Beer-Lambert law for the intensity trans-
mission,

T ≡ If
Ii

= e−σ
∫
ρdz. (7.1.5)

It is common to define the optical depth OD ≡ σ
∫
ρdz so that the Beer-Lambert law can be

rewritten OD = − lnT .
Let us now look at the phase shift. Using the real part of the refractive index, one finds

that the electric field going through a slice of thickness dz with a 3D atomic density ρ ac-
quires a phase

dφ =
ρσ0

2
y

1 + y2 dz (7.1.6)

with respect to an electric field propagating in vacuum for the same distance dz. Integrating
equation(7.1.6) leads to

∆φ =
σ0

2
y

1 + y2

∫
ρdz, (7.1.7)

an equivalent of the Beer-Lambert law for the phase.

7.1.2 Electromagnetic description of a strictly two-dimensional gas

Strictly speaking, the Beer-Lambert law applies to smooth and continuous media, i.e. media
with features that vary very smoothly at the scale of the light wavelength. It might not
hold for a quasi-2D gas because the vertical size of the cloud is usually smaller than the
wavelength of the light. In particular, a rigorously 2D system with an extension ∆z = 0 is an
interface which can lead to reflection. In the continuous medium description, it is assumed
that the system does not have sharp edges (with respect to λ) and there is no reflection. In
the following, we present a single-particle electromagnetic description of a strictly-2D gas.

Let us consider a planar dielectric gas in z = 0, and an incoming electromagnetic field
[Ei,Bi] = [Eiex,Eiey/c], as shown in figure 7.1. The incident field can be transmitted, re-
flected or scattered. We note [E1 = (1 + r)Ei,B1 = (1 − r)Bi] the electromagnetic field in the
half-space before the gas and [E2 = tEi,B2 = tBi] the electromagnetic field after the gas.
The electromagnetic response of the 2D gas is determined by the electromagnetic boundary
conditions

ez × (E2 −E1) = 0, (7.1.8)

ez × (B2 −B1) = µ0js. (7.1.9)

where js is the surface current. Equation(7.1.8) leads to

E1 = E2 = tEi and t = 1 + r. (7.1.10)

This implies that, because of the reflected field, the electric field “seen” by the atoms E1 = E2
is the transmitted field and not the incident field.

For a purely dielectric material with vanishing electrical conductivity (no free charges),
the current is entirely due to surface polarization currents such that js = ∂tP s. Using the
definition of the monochromatic dielectric susceptibility η(ω) in equation(7.1.2), this yields

js(ω)e−iωt = iωϵ0η(ω)E(ω)e−iωt . (7.1.11)
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Figure 7.1 Scheme of the rigorously 2D description. The 2D gas is viewed as an infinite
interface, here in red, separating space in regions 1 and 2. In region 1, the total electric
field E1 is the sum of the incident field Ei and of the reflected field Er. In region 2, the total
electric field E2 is simply the transmitted field Et.

Equation (7.1.9) then yields t = 1 − r + ikηt, or t = 1/(1 − ikη/2). For a 2D gas with planar
density n, the dielectric susceptibility reads

η = −1
k

2x
y + i

with x = nσ0/2 = 3πnk−2, (7.1.12)

as can be seen from equation(7.1.1). This leads to

t =
1

1− ikη/2
=

1
1 + ix/(y + i)

. (7.1.13)

Using t =
√
T exp(i∆φ), we deduce a formula for the transmission

T = |t|2 =
1 + y2

(1 + x)2 + y2 , (7.1.14)

as well as for the phase shift

∆φ = arctan
(

xy

1 + x+ y2

)
. (7.1.15)

We compare equation (7.1.14) and equation (7.1.15) to the Beer-Lambert predictions in the
next section. In summary, for small densities we observe the same behavior for the intensity
transmission and the phase shift, but there are significant differences outside of this regime.

7.1.3 Description of a quasi-two-dimensional gas

The strictly-2D response derived above might be appropriate for monolayer condensed mat-
ter systems where the transverse extension ∆z is on the order of the Bohr radius (Nair et al.
2008, Fang et al. 2013). For quasi-2D quantum gases, the situation is less clear: ∆z is set by
the size of the ground state of the vertical trapping potential, and is typically barely smaller
than λ. For this reason, past experimental works (Hung et al. 2011a, Yefsah et al. 2011) on
quasi-2D atomic gases used an analogous equation

T = exp(−nσ ) = exp
(
− 2x

1 + y2

)
, (7.1.16)

for the transmission, and
∆φ =

nσ0

2
y

1 + y2 =
xy

1 + y2 (7.1.17)

for the phase. This approach will be justified by the numerical simulations presented in the
next section.
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7.2 Beyond the single-atom response

We can go one step further than the single-atom description by considering the effect on one
atom of the mean electric field generated by nearby atoms. In a model where the atom is in
an empty sphere surrounded by an homogeneously polarised medium, one defines a local
field which is the field seen by an atom “excluding itself”. One find that this contribution is
such that Eeff = EL + P /3 (Born et al. 1999). By using P = ρϵ0αEeff, we obtain the Lorentz-
Lorenz formula for the dielectric susceptibility

η =
ρα

1− ρα/3 . (7.2.1)

This equation leads to the prediction of a redshift of the resonance line.

7.2.1 Model

Following Morice et al. (1995) and Chomaz et al. (2012), we consider N identical atoms at
rest in interaction with the electromagnetic field. The fully-quantum Hamiltonian reads
Ĥ = ĤF + ĤA + V̂ , with

ĤF =
∑
q,s

ℏcqâ†q,sâq,s, (7.2.2)

ĤA =
N∑
i=1

∑
α=x,y,z

ℏωA |i : eα⟩⟨i : eα | , (7.2.3)

V̂ ≃ −
N∑
i=1

D̂
(+)
i · Ê

(+)
(ri) + h.c., (7.2.4)

where N is the atom number, s the polarization, and |eα⟩ the three Zeeman sublevels of the
excited state (Cohen-Tannoudji et al. 1997). The rotating-wave approximation has been used
in the expression of V̂ , and we have defined the forward electric field

Ê
(+)

(r) = i
∑
q,s

√
ℏcq

2ϵL3 âqe
iq·rs (7.2.5)

and the raising dipole operator

D̂
(+)
i = d

∑
α=x,y,z

|i : eα⟩⟨i : g |uα . (7.2.6)

Let us now consider an incident monochromatic plane wave ELϵei(kz−ωLt) with a small satu-
ration parameter s≪ 1. After some algebra, Morice et al. (1995) obtained the following set
of equations

eα(r) = ELϵαe
ikz +

k3

6πε0

∑
i,β

gα,β(ui)di,β , (7.2.7)

(2δ
Γ

+ i
)
di,α +

∑
j,i,β

gαβ(uij )dj,β = −6πε0

k3 ELϵαe
ikzi , (7.2.8)

where ⟨Ê(r, t)⟩ = e(r)e−iωt + c.c. and ⟨D̂j(t)⟩ = dje−iωt + c.c., ui = k(r − ri), and gαβ(u) is a
function describing the field radiated by a classical dipole along ex located at the origin and
oscillating at frequency ω.

gαβ(u) =
3eiu

2u3

[
δαβ(u2 + iu − 1) +

uαuβ
u2 (−u2 − 3iu + 3)

]
. (7.2.9)
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For a given incident field, the solution of the set of 3N equations (7.2.8) provides the value
of each dipole di , which can then be injected into equation(7.2.7) to obtain the total field at
any point in space.

Note that Morice et al. (1995) also derived a perturbative expression of the susceptibility
η up to order 2 in the density. This expression included the effect of quantum statistics,
which were studied in Bons et al. (2016). The Lorentz-Lorenz formula was retrieved, as well
as an additional term corresponding to the resonant van der Waals interaction coming from
multiple scatterings of photons.

7.2.2 Numerical simulations

In this section, following Chomaz et al. (2012), we provide a numerical solution of equa-
tions (7.2.7) and (7.2.8) for a random spatial distribution of the dipoles. We start by ran-
domly drawing the positions of N atoms in a disk of radius R chosen to match the desired
2D atomic density n. The system can also have a longitudinal extension ∆z with a Gaussian
distributon p(z) = e−z2/2∆z2

. Hereafter, we will refer to this system as a Gaussian slab.The
draw is typically repeated for 10 iterations. For each iteration, we obtain a set of 3N posi-
tions (xi , yi , zi). We then put equation(7.2.8) in matrix form MB = A, where

Ai,α = ϵαe
ikzi , Bi,α = − k3

6πε0
di,α , (7.2.10)

and M has diagonal elements equal to (2δ/Γ + i) and off-diagonal elements equal to gαβ(uij ).
We calculate the latter using the drawn random positions of the atoms. We obtain B by
solving MB = A numerically. Chomaz et al. (2012) found that the amplitude transmission
coefficient reads

t ≃ 1− i
2
σ0n× A

∗ ·B
N

, (7.2.11)

when neglecting edge effects. The transmission is then given by T = |t|2, while the phase
shift is given by the phase of t.

As M is a 3N × 3N matrix, realistic numbers of atoms (up to 6 × 104) are out of reach.
We are restricted to N = 2000, which gives a radius of about 2.6µm in the atom plane for
the highest experimental atomic density nk−2 ≃ 0.5. In principle this much lower number of
atom should not be a problem because we are interested in the local response of the system
in the bulk. However, for a fixed 2D density n, the radius of the simulated disk increases as√
N and, if N is too small, finite size effects dominate the optical response. An atom number

N = 2000 is probably not high enough to neglect finite size corrections, but this is difficult
to estimate because we cannot test higher values of N .

We compare the numerical simulations with the different analytical approaches in fig-
ure 7.2 for the transmission and in figure 7.3 for the phase shift. Looking first at the trans-
mission, we observe that numerical simulations for a strictly 2D gas (k∆z = 0, filled circles)
show a larger transmission than expected from the Beer-Lambert law. This larger trans-
mission is in relatively good agreement with the single-particle response of a strictly-2D
gas. However, the simulations also predict a blueshift that cannot be obtained from single-
particle calculations. We do not observe the redshift predicted by the Lorentz-Lorenz for-
mula, probably because it is hidden behind stronger collective effects.

When simulating a gas closer to a 3D regime with Deltaz = 2.7k−1 (i.e. a Gaussian slab),
we retrieve the Beer-Lambert law (empty squares). Here, we have taken the experimental
vertical extension of the gas, k∆z = 2.7. The blueshift is suppressed for Gaussian slabs with
thickness k∆z ≳ 1, and the optical response is a single-particle one. We observe a similar
behavior for the phase shift, as can be expected from the fact that the transmission and the
phase shift are derived from the same quantity t =

√
T exp(i∆φ).
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Figure 7.2 Numerical simulation of the transmission T for N = 1000 atoms and, from (a) to
(f), a 2D density nk−2 = 0.02, 0.1, 0.2, 0.35 and 0.4. Circles correspond to a strictly 2D gas
(k∆z = 0) and squares to a Gaussian slab (k∆z = 2.7). The Beer-Lambert response is shown as
a solid line and the single-particle response of a strictly-2D gas as a dashed line.
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Figure 7.3 Numerical simulation of the phase shift ∆φ for N = 1000 atoms and, from (a) to
(f), a 2D density nk−2 = 0.02, 0.1, 0.2, 0.35 and 0.4. Circles correspond to a strictly 2D gas
(k∆z = 0) and squares to a Gaussian slab (k∆z = 2.7). The Beer-Lambert response is shown as
a solid line and the single-particle response of a strictly-2D gas as a dashed line.
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As of now, we have only simulated samples with a homogeneous distribution in the x− y
plane. It would be interesting to simulate samples with Thomas-Fermi distributions because,
when the detuning is non-zero, the gas has a refractive index different from 1 and lensing
effects are expected. However, the difference in atom number between the simulations and
the experiment could make it difficult to obtain satisfactory quantitative results.

7.3 Measurement procedure

7.3.1 Optical setup

We now turn to the presentation of our experimental setup and methods. The optical setup,
shown in figure 7.4, is very similar to the imaging setup presented in the previous chapter.
The essential difference is the presence of an interferometer in order to measure the phase
shift induced by the atomic cloud. The two arms of the interferometer are separated from
each other by a polarizing beam splitter (PBS). Their polarizations are rematched with a
half-wave plate, and set to a circular polarization with a quarter-wave plate. The two beams
are aligned to be parallel with two mirrors. In the plane of the atoms, the two beams have a
wat = 180µm waist and they are 1.5mm apart. Since the atomic cloud is smaller than 50µm,
only one of the arms of the interferometer goes through the atoms.

After the science chamber, the two arms pass through the imaging system described in
Chapter 5: a microscope objective (fMO = 35.8mm) and a recombining lens (fr = 500mm).
The beam waist is thenwcam = 2.5mm, and the two arms are recombined on the CCD camera
with two mirrors. They arrive on the camera at an angle so that we observe interferences with
a fringe spacing of 27.8µm, corresponding to 3.6 pixels per fringe.

We use the same experimental procedure as described in Chapter 2 for absorption imag-
ing. We send two pulses of near-resonant light and image them on the camera. On the first
image, which we call image 1, one of the two arms of the interferometer crosses the atomic
cloud. On the second image, which we call image 2, the cloud has been released for 200 ms
and the two arms do not cross any cloud.

7.3.2 Image analysis

As shown in figure 7.5(a), we extract two squares of 10×15 pixels (≈ 4×6µm2 in the plane of
the atoms) from each image: one square where the center of the atomic cloud is located, and
another about 70µm further along the y-direction (the direction of the fringes). We integrate
each square along the y-direction, thus obtaining 10-point profiles as shown in figure 7.5(b-
c). The size of the squares is chosen to be large enough to reduce noise (in particular average
out photon shot noise), but small enough that the density can be considered uniform. We
call Sat,i the profile on the atoms of image i and Sbg,i the profile away from the atoms of
image i.

Transmission To measure the intensity transmission T , we block the second arm of the
interferometer and compute

T =
If
Ii

=
Sat,1/Sat,2

Sbg,1/Sbg,2
, (7.3.1)

where the S̄i are the mean of y-integrated profiles. We cannot compute the transmission from
a single image (i.e. T = Sat,1/Sbg,1) since the beam profile is not uniform. The denominator in
equation(7.3.1) corrects intensity differences between the two pulses and is close to 1. This
is equivalent to the scaling treatment discussed in Chapter 2.
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Figure 7.4 Schematic of the interferometer used to measure the optical response of a 2D BEC.
PBS corresponds to polarizing beam splitter, λ/2 (λ/4) corresponds halfwave (quarterwave)
plate, MO corresponds to microscope objective. fr corresponds to the recombination lens.
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Figure 7.5 Image analysis. (a) Raw image of the beam. The lighter region corresponds to the
atoms, where the transmission is not 1. The squares correspond to the 10×15-pixels regions-
of-interest: the top one without atoms, the bottom one at the center of the cloud. The profiles
are obtained by vertical integration. (b) Intensity profile of 10 points away from the atoms
Nbg,i . (c) Intensity profile of 10 points on the atoms Nat,i . The profiles are normalized.
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Phase shift On the other hand, we measure the phase shift by fitting the four profiles with
the function

S(x) = Asin[2π(x/ℓ +φ)] +B. (7.3.2)

An example of such a fit is shown in figure 7.5(b-c). The fringe spacing ℓ is determined once
and for all with a first pass where it is set as a free parameter. A, B and φ are free parameters.
For each image i, the phase shift is then the phase difference between the profile on the atoms
Sat,i and the profile away from the atoms Sbg,i . Image 2 (on which there were no atoms on
both paths) is used as a control image. We thus measure the phase shift by computing

∆φ = (φat,1 −φbg,1)− (φat,2 −φbg,2). (7.3.3)

The second term of this equation can correct a small angle of the fringes and ensures the
phase shift is zero when there are no atoms. To determine the uncertainty on ∆φ, we use
a bootstrap procedure. For each profile, the 10 points are drawn randomly 100 times (with
replacement) and each set of drawn points is fitted individually. We then take the mean and
the standard deviation of the 100 fitting results to compute ∆φ and its error bar.

7.3.3 Estimation of systematic effects

In this section, we highlight the different challenges posed by the blue λb = 399 nm and the
green λg = 556 nm transitions. Since their wavelengths are somewhat similar, the essential
difference between the transitions is their linewidth Γb ≃ 29.1 MHz and Γg ≃ 182 kHz.

7.3.3.1 Amplitude of the light signal

From the perspective of the light signal, the blue transition is easier to work with. In fig-
ure 7.6, we show the precision of the phase measurement (obtained from the bootstrap pro-
cedure) as a function of the pulse intensity both in units of s and number of photons per
pixel. We observe that we need about Nph,min ∼ 20 photons per pixels to measure the phase
accurately. This means that there is a minimum pulse duration

tp >
1
I
×Nph,min

ℏω
(ps/M)2 , (7.3.4)

where ps is the pixel size and M is the magnification. This limit corresponds to the striped
area for small saturation parameters in figure 7.7. As mentioned above, we want the satura-
tion parameter s to remain small compared to 1 in order to probe the linear response of the
cloud. As shown in figure 7.6, this is a challenge for the green transition, but not for the blue
transition. Indeed, while the saturation intensity is 60 mW/cm2 for the blue transition, it is
only 0.14 mW/cm2 for the green transition.

7.3.3.2 Atomic movement

We have not considered the movement of the atoms so far. In the vertical direction, the
typical velocity of the ground state reads vz = h/m∆z where ∆z is the vertical harmonic
oscillator size. This velocity introduces a Doppler shift

2π ×∆f =
hkL
m∆z

, (7.3.5)

which for relevant experimental parameters corresponds to 0.13Γ for the green transition
and 10−3Γ for the blue transition. Transverse motion leads to even smaller Doppler shifts.
We therefore neglect the effect of the initial momentum distribution on the optical response.
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Figure 7.6 Phase precision as a function of s = I/Isat (bottom axis), or equivalently the num-
ber of photons per pixel (top axis). Without any atomic cloud, a pulse of duration 40µs was
sent in the interferometer, with (a) green light and (b) blue light.

As we discussed extensively in Part II, the probing light pulse also alters the momentum
distribution through momentum diffusion and the direct pushing force (radiation pressure)
exerted by the probe beam. These effects impose upper limits to the pulse duration. Follow-
ing Chomaz (2014), we now provide a simple single-atom description in order to estimate
atomic movement due to the light pulse. Each absorption of a photon imparts a momentum
kick to an atom, resulting in an average acceleration

a =
ℏk
m

Γ

2
s

1 + s
. (7.3.6)

The atom can thus acquire a velocity vp = atp and be pushed by dver = at2p/2 in the vertical
direction. To neglect radiation pressure, the Doppler shift kvp should be much smaller than
the linewidth Γ

√
1 + s of the transition, or equivalently

tp≪ 2m
ℏk2

√
s(1 + 1/s)3. (7.3.7)

The atomic displacement along z should also be smaller than the half depth of field Df ≈
20µm of the imaging system. This condition translates as

tp <

√
2mDf

ℏkΓ

(
1 +

1
s

)
. (7.3.8)

This condition is normally weaker than the one on the Doppler shift. Finally, spontaneously
emitted photons lead to momentum diffusion in the transverse plane, as discussed in the
Part II. Neglecting many-body effects, we can estimate a momentum broadening

∆p ≈ ℏk

√
1
3

Γ tp
2

s
1 + s

. (7.3.9)

The displacement dhor ≈ tp∆p/m should be smaller than the pixel size ps/M ≈ 0.5µm. When
we combine all the constraints together, we find that the probing the atoms with green light
imposes much stronger constraints than with blue light, as shown in figure 7.7. In partic-
ular, neglecting the Doppler shifts for small saturation parameters seems difficult. For this
reason, we will focus on the blue transition in the following. In figure 7.7(a), we show typical
experimental parameters for probing the transmission as a blue line.

The above calculations offer only a simple single-atom description of the effect of the
pulse on the atomic cloud. In particular, near-resonant light can induce strong dipole forces.
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Figure 7.7 Summary of the constraints on the pulse intensity and duration for (a) blue λb =
399 nm light and (b) green λg = 556 nm light. The striped areas correspond to the camera
limitations: for small s the solid line corresponds to the camera detectivity and for larger s
the solid line corresponds to the camera saturation. The other areas correspond to atomic
movement. The dashed line corresponds to a Doppler shift of 0.25Γ

√
1 + s. The dotted line

corresponds to a vertical movement of 10µm, which is roughly half of the depth of field. The
dash-dotted lign corresponds to an in-plane atomic diffusion of 0.5µm, which is roughly the
size of a pixel. In figure (a), the blue line corresponds to the typical experimental parameters
for probing the transmission for s ≪ 1, and the blue dot corresponds to the experimental
parameters for atomic density calibrations at high-intensity.

7.3.3.3 Fluorescence from the cloud

The single-atom responses described in section 7.1 do not account for the spontaneous emis-
sion of absorbed photons. Because of the finite numerical aperture NA = 0.28, photons with
a wavevector different from kL will also be captured by the imaging system. The ratio of
captured photons is given by

Ω =
1−
√

1−NA2

2
≈ 2.0%. (7.3.10)

Note that this simple expression for Ω assumes that the fluorescence is isotropic and does
not account for the spatial pattern of dipolar emission. We expect that accounting for the
correct emission pattern will only change the forthcoming results by a numerical factor.

Accounting for the magnification (M = 14), the backward image of a pixel on the atoms
is a square of side length dpx = 0.46µm. We collect

Nph,fluo = Ω
Γ s
2

1
1 + y2 tpNpx (7.3.11)

photons per pixel, where Npx = nd2
px is the number of atoms within the area d2

px mapped
to a single pixel by the imaging system. Here, we assumed the same model leading to the
Beer-Lambert law, where each atom is radiating independently. Comparing Nph,fluo to the
number of incident photons per pixel,

Nph,i =
sIsattpd

2
px

ℏωL
, (7.3.12)

we have

F ≡ Ifluo

Ii
=
Nph,fluo

Nph,i
=

3Ωnλ2

2π(1 + y2)
=

2Ωx
1 + y2 = Ωnσ. (7.3.13)
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We note that, for a given 2D density n, the resonant fluorescence rate only depends on λ2 (not
on Γ , or rather the dipole strengh d). Hence, the blue transition with a smaller wavelength
yields a lower amount of fluorescence in relative terms. At resonance with the blue λb ≃
399 nm transition, F ≈ 0.15 for a typical density n = 100µm−2. However, note that such a
single-atom description is a rather rough approximation: because of the finite extension of
the gas, some of the fluoresced light will be absorbed by other atoms.

7.3.4 Scanning the detuning near the blue transition

We have seen that the broad blue transtion at λb ≃ 399 nm presents many advantages. How-
ever, because it is very broad, it is difficult to scan large detunings with common acousto-
optical modulators (AOMs), which typically have a bandwidth of about ±1.5Γb. Moreover,
within their bandwidth, their efficiency can be very frequency dependent.

In order to circumvent these issues, we chose to separate the three Zeeman sublevels of
the 1P1 state with a large vertical magnetic field, as indicated in figure 7.4. With a circular
polarization (prepared with a quarter wave-plate, also shown in figure 7.4), we adress one of
the extreme Zeeman states J = 1,mJ = ±1. Instead of varying the frequency of the light beam,
we vary the magnetic field and thus the atomic frequency in order to vary the detuning. The
available current for the magnetic field coils allows us to roughly probe a [−20Γb,10Γb] range.
The conversion from magnetic field to frequency is calibrated by performing spectroscopy
with the AOM for different magnetic fields B and recording the shift of the resonance line
with B.

7.3.5 Measurement of the density

The many-body effects we want to study prevent an accurate measurement of high atomic
densities at small intensities s≪ 1. Instead, we use high intensities and short pulses to cal-
ibrated the atomic density. This approach was first applied to 2D Bose gases by Hung et al.
(2011a) and Yefsah et al. (2011). The idea of high-intensity imaging is that, when the cloud
is saturated, the density of atoms absorbing photons is small even at high densities, and thus
the single-particle response is retrieved: the effects of dipole-dipole interactions (broad-
ening, shift) is then small compared to the effects of saturation broadening. The effect of
saturation on the single-particle optical response of a 2D Bose gas is discussed in Appendix
C.5 in more details. However, note for alkali (or other multi-level) atoms, the cross-section
for high intensity imaging is known only up to a prefactor, stemming from polarization and
optical pumping effects (Hung et al. 2011a, Yefsah et al. 2011). As mentioned earlier, this
problem does not exist for bosonic ytterbium (or other atoms with a simple J = 0↔ J = 1
transition). High-absorption imaging gives direct access to the atomic density without the
need for additional calibration.

Because high-intensity absorption imaging is a destructive measurement, we cannot cal-
ibrate the density and measure the low-intensity optical response on the same atomic cloud.
In practice, we vary the density with a controlled pulse of resonant light (called a blast pulse)
on the 3D BEC (before the LPL loading). The density as a function of the duration of the blast
is calibrated with high-intensity absorption imaging. A fit to the 2D equation of state is used
to verify a posteriori the procedure, as described in Chapter 5. In figure 7.7(a), we show
typical experimental parameters for high-intensity imaging as a blue dot.

7.4 Experimental results

We now turn to the results of experiments performed with the broad blue transition at λb =
399 nm. However, note that we have successfully performed preliminary experiments with
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Figure 7.8 Transmission as a function of the detuning for different atomic densities: (a)
nk−2 = 0.02, (b) nk−2 = 0.06, (c) nk−2 = 0.18, (a) nk−2 = 0.33, and (a) nk−2 = 0.51. The Beer-
Lambert response is shown as a solid line and the single-particle response of a strictly-2D
gas as a dashed line. The estimation of the fluorescence is shown as a dotted line.
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Figure 7.9 Phase shift as a function of the detuning for different atomic densities: (a) nk−2 =
0.02, (b) nk−2 = 0.1, (c) nk−2 = 0.18, (a) nk−2 = 0.34, and (a) nk−2 = 0.39. The Beer-Lambert
response is shown as a solid line and the single-particle response of a strictly-2D gas as a
dashed line.
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the narrow green transition at λg = 556 nm. The analysis and the interpreation of the data
presented in this section are preliminary.

Our main point of comparison are the experiments reported in Corman et al. (2017),
where the transmission of near-resonant light at λ = 780 nm was probed in quasi-2D gases of
87Rb. By scanning the detuning and the density, Corman et al. (2017) observed a saturation
of the optical density as well as a broadening and a significant blueshift of the resonance
line. Note that, despite similar atomic densities n, Corman et al. (2017) could reach nk−2 ≈
1.5 while we can reach at most nk−2 ≈ 0.5. The difference stems from different resonance
wavelengths.

7.4.1 Transmission as a function of detuning

We start by studying the transmission T of the gas as a function of the detuning, as shown
in figure 7.8. We probe the gas with pulses of duration 5 µs and intensity I/Isat ≈ 0.13.
We consider five different densities, from nk−2 ≈ 0.02 to nk−2 ≈ 0.5, calibrated with high-
intensity imaging. The errorbars correspond to the standard deviation over three repetitions
of the experiment.

Comparing first with the Beer-Lambert prediction, we observe a good quantitative agree-
ment for the lowest densities. This makes the experimental protocol, including the intensity
and density calibrations, convincing. For higher densities, the 3D Beer-Lambert prediction
agrees well with our measurements on the wings of the resonance line, but predicts a lower
intensity transmission at resonance than the measured one. Comparing with the strictly 2D
gas, the resonant T is in good agreement with data, but there is a significant disagreement
away from resonance.

The behavior at resonance can be explained by including in the prediction the fact that
the measured signal also includes a fraction of fluoresced light on top of the transmis-
sion light. The dotted line corresponds to the estimation of the fluorescence given in sec-
tion 7.3.3.3: although the agreement with the experimental data is not quantitative, the
fluorescence correction corresponds to the right order of magnitude and qualitative behav-
ior. Aside from the behavior at resonance, the agreement with the Beer-Lambert prediction
can be understood with the numerical simulations shown in figure 7.2. Indeed, the finite
size of the gas in the vertical direction makes the gas interact with light as a single-particle
3D cloud would.

We do not observe any significant shift of the transition. Considering the experimental
data from Corman et al. (2017), this is to be expected in our regime of densities nk−2 < 0.5.
This is also consistent with the experiments of Bromley et al. (2016), which did not observe
any significant shifts in diluted 3D gases of 88Sr when probing the broad 1S0-1P1 transition.
However, Bromley et al. (2016) observed a redshift when probing the intercombination tran-
sition. Because of the much smaller linewidth of this transition, the Doppler shifts due to
atomic movement are far from negligible. It would be interesting to see if the same result
holds in our quasi-2D geometry.

Finally, we note that we apparently do not observe any effects due to the inhomogeneity
of the gas. Indeed, effects such as lensing should be asymmetric with respect to resonance
because the refractive index of the BEC changes sign.

7.4.2 Phase shift as a function of detuning

We now turn to the study of the phase shift ∆φ induced by the gas as a function of the detun-
ing, as shown in figure 7.9. We perform the same experimental sequence as for transmission,
except for the addition of the second arm of the interferometer. We consider five different
densities, from nk−2 ≈ 0.02 to nk−2 ≈ 0.4. Note that some densities are slightly different
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Figure 7.10 Minimum transmission as a function of the atomic density. Our experimental
data is represented as circles while experimental data from Corman et al. (2017) is repro-
duced as squares. We compare these data with analytical formulas such as the Beer-Lambert
law (solid line) and the single-particle response of a strictly-2D gas (dashed line). The lighter
solid (resp. dashed) line corresponds to the Beer-Lamber law (resp. strictly-2D gas) includ-
ing isotropic fluorescence at a rate ≈ Γ s/2. We also compare them to numerical simulations
for a planar gas (k∆z = 0, dotted line) and for a quasi-2D gas (k∆z = 2.7, dash-dotted line).
Figure (b) is a close-up of figure (a) in double-logarithmic scale.

from the transmission ones because the phase shift data was taken on a different day. For
the phase shift, the errorbars correspond to the standard deviation over the results of the
bootstrap fitting procedure accumulated for three repetitions of the experiment.

For all densities, we observe a good quantitative agreement with the 3D Beer-Lambert
prediction, rather than the 2D electromagnetic response. The collected fluorescence does
not contribute to the phase shift, so that the phase shift measurements tend to confirm our
interpretation of the transmission results. As for the intensity transmission, we do not ob-
serve any shift of the resonance.

7.4.3 Transmission of the gas at resonance

Overall, the 3D Beer-Lambert law seems to account for the observations except for the in-
tensity transmission near resonance. We therefore focus on this quantity. We fix the probing
laser frequency at resonance (δ = 0) and vary the density more finely. Note that, since there
are no significant shifts of the transition in our regime of densities, we are thus studying the
minimum of transmission of the system. We probe the atomic cloud with pulses of duration
5 µs and intensity I/Isat = 0.04.

As shown in figure 7.10, we observe that the experimental data at resonance is in good
quantitative agreement with the single-particle response of a 2D gas, as well as with the nu-
merical simulations for ∆z = 0. However, we believe this agreement with the 2D electromag-
netic response to be coincidental. Indeed, numerical simulations for the experimental value
of k∆z = 2.7 show that no reflection is expected, and that the transmission should follow the
Beer-Lambert law. On the other hand, we observe that, if we add our simple fluorescence
model at a rate ≈ Γ s/2 to the Beer-Lambert law (light blue solid line), we do not find a good
quantitative agreement with the experimental data. The transmission is then overestimated
and, in fact, we cannot fit the data even if the fluorescence rate is left as a free parameter.
Our simple fluorescence model cannot explain the slope at relatively low densities, and we
have yet to find a complete model which quantitatively accounts for all the data.

The saturation of the optical depth OD = − ln(T ) is one of the main results of Corman
et al. (2017), and we reproduce their experimental data in figure 7.10. We observe that the
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two points from their data that are in our regime of nk−2 are consistent with our data. This
is to be expected since the transverse extension of their gas is close to ours (k∆z ≃ 2.4), and
they report a similar numerical aperture (NA ≈ 0.2). Whether the saturation of the optical
depth comes from the 2D nature of the gas, fluorescence, or many-body effects is not clear at
the moment. In any case, many-body effects are necessary to explain the significant blueshift
that Corman et al. (2017) measured at higher densities.

In the section on density calibration, we said that in-situ imaging of two-dimensional
gases is better with a high intensity (s ≫ 1) than with a low intensity (s ≪ 1). Our results
seem to indicate that, at least in our experiment where nk−2 ⩽ 0.5, the reason is the fluores-
cence of the gas rather than a collective scattering. Increasing the intensity beyond Isat, the
fluorescence rate saturates and quickly becomes negligible compared to the probing inten-
sity.

Conclusion

In this chapter, we studied the transmission of a quasi-two-dimensional Bose gas. First, we
presented two different single-particle descriptions: one based on the Beer-Lambert law, and
a second one considering the 2D gas as an electromagnetic boundary condition. In order to
go beyond single-particle physics, we presented a coupled-dipole model on which we per-
formed numerical calculations. We found that the 3D Beer-Lambert prediction was retrieved
when the simulated gas had an experimentally relevant transverse extension. When the sim-
ulated gas was strictly 2D, we observed a qualitative agremeent for observables such as the
minimum transmission and the maximum phase shift, but the simulations also predicted a
blueshift of the resonance line that cannot come from single-particle formulas. Finally, we
reported our experimental results. We found that the transmission and the phase shift in-
duced by the gas were in good quantitative agreement with the 3D Beer-Lambert prediction
for the most part. The only discrepancy was the behavior of the transmission at resonance,
where the 3D Beer-Lambert law predicts an intensity transmission higher than observed.
This discrepancy could be explained by the fluorescence of the gas.

A first natural perspective would be to study the fluorescence in more detail. For exam-
ple, the fluorescence could be measured independently with a photodiode in the plane of
the atoms, or with polarization-selective optics in the interferometer path. Rui et al. (2020)
reported on the transmission and reflection of a 2D gas of Rb on an optical lattice. It would
be interesting to perform similar experiments with ytterbium because we could study two
different ratios of probing wavelength to lattice spacing using the blue and green transitions.
Finally, a stimulating prospect could be the Anderson localization of light (Wiersma et al.
1997, Störzer et al. 2006): Skipetrov et al. (2015) have predicted that light resonant with a
J = 0↔ J = 1 transition can be localized in a dense ultracold atomic sample submitted to a
large magnetic field.
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Summary

In this manuscript, I have presented a series of experimental studies on light-matter in-
teraction in atomic quantum gases. After describing in Part I the general theoretical and
experimental characteristics of the bosonic ytterbium ultracold gases I studied, I reported
on experiments studying decoherence in a dissipative Bose-Hubbard system in Part II, and
on the optical response of a planar Bose gas in Part III.

Part I provides the theoretical and experimental background necessary to describe the
experiments reported in this manuscript. Regarding the theoretical aspects, we first in-
troduced the concept of Bose-Einstein condensation using the ideal gas, and then we pre-
sented the mean-field formalism that describes a 3D Bose-Einstein condensate in the weakly-
interacting regime and at zero temperature. Then, we delved into the description of Bose
gases in lower dimensions, i.e. 2D and 1D, and in particular their correlation properties,
with emphasis on the differences between 2D and 1D. Although true Bose-Einstein conden-
sation does not occur in lower dimensions, we discussed the concepts of quasi-Bose-Einstein
condensates and quasi-long-range order. Finally, we examined the behavior of bosons in op-
tical lattices using band theory and the Bose-Hubbard Hamiltonian. We discussed the phase
diagram of the Bose-Hubbard model and the validity regime of this model.

Turning to experimental considerations, we first outlined the fundamental characteris-
tics of the atom chosen for our experiment, 174Yb. We then detailed the experimental proto-
col we used to prepare Bose-Einstein condensates of Yb, which involves the generation of an
atomic beam, Zeeman slowing, magneto-optical trapping, transport, and evaporative cool-
ing. We presented the imaging system used probe the gases and discussed the time-of-flight
absorption imaging technique that we use to measure the momentum distribution. Finally,
we described cubic optical lattices into which the BEC is loaded, which we use to generate
stacks of 2D or 1D Bose-Hubbard systems. These stacks serve as the starting point for the
experiments in Part II.

In a third chapter, we provided a more complete description of the physics of bosons in
one-dimension, from both a theoretical and experimental point of view. We first introduced
Luttinger liquid theory to obtain the first-order correlation function g1(x) of one-dimensional
bosons for both continuum and lattice systems. We provided a more in-depth analysis of the
1D Bose-Hubbard model, including its phase diagram and equation of state n(J,U ). Next,
we presented a loading model of our experimental system, which is composed of a 2D stack
of 1D tubes of bosons on a lattice. Using the local density approximation, we estimated the
Luttinger parameter K for small lattice depths by averaging over all the tubes. Finally, we

125



Conclusion

measured the first-order correlation function of the system by fitting the experimental time-
of-flight momentum distribution. We found that the correlation function always decayed
exponentially at long distances, due to either the finite temperatures or the gap in the Mott
phase.

Part II reports on a series of experiments on momentum diffusion in a quantum gases of
bosons in an optical lattice subjected to many cycles of absorption and spontaneous emission
by near-resonant laser light. Similar experiments have been previously reported in Bouganne
et al. (2020) for 2D Bose-Hubbard systems specifically. After providing theoretical back-
ground on open quantum systems and the quantum description of spontaneous emission,
we have shown that these experiments demonstrate the existence of an algebraic regime of
decoherence at long times. By fitting the time-of-flight distribution of the system, we found
that nearest-neighbor coherences decayed as a power-law with the predicted exponent of 1/2,
and that the next-nearest-neighbor coherences were simply related to the nearest-neighbor
coherences. This non-trivial dissipative dynamics, predicted byPoletti et al. (2013), shows
that decoherence can be slowed by strong correlations and interactions.

Another way to view this series of experiments is to use the controlled dissipation at
early times as a tool to probe the equilibrium state of the system before the application
of dissipation. Specifically, we presented a theory describing the evolution of a dissipative
system using linear response theory. By applying this non-Hermitian linear response theory
to our 1D experiments, we obtained a response function that appears to be sensitive to the
1D Mott insulator transition. We showed that this method could be used in principle to
estimate the Luttinger parameter in the superfluid phase. However, the estimate relies on
the determination of the exponent α of a stretched exponential exp

(
tα+1

)
with α small. We

also stressed experimental difficulties such as the finite temperature of the system or the
averaging of observables over many independent and different systems, and concluded that
our experimental system requires improvements in the precision of the measurement to
perform this determination.

Part III presents a series of experiments on the optical response of the 2D Bose gas. First,
we described the experimental improvements made to the setup in order to probe a single 2D
Bose gase in-situ, including a large-period optical lattice to prepare it and a high-resolution
microscope to image it. We presented the techniques used to determine the resolution of
approximately 1 µm. We described and characterized the large-period lattice used for 2D
compression and we presented its loading procedure. We examined the 2D nature of the
compressed cloud by studying its vertical expansion after being released from the trap, and
found that the atoms were indeed in the ground state of the motion along the vertical trans-
verse axis. We used in-situ imaging to fit the position distribution of the atoms to the known
2D equation of state, which allowed us to fully characterize the thermodynamic properties
of the cloud in the large-period lattice. Finally, we discussed experimental perspectives for
further improvements and optical lattice loading.

Having described the preparation of a 2D Bose gas, we explored the transmission of light
through this slab of atoms. First, we presented two single-particle models: one based on the
3D Beer-Lambert law, and the other considering the 2D gas as an infinitely thin layer. To
go further, we carried out numerical simulations using a coupled-dipole model. Comparing
the simulations with the single-atom descriptions, we found that simulations of strictly 2D
Bose gases were in qualitative agreement with the interface description (except a blueshift
and a distortion of the line coming for collective effects). However, simulations of Gaussian
slabs, i.e. quasi-2D Bose gases with a finite extension typically found in experiments, simply
behaved according to the 3D Beer-Lambert law, at least in the regime of densities explored in
our experiment. Finally, after presenting our experimental setup and methods, we reported
our experimental results. We found that the transmission and the phase shift induced by

126



the gas were largely consistent with the 3D Beer-Lambert prediction, as suggested by the
simulations. The only exception was the transmission at resonance, for which we suggested
the fluorescence of the gas as a possible explanation.

Perspectives

Artificial gauge fields As mentioned in the general introduction, the ytterbium project at
Laboratoire Kastler Brossel was initiated to study artificial gauge fields on optical lattices,
more specifically to realize the 2D Harper Hamiltonian

ĤHarper = −J
∑
i,j,±

e±i2παi â†i±1,j âi,j + â†i,j±1âi,j + h.c., (7.4.1)

that describes particles in a tight-binding lattice subjected a constant magnetic field B =
hα/ed2 (Harper 1955). Here, d is the lattice spacing and â†i,j creates an atom at position
(x,y) = (id, jd). The quantity α corresponds to the magnetic flux going through a unit cell
of the lattice. Jaksch et al. (2003) first proposed a scheme to realize this Hamiltonian with
ultracold quantum gases, and Gerbier et al. (2010) adapted it to alkaline-earth and alkaline-
earth-like atoms, which feature a clock transition as discussed in Chapter 1.

Our progress towards realizing of the Harper Hamiltonian was slowed by the discovery
of fast two-body inelastic losses for atoms in the 3P0 metastable excited state (Bouganne
et al. 2017). In order to study how we could get around this problem, we studied two in-
stances of the Quantum Zeno effect, as mentioned in Chapter 4. We found that, due to the
build-up of correlations between the atoms, the two-body loss rate is lower than that of a
non-interacting system by several orders of magnitude in 1D Bose-Hubbard systems (Gher-
maoui 2020, Rossini et al. 2021). In Bosch Aguilera et al. (2022), we also report on how
the Quantum Zeno effect can contribute to an adiabatic preparation when two atoms are
present at the same site. As a first step, we believe that these two studies can help us realize
a minimal instance of artificial gauge fields by using the clock transition as a synthetic di-
mension (Mancini et al. 2015, Stuhl et al. 2015), effectively realizing the Harper Hamiltonian
on a ladder. Note that using polarized fermionic ytterbium could also be a way to eliminate
two-body losses thanks to the Pauli principle.

Single homogeneous open quantum system In Chapters 3 and 5, we pointed out that
some features of the momentum distribution are lost when they are averaged over many dif-
ferent and independent systems. Using the technical upgrades of the experimental setup,
we can prepare a single 2D Bose-Hubbard system (although achieving low entropies is still
challenging as discussed in Chapter 6). In addition, it would be even better to prepare ho-
mogeneous Bose-Hubbard systems, for example with the optical painting scheme described
in Chapter 6. To prepare a single tube, additional work would be required to design an ap-
propriate scheme, but optical painting (as discussed in Chapter 6) could also be a means to
achieve this goal.

With similar experimental tools, we could also gain a deeper understanding of the dy-
namics of 1D Bose-Hubbard systems exhibiting the strong inelastic two-body losses men-
tioned above. This open quantum system problem is described by the Bose-Hubbard Hamil-
tonian ĤBH and the quantum jump operator

L̂i =

√
γ2B

2
â2
i (7.4.2)

In particular, we have not yet found a satisfying explanation for why the decay of the atom
number observed experimentally (Ghermaoui 2020) is much slower than predicted theoret-
ically (Rossini et al. 2021). One possibility that we are not able to rule out is that the actual
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λlatt 759 nm 1064 nm 617 nm
λb = 399 nm 0.95 1.33 0.77
λg = 556 nm 0.68 0.98 0.56
λ = 1379 nm 0.27 0.39 0.22

Table 7.1: Values of d/λ for the two main transitions of 174Yb and for different possible
lattice constants d = λlatt/2.

density in the experiment is much lower than we think. Being able to probe the local density
with high-resolution imaging wouuld allow us to eliminate this systematic effect (among
others).

Optical response of a 2D Mott insulator In Chapter 7, we studied the optical response of
a quasi-two-dimensional Bose gas where the spatial distribution of the atom scan be consid-
ered random. By ordering our bosons in a square optical lattice, we could study cooperative
subradiance or superradiance. Rui et al. (2020) reported such effects by probing the D2 line
of 87Rb atoms in a square optical lattice with a lattice constant d such that d/λ ≃ 0.68. For
such a study, the two J = 0↔ J = 1 transitions of 174Yb could be an asset. In table 7.1, we
compile values of d/λ that could be achieved on our experiments. We can see that by repeat-
ing the experiments of Chapter 6 on a lattice, we can already study a new value d/λ ≃ 0.95.
By using a common λ = 1064 nm laser for the lattice, we could also probe d/λ ≃ 1.33. Fi-
nally, using a trapping laser around the anti-magic wavelength λ ≃ 617 nm, we could have
d/λ ≃ 0.77, a value close to the value of 0.8 where the transmission of the cloud is expected
to go to zero (Shahmoon et al. 2017).

In addition, by transferring the atoms in the 3P0 excited state, we could study the 3P0-
3D1 transition at λ = 1389 nm. We already use this open transition to repump excited atoms
to the ground state (Bouganne 2018). The large wavelength of this transition would allow us
to enter the nk−2 ∼ 1 regime that we could not reach with the λb = 399 nm blue transition.
Moreover, Perczel et al. (2017) have predicted the existence of photonic topological states
that could be engineered in a 2D atom array by using such a transition in the presence of
the magnetic field. Topological robustness against dissipation and long-lived edge states
constitute exciting prospects of versatile quantum optical systems such as ours.
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Appendix A of Part I

A.1 Kapitza-Dirac measurement of the lattice depth

Our chosen method for the calibration of the lattice depth is Kapitza-Dirac diffraction (Kapitza
et al. 1933, Ovchinnikov et al. 1999). The optical lattice is pulsed onto the 3D BEC, which
is subsequently released from the CDT. After tof, the absorption image exhibits a series of
peaks at integer multiples of ±2kL, as shown in figure A.1(a). A peak at momentum 2kL can
be interpreted as the virtual absorption of a photon from the forward lattice beam and the
subsequent stimulated emission of a photon in the reflected beam.
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Figure A.1 Calibration of the lattice depth with Kapitza-Dirac diffraction. (a) Images taken
after a time-of-flight expansion, as a function of the Kapitza-Dirac pulse duration t. The
diffracted orders are separated by 2mkL, with m an integer. (b) Relative populations of the
diffracted orders as a function of the pulse duration t. The lines correspond to a fit to the
data. Adapted from Bosch Aguilera (2019).

The evolution of the populations Pm = f (t,V0) in each order m can be computed numeri-
cally (Denschlag et al. 2002, Gadway et al. 2009), and is used to extract the lattice depth. A
typical example is shown in figure A.1(b). In practice, optical lattices in each direction are
calibrated independently for simplicity.
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A.2 The Tonks-Girardeau gas

A.2.1 Fermionization

The strongly-interacting limit γ ≫ 1 provides a rather simple description of 1D Bose gases.
The infinitely-interacting 1D Bose gas is called the Tonks-Girardeau gas, and the bosons
are referred to as hardcore bosons. Girardeau (1960) noted that the constraint imposed by
infinite interactions resembled the Pauli principle for a fermionic gas, and wrote the many-
body wavefunction as

Ψ (x1, ...,xn) = Ψ F(x1, ...,xn)A(x1, ...,xn) (A.2.1)

where Ψ F(x1, ...,xn) describes a gas of spinless fermions and A(x1, ...,xn) =
∑
i<j sign(xj − xi)

maintains Bose statistics regarding particle exchange. Equation(A.2.1) implies that the den-
sity distribution n = |Ψ |2 of a infinitely-interacting Bose gas is the same as a non-interacting
Fermi gas. This approach, called fermionization, simplifies greatly the calculation of many
observables like the second-order correlation function

g2(x) ≡ ⟨n̂(x)n̂(0)⟩
n2 = 1−

[
sin(πnx)
πnx

]2

. (A.2.2)

However, the first-order correlation function is much more difficult to compute, as it is differ-
ent from that of free fermions. One description, which we will not detail, involves so-called
Töplitz determinant (Lenard 1964, Ovchinnikov 2009) and yields at long distance

g1(x) ≡ ⟨Ψ̂
†(x)Ψ̂ (0)⟩
n

∼
[

1
2nL|sin(πx/L)|

]1/2

. (A.2.3)

Since they are more relevant for our experiment, we now focus on fermionized Bose-Hubbard
gases in a lattice rather than continuous gases. Our goal is to obtain a generalization of equa-
tion(A.2.3).

A.2.2 Hardcore bosons on a lattice

For a filling n̄ ⩽ 1, infinitely-interacting bosons on a 1D lattice can be described by the
hardcore-boson Hamiltonian

ĤHCB = −J
∑
l

(b̂†l b̂l+1 + b̂†l+1b̂l), (A.2.4)

where the hardcore creation-annihilation operators (b̂†l , b̂l) obey a mix of bosonic and fermionic
commutation relations

[b̂l , b̂m] = [b̂†l , b̂
†
m] = [b̂l , b̂

†
m] = 0, l ,m (A.2.5)

b̂2
l = (b̂†l )

2 = 0 (A.2.6)

{b̂m, b̂†m} = 1. (A.2.7)

Hardcore bosons can be mapped to free fermions through the Jordan-Wigner transformation
(Lieb et al. 1961), the lattice equivalent of equation(A.2.1). We define the fermionic operators

ĉm = exp

πi∑
l<m

b̂†l b̂l

b̂m , ĉ†m = exp

−πi∑
l<m

b̂†l b̂l

b̂†m. (A.2.8)
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Figure A.2 (a) ⟨b†i b0⟩ for µ = J and T = 0 (solid black), calculated with Töplitz determinants.
The red dotted line corresponds to a fit to 1/

√
i. The dashed blue lines correspond, from

darker to brighter, to kBT = 0.01J , 0.05J , 0.1J and 0.5J . (b) First-order correlation function
calculated using exact diagonalization for n̄ = 0.5 and Ns = 1000. The zero-temperature
curve decays as 1/

√
x. From Rigol (2005).

Substituting in equation(A.2.4), we obtain a free-fermion Hamiltonian, which is diagonal in
momentum space

HFF = −J
∑
l

(ĉ†l ĉl+1 + ĉ†l+1ĉl) = − 2J
Ns

∑
q

cos(qd)ĉ†q ĉq, (A.2.9)

with the momentum space creation-annihilation operators

cq =
1√
Ns

∑
l

e−iqxlcl , c†q =
1√
Ns

∑
l

eiqxlc†l , (A.2.10)

where xl = ld is the position of site l and Ns is the size of the system.
We can also link the first-order correlation function of hardcore bosons to the known

first-order correlation function of free fermions. From equation(A.2.8), it is clear that ⟨b†l bl⟩ =
⟨c†l cl⟩, so we only need to study the case l , m. Using again the Jordan-Wigner transforma-
tion, we write

⟨b†l bm⟩ = ⟨c†l exp

πi ∑
l>n>m

c†ncn

cm⟩, l > m (A.2.11)

Using Wick’s theorem, Gangardt et al. (2006) expressed the first-order correlation function
in the form of a Töplitz determinant

⟨b†l bm⟩l,m =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

G1 G2 G3 . . . Gl−m
G0 G1 G2 . . . Gl−m−1
G−1 G0 G1 . . . Gl−m−2
...

...
...

. . .
...

G2−(l−m) G3−(l−m) G4−(l−m) . . . G1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(A.2.12)

where Gl−m ≡ ⟨c†l cm⟩ − 1
2δlm, and can be readily calculate from the known first-order corre-

lation function of free fermions ⟨c†l cm⟩. For example, for bulk free fermions with periodic
boundary conditions, one has

gFF
1 (l −m) ≡ ⟨c

†
l cm⟩
n̄

=
sin[πn̄(l −m)]
πn̄(l −m)

. (A.2.13)
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Even at finite temperature and with an additional trapping potential, g1(l −m) can be calcu-
lated numerically without difficulty (Paredes et al. 2004) in the thermodynamic limit and in
the grand-canonical ensemble. In figure A.2(a), we show calculations of ⟨b†i b0⟩ as a function
of i for different temperatures.

We also note that other approaches are also available to calculate the first-order correla-
tion function of hardcore bosons for finite systems at finite temperature without the grand-
canonical ensemble and the thermodynamic limit. We show the result of such a calculation,
from Rigol (2005), in figure A.2(b).

A.2.3 Equation of state of the Bose-Hubbard model in the Tonks limit

We now use the tools introduced above to calculate the equation of the state of the Bose-
Hubbard model in the limit of hardcore bosons, which are mapped to free fermions. The
ground state of the ideal Fermi gas is constructed by filling all available states up to the
Fermi energy EF. Introducing the Fermi momentum kF such that EF = −2J cos(kFd), the N -
fermions state is given by

|Ψ0⟩ =
∏
|k|<kF

ĉ†k |∅⟩ . (A.2.14)

The associate momentum distribution is simply

n(k) = Θ(kF − |k|), (A.2.15)

with Θ the Heaviside step function. Integrating over all momenta, we obtain the total parti-

cle number as N =Ns
∫ kF

−kF

dk
2π . We thus obtain the Fermi momentum and energy,

kF = πn̄, EF = 2J cos(πn̄), (A.2.16)

with n̄ =N/Ns the mean lattice filling. Since the chemical potential equals the Fermi energy
at T = 0, the relation between EF and n̄ can be inverted to obtain the equation of state,

n̄ =
1
π

arccos
(
− µ

2J

)
. (A.2.17)

The two limits n̄→ 0 and n̄→ 1 are obtained when µ→−2J and µ→ 2J , respectively.

A.3 Momentum distribution of one-dimensional lattices

In figure A.3(a-e), we show the experimental time-of-flight (tof) momentum distribution
n(k) in double-logarithmic scale, normalized by n(k = 0). We fit a power-law behavior |k|−α
for k/kL ∈ [0.4,1] to extract the algebraic exponent α, shown in figure A.3(f). This analysis
method was first used in Paredes et al. (2004), and we show their values for comparison
(empty squares).

Paredes et al. (2004) observed a slow convergence to α = 1/2, which they attribute to the
entry in the Tonks-Girardeau regime. Indeed, α = 1/2 implies ⟨â†l âm⟩ ∝ |l −m|−1/2K , with
1/2K = 1 − α = 1/2. This corresponds to K = 1, i.e. to the Tonks-Girardeau regime γ ≫ 1
as discussed in the previous section. On the other hand, α > 0.5 corresponds to K < 1,
which is not physical. Although this is not necessarily an issue in the Mott insulating regime
(V > 3ER) because LL theory is not expected to apply, this is more puzzling in the superfluid
regime.

Looking first at the data from Chapter 4 (filled circles), we observe that, although the
qualitative behavior is the same as in Paredes et al. (2004), there is no quantitative agree-
ment. This can be explained by the high number of atoms used in our experiments, leading
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Figure A.3 Normalized 1D tof momentum distribution n(k)/n(0) (blue solid line) and recon-
structed quasi-momentum distribution S(q)/S(0) (red solid line) for (a) V = 0, (b) V = 3.9ER,
(c) V = 8.3ER, (d) V = 11.7ER, and (e) V = 15.9ER. The dashed lines corresponds to power-
law fits and the shaded area to the fit window. (f) Extracted exponents α for maximum
filling n̄ = 2 (full circles) and n̄ = 1 (empty circles). Empty squares coresspond to values
reported in Paredes et al. (2004). Red diamonds correspond to the exponents extracted from
the quasi-momentum distribution. The dashed line corresponds to the exponent 1/2 for an
ideal Tonks-Girardeau gas.

to a n̄ = 3 maximum filling in most of the tubes. To confirm this hypothesis, we have re-
peated the experiment with a reduced atom number so that the maximum filling is n̄ = 1
(empty circles). The quantitative agreement with the values of Paredes et al. (2004) is much
better. Note that it is not surprising that we observe the same qualitative behavior even if
n̄ > 1. For a Tonks-Girardeau gas with n̄ ∈ [1,2], the atoms corresponding to n̄ = 1 can be
ignored and only the surplus of atoms needs to be considered. For this surplus of atoms
behaving as hardcore bosons, the interaction energy U is larger, which could explain why
the exponent α converges slightly faster to 1/2.

The reconstructed quasi-momentum distribution is shown in red in figure A.3(a-e), and
the algebraic exponent of the central peak is shown in figure A.3(f) as red diamonds. Per-
forming the same power-law fit, we observe that that the exponent actually converges to 0.
Thus, the “power-law” decay reported in Paredes et al. (2004) is most likely an artifact of
the Wannier envelope and not a genuine signature of fermionization. The a priori more ac-
curate analysis of Chapter 3 further shows that the finite temperature should wash out the
power-law behavior anyway.
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Appendix B of Part II

B.1 Calibration of the Rabi frequency for light scattering

For experimental convenience, we perform Rabi oscillations by varying the power of the dis-
sipation laser rather than the duration of the dissipation pulse, which we fix to T = 400 ns.
Images are taken after a time-of-flight which is long compared to the lifetime of the excited
state Γ −1

g , and thus all atoms are present on the images. To measure the effect of the dissipa-
tion pulse, we rather look at the tof size of the BEC, which serves as a proxy of the population
transfered to the excited state.

As shown in figure B.1, we indeed observe oscillations of the BEC size. As expected, the
Rabi frequency is proportional to the square root of the power, ΩL = a

√
PL. With a sinusoidal

fit to sin
(
a
√
PLT

)
, we extract a ≈ 2π × 2.5MHz/mW1/2, which is consistent with beam waist

calibration wL ∼ 1 mm. For more details, see the supplemental material of Bouganne et al.
(2020).
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Figure B.1 Calibration of the Rabi frequency: Rabi oscillations on the green transition with
a fixed pulse time T = 400 ns and a varying laser power PL.
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Appendix C of Part III

C.1 Half-wave plate for the large period lattice

In this section, we show that a horizontal half-wave plate can change the phase of the large
period lattice by π. We use Jones formalism, where light propagating in the y direction is
described with vector

(
E0xeiφx ,E0zeiφz

)
.

Before the polarizaing beam splitter (PBS), we start with a beam polarized linearly at a
45◦ angle from x and z

|0⟩ =
1√
2

(
1
1

)
, (C.1.1)

where we have normalized the intensity to 1 for convenience. The PBS creates two arms

|1⟩ =
1√
2

(
1
0

)
, |2⟩ =

1√
2

(
0
1

)
(C.1.2)

For them to interfere when they are recombined on the atoms with a lens, we place a half-
wave plate on arm 1. Its fast axis is set to be at 45◦ from the horizontal, yielding

|3⟩ = e−i π2

(
0 1
1 0

)
|1⟩ =

e−i π2√
2

(
0
1

)
. (C.1.3)

We observe that |3⟩ is dephased by −π/2 with respect to |2⟩ in this configuration.
Let us now change |0⟩ to |0⟩′ with a half-wave plate with a horizontal fast axis

|0⟩′ = e−i π2

(
1 0
0 −1

)
|0⟩ =

e−i π2√
2

(
1
−1

)
. (C.1.4)

Keeping the same notations, this yields

|3⟩′ = 1√
2

(
0
−1

)
, |2⟩′ = e−i π2√

2

(
0
−1

)
, (C.1.5)

meaning that |3⟩′ is dephased by +π/2 with respect to |2⟩′ in this configuration. We have thus
changed the phase of the large period lattice by π.

C.2 Expansion of a two-dimensional condensate

We consider a 2D gas in the ground state of a vertical harmonic oscillator of frequency ωz,
with a size az =

√
ℏ/mωz. As explained in Chapter 1, the interactions are described with an

effective interation strength g̃ =
√

8πa/az, where a is the 3D scattering length.
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C.2.1 Method

To describe the 2D gas, we use a hybrid Lagrangian variational model (Pérez-García et al. 1996,
Edwards et al. 2005). The condensate is described by a classical field ansatz

Ψ (r) = G(z, t)χ(ρ,t), (C.2.1)

where we have separated the vertical and horizontal wavefunctions. The vertical wavefunc-
tion is described by a Gaussian

G(z, t) =
e−

z2

2σ2 +imαz
2

2ℏ

(πσ2)1/4
(C.2.2)

where σ is an effective width and α is an expansion parameter, while the horizontal wave-
function χ remains unspecified. In 3D, the Schrödinger Lagrangian reads

L[Ψ ,Ψ ∗] =
∫
d3r

{
iℏ
2

(
Ψ ∗Ψ̇ − Ψ̇ ∗Ψ

)
+

ℏ2

2M
Ψ ∗∆Ψ −VΨ ∗Ψ +

g3D

2

(
Ψ ∗

)2
Ψ 2

}
(C.2.3)

where g3D = 4πℏ2a/m. Finally, we remind that the Euler-Lagrange equations read

d
dt

∂L

∂Ψ̇
=
∂L
∂Ψ

. (C.2.4)

We use the notation Ψ̇ = ∂tΨ .

C.2.2 Equations of motion

We apply the Euler-Lagrange equations to the variational ansatz. By varying with respect
to x∗ for each variational parameter x, we obtain three equations of motion. We use the
convenient parametrization

ωz(t) =
√
f (t)ωz , τ =ωzt , bz =

σ
az
, (C.2.5)

The equation of motion for α reads

α =
ḃz
bz
. (C.2.6)

The equation of motion for σ reads

d2bz
dτ2 + f (t)bz =

1

b3
z

+
1

b2
z
K[χ] (C.2.7)

where we have defined

K[χ] =
g̃a2

z

N

∫
d2ρ|χ(ρ)|4 (C.2.8)

Finally, the equation of motion for χ reads

iℏωz
∂χ
∂τ

= − ℏ2

2m
∆⊥χ+V⊥χ+

ℏωzg̃a2
z

bz
|χ|2χ, (C.2.9)

which corresponds to an effective 2D Gross-Pitaevskii equation for χ. Here, ∆⊥ and V⊥ hare
the horizontal components of the 3D ∆ and V .
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C.2.3 Solution

At equilibrium, we take bz(t) = b0, f (0) = 1 and χ = χ0. For a non-interacting system,
sigma0 = az and b0 = 1. To account for interactions, we use equation(C.2.7) which becomes

b4
0 = 1 + b0K[χ0]. (C.2.10)

To solve this equation, we make use of the separation of energy scales

ℏω⊥≪ µ0≪ ℏωz. (C.2.11)

We define η = µ0/(ℏωz). Using µ0 ≫ ℏω⊥, we treat equation (C.2.9) in the Thomas-Fermi
approximation, and we obtain

|χ0|2 =
b0η

g̃a2
z
Υ
[
1−

(ρ
R

)]2
(C.2.12)

with the Thomas-Fermi radius R =
√

2µ0/Mω
2⊥. This leads to

K[χ0] =
2η
3
b1/2

0 . (C.2.13)

Equation(C.2.10) becomes

b4
0 = 1 + b3/2

0
2η
3
. (C.2.14)

Using η≪ 1, we get

b0 ≃ 1 +
η

6
. (C.2.15)

When the cloud is released from the trap, the released energy is the sum of the kinetic and
interaction energies at equilibrium

erel = eK,0 + eint,0 =
ℏωz
4b2

0

+
ηℏωz
3b0

. (C.2.16)

Using equation(C.2.15), we finally obtain

erel ≃ ℏωz
4

(
1 +

5
3
η
)
. (C.2.17)

C.3 Integrated Bose and Thomas-Fermi distributions

We consider a Bose gas trapped in a 3D harmonic trap

V (x,y,z) =
1
2
m(ω2

xx
2 +ω2

yy
2 +ω2

z z
2). (C.3.1)

C.3.1 Thermal gas

The 3D density distribution of a thermal Bose gas in the trap reads

nth(x,y,z) =
(

m

2πℏ2β

)3/2

g3/2

φexp

−x2

L2
x
− y

2

L2
y
− z

2

L2
z

 (C.3.2)

where the thermal length are given by Lα =
√

2kBT /mωα, φ = exp(βµ) is the fugacity and
β = 1/kBT . After integration along the line of sight z, the imaged density distribution reads

n̄th(x,y) =
m

2πℏ3β2ωz
g2

φexp

−x2

L2
x
− y

2

L2
y

. (C.3.3)

After a long time-of-flight tggω−1
α , the density in the three directions will be dilated by

dα(t) =
√

1 +ω2
αt2.
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Figure C.1 2D equation of state D(µ/kBT ) for g̃ = 0.15, with Hartree-Fock (dashed) and
Thomas-Fermi asymptotes (dotted). The circles correspond Monte-Carlo calculations from
Prokof’ev et al. (2002). The solid line is a numerical interpolation. The shaded area corre-
sponds to the superfluid regime D >Dc ≃ 7.3.

C.3.2 Bose-Einstein condensate

The 3D density distribution of a Bose-Einstein condensate in the trap reads

nTF(x,y,z) = n0Υ

1− x
2

R2
x
− y

2

R2
y
− z

2

R2
z

 (C.3.4)

where n0 is the peak density and the Thomas-Fermi radius is given by Rα =
√

2µ/mω2
α. After

integration along the line of sight z, the imaged density distribution reads

n̄TF(x,y) =
4
3
n0RzΥ

1− x
2

R2
x
− y

2

R2
y

3/2

. (C.3.5)

After a long time-of-flight t ≫ ω−1
α , the density in the three directions will be dilated by

bα(t). For more details, see Castin et al. (1996).

C.4 Equation of state of the two-dimensional Bose gas

The thermodynamics of weakly-interacting Bose gases is described by equations of states
for quantities such as the phase-space density D (or the pressure P , the entropy S, etc.). In
general, for a fixed n-dimensional interaction parameter (n3Da

3, g̃ or γ), the equations of
states depend on two intensive parameters, the chemical potential µ and the temperature T .

The 2D case is special, so let us discuss it in more detail. Because of the scale invariance,
all 2D equations of state are functions of µ/kBT (Dalibard 2017). For example, we can cast
the Thomas-Fermi density in equation (1.2.4) into an equation of state for the phase-space
density

DTF ≃ nTFλ
2
th ≃

2π
g̃

µ

kBT
(C.4.1)

using the local chemical potential µ(x,y) = µ0 − V2D(x,y). This T = 0 description is rele-
vant when D ≫ Dc, where Dc = ln(360/g̃) is the critical point of the superfluid transition
(see above), calculated by Prokof’ev et al. (2002). In the opposite limit D ≪ Dc, called the
Hartree-Fock limit, the density of state can be calculated with a self-consistent equation

DHF ≃ − ln[1− exp(βµ− g̃DHF/π)]. (C.4.2)

142



C.5. Optical single-particle response of a saturated cloud

where −g̃DHF/π is a mean-field correction to the ideal gas. The general 2D equation of
state D = D(µ/kBT ) was calculated by Prokof’ev et al. (2002) with Monte-Carlo simulations.
We obtain a numerical equation of state by interpolating their points with the two known
limits1. The result is shown in figure C.1. Although trapped gases are not scale invariant,
within the local density approximation, we consider a homogeneous system with potential
µ = µ0 −V2D at every position (x,y), and can thus apply the 2D equation of state locally. In
Chapter 5, we use this equation of state to analyze the 2D density distribution of 2D Bose
gases.

C.5 Optical single-particle response of a saturated cloud

C.5.1 Single-atom saturation

If the intensity is comparable to the saturation intensity, the optical Bloch equations predict
that the steady state probability of the atom to be in the excited state is

pe =
s/2

1 + s
. (C.5.1)

Here we have introduced the saturation parameter s.

s =
2Ω2

Γ 2
1

1 + (4δ2/Γ 2)
=

I
Isat

1
1 + (4δ2/Γ 2)

=
s0

1 + y2 . (C.5.2)

where Ω is the Rabi frequency, y ≡ 2δ/Γ and s0 ≡ I/Isat. The average induced-dipole moment
is

d = ϵ0
α

1 + s
EL, (C.5.3)

and α is the electric polarizability in the small saturation linear response.

C.5.2 Refractive index approach

When s ∼ 1, the 3D Beer-Lambert law for absorption is modified according to

dI
dz

= − ρσ
1 + s

I = − ρσ0

1 + s0

1
1 + 4δ2/(Γ

√
1 + s0)2

I (C.5.4)

Even before integration along z, one can see that if the transition is saturated, less intensity
will be absorbed and the linewidth will be broadened by a factor

√
1 + I/Isat. In 3D, after

integration, one finds

σ0

1 + 4δ2/Γ 2

∫
ρdz = − ln

(
If
Ii

)
+

1
1 + 4δ2/Γ 2

Ii − If
Isat

. (C.5.5)

Past experimental works on quasi-2D atomic gases (Hung et al. 2011a, Yefsah et al. 2011)
used an analogous equation,

OD ≡ nσ0 = − ln
(
If
Ii

)
+
Ii − If
Isat

= − ln(T ) + s0(1− T ), (C.5.6)

when using high-absorption imaging.

1Quantum corrections are not included in these classical field calculations. However, they are small in our
case and mostly change the slope of D(α) on the percent level for our highest densities.
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Figure C.2 (a) Transmission as a function of the saturation parameter s according to equa-
tion (C.5.6) (solid line) and equation (C.5.9) (dashed line). Calculation for a 2D gas with
density n = 100µm−2. (b) Error on density measurements if the (saturated) Beer-Lambert
law is applied when the transmission is given by the 2D electromagnetic response. Calcula-
tion for s = 20.

C.5.3 Electromagnetic boundary conditions description

We now consider a strictly 2D gas and we follow the same electromagnetic boundary con-
dition approach as in Chapter 6. For simplicity, for consider the resonant case δ = 0. The
dielectric susceptibility is modified by the saturation and we have

η = −2k−1 x
i(1 + T s0)

(C.5.7)

where T s0 is the actual saturation parameter in the gas, considering that the field in the gas
is equal to the transmitted field (see Chapter 6). This yields

t =
1

1 + x/(1 + T s0)
and T =

(1 + T s0)2

(1 + T s0 + x)2 . (C.5.8)

This quadratic equation can be solved without difficulty and we find

nσ0 = 2x = 2(1 + T s0)


√

1 +
1− T
T
− 1

. (C.5.9)

For a strictly 2D gas, this is the formula one should use to calibrate the atomic density for
high intensity imaging. Figure C.2(a) compares the transmission for a 2D gas with den-
sity n = 100µm−2 as a function of s0 according to the 3D Beer-Lambert law and the 2D
electromagnetic response. Figure C.2(b) shows the overestimation of the density from the
Beer-Lambert law as a function of s0 for a typical saturation parameter s0 = 20. We find that
the error is maximal at high densities, and reaches at most 20 %.
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