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1.1.1 The causes of loads . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.1.2 The different natures of loads. Basic certification principles . . . . . . . . . 2

1.1.3 Static and dynamic aeroelasticity . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2 Objectives and methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.2.1 Objectives: load attenuation and stabilization . . . . . . . . . . . . . . . . . 4

1.2.2 Aeroservoelasticity: active control solutions . . . . . . . . . . . . . . . . . . 5

1.2.3 Technological readiness of flight control systems . . . . . . . . . . . . . . . . 6

1.2.4 Major issues for active control design and implementation . . . . . . . . . . 9

1.2.5 Methodology and organization of the manuscript . . . . . . . . . . . . . . . 10

1.1 Loads and aeroelasticity

The design of an aircraft goes through various steps, from the initial concept to the final certifica-
tion. Among the different disciplines involved, the loads analysis plays an important role all along
the aircraft development, and during its life cycle. The loads are a general concept which can cover
different physical phenomena and quantities, introduced in this section. Broadly speaking, loads
are forces applied on the airframe, and their study aims at defining the stress environment of the
aircraft either in normal operations or in extreme conditions. The loads analysis has different in-
terconnections with the other disciplines. Typically, aerodynamic, structural and control systems
engineers provide the inputs to the loads computation, which are then used by the stress analysts
to quantify the risk of structural failure and decide whether it is acceptable or not. More loads
generally require heavier structures, and affect the overall aircraft design. It is then critical to have
a good understanding of them, in order to improve the global performance. A bad knowledge of
the loads in an aircraft require important safety margins to cope with the uncertainty, leading to
the so-called "conservatism" in design, meaning that more than necessary security precautions are
taken. The general framework of the loads computation is called aeroelasticity, the sub-domain
of mechanics that takes into account the aircraft structure and the aerodynamics. This section
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2 Chapter 1. Introduction

briefly presents the different types of loads that exist in an aircraft, to introduce the loads due to
the wind, that are the first concern of this work.

1.1.1 The causes of loads

Different causes can create loads on the aircraft structure. A first distinction can be made between
ground and flight loads. The former are those caused when the aircraft lands and during the ma-
neuvers performed on the ground. The landing gear is designed to withstand the shock generated
by the touch down, during the landing, and its study is generally done using nonlinear models.
The maneuvers performed on the ground can be of particular importance, as in this phase the
wings’ weight must be totally supported by the structure, while during a flight the lifting force
alleviates this load. Considering the flight loads, two main causes are generally considered. The
first includes all the in-flight maneuvers that can be performed by a pilot. For instance, in a
positive symmetrical steady maneuver, the elevators are deflected upwards, creating a pitch-up
movement which increases the angle-of-attack and increases the lift force applied on the wings.
The highest possible cases of vertical acceleration are reached during this maneuver. Similarly, a
set of maneuvers is applied to the aircraft during its design phase, to verify that it can withstand
extreme loading conditions. The second source of in-flight loads is the wind, and it is the one
studied in this work. Extreme cases of gusts or turbulence can generate important loads on the
structure. They can have several origins, such as storms and clouds, or can even exist in clear
air due to wind shear, jets streams and because of the ground topography [Hoblit 1988]. The
wind first applies aerodynamic forces on the lifting surfaces, such as the wings and the horizontal
and vertical tail planes, which create structural loads that propagate in the airframe. While the
maneuver loads can generally be computed using quasi-steady models, because of the long time
constants involved, the wind loads are unsteady due to the relative high frequency of the gust and
turbulence disturbances. This implies that several structural modes can be excited, and the full
interaction between the aerodynamics and the structure must be considered in the analyses. In
addition to the loads, the wind creates discomfort for the passengers and the pilot, and can even
lead to injuries when a negative vertical acceleration is suddenly applied to the airplane.

1.1.2 The different natures of loads. Basic certification principles

In addition, the loads can be divided into two categories: the fatigue and the static strength
loads. The first one corresponds to loads which, applied continuously throughout the aircraft life
cycle, can create damages on the structure, such as cracks or buckling. The fatigue loads are
typically computed in normal operational conditions of the aircraft. They have an impact on the
aircraft design, by requiring "damage tolerant structures", and on the maintenance. By a precise
knowledge of the fatigue loads, we can predict the location and the propagation of an eventual
damage, and control it in such a way that it remains safe for the overall structure integrity.
The shift from structures designed to stay intact during the full aircraft lifetime to structures
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1.1. Loads and aeroelasticity 3

for which the degradation can be forecast and controlled has led to significant performance and
safety improvements in aeronautics in the last decades. On the contrary, the static strength loads
correspond to extreme events which can occur during the aircraft life, and to which it must survive.
More precisely, we distinguish the limit loads, which correspond to the maximum loads expected
in service, and the ultimate loads, obtained by applying a safety factor of about 1.5. The general
certification philosophy is to demonstrate that the structure can withstand the limit loads without
deformation, and the ultimate loads without breaking. A probability of occurrence of about 10−5

per flight hour is generally considered for the limit loads, and about 10−9 for the ultimate ones.
This work mainly focuses on the static strength loads. The active control techniques developed
to alleviate them also work in nominal conditions, and could then reduce the fatigue loads if they
were always active. However, as will be explained in section 1.2, this should not be the case in
real applications.

The different cases of limit loads are described in the official certification documents. To
be operated in a region of the world, an aircraft must by certified by the local agencies which
issue their own documents. In Europe, the European Union Aviation Safety Agency (EASA) is in
charge and the certification documents applicable to large aeroplanes is called the CS-25 [European
Aviation Safety Agency (EASA) 2007]. Another agency of importance is the Federal Aviation
Administration (FAA) in the United States of America, and their Federal Aviation Requirements
(FAR). Only the European CS-25 is considered in this work.

1.1.3 Static and dynamic aeroelasticity

The framework used to study the loads is called aeroelasticity. This discipline of Mechanics dates
back to the beginning of the 20-th century, and was formalized in [Bisplinghoff, Ashley, and
Halfman 1955a], which is still a work of reference on this subject. Aeroelasticity can be seen as
the study of the interaction between aerodynamic and structural forces, as indicated by the name,
although the inertial forces play an essential role too. Some important phenomena occurring
in an aircraft can only be explained using this theory, and a few of them can be cited hereby.
The effectiveness of control surfaces (ailerons, elevators, rudders) is affected by aeroelastic effects,
and in certain conditions the controllability of the aircraft can be deteriorated. A phenomenon
called "control system reversal" is an extreme case occurring at a certain velocity, in which the
deflection of a control surface has no effect on the aircraft motion, and a reversed effect above
this velocity. Aeroelastic effects can also influence the aircraft stability, and provoke a structural
instability phenomenon called "flutter" that can lead to the destruction of some parts of the
airframe. Furthermore, the aeroelasticity strongly affects the loads distribution on the airframe.
These effects can be predicted with relatively good accuracy by linear aeroelastic models. Some
other effects are of nonlinear nature, such a "buffeting", which causes high-frequency vibrations of
some structural parts due to aerodynamic impulses produced by the wake [Bisplinghoff, Ashley,
and Halfman 1955a].
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4 Chapter 1. Introduction

Two types of aeroelastic models are used in this work, and rely on different techniques. The
static aeroelastic computations are performed assuming that the aircraft is at equilibrium. His-
torically, a structural Finite-Element Method and a Computational Fluid Dynamics (CFD) com-
putations are performed successively. The former computes the shape of the aircraft deformed by
the action of aerodynamic forces, which is in turn used as input to the latter, that must assume a
certain aircraft shape to compute the aerodynamic forces. This process is accurate, but extremely
time-consuming, and new techniques such as Airbus’s α-shift method have been developed to
accelerate it. The static aeroelastic model provides the equilibrium loads applied on the aircraft
structure, due to the aerodynamic forces (lift and drag) and moments computed at a certain op-
eration point (called trim), composed of the aircraft velocity, climbing angle, altitude, etc. To
account for dynamic effects, such as maneuvers and wind, a dynamic aeroelastic model must be
used. It will be the base for computing loads, performing simulations, and designing active control
solutions. It is defined in details in chapter 2.

The more flexible the aircraft, the more important the aeroelastic effects. The flexibility of
an aircraft is defined by the type of materials used, but also by its shape. Typically, long and
tapered wings tend to be more flexible, and their deformation due to aerodynamic forces will
be higher. From the point of view of an aircraft designer, the flexibility can have pros (better
lift-to-drag ratio, lighter structures) and cons (variable wing shape, loss of control effectiveness),
and it creates challenges across different disciplines. However, the general trend is to go towards
lighter aircraft, with high aspect-ratio wings ("length to width" ratio, defined in section 2.1) and
flexible materials. Significant performance improvements could be obtained by such designs, with
lower fuel consumption. From a static loads point of view, an increased flexibility means higher
structural deformations, hence higher loads. Dynamically, it implies a decrease of the natural
structural frequencies, which are more easily excited by external perturbations such as the wind,
and which interact more with the flight dynamics and the handling qualities of the aircraft. Finally,
an increased flexibility also leads to more unstable aircraft, from an aeroelastic point of view.

1.2 Objectives and methodology

1.2.1 Objectives: load attenuation and stabilization

The general objective of this work is to develop solutions to reduce the loads due to the wind applied
to the airframe, with a view to improving the overall aircraft performance, and the passengers
comfort. This must be performed in an industrial airplane environment, and the interactions
with the other subsystems composing the aircraft must be accounted for, together with the main
constraints imposed by the certification documents. This work does not aim at directly interacting
with the overall aircraft design, like Multi-Disciplinary Optimization (MDO) does. Instead, by
studying some of the new challenges in terms of loads, aeroelastic stability and modeling implied
by the next generations of highly efficient aircraft, the focus is on developing new techniques which
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can be included in future designs.

The main focus of this work is then the so-called Gust Load Alleviation (GLA), which aims
at reducing the loads due to the wind 1. Intermediary objectives are required to achieve this:
the aircraft modeling and the aeroelastic stabilization. The former aims at finding mathematical
models used for simulations, control design and analysis. Ideally, they should be simple, accu-
rate, and represent all the physical effects of interest. Of course, no such model exists, and new
techniques must be developed and trade-offs must be conducted depending on the application.
The aeroelastic stabilization, on the other hand, consists in ensuring that the flutter instability
does not occur during nominal operations, with safety margins. Because of their complexity and
the influence they have on other related subjects, these intermediary objectives are of primary
importance in their own right.

1.2.2 Aeroservoelasticity: active control solutions

The challenges raised by the increased flexibility of aircraft, mentioned in section 1.1.3, have
stimulated many active research topics, with the development several new techniques. A review of
some existing passive and active techniques will be done in chapters 4 and 5. The active ones have
the advantage of not requiring, in general, important modifications of the aircraft structure. They
consist in developing laws that use information from the available on-board sensors to control
the actuators that affect the elastic behavior of the aircraft. This integration of control laws into
the aeroelastic models is called "Aeroservoelasticity". The study of the interaction between flight
control systems and the aeroelastic behavior of the aircraft dates back to the early 70’s with, for
example, [Holloway, Burris, and Johannes 1970] in which the idea of including the classical control
laws into the overall aircraft design was proposed. The use of dedicated laws to control aeroelastic
models has started to emerge in the same years with [Nissim 1971] and [Sandford, Abel, and Gray
1975]. Aeroservoelasticity gained importance only in the 90’s with the development of computers
and the so-called fly-by-wire aircraft, where the manual flight controls were replaced by automated
systems. In the same period, important progress in automatic control was accomplished, and it
profited to active control solutions for aeroelastic systems [Zimmermann 1991]. However, it is only
in recent years that active control solutions started being implemented in commercial aircraft, and
always with simple laws. The active GLA is implemented in recent aircraft such as Airbus’s A380
and A350 by statically deflecting the ailerons to modify the loads distribution along the wing.
The active aeroelastic stabilization, called Active Flutter Suppression (AFS) in the literature, is
not yet implemented on commercial aircraft.

The development and implementation of active control solutions for loads attenuation and
aeroelastic stabilization that would take advantage of the recent developments in control engi-
neering is then a major issue for the next generations of aircraft. Integrated within the general
design of new more flexible, lighter aircraft, they can participate in improving its performance

1The term "gust loads" is ambiguous, and it is not used in this work.
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Figure 1.1: Remote measurement of the wind velocity using a lidar

and solving aeroelastic problems in the next generations. New active GLA techniques could also
take advantage of the lidar technologies under development. Airborne lidars are sensors which can
emit a laser and receive the light scattered by air molecules, or by particles present in the air. By
measuring a phase shift caused by Doppler effect, the lidar can deduce the relative velocity of the
air at a few hundred of meters ahead of the aircraft, as illustrated in Fig. 1.1. Several laser beams
are emitted and the projection of the air velocity onto their directions is measured. This allows
the estimation of the wind velocity before it affects the aircraft (see section 4.3 for the detailed
wind velocity estimation). The information of the perturbation that will create loads a few tenths
of seconds later on the aircraft can be used by feedforward control laws to deflect the actuators
with phase advance. Combined with modern control laws, this technology can lead to significant
loads attenuation and is studied in detail in this work2.

Another promising strategy consists in splitting the wing into two different parts, with a hinge
connecting them. The external part of the wing, called folding wingtip, can be released in case
a high bending moment is estimated or forecast, hence strongly decreasing the lever arm in the
inner part of the wing. By doing so, the bending moment at the wing root is instantaneously
and a protection in case of extreme loads conditions is ensured. Many challenges are studied
for this technology, which is not incompatible with the use of active control techniques for loads
alleviation.

1.2.3 Technological readiness of flight control systems

The study of new aeroservoelastic strategies goes hand-in-hand with the technological develop-
ment of new systems. If a GLA or an AFS system is used for reducing the weight of the structure,

2The word lidar is an acronym meaning "light detection and ranging", but is considered a noun in this work and
is therefore written without capital letters.
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1.2. Objectives and methodology 7

the technology must be reliable enough against failure or malfunction. The choice of the aircraft
control architecture must then be done accordingly. It is mostly composed of three elements:
actuators, sensors and on-board computers. Actuators include the primary flight control surfaces,
which are the ailerons, elevators and rudder. They allow the control of the airplane attitude in
three axes, respectively with roll, pitch and yaw rotations. The secondary flight control surfaces
are composed of the flaps and slats, which can be deployed at the wing’s trailing and leading edge
respectively to increase the lift in low-velocity phases such as take-off and landing. Additionally,
the spoilers are situated on the top of the wings, and they can be deployed to create drag and
negative lift. While these actuators are designed for flight control, their effect on the aeroelastic
behavior of the aircraft can be used for GLA and AFS. The control surfaces can be actuated by
different mechanisms. Traditionally, they are composed of hydraulic systems which are known for
their robustness and the high forces they can generate. However, hydraulic systems suffer from
drawbacks, such as the complexity of requiring full hydraulic circuits in the aircraft, generally
doubled for redundancy, implying additional weight and maintenance. The presence of the hy-
draulic fluid is another inconvenience, as its behavior is affected by the temperature, and as it
can be subject to leakages [Rosero et al. 2007]. This participates in motivating new actuation
technologies, based on electric motors [Derrien 2012]. Compared to hydraulic systems, they would
be lighter, less complex, more flexible and with a more precise torque handling, but they also have
a lower power density and at the moment, they are less robust. In particular, they are more prone
to jamming and can cause fire in case of short circuit [Derrien 2012; Rosero et al. 2007]. Current
generations of aircraft (like Airbus A350 XWB or Boeing’s B787) include hybrid actuators, in
which the power is provided by hydraulic circuits, commanded by electrical systems (while classi-
cally the command was mechanical). The fully-electrical actuators for flight control systems are
still under development at the time this thesis is being written. While these innovations can make
significant design improvements, they have no major influence on the GLA and AFS. The main
impact would be the reduced uncertainty of the actuators dynamics (due to hydraulic fluid’s tem-
perature) and the improved torque control. A new technology, based on morphing surfaces, could
lead to significant advances in aeroservoelasticity. It works by modifying in real-time the shape
of the aircraft structure using mechanisms located inside it. For example, morphing ailerons can
replace classical rigid ailerons by deflecting continuously the trailing edge of the wing [Pankonien
and Inman 2015]. Although most applications are based on such morphing trailing-edge, possibly
other parts of the airframe could be actuated this way. Because of the absence of hinge, the con-
tinuous deflection along the wing’s surface and the absence of fluid’s boundary layer separation,
this technology is more efficient than classical ailerons [Botez et al. 2018]. In spite of the increased
total mass of the mechanism, the drag is strongly reduced [Previtali, Arrieta, and Ermanni 2014;
Pankonien and Inman 2015]. Furthermore, this technology offers possibilities for structural opti-
mization and even adaptiveness to local conditions [Botez et al. 2018]. This fact could be used
for GLA and AFS to act on the loads distribution and stabilize the wing. Furthermore, control
surfaces which are dedicated to GLA could be implemented in the aircraft design in addition to
those used for flight control. Systems capable of producing lift in the middle of the wing’s chord
would avoid the unwanted effects of trainling-edge ailerons, which also create pitching moment
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8 Chapter 1. Introduction

when they are deflected, increasing the wing’s torsional moment and requiring a compensation by
the elevators. As pointed out in [Previtali, Arrieta, and Ermanni 2014], these "direct-lift" control
surfaces could have dedicated objectives, different from the flight control. A study called Smart
intelligent aircraft structures (SARISTU) has been carried out by Airbus in the early 2010’s, and a
new demonstrator project called X-Wing is under development by UpNext, a subsidiary of Airbus.
In the present work, only classical ailerons are considered, but the aircraft models described in
section 2.1 have fully actuated trailing edges.

Sensors are of primary importance in aeroservoelasticity. Observability and controllability
are, mathematically speaking, symmetrical problems of equal importance. However, due to the
different system’s limitations, the technological challenges are radically different. The main sensors
used in airplanes are gyros and accelerometers. They are both very reliable and accurate, with
low noise. They can be miniaturized and placed at different parts of the aircraft to obtain a
good representation of the aircraft in a large frequency band. From this work’s point of view, the
accelerometers and gyroscopes suffer from three main limitations. The first is that they provide
information about displacements only, and not forces. In order to estimate aeroelastic states and
loads, they must be coupled with a structural model, that contains many sources of uncertainties.
Estimating the loads is an active research problem, and different sources of information can be
needed to obtain a good approximation [Carpenter and Albertani 2015]. Another limitation of
the sensors is the delay they create, mainly by centralizing different sources of information in
one computer (the intrinsic delay of sensors is low). This can be a source of instability and of
performance loss, especially at high frequency. Finally, the third limitation regards the phase delay
of the sensors with respect to a wind perturbation. Indeed, at the time the accelerometers and
gyroscopes measure the effects of a wind gust onto the aircraft displacements, it might be too late to
act. This is due in part to their locations, and to the slow dynamics of the aircraft due to its inertia.
The use of probes measuring the angle-of-attack in GLA located at the aircraft nose provides a
direct knowledge of the wind velocity disturbance, slightly in advance with respect to the effect
on the aircraft structure. The recent developments of lidars goes further by measuring the wind
velocity at a distance up to a few hundred of meters ahead of the aircraft as explained in section
1.2.2. These airborne lidar technologies based on the Doppler effect have been actively studied
since the 2000’s and are still under development. Two main technologies can be distinguished: the
coherent and incoherent (also referred to as "direct") Doppler wind lidars [Herbst and Vrancken
2016]. The first type relies on infrared light, which is scattered by aerosols present in the air with
size of the order of magnitude of the micron [Banakh, Smalikho, and Werner 2000; Banakh and
Smalikho 2013]. The second type uses a near ultraviolet laser which is scattered by air molecules, by
the Rayleigh scattering which is more effective at light high frequency (hence shorter wavelength)
[Herbst and Vrancken 2016]. Most in-flight test campaigns of airborne Doppler wind lidars have
been performed using the UV direct technology. The AWIATOR program [Schmitt et al. 2007],
conducted by Airbus in the 2000’s, and the DELICAT program [Vrancken et al. 2016], conducted
in the 2010’s by a European consortium composed of Thales and the DLR among others, were
some of the main industrial programs to perform in-flight tests. Airbus UpNext’s X-Wing project,
already evoked about the morphing ailerons, also plans to implement lidars on the demonstrator.

8



1.2. Objectives and methodology 9

The IR and UV technologies have different pros and cons: the UV lidars are more accurate (higher
spatial resolution) and, because they require only air molecules, they can work at any altitude. The
IR lidars can have a higher range with lower spatial resolution and they depend on the presence
of aerosols in the air, whose density decreases exponentially with altitude. Furthermore, the UV
lidars are affected by the presence of clouds while the IR ones are not. This fact is important for
an eventual GLA strategy, for which the availability at any time of the flight is a requirement.

1.2.4 Major issues for active control design and implementation

Assuming that the system’s technological advancement meets the objectives for active GLA and
AFS, additional considerations must be made to develop a control design methodology. Starting
with a rather universal concept, the simplicity of the control laws must be sought, for practical
reasons (implementation on on-board computers), and also because clear and simple designs are
often associated with robustness. If a complex high-order control law has been designed using a
given model, chances are that, unless clear robustness criteria have been included in the synthesis,
its performance will be reduced on slightly different models. This concept can be compared to the
over-fitting in interpolation theory and machine learning. Robustness is key in aeronautics, and
especially for critical systems such as the control laws, which can lead to tragic accidents in case of
failure or poor design. Certification documents impose strong rules about this which can lead to
conservatism in the aircraft design. However, this is not necessarily inevitable: by demonstrating a
good understanding of the physical phenomena and of the uncertainties, this conservatism can be
reduced and the door is open to adaptive designs. One important condition for a control strategy
to be implemented on industrial airplanes is to be able to prove that it works in any situation,
even extreme, that the aircraft is going to encounter during its life. This is at the heart of the
certification documents for loads and flutter, and will influence this work in different ways, from
the aeroelastic modeling to the control synthesis and post-analysis.

Furthermore, it must be noted that a control strategy is not composed only of a control
law. Industrial flight control systems are complex, not because of the functions that compose
them (which are generally combinations of gains and low-order transfer functions), but because
of their architecture. Their behavior can vary depending on the flight phase, the altitude and
velocity conditions, the aircraft configuration, the pilots inputs, the detection of an anomaly,
etc. Preliminary studies, such as this work, are not required to account for all these situations;
nevertheless, the definition of active GLA or AFS strategies must follow an acceptable logic and
ensure compatibility with already existing systems. For instance, one can wonder when a load
alleviation law must be activated. By activating it all the time, it would tend to reduce the aircraft
handling quality, as the GLA objectives generally go against those of a pilot who wants to perform
a maneuver: when trying to increase the aircraft acceleration to make it move, the GLA law tends
to minimize it. If it is not operative all the time, then a condition that triggers its activation
must be defined, along with the freedom left to the pilot and the flight control laws when the
GLA is activated too. The possibility of sensors or actuators failure must also be considered in
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10 Chapter 1. Introduction

the analysis, even in the preliminary study. For example, the lidar sensor can lead to performance
gains when it works but if it is not reliable, the overall design of the aircraft may not be improved.
With these considerations, we do not claim that all possible problems can be predicted and solved
during the control strategy definition, but rather that the law synthesis must be made in a coherent
way, as part of a more general design.

Another major challenge for control design is the definition of the aeroelastic model it is based
on. Typical industrial state-space models are of very high order, and are incompatible with most
control synthesis methods. Tailoring a model to a specific aeroservoelastic problem is a necessity,
which requires defining the most important features that must be modeled, by a good understand-
ing of the underlying physics, and using specific methods from dynamics and system identification
theories. For GLA, the input/output response of the system must be accurately represented by
the model, and the stability must be preserved. For AFS, the necessity to reproduce correctly
the aeroelastic modes of the system in addition to the input/output behavior is challenging. The
obtained model must be of low order, and the modeling process must preferably not be computa-
tionally intensive, to preserve flexibility and the possibility to define multiple models.

1.2.5 Methodology and organization of the manuscript

The general methodology of this work follows the objectives and the different considerations laid
down in the previous sections. The main objective consists in defining active GLA laws and
will be studied in details in chapter 4. Aeroelastic analyses require the definition of adequate
models, and chapter 2 is dedicated to the development of aeroelastic equations based on the XRF1
aircraft concept, developed by Airbus specifically to study the effects of flexibility and to develop
aeroservoelastic solutions. The aeroelastic equations cannot be directly used for control synthesis,
and chapter 3 describes techniques to identify reduced-order models with different constraints
depending on the application. Benefiting from the lessons learned in aerservoelasticity from the
GLA study, and from the aeroelastic modeling and identification techniques developed in this
work, the problem of AFS is investigated in 5. This logic has driven the PhD thesis whose results
are presented in this work. However, it must be noted that the intermediary steps, which have
naturally arisen from technical problems and, sometimes, lack of available solutions, have become
primary objectives of this work. Their utility exceeds the simple prerequisites for GLA, and extends
to other disciplines such as system identification, control and observer syntheses with parameter
dependence, among others. The active flutter suppression, for instance, is first motivated by the
necessity to use stable models in GLA, but also directly serves the aircraft design in a similar way
as the GLA does. Hence, all the chapters contain their own technical advances and can also be
considered as independent from one another.

In addition to the general logic followed by this work, the multi-model robust analysis is a
common thread linking the different subjects. Inspired by the certification logic consisting in
putting the aircraft in all possible extreme conditions, a multi-robust approach is used for control
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1.2. Objectives and methodology 11

synthesis and analysis, hence requiring dedicated modeling techniques. While many studies focus
on aircraft evolving in one fixed condition, this work investigates a more general aeroelastic model
under the form of several linear snapshots at different flight and mass conditions. This multi-model
logic is linked to robustness and adaptiveness concepts, which are at the heart of today’s challenge
in aeroservoelasticity.

This thesis has lead to the publication of two journal papers [Fournier et al. 2022b; Fournier
et al. 2023b] and two conference papers [Fournier et al. 2022a; Fournier et al. 2023a].
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Aircraft dynamics modeling
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This chapter describes the framework used to develop the system identification, GLA and AFS
techniques exposed in the subsequent chapters. Through the example of the XRF1 concept, a
mathematical model of the aircraft and its environment is defined following industrial processes
used at Airbus to develop and certify airplanes. No technical novelties are presented in this
chapter, which instead lays the foundations of a research approach that intends to solve real-
life complex problems by using modern techniques, with the constraints imposed by industry. A
comprehensive description of the XRF1 aircraft model is then proposed in section 2.1. Section 2.2
then describes the modeling of the atmospheric environment with an emphasis on the gust and
turbulence phenomena. In section 2.3, the aeroelastic modeling process is explained and discussed
in view of the techniques described in the literature.
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14 Chapter 2. Aircraft dynamics modeling

Figure 2.1: 3D view of the XRF1-HARW

2.1 Aircraft modeling

2.1.1 The XRF1 concept

The XRF1 is an aircraft concept developed by Airbus for research purposes. While its general
configuration is similar to a long-range commercial aircraft, the wings are more flexible and more
tapered. This configuration is very efficient from a global design point of view, as it would lead to
a reduced drag compared to current commercial designs. However, the increased wing flexibility
creates new challenges in terms of modeling and certification. The interaction between the aero-
dynamics and the wing structure creates so-called aeroelastic phenomena that will be described
in section 2.3. With a highly flexible wing, the structural modes interact more directly with the
flight dynamics, and create higher dynamical loads. Furthermore, the vibrations introduced can
be slightly damped and even become unstable (flutter phenomenon). The XRF1 concept allows
the study of these new challenges and possible solutions such as GLA and AFS, in a realistic large
commercial airplane environment.

Several versions of the XRF1 have been issued. In most results and unless stated otherwise,
the XRF1-HARW (High Aspect Ratio Wing) version is used in this work. It has been developed
through a partnership between Airbus and the University of Michigan (Ann Arbor). As indicated
by its name, is has a particularly high Aspect Ratio (AR) of 13, compared to a typical value of 8
in current generations of long-range commercial aircraft. The torsional stiffness of the wings has
also been set to a low value to amplify its flexibility and instability. The main characteristics of
the XRF1-HARW aircraft are presented in the next section.

14



2.1. Aircraft modeling 15

Figure 2.2: View from above of the XRF1-HARW

2.1.2 XRF1-HARW aircraft description

This section presents the main characteristics of the XRF1-HARW aircraft model used in this work,
and defines the elementary elements needed for understanding the flight and aeroelastic dynamics.
On Fig. 2.1 a 3D view of the XRF1-HARW is shown with the three body axes. The X axis is
aligned with the fuselage and goes towards the nose of the aircraft. The Z axis is perpendicular
to the X-axis and lies within the symmetry plane of the aircraft. The Y axis completes the others
to form an orthogonal basis. Rotations around the X axis, Y axis and Z axis are respectively
called roll, pitch and yaw and the corresponding rotation velocities are respectively noted p, q
and r. The associated rigid-body dynamics and kinematics will be investigated in section 2.3.
The control surfaces (CS) of the XRF1-HARW are made visible in Fig. 2.1 by their yellow color.
Ailerons cover the trailing edge of the wing, a pair of elevators are located at the trailing edge
of the Horizontal Tail Plane (HTP) and a rudder is positioned on the Vertical Tail Plane (VTP).
A view from above of the aircraft is shown on Fig. 2.2, where the 23 pairs of ailerons are clearly
seen.

Fig. 2.3 shows a view of the aircraft from the side with the definition of some vectors and angles.
We call far-field velocity vector and note V∞ the velocity of the air relative to the aircraft, assuming
no wind. It is only due to the aircraft movement and evolves slowly due to the equilibrium between
the aerodynamic forces and the thrust. The angle-of-attack, noted α, is the angle between the
opposite of the far-field velocity and the X axis. The climb angle, noted γ, is defined as the angle
between the horizon plane and the opposite of the far-field velocity. The total angle-of-attack αtot
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16 Chapter 2. Aircraft dynamics modeling

Aircraft property Value
Reference surface (Sref ) 380 m2

Wing span (b) 70 m
Wing aspect ratio (AR) 13
Geometrical Mean Chord (GMC) 5.5 m
Mean Aerodynamic Chord (MAC) 7 m
Minimum mass 130.000 kg
Maximum mass 250.000 kg

Table 2.1: Properties of the XRF1-HAR aircraft
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Figure 2.3: Longitudinal angles description

is the angle between the opposite of the air velocity relative to the aircraft (including the vertical
wind wz) and the X axis in the X-Y plane. Finally, θ is considered here as the angle between the
horizon and the X-axis, but it will be defined more rigorously in section 2.3.3 with the aircraft
kinematics. These constitute the main elements to study the longitudinal dynamics of the aircraft.
The sideslip angle is defined similarly to the angle-of-attack, but in the X-Z plane (not shown in
the figures.)

Some properties of the XRF1-HARW are presented in the table 2.1. The displayed values are
not exact, for confidentiality reasons. The reference surface Sref is the total surface covered by
the wings. The wing span b is the distance between the two wing tips. The aspect ratio is defined
as AR = b2/Sref . A higher aspect ratio means a more tapered wing. The chord is the distance
between the wing’s leading and trailing edges. As this distance varies spanwise, more definitions
are needed. The GMC is the mean value, and the MAC is a reference value used in aerodynamics
computation. The aerodynamic center is arbitrarily located at 30% of the MAC, backward from
the leading edge at the wing’s root. The minimum and maximum masses of the aircraft are given,
the variation being due to the amount of fuel and the payload in the aircraft. More elements
about the aircraft mass are exposed below in section 2.1.4.
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2.1. Aircraft modeling 17

2.1.3 Flight domain and velocity definitions

The design of an aircraft always includes a flight domain, which defines the velocities and altitudes
at which it can fly. It is defined by the missions the aircraft needs to perform, and extreme cases
that can occur during a life cycle. The flight domain is an important data in this work, as it
defines operational conditions that can be taken as the basis for the study of the aircraft, and
for the synthesis of control laws. It also provides a bounded set of conditions which needs to be
considered as possible and fully taken into consideration in the analysis of the aircraft with and
without GLA or AFS control laws.

Practically, it will be seen in section 2.3 that the loads depend both on the altitude and the
velocity. The flight domain then has different implications on the methodology of a GLA law
synthesis. First, some objectives can be defined as the maximum loads acceptable in operational
and extreme conditions. Then, the synthesis of the GLA law can be performed with an adequately
chosen flight point, taking for example conditions that lead to high loads, or even with a set of
different flight conditions. The analysis phase must then be performed on the whole flight domain,
to ensure that the results are satisfactory in all possible situations the aircraft can face during
its life cycle. Concerning the AFS synthesis, one must ensure stability and robustness margins
over an augmented flight domain, which helps defining the objectives. The synthesis and analysis
must again be performed with full knowledge of the operational and extreme flight conditions.
These considerations will be further developed in chapters 4 and 5 dedicated to the GLA and AFS
respectively.

Before analyzing the flight domain of the XRF1 aircraft used in this work, some definitions are
required. First, different velocities are used in this work and in the loads domain:

• The True Airspeed (TAS) is the velocity norm of the aircraft relative to the surrounding
air. The True Airspeed is of particular importance for loads computations as it affects the
aerodynamics of the aircraft. The measurement of the static pressure is not enough to
determine the True Airspeed of the aircraft, as the knowledge of the local air density is also
required.

• The Ground Speed (GS) is the horizontal velocity of the aircraft relative to the Earth’s sur-
face. In absence of wind, the ground speed is equal to the True Airspeed. Modern aircraft
are generally equipped with Global Positioning Systems (GPS) and Inertial Navigation Sys-
tems (INS) that provide a reliable estimation of the Ground Speed. Under the assumption
of negligible wind velocity, the True Airspeed can be then used on-board the aircraft.

• The Equivalent Airspeed (EAS) is defined as TAS
√

ρ
ρ0

where ρ and ρ0 are the air density
locally and at sea level respectively. It is often used for loads computation as the dynamic
pressure can be directly expressed from it regardless of the local air density. The EAS is
often used in certification documents.

• The Calibrated Airspeed (CAS) is a modification of the EAS which approximates it, and
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18 Chapter 2. Aircraft dynamics modeling

sometimes replaces it to define operational and extreme flight conditions because of its
simplicity to estimate on-board an aircraft.

Note that the TAS, EAS and CAS are equal at sea level. For the sake of simplicity, only the TAS
and CAS will be used in this work, assuming that the former is available on-board the aircraft.
The CAS can be obtained as

CAS = a0

√√√√5
[(

q̄

P0
+ 1
)2/7

− 1
]

(2.1)

where the dynamic pressure q̄ is defined as

q̄ = 1
2ρTAS2 (2.2)

and using results from compressible fluid dynamics, it can be expressed as:

q̄ = P
[(

1 + 0.2M2)7/2 − 1
]

(2.3)

Here, a0 is the speed of sound at 15°C, P0 is the static pressure at sea level, and P is the local
static pressure. Finally, we define the Mach number as the ratio of the TAS and the local speed
of sound

M = TAS
a

(2.4)

Furthermore, some values of the velocity are of particular importance for the aircraft design
and the loads calculations. They define the different limit velocities for each configuration of the
aircraft (airbrakes in or out, flaps and slats in or out, etc). For the sake of clarity, only two of
them are mentioned in this work:

• The maximum operating speed VMO is defined as a CAS at which the aircraft operates
in normal conditions and a value of 170 m/s is fixed in this work. Similarly a maximum
operating Mach number MMO is defined and fixed at 0.86.

• the maximum dive speed VD expressed as a CAS. It represents the maximum possible
velocity of the aircraft in case of dive, which is considered as an extreme condition. A value
of 190 m/s is used in this work. Similarly a dive Mach number MD is defined and fixed at
0.93.

These velocities have a particular importance for the loads computations. Indeed, as explained
above, the CAS is strongly linked to the dynamic pressure. As discussed later in section 2.3,
the loads tend to increase with the dynamic pressure although this trend is not automatic when
considering unsteady aerodynamics. It can then be assumed in first approximation that the max-
imum loads occur at the maximum CAS (either VMO in operational conditions or VD in extreme
conditions). A verification must be performed at all velocities at the end of an analysis. Because
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Figure 2.4: Flight domain

the aircraft spends much more time at VMO than at VD, the loads certification requirements are
less restrictive at VD, as will be further discussed in chapter 4.

Fig. 2.4 presents a simplified flight domain of the XRF1 aircraft, with the information required
for this work. The maximum operation altitude noted ZMO is equal to 12.000 m. The iso-lines
corresponding to five values of the Mach number are shown. The iso-lines corresponding to VMO
and VD are plotted, recalling that these velocities are expressed as CAS hence cover various
conditions of TAS and altitude. Note that at sea level, the TAS corresponds to the CAS.

It can be noted that a flight point can be defined by two parameters. At fixed CAS and altitude,
for instance, the value of TAS and Mach number are fixed, and so are the local air density and
speed of sound. This is done assuming the U.S. standard atmosphere [Office 1962] that gives the
evolution of the temperature with altitude. The air pressure and density are obtained by assuming
the air is an ideal gas in hydrostatic equilibrium. When fixing one of the two parameters, for
example the CAS, one degree of freedom remains (it can be the altitude or the TAS for example)
and will be considered as an uncertain parameters for the design of robust GLA laws in chapter 4.
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20 Chapter 2. Aircraft dynamics modeling

2.1.4 Mass configurations

The previous section 2.1.3 has explained the boundaries of the aircraft flight domain. This section
introduces the definition of the different possible mass configurations of the aircraft. The total
weight of the aircraft and the mass distribution can differ from a flight to another, and can vary
during the flight itself. Several phenomena can create such mass variations:

• The fuel can represent half of the total mass when the aircraft is fully loaded. During the
flight, the fuel will be progressively depleted in the tanks located in the wings, creating
important mass variations.

• The fuel density can vary, depending on the supplier and on the local temperature.

• The payload depends on the mission, and so do its mass and distribution inside the aircraft

As will be explained in section 2.3, these variations of mass distribution will have important
repercussions on the aircraft dynamics. The moment of inertia and the total mass are directly
affected, hence modifying the handling qualities and stability of the aircraft. This is clearly
visualized on Fig. 2.5 that shows the mass-center of gravity diagram of the XRF1-HARW. This
is a classical representation of the different mass configurations of an aircraft, to understand the
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Figure 2.5: Mass-center of gravity diagram of the XRF1-HARW
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limits in terms of mass and stability/maneuverability. The y-axis represents the total mass of the
aircraft, and the diagonal lines have constant values of the center of gravity position, expressed as
a ratio of the Mean Aerodynamic Chord (MAC), backward from the leading edge position. The
left part of the diagram then corresponds to a center of gravity closer to aircraft nose and vice
versa. The x-axis represents the mass multiplied by the arm (difference between the center of
gravity and a point at 30% of the MAC). A mass case situated on the left part is more statically
than a point on the right, but less maneuverable. The left limits are typically defined by minimum
maneuverability and controllability requirements for landing and the capability to perform prompt
avoidance pitch-up maneuvers [Es 2007]. The limits on the right part, in the opposite, are typically
defined by stability margins requirements. The study of the loads due to the wind is influenced
by thee flight mechanics of the aircraft, hence also by its mass and centering. A lighter aircraft
has less inertia, hence a given gust will create a higher load factor. Similarly, an aircraft with a
center of gravity situated forward (left on the diagram of Fig. 2.5) is more stable and its dynamic
response might be lower than a mass case with a center of gravity located aft. Moreover, the
distribution of the mass in the aircraft has a strong influence on the local loads. For example, if
the wings fuel tanks are full, the statical wing root loads will be lower because the weight will
counterbalance the local lift. The dynamical loads, on the other hand, will be lower because of
the local inertia decreasing the local accelerations and displacements.

Some particular values of the mass can be noted, because of their importance in the certification
documents. The Operating Weight Empty (OWE) corresponds to the weight of the aircraft
without fuel or payload. It corresponds to the bottom limit of the diagram in Fig. 2.5. The
Maximum Take-Off Weight (MTOW) is the maximum possible weight of the aircraft authorized
at take-off, and corresponds to the upper limit. The Maximum Zero-Fuel Weight (MZFW) is the
maximum weight without usable fuel. Its difference with the OWE is the payload mass. Finally,
the Maximum Landing Weight (MLW) is the maximum weight authorized for landing.

Similarly to the different flight points mentioned in the previous section 2.1.3, the analysis of
the aircraft and the control synthesis shall be performed with the full knowledge of the possible
mass variations. Contrarily to the flight point, the mass configuration cannot be defined by a
limited number of parameters. For control synthesis, the variations of the mass configuration will
be considered as an uncertainty in the robust control syntheses of chapters 4 and 5. Considering
the analysis, simulations will be performed with different mass configurations. In Fig. 2.5, a limited
number of mass cases (16) have been selected as extreme cases. They should represent as much as
possible the maximum loads and most restrictive flutter conditions. For the sake of conciseness,
the detail of how these mass cases are selected is not developed in this document.

2.1.5 Flight control systems and limitations

The XRF1-model is equipped with different control surfaces, composed of 23 pairs of ailerons
covering the wings’ trailing edges, a pair of elevators and a rudder, all commanded by actuators.
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22 Chapter 2. Aircraft dynamics modeling

All these surfaces can theoretically be used for active control. The high number of ailerons allows
the study of different configurations, but using all of them at the same time is unrealistic. We
will typically limit the surface covered by the ailerons to one fourth of the total surface. This
choice will be further discussed in chapters 4 and 5 for GLA and AFS respectively. In this work
a simplified model for the actuators dynamics is proposed, which is the same for all of them.
A second-order transfer function between the deflection order and the true deflection is used to
model the actuators dynamics:

Hact(s) = 1
s2 + 2ξω0s+ ω2

0
(2.5)

where ω0 and ξ are the actuators’ cutoff frequency and damping ratio respectively. The cutoff
frequency is typically chosen equal to 4 Hz and the damping ratio to 0.85, the true values will be
specified in each results section. This transfer function has an important influence on the GLA
and AFS control synthesis. It limits the capability to control the high frequency response of the
aircraft. This limit must be studied in view of the frequency content of the variables that must
be controlled for a given perturbation (for GLA), or of the frequency of the modes that must
be damped (for GLA and AFS). This will be further developed with the study of the aeroelastic
transfer functions and Power Spectral Densities (PSD) in section 2.3. In addition, constraints on
the actuators’ deflection angle and deflection rates are imposed. Typically, a maximum of 30° and
40°/s will be applied. The deflection angle limit is imposed by the system, and it prevents high local
changes of direction of the airflow, which would create aerodynamic non-linearities. The maximum
deflection rate is also imposed by the system, and acts similarly to the actuator’s transfer function,
by limiting the high frequencies. Note that these constraints can be seen as a saturation and a rate
limiter, which are nonlinear functions. Hence, they cannot be directly imposed in linear robust
control synthesis, and they will mainly be used for validation. The actuator’s model presented
here is simple, but it contains the main limitations of a true system. A significant difference with
real-life applications comes from the fact that the behavior of an actuator can vary depending on
external conditions. For example, hydraulic actuators (which constitute the majority in today’s
commercial airplanes) have different dynamics depending on their fluid’s temperature. Although
this is not directly modeled in this work, the levels of robustness of the control laws should cover
this uncertainty.

Different sensors can be included in the XRF1-HARW model. Typically, accelerometers and
gyroscopes can measure the acceleration and rotational velocities in the three body axes. They
can be placed at the center of gravity, providing important information to understand the aircraft
state, or placed anywhere on the structure to estimate the local deformations and loads. Incidence
probes measure the total angle of attack, and they are generally located at the front of the
fuselage. They are very useful for GLA, as they provide information about the wind disturbance,
slightly in advance with respect to the moment they reach the wings. The incidence probes are
always redundant to limit the effects of a failure. These sensors are modeled as pure delays that
account for the different delays in the data acquisition process. A value of 40 ms is typically used.
This value does not deteriorate the GLA performance as long as sufficient levels of robustness
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2.2. Wind models 23

are imposed. Regarding AFS, this delay can make a difference as high-frequency modes are
sometimes involved in the flutter phenomenon. Finally, it is assumed in this work that the XRF1-
HARW is equipped with a GPS/INS system that provides an accurate estimation of the ground
speed, which we consider equal to the true airspeed (no constant wind). Another class of sensors
can be used to estimate the loads in real-time. The strain gauges measure the variations in
electrical resistance due to local deformations of the aircraft structure, which can be coupled with
a structural model of the aircraft to compute the loads. Strain gauges are often used in test flight,
in order to validate structural models and check that the loads levels are of the same order as
those computed during the design phase. However, many strain gauges are needed to measure
the loads, resulting in a heavy and intrusive sensing system. Furthermore, they are very fragile,
and they need to be regularly calibrated in order to provide an accurate loads estimation. Other
sensors are being developed to estimate the structural loads, such as the inclinometers. They
consist of accelerometers located at different locations of the airframe. The relative acceleration
vectors allows to deduce geometrically the evolution of the direction of each accelerometer. Since
they are fixed to the airframe, the structural deformations can be deduced and coupled to a
structural model to estimate the loads. The inclinometers are gaining popularity because of the
miniaturization of accelerometers, and because of they do not require calibration.

2.2 Wind models

This section presents the wind models used to compute the loads and to synthesize GLA controllers.
As explained in the introductory chapter 1, the strategy employed for GLA in this work is closely
related to the aircraft design, aiming at reducing the maximum loads due to the wind. The models
used to describe the wind must not necessarily be representative of the average conditions faced by
the aircraft, but should rather represent the extreme conditions leading to the maximum loads. It
is then natural to adopt the same models which are defined by the official certification documents
such as the European CS-25 [European Aviation Safety Agency (EASA) 2007] for large aeroplanes.
The paragraph 25.341 provides a definition of a set of wind models that cover different extreme
loads cases. Two types of winds are considered:

• Wind gusts are short events of increased wind velocity with a duration ranging from a few
tenths of seconds to a few seconds. Several causes can exist, such as the air instability [Oliver
2008] or the presence of large natural or artificial obstacles.

• Turbulence is a sustained increased of the wind velocity that can quickly change direction.
It can last several minutes.

The gusts and turbulence define different load conditions for the aircraft by interacting dynamically
with it. Exciting certain aeroelastic modes (see section 2.3) can lead to an important transient
response of the aircraft. Gusts are designed to simulate short events of variable durations, which
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Figure 2.6: Vertical wind velocity of discrete gust profiles of different gradient distances at 0 m
altitude (a) and at different altitudes with a 46 m gradient distance (b)

can target specific modes. The turbulence, on the other hand, can last several minutes and
statistical effects on the aircraft can be observed.

The wind gust velocity is defined in the CS-25 [European Aviation Safety Agency (EASA)
2007] using the following discrete time gust model (sometimes referred to as 1 − cos model).

vz(t) =


Ugust

2

[
1 − cos

(
πtTAS
Lgust

)]
if 0 ≤ t ≤ 2Lgust

TAS

0 otherwise
(2.6)

where t is the time in s. Lgust is called the gradient distance in m and defines one half of
the gust geometrical length. Ugust is the gust amplitude in m/s, which depends on Lgust and the
altitude h:

Ugust = Uref

(
Lgust

107

)1/6
(2.7)

and Uref depends on the altitude as shown in Fig. 2.8 (a). It must be noted that Uref is expressed
as an EAS in this definition. The range of gradient distances is generally comprised between 9 m
and 107 m. This parameter can vary, and in some circumstances it can excite specific aerolastic
modes; these values of Lgust are more critical and they should be targeted during load analysis. In
Fig. 2.6 time simulations of discrete gusts of various gradient distances (a) and at various altitudes
(b) are shown for a TAS of 170 m/s. Short gusts have a lower amplitude but can excite higher
frequency modes: due to the aircraft inertia and actuators limitations, they are more difficult to
reject.
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Figure 2.7: Von Kármán turbulence profile of scale length 762 m at 0 m and 12.000 m

The turbulence velocity is defined in the CS-25 as a stochastic process called continuous tur-
bulence. It is characterized by its frequency content through its PSD. In this work, the empirical
von Kármán PSD for vertical turbulence [Diederich and Drischler 1957] is used:

Φturb(ω) = U2
σ

Lturb

πTAS
1 + 8

3 (1.339 ωLturb

TAS )2

[1 + (1.339 ωLturb

TAS )2]11/6
(2.8)

where ω is the angular frequency in rad/s, Lturb is the scale of turbulence in m and Uσ is the
turbulence standard deviation in m/s that diminishes with altitude as shown on Fig. 2.8 (b). This
velocity is defined as a TAS. In Fig. 2.7 the von Kármán PSD is shown with a 762 m scale of
turbulence, 170 m/s TAS and amplitudes computed at 0 m and 12.000 m using the equations
defined in the European CS-25 [European Aviation Safety Agency (EASA) 2007].

Finally, a correction factor, called flight profile alleviation factor, is applied to the gust and
turbulence velocities depending on some characteristics of the aircraft:

Fg = 1
2(Fgz + Fgm) (2.9)

with
Fgz = 1 − ZMO

76200 (2.10)

and

Fgm =

√
MZFW
MTOW tan

[
π

4
MLW

MTOW

]
(2.11)

where ZMO and the different masses have been defined in sections 2.1.3 and 2.1.4.
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Figure 2.8: Evolution of the reference velocities for gust and turbulence with altitude

The velocities described above are used to compute loads for nominal aircraft speeds, up to
VMO. At VD, gust and turbulence velocities used to compute maximum loads are divided by two
using the previous definitions.

2.3 Aeroelastic modeling

The following sections describe how the equations of motion of the aircraft are derived and sim-
plified. The objective is to obtain models adapted to active control design, in particular for the
GLA described in chapter 4 and the AFS in chapter 5. The former is an active solution to flutter,
a purely aeroelastic phenomenon. The latter aims at reducing the structural loads due to the
wind, and are then, by essence, of aeroelastic nature. Furthermore, in case of a flexible aircraft,
the characteristic frequencies associated to these two mechanisms tend to be lower than for "rigid
aircraft". This implies a higher interaction with flight dynamics. The aeroelastic modeling used
in this work aims at defining equations of motions of the aircraft that take into account the in-
teraction between the structure and aerodynamics with a high accuracy. At the same time, the
aeroelastic modeling should be adapted to control design, for which linear models are often pre-
ferred because of the availability of analysis and synthesis tools based on them. Furthermore, the
aeroelastic models should be as simple as possible, with the smallest possible state dimension, in
order to allow computationally demanding control design techniques such as µ and multi-model
syntheses (see chapters 4 and 5).
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2.3. Aeroelastic modeling 27

2.3.1 Context of the aeroelastic modeling

The aeroelastic modeling of aircraft dates back to the middle of the twentieth century, where the
equations of flight dynamics started including corrections due to quasi-steady interaction between
the rigid motion and aerodynamics (see [Bisplinghoff, Ashley, and Halfman 1955b] and [Etkin
1959]). With the development of computer capabilities, more advanced techniques based on Com-
putational Fluid Dynamics (CFD) methods allowed the modeling of the aerodynamics with better
accuracy, taking into account the full aircraft geometry and using nonlinear, unsteady theory
that can capture transonic effects. However, performing such accurate aeroelastic simulations is
a computationally expensive task. Many applications, including dynamical loads computations,
flight dynamics simulations, controller synthesis and stability analysis, require a reduced aeroelas-
tic model that takes less time to evaluate. A popular approach consists in generating time-domain
data of the Generalized Aerodynamic Forces (GAF) obtained by CFD computations and derive
a nonlinear model that can be coupled with structural dynamics to obtain a reduced aeroelastic
model [Lucia, Beran, and Silva 2004]. Several techniques exist, including Volterra theory [Stalford
et al. 1987; Jenkins 1989], Proper Orthogonal Decomposition (POD) [Hall, Thomas, and Dowell
2000; Romanowski and Dowell 1995; Kim 1998], Harmonic Balance (HB) method [Thomas, Dow-
ell, and Hall 2002] or more recently neural-network-based models [Huang, Hu, and Zhao 2014].
Specific techniques must be developed to reduce the number of high-fidelity CFD computations
that must be performed to generate the time data [Lee-Rausch and Batina 1996; Hall, Thomas,
and Dowell 2000]. Using nonlinear models and accurate aerodynamic computations such as CFD
is well suited for simulation and analysis. When considering flight dynamics of flexible aircraft,
Lagrange equations are generally used and can be simplified by an accurate choice of reference
axis. The literature [Waszak and Schmidt 1988; Schmidt and Raney 2001; Reschke 2005] has also
often made use of mean axes, with respect to which the linear and angular momenta associated
with structural vibrations are zero. The work in [Guimarães Neto et al. 2016] proposed instead a
formulation with an arbitrary choice of body axes.

In their original formulation, the methods cited above lead to nonlinear models that can be
used for simulations of a large class of aircraft including very flexible aircraft with large aeroelastic
deflections [Patil and Hodges 2006; Su and Cesnik 2010]. For controller design, a linear model
is often preferred because of the availability of synthesis and analysis tools based on frequency
analysis. Gust Load Alleviation (GLA) [Fournier et al. 2022b; Fournier et al. 2022a] and active
flutter suppression [Livne 2018] are typical active research topics which are often based on linear
models. If a trim equilibrium of the aircraft has been computed using nonlinear techniques, one
can make the hypothesis of small displacements and deflections around this point such as done
in [Ustinov, Sidoruck, and Goman 2005; Luspay et al. 2019], allowing to define linear structural
dynamics of the incremental displacements. By further assuming that the aerodynamics are linear
(assuming for instance low angle-of-attack and control surfaces deflections), GAF which are pro-
portional to the modal displacements can be computed using CFD, or faster (but less accurate)
techniques such as Doublet Lattice Method (DLM) [Albano and Rodden 1969; Kalman, Rodden,
and Giesling 1971], which works in frequency domain, or its time-domain counterpart Unsteady

27
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Lattice Vortex Method (UVLM) [Konstadinopoulos et al. 1985] used for instance in [Hesse and
Palacios 2014; Hesse and Palacios 2016]. Both the DLM and UVLM are based on unsteady po-
tential theory that leads to GAF proportional to the modal displacements, hence can easily be
coupled with a structural model obtained by built-in Finite Element Method (FEM) for example.
Using DLM leads to GAF computed at different frequency values, based on which LTI models can
be identified as studied in Chapter 5.

2.3.2 Methodology of aeroelastic modeling

The methodology adopted in this work is to start by defining nonlinear equations of motion of
a flexible aircraft, taking into account the aeroelastic interaction and inertial coupling terms.
These nonlinear equations are not directly used, and for this reason only the main outline of their
derivation is shown in section 2.3.3. These equations allow the definition of a nonlinear equilibrium
of the aircraft, and a linearization around it is performed. The linearized equations are reduced by
performing a modal analysis and deriving a set of generalized coordinates in section 2.3.4. Section
2.3.5 then defines an aerodynamic model based on linear subsonic unsteady theory, and section
2.3.6 describes how it can be coupled with the structural model to obtain the full aeroelastic
dynamics. Section 2.3.7 defines the loads and other outputs of interest based on this aeroelastic
model, leading to transfer functions studied in sections 2.3.9, 2.3.10 and 2.3.11, and introducing
some metrics used for GLA. Finally, section 2.3.8 studies the stability of the aeroelastic system,
introducing the flutter phenomenon and the AFS challenges.

At the end of this chapter, an important question remains open: how to approximate the
aeroelastic equations using LTI models? Indeed, the linearity mentioned earlier is related to
the input/output relationship: the superposition property applies, allowing the expression of an
output as the sum of contributions to different inputs. However, due to the fact that the frequency
dependence of the aerodynamic forces is not formalized as a rational function, no representation
in the time domain is available. The next chapter 3 is dedicated to this question, by looking at
state-space models approximations of the aeroelastic equations.

2.3.3 Equations of motion and trim equilibrium

This section explains the general outline of a method based on Lagrange equations and Finite-
Element Method (FEM), inspired from [Waszak and Schmidt 1988], [Guimarães Neto et al. 2016]
and [Reschke 2005]. It leads to nonlinear equations of motion of the aircraft, taking into account
the inertia couplings, and of course, the influence of the structure flexibility. The main objective
of this work is to create models for active control design. For this reason, the nonlinear equations
will mostly be used to define an equilibrium, and assuming the increments with respect to it are
small, linearized dynamics will be deduced.
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The general form of Lagrange’s equation can be written as

d

dt

(
∂L
∂q̇i

)
− ∂L
∂qi

+ ∂F
∂q̇i

= Qi i = 1 . . . Np (2.12)

where L = Ekin−Epot is the Lagrangian, defined as the difference between the kinetic and potential
energies, the qi are the generalized displacements, the Qi are the generalized non-conservative
forces and Np is the number of degrees of freedom. F represents Rayleigh’s dissipation function.
Typically, the elastic forces will be included in the Lagrangian through the potential energy, while
the aerodynamic forces are included in the Qi and the structural damping in F .

After the definition of body axes attached to the aircraft, the generalized displacements are
composed of the translation and attitude coordinates of elements in the body frame, and the
so-called generalized elastic coordinates η. The positions of the body axes are expressed in the
inertial frame and noted R0. The attitude is defined by Euler angles with the following convention:
the rotation matrix Tb from the inertial frame to the body frame is composed of three rotations
around the z-axis, y-axis and x-axis in this order. The respective rotation angles defining the
attitude are called bank, elevation and heading angles respectively and noted ϕ, θ and ψ. The
rotation matrix from the inertial to the body frame then has the following expression:

Tb =


1 0 0
0 cosϕ sinϕ
0 − sinϕ cosϕ




cos θ 0 − sin θ
0 1 0

sin θ 0 cos θ




cosψ sinψ 0
− sinψ cosψ 0

0 0 1

 (2.13)

The translational and rotational velocities of the body frame are expressed in the body coordinates
and noted Vb and Ωb respectively. The derivatives of the position and attitude are then related
to the body velocities by the kinematic equations: Θ̇ = D−1Ωb

Ṙ0 = Tb
−1Vb

(2.14)

with
Θ =

[
ϕ θ ψ

]T

(2.15)

and

D =


1 0 − sin θ
0 cosϕ cos θ sinϕ
0 − sinϕ cos θ cosϕ

 (2.16)

Using these definitions and conventions, the translational, rotational and elastic equations of
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motion are expressed as [Reschke 2005]:

∂

∂t

(
∂L
∂Vb

)
+ Ωb ×

(
∂L
∂Vb

)
− Tb

∂L
∂R0

= TbQt

∂

∂t

(
∂L
∂Ωb

)
+ Vb ×

(
∂L
∂Vb

)
+ Ωb ×

(
∂L
∂Ωb

)
−
(

DT
)−1 ∂L

∂Θ =
(

DT
)−1

Qr (2.17)

∂

∂t

(
∂L
∂η̊

)
− ∂L
∂η

= Qh

where˚is the time derivative of a vector in fixed body frame and × is the cross product. The
generalized forces Qt, Qr and Qh are computed from the derivatives of the virtual work δWnc

due to non-conservatives forces: 
Qt = ∂(δW nc)

∂R0

Qr = ∂(δW nc)
∂Θ

Qh = ∂(δW nc)
∂η

(2.18)

The index "h" is used to indicate matrices associated to these modal coordinates. At this point, the
Lagrangian can be decomposed into the different energy components, that include the translational
and rotational kinetic energies and the gravity (assumed constant over the airframe). Moreover,
we use the important fact that any reference coordinate system that is used to define free vibration
mode shapes is a mean axis, meaning that the relative linear and angular momenta due to elastic
deformation are zero at every instant [Waszak and Schmidt 1988]. Finally, in order to characterize
the elastic displacements η, each independent structural element of the airframe is considered as
a lumped mass mi with inertia tensor Ji. The displacement of a lumped mass is defined by an
elastic deformation di and a rotation ϕi in the local reference frame (see [Reschke 2005] for the
detailed definition) which are related to the elastic coordinates η by a modal transformation. An
important assumption is made about the local elastic deformations, which are assumed small with
respect to the reference shape. This is typical of the Finite-Element approach, in which the aircraft
structure is decomposed into many structural elements. Assuming the elastic displacements are
small then does not prevent large deformations of the wing for instance, since the assumption is
only local. After a few steps not included in this work for conciseness, the following equations of
motion are obtained assuming constant inertia, in which the moments are expressed with respect
to the center of gravity:

m
[
V̊b + Ωb × Vb − Tbg

]
= Fext

JΩb + Ωb × (JΩb) + p̊ + Ωb × L = Mext (2.19)

Mhhη̈ + Bhhη̊ + Khhη + Facc(Ωb,η) + Fcoriolis(Ωb, η̊) + Fcentri(Ωb,η) = Qh

where L is an angular momentum associated to the elastic deformation of the Np lumped masses:

L =
Np∑
i=1

mi

(
di × d̊i

)
+

Np∑
i=1

Jiϕ̊i (2.20)
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The first equation of (2.19) represents the translational motion of the aircraft, with no interference
of the elastic displacements. m and J are the total mass and inertia of the aircraft and g is the
gravity vector in the inertial frame. The second one differs from the rigid-body rotational dynamics
(Euler equations) by the terms containing L and its time derivative, indicating the influence of the
elastic deformations. Finally, the elastic equation (third) contains a part that depends linearly on
the elastic deformation and their derivatives through the generalized inertia, damping and elastic
matrices Mhh, Bhh and Khh. Additional terms include a part due to the rotational acceleration
of the body frame, a Coriolis term and a centrifugal loading term, with different couplings with
the body frame rotation. The external forces and moments contained in Fext, Mext and Qh are
due to the aerodynamic forces acting on the aircraft, studied in section 2.3.5, and the thrust.

In this form, these equations can be used to study the flight dynamics of a flexible aircraft, for
instance, but they are difficult to use for controller design because of the different non-linear terms.
We assume the existence of an equilibrium of the equations of motion (2.19), called trim point.
This equilibrium involves several parameters which are chosen in such a way that all velocities and
accelerations equal zero. Note that an equilibrium with nonzero vertical and lateral velocities (such
as an aircraft in climb phase, or in a steady maneuver) is theoretically possible but not considered
in this work. It then corresponds to a cruise point, in which, broadly speaking, the aerodynamic
drag is counteracted by the thrust, the gravity is equal to the lift by setting the aircraft velocity
and angle of attack, the position of the HTP balances the aerodynamic moment, and the wing is
statically deformed. Note that the HTP deflection can be controlled with slow-dynamics actuators,
and it intervenes in the equations (2.19) in the inertia matrix and the aerodynamic external forces
and moments. The true trim point computation involves accurate static aerodynamics simulations
based on CFD, and falls outside the scope of this work.

By assuming the aircraft close to a trim point, we can use a perturbation approach in which
the displacements slightly differ from their equilibrium value and the dynamics of the increments
become linear. Note that the local elastic displacements had already been assumed small with
respect to the reference shape. By defining Ṽb (and Ω̃b) as the difference between the velocity
(and angular velocity) and the equilibrium value, and performing a first-order approximation, we
obtain the linearized equations of motion:

m ˙̃Vb = F̃ext

J ˙̃Ωb +
Np∑
i=1

Ji
¨̃ϕi = M̃ext (2.21)

Mhhη̈ + Bhhη̇ + Khhη + Mpb
˙̃Ωb = Qh

The Mpb term was initially included in the Facc of Eq. (2.19). It can be seen that the rotational
and elastic equation remained coupled in linear form. The F̃ext and M̃ext are the forces and
moments increments with respect to the equilibrium point. They are due to aerodynamic action
only, since no thrust increments are considered. The attitude kinematics are also linearized and
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simply relate the angular velocity increments to the derivative of the Euler angles increments as:

˙̃Θ = Ω̃b (2.22)

2.3.4 Inertial and Structural models. Modal Analysis

This section explains how the linearized equations of motion (2.21) are practically obtained to
provide a reduced model which can be used for control design and modal analysis. A FEM
approach is adopted, using Airbus’s Gusto software. It is based on models implemented in Nastran
and it uses codes similar to Nastran’s "Solution 146" [MSC.Software Corporation 2004], which is
dedicated to aeroelastic analysis.

On Fig. 2.1, 2.2 and 2.3, different views of the FEM model of the XRF1-HARW can be
seen. It contains structural and inertial elements. The different points which constitute the
model are linked by structural elements (such as bars, beams, surfaces, etc) defined by their
geometrical properties and materials. The inertial model is composed of several lumped masses
that concentrate the mass of the aircraft in a reduced number of points. This inertial model does
not coincides, in general, to the structural model. In addition to the FEM model, a reduced set
of physical points called g-set is defined by the user. A 3D representation of the set location
used in this work is shown on Fig. 2.9. The g-set is considered as the set of physical points of
interest, it will be used to compute the different aeroelastic outputs such as the loads and sensors’
measurements. From the structural and inertial model, the FEM software is able to define stiffness
and inertial matrices Kgg and Mgg. The structural damping information is in general not readily

Figure 2.9: Points constituting the g-set
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available and the damping matrix Bgg cannot be obtained by the FEM model directly. Each point
in the g-set has six degrees of freedom. The (linear) equations of motions of the physical g-set is
then expressed as:

Mggüg(t) + Bggu̇g(t) + Kggug(t) = qg(t) (2.23)

where ug contains the physical translations and rotations of the g-set points, and qg contains the
aerodynamic forces and moments applied on them.

A modal analysis is performed on the matrices Kgg and Mgg assuming a harmonic excitation
aerodynamic force: qg(t) = Qge

jωt. Because of the linearity of Eq. (2.23), the physical displace-
ments have harmonic responses ug(t) = Ug(ω)ejωt+ϕg(ω) with same angular frequency ω. The
equation of motion of the physical set becomes, in the frequency domain:

[
−ω2Mgg + jωBgg + Kgg

]
Ug(ω) = Qg(ω) (2.24)

Normal modes are defined as displacement patterns of free-free structures in absence of damping,
and can they be obtained as: [

−ω2Mgg + Kgg

]
Ug = 0 (2.25)

which is an eigenvalue problem leading to the modal frequencies (eigenvalues) [ωi]i=1...Nh
and the

modal matrix Φgh containing the modal shapes (eigenvectors). As Mgg and Kgg are symmetric,
an orthonormal set of eigenvectors can be found. New matrices Mhh and Khh are then obtained
by transformation using the modal matrices Φgh as follows:

Mhh = Φgh
T MggΦgh = INh

(2.26)

where INh
is the identity matrix of size Nh and

Khh = Φgh
T KggΦgh =


ω2

1
. . .

ω2
Nh

 (2.27)

A reduced number of modes Nh can be kept in the analysis, reducing the size of the aeroelastic
model. Typically, a frequency threshold is defined based on the problem to investigate, above
which the modes are dropped, as the response associated to them becomes very small and does
not affect the dynamics of interest. In this work, frequencies above 10 Hz do not create loads
or interact with the flight dynamics, and are generally stable. In Fig. 2.10 the shapes of two
modes are displayed with an arbitrary exciting force amplitude. They correspond to the first
bending (symmetric) and torsion (antisymmetric) modes. Note that these structural modes will
be modified by the interaction with aerodynamics as explained in section 2.3.6. By assuming
that Ug(ω) ≈ ΦghUh(ω), this analysis allows the definition of new coordinates called generalized
(modal) coordinates [MSC.Software Corporation 2004]. The modal matrix Φgh can then be seen
as a coordinate transformation matrix, and the equations of motions can be written in the reduced
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Figure 2.10: First bending (up) and torsion (down) modes shapes of the XRF1-HARW

modal form: [
−ω2Mhh + jωBhh + Khh

]
Uh(ω) = Qh(ω) (2.28)

It is common to assume that the structural damping matrix Bhh in modal coordinates is propor-
tional to the mode frequency, and assumes the following form:

Bhh = 2Mhh


ξ1ω1

. . .
ξNh

ωNh

 (2.29)

where the ξi are the damping ratios. In this work, a constant damping ratio is assumed, equal
to 0.05 if not stated otherwise. In time domain, the generalized coordinate uh hence defined
includes both rigid-body and elastic modal displacements. Indeed, the aircraft FEM model is
free of constraints and then contains intrinsically the six degrees of freedom associated to modal
frequencies of zero. The generalized displacement uh then encompasses both the elastic generalized
coordinates η and the body displacements defined in the previous section 2.3.3, although the latter
are here expressed in a modal frame instead of a body frame.
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2.3.5 Unsteady Aerodynamics

This section presents the aerodynamic model used in this work for the computation of the external
forces Qg and Qh discussed in the previous sections. The full dynamics including the aerodynamic
and structural parts will be introduced in the next section 2.3.6.

Different techniques exist for simulating and computing the aerodynamic forces. The unsteady
Computational Fluid Dynamics (CFD) is an accurate method that allows the modeling of the
nonlinear unsteady aerodynamics around the aircraft thanks to a finite-volume model. It is not
fit for the loads computation because of its lack of flexibility and it cannot be introduced into
the equations of motion (2.28). In this work, the trim equilibrium is assumed to be known, and
only the aerodynamics increments must be computed. These increments are due solely to the
wind velocity and the local surface displacements, as the statical contribution is included in the
trim computation. Assuming small air downwash (the local deflection of air), which presupposes
low wind velocity and surface displacement, it is reasonable to model the aerodynamic forces
with a linear dependence on them. Furthermore, the computation of the loads due to the wind
is a fundamentally unsteady problem because of the interaction of wind velocities with transient
profiles, as explained in section 2.2, with the aircraft dynamics containing several structural modes
which can create loads and interact with the flight dynamics. For this reason, methods relying
on unsteady aerodynamic theories are required. The Unsteady Vortex Lattice Method (UVLM)
[Konstadinopoulos et al. 1985] and Doublet Lattice Method (DLM) [Albano and Rodden 1969]
are such techniques, the former being based on a time-dependent description of the forces and the
latter is frequency-based. The DLM has the advantage of leading to compact definitions of the
aerodynamic forces, and is used for this reason. It is implemented on Nastran’s aeroelastic tool
and it will be briefly described below.

The DLM method is based on a discretization of the wing and its trail, in so-called aerodynamic
panels aligned with the free-stream velocity. Note that this discretization is different from the one
used in the FEM model. The base of the DLM method is the expression of the air downwash on
the n-th panel as

w(x, s) = 1
8π

Npanels∑
n=1

∫∫
Sn

K(x, ξ; s, σ)p(ξ, σ)dξdσ (2.30)

where w(x, s) and p(ξ, σ) are the downwash and pressure at different spatial coordinates x, s, ξ, σ
of aerodynamic panels of surface Sn and Npanels is the number of panels. The kernel K describes
the link between the pressure applied on a lifting element of the wing to the air deflection anywhere
else. Mainly two types of functions are used for the kernel definition: the parabolic dependence
was the first used by [Albano and Rodden 1969] with a refinement proposed in [Rodden, Taylor,
and Kalman 1972] and a quartic dependence was studied later in [Rodden, Taylor, and McIntosh
1998]. The code used in this work is based on a parabolic kernel described in [Giesing and Kalman
1971].

This computation leads to the so-called Aerodynamic Influence Matrix (AIC) that relates the
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downwash w to the pressure vector p containing the pressures on each aerodynamic panel (see
[Giesing and Kalman 1971] for the exact discretization):

w = A(M,κ)p

q̄
(2.31)

The AIC A is a function of the Mach number and of the reduced frequency κ = ωb
TAS in which

ω is the frequency and b is a reference length. The Mach number and the reduced frequency are
important parameters characterizing the airflow. The former has an influence on the compressibil-
ity of the fluid. The latter, also called Strouhal number in the fluid mechanics domain, describes
the dynamics of the oscillations in a fluid. It is hereby related to the frequency ω that would be
imposed by a harmonic wind or surface control input. The dynamic pressure defined in section
2.1.3.

Additionally, the downwash can be related to the structural displacement ul by the so-called
substantial differentiation, which describes the rate of change of a quantity experienced when
moving along with the flow:

w = [D1 + jκD2] ua + vloc

TAS + wstatic (2.32)

where D1 and D2 are the real and imaginary parts of the substantial differentiation matrix. ua

represents the structural displacements of the aerodynamic grid, that does not coincide with the
g-set. vloc is the local wind velocity vector and wstatic is the static part of the downwash, which
is not considered in this analysis, as it is included in the trim equilibrium. To understand where
this expression comes from, the vertical downwash can be seen as the local angle-of-attack of the
airflow on the surface, assuming the TAS is higher than the structural displacement velocity and
wind velocity:

α = θ − u̇z

TAS + vloc
z

TAS + αstatic (2.33)

where uz is local structural vertical displacement, vloc
z is the local vertical wind velocity and

αstatic is the static angle-of-attack. The DLM is performed in the frequency domain, and the time
derivative b

TAS
d
dt is replaced by its frequency counterpart jκ = j ωb

TAS . Finally, the aerodynamic
forces applied on a grid points are computed by integration of the pressure along the surface:

Qa = Sp (2.34)

where S is an integration matrix containing the surfaces of panels elements. The aerodynamic force
increments (with respect to the equilibrium value) Q̃a can then be related to the displacements
as follows:

Q̃a = q̄SA−1(M,κ) [D1 + jκD2] ua + q̄SA−1(M,κ) vloc

TAS (2.35)

Note that the control surfaces (CS) are here included in the structural displacements. Practically,
the DLM computation is performed at fixed values of the reduced velocity to define the unsteady
aerodynamics behavior on the frequency range of interest.
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2.3.6 Full Aeroelastic model

The aerodynamic forces defined in the previous section can be included in the equations of motion
in generalized modal coordinates (2.28). The first step is to express them in the physical coordi-
nates (g-set). The aerodynamic forces are computed on a set based on the aerodynamic panels,
aligned with the airflow, and an interpolation is required to express them in the g-set used for
structural and inertial models. This is performed using the so-called splining interpolation theory.
Details of its practical implementation in Nastran can be found in [MSC.Software Corporation
2004], and elements of the theory in [Harder and Desmarais 1972; P, McGrew, and Kalman 1972].
The interpolation relates deflections of the structural grid points to the deflections of the aerody-
namic grid points. 1D and 2D functions are then defined to interpolate the deflections, using linear
and surface splines respectively. Elastic elements are sometimes added to the model to smooth
the splines when many points are located closely.

This allows the definition of aerodynamic forces increments in the g-set, which are proportional
to the grid displacements and to the wind velocity, as explained in the previous section 2.3.5.
Furthermore, we split ug into the free and constrained structural displacements:

ug =
{

xg

δ

}
(2.36)

where the free displacements δ include only the control surface deflection angles, which can be
used in real-time for active control, and the constrained displacements xg containing all the elastic
displacements. Note that the control surfaces are assumed massless and rotate without damping.
The dynamics of the control surface are entirely defined in the transfer function Hact defined in
Eq. (2.5). Furthermore, the wind contribution in Eq. (2.35) is local, and assumptions must be
made in order to obtain a single wind input. It is assumed that the horizontal wind scale is much
higher than the aircraft dimensions, in accordance with the Von Kármán model for turbulence,
which assumes a 2500 ft scale. Furthermore, the wind velocity is assumed to be constant at a
given point of space, or to be more specific, that its time variation is much slower than the aircraft
velocity. Based on these two assumptions, the wind velocity on each point of the aircraft can be
written as the wind velocity at its nose, delayed by a time ∆t = −dx

TAS where dx is the position of
the local element on the X-axis. After performing the splining between the aerodynamic set and
g-set, and making the assumptions on the wind velocity, the aerodynamic forces increments can
be expressed in the g-set and split into its different contributions as follows:

Qg = NQ̃a = q̄Qgg(M,κ)xg(t) + q̄Qgδ(M,κ)δ(t) + q̄Qgv(M,κ) v(t)
TAS (2.37)

where N is the splining matrix, Qgg, Qgδ and Qgv are respectively the aerodynamic forces
increments due to elastic displacements of the g-set, the CS deflection and the wind, and v(t) is
the wind velocity at the aircraft nose. Note that the delay factor of the wind velocity is included in
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the function Qgv. The full aeroelastic equation (2.23) can then be written including this element:

Mggẍg(t) + Bggẋg(t) + Kggxg(t) =

q̄Qgg(M,κ)xg(t) + q̄Qgδ(M,κ)δ(t) + q̄Qgv(M,κ) v(t)
TAS (2.38)

In the frequency domain, this becomes:

[
−ω2Mgg + jωBgg + Kgg − q̄Qgg(M,κ)

]
Xg(jω) =

q̄Qgδ(M,κ)∆(jω) + q̄Qgv(M,κ)V (jω)
TAS (2.39)

Where X, ∆ and V are the elastic displacements, CS deflections and wind velocity in the fre-
quency domain. The interaction between the structural, inertial and aerodynamic models can be
fully appreciated in the equation. The Qgg term creates an aeroelastic feedback on the system,
modifying its dynamics. Physically, the aerodynamics act on the structure and creates displace-
ments increments, which in turn, affects the airflow. As it will be explained in section 2.3.8, the
structural modes are modified by the presence of this feedback, and can potentially become un-
stable. This instability is called "flutter". We stress again that the aerodynamic forces depend of
the Mach number and the reduced frequency. The former will be considered constant, and the
analysis will be performed at fixed values of the Mach number. The reduced frequency depends
on the TAS, which is considered constant in the analysis, similarly to the Mach number. The re-
duced frequency also depends on the frequency ω, which is assimilated to the oscillatory frequency
induced by a harmonic wind or control surface deflection input. Through this dependence, the
aerodynamic force increments have their own dynamics. Note that they are computed at discrete
values of κ, hence the equation (2.39) does not assume a rational dependence on the frequency.
The chapter 3 will be dedicated to identifying a rational model based on these discrete values.

Following the generalization precess introduced in section 2.3.4, the equations of motion can
be written in the generalized modal coordinates in which the inertial and structural matrices are
diagonal. In time-domain, the equations are written as

Mhhẍh(t) + Bhhẋh(t) + Khhxh(t) =

q̄Qhh(M,κ)xh(t) + q̄Qhδ(M,κ)δ(t) + q̄Qhv(M,κ) v(t)
TAS (2.40)

and in the frequency domain:

[
−ω2Mhh + jωBhh + Khh − q̄Qhh(M,κ)

]
Xh(jω) =

q̄Qhδ(M,κ)∆(jω) + q̄Qhv(M,κ)V (jω)
TAS (2.41)

where Qhh = Φgh
T QggΦgh, Qhδ = Φgh

T Qgδ and Qhv = Φgh
T Qgv are the aerodynamic

forces increments expressed in the generalized coordinates. In Fig. 2.11 two aerodynamic forces
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Figure 2.11: Aerodynamic forces computed with DLM at discrete frequency values and interpola-
tion using splines

expressed in the generalized coordinates are shown. The first row corresponds to the a force Qhh

describing the aeroelastic feedback from a mode to another, while the second row represents a force
Qhv describing the effect of wind onto a mode. It can be seen that the former tend to be more
regular than the latter, and the unsteady effects are clearly seen on both by the variation over the
frequency. Note that a fixed Mach number and TAS have been set. The DLM is computed at a
reduced number of reduced frequencies, which are then interpolated using splines as shown.

Due to the linear assumption, the longitudinal and lateral dynamics are decoupled. The former
correspond to the motion of the aircraft symmetrical with respect to the X-Z plane (the only
symmetry plane of the aircraft). When all inputs are symmetrical (left and right CS are deflected
in a similar way and no wind component in the y direction), only the longitudinal dynamics are
excited and the outputs remain symmetrical. On the contrary, the lateral dynamics correspond
to anti-symmetrical inputs, with opposite CS deflections on the two wings and only lateral wind.
This decoupling is important for GLA, where the main outputs of interest are symmetrical, and
the analysis can be restricted to the longitudinal dynamics.

The aeroelastic model depends on the Mach number and on the velocity. One DLM computa-
tion must be done for each Mach number, while the velocity can be set directly in the equations
without changing the structural and aerodynamics computations. Note that the velocity has an
influence through the reduced frequency κ, the wind velocity term and the dynamic pressure q̄.
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40 Chapter 2. Aircraft dynamics modeling

Furthermore, as explained in the section 2.1.4, the aircraft mass configuration can be modified
during the flight and depending on the mission. This affects the structural and inertial models,
through the matrices Mhh, Bhh, Khh and Φgh. A new FEM computation must be made for each
mass case included in the analysis. In the following it will be assumed that the variables implicitly
refer to their increment with respect to the trim equilibrium, and the term "increment" will be
omitted to avoid cumbersome formulations.

2.3.7 Computation of loads and other outputs of interest

The previous section has presented reduced equations of motion of the system written in the
generalized modal coordinates. Working in the modal frame is practical as it allows keeping only
a small number of degrees of freedom, representative of the problem that must be analyzed. From
given velocity and control surface deflection angles in the frequency domain, the displacements in
generalized coordinates can be recovered. The outputs of interest, on the contrary, are physical
quantities and must be expressed using the g-set. We define here four types of such interesting
quantities: the angular rates around the three body axes, the accelerations in three-directions, the
loads, and the angle-of-attack. The computations of these quantities are described below.

Angular rates and translational accelerations

The g-set displacements are expressed as rotations and translations in three directions. From the
displacement in generalized coordinates, a multiplication by the modal matrix is performed:

xg(t) = Φghxh(t) (2.42)

Recovering the angular rates and accelerations is then straightforward, by selecting the point of
the g-set at which the quantity is computed and taking the time-derivatives as required. In the
frequency domain, the derivative is done by multiplying by jω. The accelerations are generally
referred to as load factors, and expressed in "number of g = 9.81 m/s2".

Loads

The loads are a general concept which can cover different definitions. This work investigates the
integrated shear force, bending moment and torsional moment which are applied on the aircraft
structure, due to aerodynamic forces. They are referred to as external loads because their origin
is outside of the aircraft, in opposition to the pressure applied by the fuel in the tanks or the
friction that takes place in mechanisms for instance, which are called internal loads. Physically,
the aerodynamic pressure leads to deformations of the structure, which in turn creates local loads
equal to

hg(t) = Bggẋg(t) + Kggxg(t) (2.43)
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when expressed in time-domain in the g-set coordinates. As explained in section 2.3.4, Bgg is in
general not known. Using Eq. (2.38), the local loads can be expressed as:

hg(t) = −Mggẍg(t) + q̄Qgg(M,κ)xg(t) + q̄Qgδ(M,κ)δ(t) + q̄Qgv(M,κ) v(t)
TAS (2.44)

The shear force, bending moment and torsional moment are obtained by integration of the local
loads along the structure. The details of this integration are complex, since they involve many
structural elements (beams, bars, membranes, etc) defined in the FEM model, and fall outside the
scope of this work. Practically, when considering the discretization into g-set grid, the integrated
loads are expressed as a sum of the local loads, which result in the following matrix product:

yloads
g (t) = T hg(t) (2.45)

where T is sometimes called the T-matrix. Now the integrated loads at a point of the g-set can
be expressed from the displacements in generalized coordinates in the frequency domain:

Y loads
g (jω) = T

[[
ω2 (MggΦgh) + q̄ (Qgg(M,κ)Φgh)

]
Xh(jω)

+q̄Qgδ(M,κ)∆(jω) + q̄Qgv(M,κ)V (jω)
TAS

]
(2.46)

One could be tempted to first compute the local loads in the generalized coordinates frame, and
then to express them in the g-set by left multiplication by the modal matrix Φgh. However,
the latter is full column rank and can only be used to pass from the g-set to the generalized
coordinates, so the loads computation can only be done in the g-set directly.

Although the details of the T-matrix computation are not shown, some elements can be ad-
dressed to improve the physical understanding of the integrated loads. By making the assumption
that the wings are fixed-free cantilever beams subjected to a uniformly distributed aerodynamic
force and moment along it, then the shear force would be zero at the wing tip and increase linearly
until reaching the maximum at the root. The bending and torsional moment would follow the
same trend, with a quadratic dependence on the span-wise position. This interpretation provides
the basic strategy used in GLA: by concentrating the local loads at the inner part of the wing
(close to the fuselage), the lever arm is lowered and the integrated bending moment can be reduced
everywhere on the wing, and especially at the root, where it is highest.

The loads of interest are the shear force, bending moment and torsional moment in the wing,
HTP, VTP and fuselage. Although they can all participate in the aircraft sizing, the most impor-
tant location is the wing root, where the highest loads are present, requiring important structures
to withstand them. The bending moment is of particular interest, and is generally considered the
main objective for load alleviation.
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Angle-of-attack

The local angle-of-attack can be computed based on its expression in Eq. (2.32). Using the
assumptions made at the beginning of this section about the wind velocity, the local angle-of-
attack at a point of the g-set is computed in the frequency domain as

αg(jω) = [D1,θ + jkD2,z] ΦghXh(jω) + v

TASe
dx

T AS jω (2.47)

where D1,θ and D2,z are the rows of D1 and D2 associated to the angle-of-attack. Note that dx

is negative following the body axes definition.

The model has been presented in a general framework, but practically, the inputs and outputs
considered in the analysis depend on the application. For loads computation and GLA, we will
only study the longitudinal aeroelastic dynamics. The wind velocity and the control surfaces
inputs are considered, and the main outputs are the loads at the wing root, the angle-of-attack,
the vertical acceleration and pitch rate as will be explained in more details in chapter 4. For
AFS, both longitudinal and lateral dynamics are considered, and the main objectives concern the
stability of the system, hence the only inputs and outputs of interest are those that can be used to
create a closed loop. It will be seen in chapter 5 that an option is to consider accelerometers and
gyros at different locations of the airframe, and as inputs only the control surface are considered
(the wind can be studied as a disturbance of the system but it plays a less important role than in
GLA).

This concludes the description of the aeroelastic modeling process used in this work. In the
next sections, the main features of the models are analyzed in view of the GLA and AFS control
syntheses.

2.3.8 Aerodynamic modes and flutter

The internal stability of the full aeroelastic system defined in Eq. (2.41) comes down to the study
of [

−ω2Mhh + jωBhh + Khh − q̄Qhh(M,κ)
]

Xh(jω) = 0 (2.48)

which is called the flutter equation. At fixed Mach number and velocity, the modal generalized
force depends on the frequency ω. Qhh acts as a feedback on the structural model, and the modal
analysis described in section 2.3.4 is no more valid in presence of aeroelastic effects. The structural
modes are modified by this feedback, and a new modal analysis must be performed based on the
closed loop. If the dependence of Qhh on the frequency was rational, the flutter equation could
be studied as a Linear Time Invariant (LTI) system, and an eigenvalue analysis could provide
information about its stability. This is not the case as from the DLM, the modal generalized force
Qhh is evaluated at discrete frequency values. One way to study the stability could then be to
estimate a LTI model of Qhh based on the available frequency. However, more direct techniques
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Figure 2.12: Evolution of the aeroelastic modes frequency (left) and damping ratio (right) with
increasing CAS

exist, which do not require an intermediary system identification. The so-called "p-k" method
[Hassig 1971] is a popular iterative procedure that aims at finding solutions of[

TAS2

b2 Mhhλ
2 + Khh − q̄Qhh(M,κ)

]
Xh(jω) = 0 (2.49)

at a fixed value of the Mach number M , where λ is an unknown complex number to be found.
From an initial estimation of λ called λ1 the imaginary part is assimilated as an estimate of the
reduced frequency k1:

λ1 = γ1k1 + jk1 (2.50)

and the generalized modal force Qhh(M,κ) is evaluated at κ = κ1 and the equation (2.49) is
solved for λ using this value. This is an eigenvalue problem, which also provides the eigenvector
X̄1. The process is iterated until the imaginary part of λi gets close to the true reduced frequency
κ [Cook 2012]. The procedure is repeated at different values of the velocity. At zero velocity,
there are no aeroelastic effects and the aeroelastic modes are the same as the structural modes.
After a solution has been found at a certain velocity, it can be used as initial condition to the
next velocity. The process is repeated for each mode, initializing λ each time with the structural
pole (zero velocity) and converging until the aeroelastic frequency and damping are obtained at
each velocity. The eigenvector X̄ hence obtained defines the mode’s shape. Note that with this
technique, the structural damping is assumed to be zero. In Fig. 2.12, the solutions of the p-k
method for a Mach number of 0.86 and an empty aircraft are shown in their classical representation.
The left part represents the evolution of the modes frequencies with varying CAS, while the right
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Figure 2.13: Aeroelastic root loci with increasing CAS

part shows the evolution of the damping ratios. When the latter becomes negative, the system is
unstable and the associated velocity is called "flutter velocity". It can be seen that three modes are
susceptible to become unstable when the velocity increases. The main objective of the AFS studied
in chapter 5 is to increase the flutter velocity thanks to the design of a stabilizing control law. Note
that the numerical values are not given for confidentiality reasons. In Fig. 2.13, the same results
are shown with a different representation: the poles are directly drawn on the complex plane,
at different velocities. This representation is more concise, and the evolution of the frequency
is clearer, but rate at which the damping ratio increases or decreases with the velocity is more
difficult to appreciate. Depending on the results, one configuration or the other will be preferred
when studying the AFS.

The p-k procedure described gives information about the evolution of the structural modes with
the velocity. The six modes, associated to the rigid dynamics in absence of aeroelastic effects, are
not covered by the method. Yet, they are important for the loads analysis. The initially rigid
modes (frequency equal to zero) evolve into the so-called "flight dynamics" modes in presence of
aerodynamic effects. They are well known in flight dynamics and will not be described in this work,
see [Cook 2012] for example. The short-period mode is of particular importance in longitudinal
dynamics, with a frequency of about 0.3 Hz, lower than the structural modes that typically start
at about 1 Hz for the XRF1-HARW.

Finally, Fig. 2.14 shows flutter results for different torsional stiffness of the wing. In each case,
a different FEM model has been defined with an increase or decrease of the torsional stiffness of
the wing’s spar. For the sake of clarity, only the three modes which are susceptible to become
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Figure 2.14: Evolution of the aeroelastic modes frequency and damping for different wing torsional
stiffness

unstable are shown. It can be seen how increasing the wing’s torsional stiffness leads to a better
damping of these modes and an increase of the flutter velocity. A stiffness of about −15% will be
used in the rest of the work, in order to clearly see the effects of aircraft flexibility on the model.
Note that on Fig. 2.14, the first mode becomes unstable then stable again when the velocity
increases. The second and third modes become unstable at flutter velocity and the damping only
decreases above. The second type of flutter modes, sometimes called "explosive modes", are more
problematic as they generally cannot be stabilized at all velocities.

2.3.9 Transfer functions analysis

Combining the equations of motion (2.41) that give the response of the state xh to wind and
control surface inputs, and the outputs equations (2.42), (2.46) and (2.47), we obtain transfer
functions which are studied in this section. For the sake of conciseness, only the longitudinal
dynamics are shown for their interest for GLA.
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Figure 2.15: Transfer functions of the XRF1-HARW with sensors outputs

The transfer functions gains from the vertical wind velocity (divided by the TAS), an elevator
and the innermost aileron to the pitch rate q, vertical load factor nz and angle-of-attack α are
shown on Fig. 2.15. These outputs correspond to the sensors that are mostly used for GLA, in
addition to the lidar sensor. The pitch rate and vertical load factor are computed at the center
of gravity, while the angle-of-attack is measured in the front part of the fuselage, 6 meters behind
the airplane’s nose. The computations are done at M = 0.5, a fixed CAS = 170 m/s and an
empty aircraft. In these conditions, the aircraft is stable with a mode (around 3 Hz) close to
instability. As will be explained in section 2.3.10, the response of the aircraft to the wind is low
above 5 Hz and negligible above 10 Hz. For this reason the transfer functions are shown up to 10
Hz. This does not mean that no aeroelastic effect can occur beyond: it has been seen in the flutter
analysis introduced in section 2.3.8 that instability can occur at high frequency. The influence
of the different aeroelastic modes can be seen on the figure: the short period is the first peak
located at around 0.3 Hz, then follows the first wing bending peak at around 1 Hz. The peak
around 3 Hz corresponds to a flutter mode, close to instability. It can be seen on Fig. 2.15 that the
elevators have higher gains than the innermost aileron. This must be contrasted by the fact that
the ailerons are of smaller size, and used together they can have higher effect than the elevators.
Furthermore, the phase diagrams are not shown for conciseness, but they would reveal that the
ailerons have a more direct effect on the vertical load factor. Finally, it can be noted that the
angle-of-attack is almost equal to the wind velocity (divided by the TAS) at frequencies higher
than 4 Hz, while at lower frequencies the contributions of the rigid body vertical velocity and of
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Figure 2.16: Transfer functions of the XRF1-HARW with loads outputs computed at the wing
root

the elastic displacements are clearly seen.

The transfer functions gains with three loads outputs are shown in Fig. 2.16, with the same
inputs as before. The selected loads are the shear force, bending moment and torsional moment.
Again, the elevators have a higher effect than the ailerons due to their size, but less direct.
Indeed, the elevators act on the loads through their intermediary effect on the angle-of-attack
and the pitch angle. By creating pitch and vertical velocity of the aircraft, the angle-of-attack is
modified, affecting directly the local aerodynamic forces applied on the wing, and consequently
the loads. The ailerons have a lower influence than the elevators on the aircraft attitude due to
the lower lever arm which implies a lower pitching moment. They act on the loads mostly through
two different mechanisms. The direct lift created by the ailerons can be used to create a negative
force on the wing that partly alleviates the statical lift, hence reducing the total net force. Since
only increments are considered hereby, this effect cannot be seen, but it must be kept in mind
when deciding the GLA strategy. The second mechanism is by modifying the repartition of the
aerodynamic forces on the wing, which has an effect on the lever arm, and the integrated loads
at the wing’s root are affected. Furthermore, it must be noted that the ailerons action tends to
have opposite effects on the bending and torsional moments: by reducing one the other generally
increases. These elements will be reviewed in more details in the chapter 4 dedicated to GLA. In
Fig. 2.16 it can be seen that the shear force and the bending moment have similar trends, the two
variables are correlated. The torsional moment is very sensitive to the mode with low damping
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Figure 2.17: Transfer functions of the XRF1-HARW from wind velocity to the vertical load factor
and bending moment, with different ailerons inputs

around 4 Hz.

On the previous figures, only one aileron had been considered. In Fig. 2.17, the transfer
functions for all ailerons are shown, for a wind velocity input and the vertical load factor and
bending moments outputs. This graph is of particular importance for the choice of ailerons used
for active control, either for GLA and AFS. The global trend is that the ailerons close to the
fuselage are more efficient than those at the wing tips at frequencies up to 1.8 Hz at controlling
the vertical load factor. This is in part due to the higher surface of the inner ailerons. This trend is
not so clear on the bending moment, where the inner ailerons are efficient at very low frequencies
up to 0.3 Hz but not on the critical range around 0.3 Hz and 1 Hz in which most of the loads occur
and where the CS limitations are not important. Indeed, both the wind velocity frequency content
and the actuators dynamics have a high-frequency roll-off. The three first ailerons have a sensibly
different behavior from the others, it can be explained by the presence of the engines situated
at the position of the fourth aileron. At high frequency, the outer ailerons are more efficient,
and particularly if their relative size are considered. This can have important incidences in GLA
and AFS, where the modes with low aeroelastic damping around 3 Hz should be damped (GLA,
assuming a stable model) or stabilized (AFS, when increasing the aircraft velocity). The middle
ailerons are efficient at controlling the bending moment in all the frequency range of interest. Note
that these are important considerations, but not enough to know what ailerons are to be used for
GLA and AFS. An approach based on the full model will be studied in chapter 5.

The loads shown so far are those computed at the wing root. In Fig. 2.18, the transfer
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Figure 2.18: Transfer functions of the XRF1-HARW from wind velocity to the bending moment,
at different locations along the wing

function for the wind velocity to the bending moment is shown at different locations of the wing.
As explained before, the loads are highest at the wing’s root, and decrease along the span. That
justifies why only the loads at the wing’s root are used as criterion for GLA synthesis for example.
A verification that the loads are lower at the outer locations is required anyway.

The transfer functions at different flight points and mass configurations are considered. One
specificity of this work, as explained in section 1.2.5, is to place the aircraft uncertainty at the heart
of the aeroelastic analysis and the active control design. In Fig. 2.19, different transfer functions
from the wind velocity to the vertical load factor and bending moment are shown, corresponding
to different Mach values (the CAS is still equal to 170 m/s and the airplane is still empty). This
figure shows the very important difference between two aeroelastic models computed at different
values of the Mach number. Due to compressibility effects, the aerodynamics are very different at
low Mach number and in transonic regime. Note that other issues, not studied in this work, can
occur in the transonic regime known for its nonlinearities. Fig. 2.19 shows that the wind has a
lower effect on the bending moment at M = 0.5 than at M > 0.8, but this does not mean that
the loads are lower. Indeed, as explained in sections 2.1 and 2.2, the aircraft flies at lower altitude
at M = 0.5, at which the wind intensity is higher.

Finally, the variations of the aeroelastic dynamics due to the mass configuration are studied, at
fixed M = 0.86. In Fig. 2.20, the 16 mass configurations described in section 2.1.4 are compared
using the same transfer functions as before. Again, important variations exist between two con-
figurations. It can be noted that while the Mach number can be known by the aircraft’s on-board
computer, the mass configuration is more difficult to quantify and parameterized. These variations
will hence be considered as uncertainties, in general. In section 3.9.2, a possible parameterization
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Figure 2.19: Transfer functions of the XRF1-HARW from wind velocity to the vertical load factor
and bending moment, at different values of the Mach number
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Figure 2.20: Transfer functions of the XRF1-HARW from wind velocity to the vertical load factor
and bending moment, for different mass cases
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of the mass configuration is investigated.

2.3.10 Frequency response to turbulence

In order to gain insight into the true loads experienced by the aircraft, this section studies the
response to a turbulence as defined in 2.2. To this aim, Fig. 2.21 shows the power spectral density
of the vertical load factor and the bending moment in response to a von Kármán turbulence with
2500 ft turbulence scale. Knowing the PSD of the turbulence from Eq. (2.8), and the aeroelastic
transfer function H(jω) from sections 2.3.6 and 2.3.7, the PSD of the output can be computed as:

Φy(ω) = |H(jω)|2 Φturb(ω) (2.51)

where the absolute value and square are applied element-wise to H(jω). Fig. 2.21 shows that with
a realistic wind, the frequency content of the load factor and bending moment are almost zero
above 5 Hz. Hence, the models used for GLA do not need to be accurate above this frequency.
In particular, the aeroelastic modes with frequency above 5 Hz must not be considered. This
statement is true if the system is stable. For flutter analysis, all modes can theoretically become
unstable, due to the aeroelastic feedback (see section 2.3.8) or to a control law feedback. Finally,
note that in Fig. 2.21 two main peaks exist for the bending moment’s PSD. The first is due to
the short-period mode, and the second to a structural mode. Depending on the Mach number,
velocity and mass case, the modes can have different relative influence on the outputs PSD, and
this result shall be seen as an illustrative example.
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Figure 2.21: Power spectral density of the vertical load factor and bending moment as response
to a 2500 ft von Kármán turbulence
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Figure 2.22: Comfort and cinetose frequency weighting according to ISO 2631-1

From a PSD response, the L2 norm of the time signal y can be computed as:

∥y∥2 =

√
1
π

∫ ∞

0
Φy(ω)dω (2.52)

In case y is a continuous stochastic process with zero mean value, the L2 norm coincides with the
standard deviation. It is the case here, where the output results from the continuous stochastic
turbulence with zero mean. This provides the main metric used to quantify turbulent loads,
computed in the frequency domain.

Based on the PSD response of the vertical acceleration at a passenger’s location, some criteria of
comfort and motion illness can be defined. The standard ISO document [Mechanical vibration and
shock — Evaluation of human exposure to whole-body vibration — Part 1: General requirements
1997] discusses the effects of vibrations on the human body. By neglecting the lateral accelerations,
and assuming that a uniform acceleration is applied to the body of the passenger (neglecting
the effect of the seat), equivalent comfort and motion sickness accelerations can be obtained by
applying frequency weights to the acceleration PSD, as shown in Fig. 2.22. The integration of
the integrated PSD then leads to equivalent standard deviations, giving criteria for studying the
comfort and motion sickness. The former is associated to low frequencies below 1 Hz, while the
latter is created by high-frequency accelerations. An empirical law states that the percentage of
passengers who are likely to vomit is proportional to the equivalent acceleration standard deviation
(obtained by applying the high-frequency weights) multiplied by the square root of time.

2.3.11 Loads envelopes

The time and frequency responses of an aircraft are computed at a given flight point and mass
configuration. It is not straightforward to know which conditions will lead to the higher loads.
Considering the velocity (at fixed Mach), it has been explained in section 2.1.3 that, in general,
increasing the velocity leads to higher loads. The EAS is particularly meaningful in that sense, as
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the aerodynamic forces are proportional to its squared value (dynamic pressure), and the CAS is
a good approximation of the EAS. For this reason it was decided to work at fixed CAS, taking the
highest possible value in the nominal flight envelope. At fixed CAS, the value of the Mach number
which leads to the higher loads is not obvious. A higher Mach means a higher altitude hence lower
wind velocity (see section 2.2), but the aerodynamics are affected in a non trivial way. Similarly,
several mass configurations could in theory lead to the maximum loads. For these reasons, the
loads are computed at different values of the Mach number and mass cases, and the results are
presented in the so-called correlated loads envelopes. Fig. 2.23 shows an example of correlated
load envelopes, one for the couple vertical load factor/shear force at the wing root, and one for the
couple bending/torsional moments at the wing root. In the gust case, simulations are performed
with positive and negative gusts following the 1 − cos function defined in 2.2. The maximum of
each load is computed, and the value of the other load in the couple is used to create a point. The
same is done with the minimum value. This representation shows at the same time the maximum
positive and minimum negative loads, and the correlation between the loads. For the turbulence
case, the computations are performed in the frequency domain. The loads correlations are defined
as

ρcorr
ik = 1

π

∫ ∞

0
Re (Hi(jω)Hk(jω)∗) Φturb(ω)dω (2.53)

where Hi and Hk are the frequency transfer functions of the wind to the loads i and k respectively.
The square root of the diagonal terms σk = √

ρkk are the standard deviations of the loads, and
correspond to the L2 norm computed from Eqs. (2.51) and (2.52). The correlated load i corrected
by correlation with load k is then expressed as

σcorr
ik = ρcorr

ik

σk
(2.54)
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The points of the loads envelope due to turbulence wind are then defined by coordinates (2.5σi, 2.5σcorr
ki )

or (2.5σcorr
ik , 2.5σk). The computations are performed at different values of the Mach number 0.5,

0.8 and 0.86, less or equal to the operational Mach number MMO) and the 16 different mass
configurations described in section 2.1.4.

In Fig. 2.24, the correlated loads envelopes are shown for different gust values and for turbu-
lence. It shows that the worst cases of shear force, bending and torsional moment due to a gust are
obtained with the longest gust of 107 m. Nevertheless, the turbulent loads are of the same order
of magnitude. The maximum load factor is obtained with an intermediary gust of about 65 m
gradient. These conclusions are true in absence of control laws only. The (nz, Tz) and (Mx,My)
loads couples are correlated for long gust and turbulence, as seen by the oblong shapes of the
envelopes.

Finally, Fig. 2.25 shows the comparison of the loads envelopes obtained at different Mach
numbers. The values of 0.5, 0.8 and 0.86 correspond to operational values, and the values of
0.9 and 0.93 correspond to extreme cases in which the aircraft dives, with different certification
constraints as explained in section 2.1.3. A higher Mach number tends to lead to higher loads,
but still of the same order of magnitude as a low Mach number of 0.5. It is then not possible to
clearly establish that the strongest loads occur at highest Mach number. The analysis of the worst
cases of loads, either in open-loop or with an active control system, should include computations
at different Mach numbers in order to be complete.
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3.1 Introduction

3.1.1 Context of aeroelastic reduced order modeling

Aeroelastic models defined in Chapter 2 are linear, in the sense that if y1 and y2 are the responses
of the model to u1 and u2 respectively, then a linear combination of inputs a1u1 + a2u2 leads
to a linear combination of outputs of the same form a1y1 + a2y2. However, the DLM method
described in section 2.3.5 leads to values of the GAFs at different reduced frequencies, which
cannot directly be used by control design techniques or for stability and robustness analysis.
Linear Time Invariant (LTI) state-space models can be obtained based on these values, using
system identification techniques, and then used for simulation, analysis and control synthesis.
The classical approach is to use Roger [Roger 1977] or Karpel [Karpel 1982] approximations that
fit a transfer function composed of a second-order polynomial and of delay terms from the GAF
data, like in [Waite et al. 2018]. Another popular method is the Eigensystem Realization Algorithm
(ERA) [Juang and Pappa 1985] that identifies a state-space model based on time-data, used by
several studies on active flutter suppression [Silva and Raveh 2001; Silva 2018; Waite et al. 2018;
Waite et al. 2019]. With the assumptions of small displacements around a trim equilibrium and
linear aerodynamics, linear aeroelastic models can be obtained with this procedure.

Aeroelastic models obtained by GAF rationalization maintain the physical interpretation of
the states, which can be assimilated to modal displacements and aerodynamic delays for example.
However, in absence of dedicated methods to reduce their order, these models can be prohibitive
for numerically intensive control synthesis techniques. From the author’s experience, classical re-
duction techniques, such as the balanced truncation, [Green 1988], lead to poor approximation of
the initial model when the latter is of very high order and numerically ill-conditioned. The cur-
rent work studies a different strategy, by working directly on identification of the full aeroelastic
transfer function, instead of the GAF. The frequency response of the aeroelastic transfer function
is first evaluated at different frequencies, and Multi-Input Multi-Output (MIMO) identification
algorithms based on this data are used to directly obtain reduced order state-space models. Aero-
dynamics are modeled by DLM to directly obtain GAF in the frequency domain, and a built-in
FEM model is used for structural dynamics. By focusing on the response corresponding to the
inputs and outputs of interest, only the main features are modeled, leading to much lower orders
than with the classical approach. However, the dependence on the flight parameters (such as
Mach and altitude) is lost, and a model must be obtained for each condition separately. The
subspace identification is a state-of-the-art set of techniques for estimating a MIMO state-space
model from time or frequency data, an overview can be found in [Qin 2006]. The Loewner method
[Mayo and Antoulas 2007; Karachalios, Gosea, and Antoulas 2019] is another promising approach,
based on rational interpolation theory. In absence of stability constraints, there is no guarantee
that these methods will produce models which reflect the stability of the true system, especially
when its order is not known in advance. This difficulty, acknowledged in [Kergus et al. 2018]
for example, is a typical flaw of the black-box approach, which loses the physical interpretability

58



3.1. Introduction 59

of the aeroelastic system whose poles are not exactly modeled. The first step to cope with this
issue is to impose stability of the identified model. This is done in this work by using the results
of [Miller and De Callafon 2013] based on [Chilali and Gahinet 1996; Lacy and Bernstein 2003],
in which a subspace-based identification is proposed with a general set of constraints imposed
to the poles, that includes the constraint of stability. The second step to improve the physical
interpretability of the models consists in imposing a set of known aeroelastic poles that have been
estimated beforehand by p-k method [Hassig 1971] for example, while other poles are left as free
parameters to improve the approximation accuracy. With this hybrid method, the objective is to
ensure the stability of the mathematical poles that help approximating the true transfer function,
while imposing that some poles of interest are correctly modeled, with direct applications in GLA
and AFS syntheses, but also in effective aeroelastic simulations. Specific techniques are developed
based on the subspace identification and inspired by [Tang, Wu, and Shi 2017], to impose poles
with and without constraints on the additional poles.

The contributions of this chapter are the following:

• A low-order identification approach based on the aeroelastic transfer function frequency re-
sponse, and the comparison of the Loewner method and subspace methods with and without
stability constraints.

• The extension of a procedure to impose poles location constraints in the system identification
process to the Loewner framework, already existing for subspace methods.

• Novel hybrid identification techniques, in which a part of the poles is imposed and the other
part is left as free parameters. The possibility to impose constraints on the free poles is
investigated. These methods are validated and compared using data generated from fixed-
order random state-space models, before being applied to aeroelastic data obtained from
FEM and DLM models.

• The simultaneous identification of multiple state-space models with common matrix C with
a modified Loewner method, leading to the definition of polytopic models.

3.1.2 State-space model identification

The objective of this chapter is to identify state-space models that approximate aeroelastic systems
defined by the modal displacements dynamics (2.41) and by the expression of the outputs of
interests defined by Eq. (2.42), (2.46) and (2.47). The state-space model can be either defined in
discrete-time form: xk+1 = Axk + Buk

yk = Cxk + Duk

(3.1)
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60 Chapter 3. System Identification

where k is the discrete time, or alternatively in continuous-time form:ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(3.2)

where t is the continous time. x is the state vector, u and y are respectively the input and output
vectors, and the matrices A ∈ Rn×n, B ∈ Rn×Nu , C ∈ RNy×n and D ∈ RNy×Nu are matrices
defining the model.

The choice of the inputs and outputs depends on the application. The outputs of the model can
be the variables measured by the aircraft sensors, and the structural loads which are used for GLA
only. In some cases all control surfaces inputs will be used, and in others, only a reduced number
of them is selected, or the ailerons can even be grouped as to limit the number of independently
controlled inputs. The wind is the main disturbance considered in GLA, and is not used in AFS.
Considering the choice between a discrete-time or continuous-time model, the latter is generally
preferred when the identification techniques allow it. A continuous time model can easily be
transformed into a discrete-time model with a selected time step, while the contrary is not always
straightforward.

What is meant by "approximating" an aeroelastic system also depends on the problem and the
type of identification method used. The main objective is that the transfer function associated
to the identified model matches the aeroelastic data. After computing the frequency response
[H(ωi)]i=1...N at N angular frequency values [ωi]i=1...N using Eq. (2.41), (2.42), (2.46) and (2.47),
the identified transfer function Ĥ must minimize the approximation error:

min
A,B,C,D

N∑
i=1

∥∥∥H(ωi) − Ĥ(ωi)
∥∥∥ (3.3)

where the transfer function associated to a discrete-time state-space model is expressed as:

Ĥ(ω) = C
(
ejωIn − A

)−1
B + D (3.4)

and for a continuous-time state-space model:

Ĥ(ω) = C (jωIn − A)−1
B + D (3.5)

where In is the identity matrix of size n. Depending on the problem studied, different types of
norms can be used to define the approximation error. At the same time, the identified models
should be of low-order n, leading to a trade-off between complexity and accuracy.

This work also investigates the possibility to constrain the identified model to make its behavior
closer to the true physical system. The identification procedures are numerical algorithms, so
the existing MIMO identification techniques from frequency data will generally lead to identified
poles that differ from the true aeroelastic poles. The most obvious effect comes from the fact that
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3.2. Identification by GAF rationalization 61

even when the true system is stable, the identified model can be unstable, hence improper not
only for simulations as the time response will diverge, but also for controller synthesis where the
stabilization of the system will be a strong, unjustified, additional constraint. Another undesired
effect of the bad identification of the aeroelastic poles is the fact that the physical interpretability
is lost. For example, when studying the evolution of an unstable pole (flutter) and the design of
its active stabilization, one wants to be sure that it is correctly represented by the model. This
motivates the development of identification with constraints on the poles location, and with some
known aeroelastic poles imposed to the identified state-space model. The poles can be estimated
using the p-k method for example, described in section 2.3.8.

Remark 1. The transfer function associated to a state-space model of order n has the same order
n, defined as the order of the polynomial at the denominator. However, from a generic n-th order
MIMO rational transfer function with Nu inputs and Ny outputs, a state-space system can be
computed but it will have a higher order. It will be equal to nmin(Nu, Ny) if the poles have a
simple multiplicity and the residues are full-rank, as explained in more details in appendix A. The
direct identification of rational transfer function based on data is then excluded as it would lead to
high-order state-space systems.

Section 3.2 first describes the classical identification by GAF rationalization. In section 3.3 two
MIMO identification algorithms based on frequency data are presented: the Loewner interpolation
method, and a subspace algorithm. Section 3.4 uses the same subspace framework with additional
constraints on the poles location, and section 3.6 investigates methods for imposing known poles
to the identified model, with and without constraints on the free poles. Finally section 3.7 presents
the results of the validation and comparison of the presented methods on different sets of data. A
summary of the techniques presented in this work and their main characteristics can be found in
Table 3.1 in the results section, to help the reader keep track of the different methods.

3.2 Identification by GAF rationalization

A classical white-box procedure relies on a rational function approximation (RFA) of the GAFs
Qhh, Qhδ and Qhv of Eq. (2.41). Recalling that the GAFs depend on the reduced frequency
κ = ωb

TAS , and on the Mach number, they can be assimilated to functions of the Laplace variable
s = jω at fixed Mach and TAS. A first type of rational approximation is given by the Roger
approximation [Roger 1977] of an aerodynamic force matrix by the function:

F (s) = F0 + F1s+ F2s
2 +

nγ∑
i=1

Fi+2s

s+ γi
(3.6)

where nγ is an integer parameter, the γi are real strictly positive parameters called delay coeffi-
cients. These parameters are imposed by the user, a high number of delay coefficients can lead
to a better approximation of the aerodynamic force matrices but increase the model’s order. The
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62 Chapter 3. System Identification

(Fi)i=0...nγ +2 are real unknown matrices.

Another commonly used rationalization is the Karpel approximation function [Karpel 1982] of
an aerodynamic force matrix by the function:

F (s) = F0 + F1s+ F2s
2 + D[sInγ − R]−1Es (3.7)

where Inγ is the identity matrix of size nγ , R is a diagonal matrix of delay coefficients (γi)i=1...nγ

imposed by the user, and the matrices (Fi)i=0...2, D and E are unknown matrices. The Karpel
method generally leads to models of lower order than the Roger method.

In both the Roger and the Karpel approximation methods, the unknown parameters are ob-
tained by minimizing the weighted least mean square error:

min
Nk∑
i=1

Ωi

∥∥∥∥Q(M,
ωib

TAS ) − F (jωi)
∥∥∥∥

F

(3.8)

where the (ki)i=1...Nk
are the reduced frequencies at which GAF Q is known. The (Ωi)i=1...Nk

are weights fixed by the user. The approximation is performed at a fixed Mach number. Some
constraints can be included in the minimization process. For example, imposing that the value of
the approximated function equals the true aerodynamic force value at κ = 0 leads to an improved
low-frequency behavior.

The obtained transfer function maintains a physical interpretability, by defining aerodynamic
inertia, damping and stiffness through matrices F2, F1 and F0 respectively, and adding aerody-
namic delays terms that are always stable. When these rationalized GAFs with the rest of the
aeroelastic Eq. (2.41), a state-space model can be obtained, with structured matrices A, B, C

and D. The states of this model are composed of the modal displacements, and additional delay
states. The main drawback of these methods is the high number of states required to obtain a
good approximation of the system’s response, leading to ill-conditioned high-order models, better
suited to system’s analysis and simulations than control synthesis.

3.3 Identification of a MIMO state-space model from fre-
quency data

3.3.1 Subspace identification methods

The idea of subspace methods is to find a realization of some data, namely to define a family of
states that mathematically describes the data, without necessarily having a physical interpretation.
The term "subspace" comes from the fact that a reduced number of states is wanted, leading to
the search of low-dimensional subspaces in which the states evolve. The subspace methods are
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3.3. Identification of a MIMO state-space model from frequency data 63

efficient techniques that allow the identification of MIMO state-space models from time series
composed of the measured outputs and known inputs of a given system. Several variants exist,
among which the most famous are the Canonical Variate Analysis (CVA) proposed by [Larimore
1990], the N4SID by [Van Overschee and De Moor 1994], the MOESP by [Verhaegen and Dewilde
1992] and the observer-Kalman filter method (OKID) by [Phan et al. 1992]. While these methods
have been developed using different strategies, they rely on similar procedures which all come
down the singular value decomposition of a certain matrix with different possible weightings as
demonstrated by [Van Overschee and De Moor 1995] and summarized in [Qin 2006]. The subspace
methods estimate either the sequence of states of the identified model, or its observability (or
similarly the controllability) matrix, leading in both cases to a state-space realization. In the
latter case, after arranging the data into Hankel matrices, the influence of the known inputs can
be removed by a projection onto the orthogonal space of the input Hankel matrix, leaving only
an observability term and a noise term. The latter can be removed under certain assumptions
(uncorrelated noise and enough measurements). Allowing to handle noisy data is a strength of
the subspace techniques and an improvement compared to the ERA method which does not, in
its initial formulation, include noise cancellation. Furthermore, the ERA method requires the
known inputs to be impulsive, while the subspace methods apply to any sufficiently exciting
sequence of inputs. Following the OKID viewpoint [Phan et al. 1992] and under the assumption of
observability, a virtual Kalman filter with arbitrarily high gain can be included in the identification
procedure to estimate the states sequence and limit the noise effects, while maintaining the poles
in a region that preserves numerical issues from happening. Analogs of these methods can be
defined when using frequency data as in the present work. Furthermore, when the data comes
from simulations and not from measurements, the absence of noise can lead to very accurate
identification. The technique proposed by McKelvey and Ljung in [McKelvey, Akcay, and Ljung
1996], a variant on MOESP, is used in this work to identify fixed-order MIMO state-space models
based on frequency data, and will serve as basis for the development of new techniques in sections
3.5 and 3.6. Note that when applied to closed-loop identification, the subspace methods can face
additional problems as pointed out in [Qin 2006]. However, the present work only focuses on
open-loop identification.

Consider the discrete Laplace transform of the state-space model of Eq. (3.1) that is assumed
to model the data:  ejωX(jω) = AX(jω) + BU(jω)

Y (jω) = CX(jω) + DU(jω)
(3.9)

where X, U and Y are the Laplace or Fourier transforms of the state x, input u and output
y respectively. A unitary sampling time has been assumed without loss of generality. When
considering the frequency response of this system at q ≥ n consecutive discrete sampling times,
the following equation is obtained assuming that the data have been generated by the state-space
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model of Eq. (3.1): 
H(ω)

ejωH(ω)
...

e(q−1)jωH(ω)

 = OXC(jω) + Γ


INu

ejωINu

...
e(q−1)jωINu

 (3.10)

where H is the impulse response of the system, the compound state matrix is defined as

XC(jω) =
[
X1(jω) X2(jω) . . . XNu(jω)

]
∈ Cn×Nu (3.11)

where Xi(jω) is the response of X(jω) to an impulse at input i. The matrix O is a generalized
observability matrix defined as

O =


C

CA
...

CAq−1

 ∈ RqNy×n (3.12)

The matrix Γ is the lower triangular block-Toeplitz matrix associated to the Markov parameters,
and is defined as:

Γ =



D 0 . . . . . . 0

CB D 0
...

CAB CB D
. . . ...

...
...

... . . . 0
CAq−2B CAq−3B CAq−4B . . . D


∈ CqNy×qNu (3.13)

When evaluating Eq. (3.10) at N different frequencies (ωi)i=1...N , the following equation is ob-
tained:

H = OX C + ΓU (3.14)

with
X C =

[
XC(jω1) XC(jω2) . . . XC(jωN )

]
∈ Cn×NuN (3.15)

H =


H(ω1) H(ω2) . . . H(ωN )

ejω1H(ω1) ejω2H(ω2) . . . ejωN H(ωN )
...

... . . . ...
e(q−1)jω1H(ω1) e(q−1)jω2H(ω2) . . . e(q−1)jωN H(ωN )

 ∈ CqNy×NNu (3.16)

and

U =


INu INu . . . INu

ejω1INu ejω2INu . . . ejωN INu

...
... . . . ...

e(q−1)jω1INu e(q−1)jω2INu . . . e(q−1)jωN INu

 ∈ CqNu×NNu (3.17)
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The objective of such a formulation is to obtain from data the value of a generalized observability
matrix of the system. This can be achieved by multiplying Eq. (3.14) from the right by an operator
U⊥ which projects onto the null space of U . It can be obtained as

U⊥ = I − UT (UUT )−1U (3.18)

Eq. (3.14) then becomes
HU⊥ = OX U⊥ (3.19)

An estimated observability matrix can then be obtained by performing a singular value decom-
position (SVD) of HU⊥ and keeping only the right orthogonal vectors associated to the first n
singular values, which is, by writing:

HU⊥ = V ΣW ∗ (3.20)

where Σ has the singular values on its diagonal and zeros elsewhere, V and W are unitary
matrices (V V ∗ = I, W W ∗ = I), the superscript ∗ representing the Hermitian (also called
complex conjugate) transpose. The matrix Ô ∈ CqNy×n defined as the first n columns of V is
then an estimate of the observability matrix of the system. Note that in order to obtain a real
estimate of the observability matrix, one must replace H by [Re(H), Im(H)] and similarly for U
and X in Eq. (3.14).

Once an estimate Ô of the observability matrix for a certain realization of the state-space
model has been computed, the corresponding matrix C is obtained as the first Ny rows as seen in
the definition of the observability matrix in Eq. (3.12) and the matrix A is obtained as:

A = O†O (3.21)

where O and O are the matrices obtained by removing the last and first Ny rows of Ô respectively,
and the superscript † denotes the Moore-Penrose pseudo-inverse.

When the matrices A and C are known, the dependence of the state-space’s transfer function
on matrices B and D is linear, they can be obtained as the solution of the following linear least
square problem:

min
B,D

N∑
i=1

∥∥∥C
[
ejωiIN − A

]−1
B + D − H(ωi)

∥∥∥2

F
(3.22)

This problem admits the following solution:

[
B

D

]
=
[

M

M

]† [
Z

Z

]
(3.23)

where M and Z are the complex conjugates of M and Z respectively, which in turn are defined
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as

M =


C
[
ejω1IN − A

]−1
INy

...
...

C
[
ejωN IN − A

]−1
INy

 ∈ CNNy×(n+Ny) (3.24)

and

Z =


H(ω1)

...
H(ωN )

 ∈ CNNy×Nu (3.25)

With the matrices A, B, C and D defining the identified discrete-time state-space model with a
unitary sampling time.

3.3.2 Loewner method

Another identification approach for MIMO systems, the Loewner method [Mayo and Antoulas
2007; Karachalios, Gosea, and Antoulas 2019], identifies a continuous-time state-space model
based on frequency data. This method comes from the field of rational interpolation, and it
looks for a state-space which perfectly matches the frequency data, as a first step. A reduction
based on singular value decomposition is then performed, leading to a reduced-order model that
approximates the data. The Loewner method is well suited to noiseless data.

The objective of the Loewner method is to find a MIMO rational transfer function Ĥ(s) which
interpolates two sets of data along left directions [li]i=1...Nl

and right directions [ri]i=1...Nr
as

follows:  li
T Ĥ(λi) = fi

T

Ĥ(µi)ri = gi

(3.26)

In order to identify a state-space model, a particular version of this interpolation problem can
be considered, in which the directions ri and li are simply taken as the canonical directions
r1 =

[
1 0 . . . 0

]T

, r2 =
[
0 1 . . . 0

]T

and so on. The vectors fi and gi then correspond
to the frequency response of the transfer function used to identify a system. The frequency data
[H(ωi)]i=1...N are first split in two subsets of data associated to the left ωl and right ωr frequency
sets:

[ωi,H(ωi)]i=1...N →
[
ωl

i,H(ωl
i)
]

i=1...Nl
∪ [ωr

i ,H(ωr
i )]i=1...Nr

(3.27)

in such a way that λi = jωl
i and µi = jωr

i , and that the vectors fi and gi can be stacked into a
matrix form:

F =


f1

T

...
fNlNy

T

 =


H(ωl

1)
...

H(ωl
Nl

)

 ∈ CNlNy×Nu (3.28)
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and
G =

[
g1 . . . gNrNu

]
=
[
H(ωr

1) . . . H(ωr
Nr

)
]

∈ CNy×NrNu (3.29)

Similarly, the interpolation directions li and ri can be stacked into matrices:

L =


l1

T

...
lNlNy

T

 =


INy

...
INy

 ∈ CNlNy×Ny (3.30)

and
R =

[
r1 . . . rNrNu

]
=
[
INu . . . INu

]
∈ CNu×NrNu (3.31)

In order to find a function Ĥ which satisfies the interpolation (3.26), the Loewner matrix is defined
as

L =


H(ωl

1)−H(ωl
1)

ωl
1−ωr

1
. . .

H(ωl
1)−H(ωr

Nr
)

ωl
1−ωr

Nr... . . . ...
H(ωl

Nl
)−H(ωl

1)
ωl

Nl
−ωr

1
. . .

H(ωl
Nl

)−H(ωr
Nr

)
ωl

Nl
−ωr

Nr

 ∈ CNlNy×NrNu (3.32)

and the shifted Loewner matrix as:

Lσ =


ωl

1H(ωl
1)−ωr

1 H(ωl
1)

ωl
1−ωr

1
. . .

ωl
1H(ωl

1)−ωr
Nr

H(ωr
Nr

)
ωl

1−ωr
Nr... . . . ...

ωl
Nl

H(ωl
Nl

)−ωr
1 H(ωl

1)
ωl

Nl
−ωr

1
. . .

ωl
Nl

H(ωl
Nl

)−ωr
Nr

H(ωr
Nr

)
ωl

Nl
−ωr

Nr

 ∈ CNlNy×NrNu (3.33)

The main results of the Loewner method is that the quadruple (Lσ,L,F ,G) defining the MIMO
transfer function

Ĥ(s) = G(Lσ − sL)−1F (3.34)

satisfies the interpolation problem (3.26) as long as there exists at least one complex value λ such
that det(Lσ − λL) ̸= 0 [Antoulas, Lefteriu, and Ionita 2017]. Another important result is the fact
that the Loewner quadruple satisfies the Sylvester equations: ML − LΛ = F R − LG

MLσ − LσΛ = MF R − LGΛ
(3.35)

where the Λ and M are diagonal matrices with λi and µi on their respective diagonals. Although
this result is not directly used in the Loewner method for system identification, it can be a useful
theoretical result that generalizes the interpolation problem (3.26). For given matrices M , Λ,
F , G, R and L of adequate sizes, the Sylvester equations (3.35) can be seen as an interpolation
problem, which admits a unique solution doublet (L,Lσ) provided that matrices Λ and M do not
have common eigenvalues.

A reduction of the transfer function obtained with the Loewner method can be performed
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using a singular value decomposition of the horizontally appended Loewner and shifted Loewner
matrices: [

L Lσ

]
≈ V ΣlW̃

∗ (3.36)

where only the first n singular values are kept, which will define the order of the identified state-
space model. The value of n can be taken as the rank of the Loewner matrix L. In this case,
assuming enough data are available, it defines the McMillan degree of the system [Mayo and
Antoulas 2007] which is the order of a minimal realization in case the system is causal. Practically,
n can be set by the user to identify a reduced-order model. The same is done with the vertically
appended matrices: [

L
Lσ

]
≈ Ṽ ΣrW ∗ (3.37)

The following matrices can then be recovered:

E = −V ∗LW (3.38)

A = −V ∗LσW (3.39)

B = V ∗F (3.40)

C = GW (3.41)

defining the identified continuous-time descriptor state-space model Eẋ = Ax + Bu

y = Cx
(3.42)

As explained in [Antoulas, Lefteriu, and Ionita 2017] the D matrix is incorporated in the other
matrices defining the descriptor model, and can be extracted from them. To the author’s knowl-
edge, the procedure to recover D has not been accurately described in the literature. We propose a
solution in appendix B in the case the system is causal and does not include integrators. Note that
by following the procedure presented above, the matrices defining the model are complex. Real
matrices are obtained by splitting the frequency response data H into their real and imaginary
parts. To the author’s knowledge, there is no clear study of the optimal way to split the data into
two subsets in the literature.

3.4 MIMO identification with poles locations constraints

3.4.1 Subspace identification with poles locations constraints

The subspace identification algorithm or the Loewner method described in section 3.3 do not ensure
the stability of the identified state-space model. Even when the true system is stable, a reduced-
order state-space model may contain unstable poles. It will lead to diverging time simulations and
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Figure 3.1: Approximation error with and without unstable poles removal using the Loewner
method

can cause problems when used for the design of a controller, for instance. For this reason, it is
common to simply remove the unstable poles from the identified model as studied in [Köhler 2014].
This post-analysis can lead to a poor approximation capability when the identified model includes
a high number of unstable modes. This is illustrated in Fig. 3.1 where aeroelastic data have been
approximated by models of variable reduced orders obtained by the Loewner method, with and
without removing the unstable poles. It can be seen that for an adequate choice of the model’s
reduced order (20 here), artificially imposing the stability in post-analysis leads to a satisfactory
result. However, when increasing the reduced order, the model contains more artificial unstable
poles and removing them causes the approximation error to increase. It is not only sub-optimal,
but it also requires a good a-priori knowledge of the system to obtain a good approximation. This
limitation motivates the development of dedicated techniques, in which the stability constraint is
part of the identification process, and not imposed a-posteriori.

[Lacy and Bernstein 2003] presents an identification algorithm based on subspace methods to
impose stability to the state-space model, using convex optimization. The work of [Miller and
De Callafon 2013] proposed a state-space identification algorithm based on convex optimization
in which the location of the poles are constrained in a similar way as done in [Chilali and Gahinet
1996] for H∞ synthesis. In this section this technique is presented as an introduction to the
methods developed in this work.

Starting from an estimate Ô of the observability matrix of the system, the objective is to find
matrices A and C that generate an observability matrix close to Ô with eigenvalues of A lying
in a region of the following class:

Dα,β =
{
z ∈ C : α + βz + βT z ⪰ 0

}
(3.43)

where α is a real symmetric matrix, β is a real square matrix, the ⪰ 0 notation denotes matrix
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definite positivity and z is the complex conjugate of z. This class includes the unit disk plane and
the left half plane to ensure stability of discrete-time and continuous-time systems respectively.

It is shown in [Chilali and Gahinet 1996] that the eigenvalues of a matrix A ∈ Cn×n lie within
a region Dα,β defined in Eq. (3.43) if and only if there exists a matrix P ∈ Rn×n such that
P = P T ≻ 0 and

α ⊗ P + β ⊗ AP + βT ⊗ (AP )T ⪰ 0 (3.44)

where the ⊗ symbol denotes the Kronecker product. A matrix A can be obtained by the following
optimization problem:

min
A,P

∥∥OAP − OP
∥∥

F
(3.45)

subject to

 α ⊗ P + β ⊗ AP + βT ⊗ (AP )T ⪰ 0

P = P T ≻ 0
(3.46)

The cost function and the inequality constraint contain a non-convex term AP which can be
removed by defining the variable Q = AP , leading to the following convex formulation:

min
Q,P

∥∥OQ − OP
∥∥

F
(3.47)

subject to

 α ⊗ P + β ⊗ Q + βT ⊗ QT ⪰ 0

P = P T ≻ 0
(3.48)

An additional constraints such as tr(P ) is added to avoid solutions of arbitrarily low norm. The
idea behind this formulation is to modify the unconstrained problem, in which the matrix A was
obtained in Eq. (3.21) using a least-square problem, by a problem with constraints in which the
matrix A is found by approximating the unconstrained solution. The change of variable then leads
to an optimization problem which can be solved efficiently using convex optimization techniques.
We can then compute A = QP −1 as P is positive definite. The matrix C is then obtained as the
first Ny rows of Ô, and the matrices B and D can be calculated similarly as in Eq. (3.22).

3.4.2 Loewner method with poles locations constraints

To the author’s knowledge, there is no example in the literature of methods imposing stability
with the Loewner system identification. Instead, the unstable are generally simply removed after
the identification process, or a procedure such as the one described in [Köhler 2014] can be ap-
plied to find the closest stable state-space system in the RH2 or RH∞ sense. In any case, the
stability is applied in post-analysis, and this can lead to a loss of modeling accuracy compare to
an identification process which includes stability constraints, such as the one described in section
3.4.1 with a subspace method. This section proposes a similar procedure to apply stability in the
Loewner framework.
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By looking at the subspace identification method with constraints on the poles, the function to
minimize can be re-written assuming that the matrix O is full column rank and for P invertible:

argmin
A

∥∥OAP − OP
∥∥

F
= argmin

A

∥∥∥AP − O†OP
∥∥∥

F
= O†O (3.49)

This implies that, in this case, the matrix A is simply found as the one that minimizes the error
with the "ideal" matrix O†O which is the one obtained with the subspace algorithm presented in
section 3.3.1, in absence of poles location constraints. Note that the estimate of the observability
matrix, Ô, is full column rank if the reduced model order n is lower than rank(HU⊥). O is
obtained by removing the lastNy rows from Ô, and is therefore also an estimate of the observability
matrix. It is then full column rank when the arbitrary q is higher than n+ 1.

As a consequence, a similar procedure can be applied to identify a stable state-space using the
Loewner method. First, the matrices A0, B0, C0 and D0 are obtained with the Loewner method
without poles location constraints. Then, a matrix A is found by solving

min
A,P

∥AP − A0P ∥F (3.50)

subject to

 α ⊗ P + β ⊗ AP + βT ⊗ (AP )T ⪰ 0

P = P T ≻ 0
(3.51)

where the matrix parameters α and β define constraints Dα,β of the continuous poles. The
matrices C is then equal to C0, and the matrices B and D can be obtained by similar procedure
as described in Eq. (3.22), changing the ejω into jω to deal with continuous-time data.

3.5 MIMO identification with imposed poles

This section presents a new approach for the hybrid identification of a state-space model, where
some poles are imposed and the remaining poles are free parameters. A method to obtain a state-
space model whose poles are all known beforehand is described [Tang, Wu, and Shi 2017]. We
generalize this procedure to the case in which some poles are unknown, in order to give additional
degrees of freedom to the identification, and better fit to the frequency data. Moreover, in most
real-life applications, a small portion of the true system’s poles is known, like in the aeroelastic
equations presented in section 3.1.2. An alternative to this method is obtained by working on the
parameters defining the MIMO transfer function. This presents two main disadvantages: first,
this involves operations on polynomials, that present numerical issues when the order increases.
Secondly, by fixing the transfer function order to n, the associated state-space model will be of
order min(nNy, nNu) with n distinct poles (under some assumptions detailed in appendix A). For
this reason, the transfer function approach will not be applied in the results section.

We start by estimating an observability matrix Ô using the subspace algorithm described in
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section 3.3.1. We assume that the poles of the system have an algebraic multiplicity of 1. We first
impose some poles (λ̄i)i=1...n̄ and compute the associated eigenvectors p̄i by noting that:

Ôp̄i =


Cp̄i

CAp̄i

...
CAn−1p̄i

 =


C

λ̄iC
...

λ̄i
n−1

C

 p̄i (3.52)

For each pole λ̄i a corresponding eigenvector can be found as p̄i ∈ ker(Õ) where ker refers to the
null space of a matrix and

Õ = Ô −


C

λ̄iC
...

λ̄i
n−1

C

 (3.53)

When all the n̄ column eigenvectors p̄i have been obtained, they can be assembled into a
matrix P̄ such that the matrix A verifies

A
[
P̄ P

]
=
[

Λ̄ 0
0 Λ

] [
P̄ P

]
(3.54)

where P̄ and Λ̄ are known. The objective is to find the unknown eigenvalues λi and their associated
eigenvectors pi that best approximate the data and such that

[
P̄ P

]
is invertible.

There is no guarantee that a family of n̄ independent vectors p̄i can be found in the null space
of Õ, whose dimension can be zero. Vectors p̄i such that Õp̄i ≈ 0 can be obtained by the singular
value decomposition of Õ = V ΣW ∗ and taking the last column of W , that is the right vector
associated to the minimum singular value. No mention is done in [Tang, Wu, and Shi 2017] of
why the matrix composed of the eigenvectors p̄i should be invertible but for each pole λ̄i, if the
last column of W does not make the rank of P increase, then the previous column can be used
instead and so on, until the assembled matrix has full rank.

By making the assumption that the column vectors pi that compose the matrix P are orthogo-
nal to the previously imposed p̄i, we can find the remaining eigenvectors pi by decomposing them
on a basis of the orthogonal subspace to span([p̄i]i=1...n̄). We first obtain such a basis by finding
ei ∈ ker(P̄ ∗), by singular value decomposition for example, taking ei as right column vectors
corresponding to singular values equal to zero. Note that this basis is orthogonal. Since P̄ is of
rank n̄ and P̄ ∈ Cn×n̄, there exist exactly n− n̄ singular values of P̄

∗ equal to zero. We look for
the coefficients kij which verify

pj =
n−n̄∑
i=1

kijei (3.55)
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which is, by assembling the vectors ei and the coefficients kij into matrices E and K,

P = EK (3.56)

with E ∈ Cn×(n−n̄) and K ∈ C(n−n̄)×(n−n̄). We then recall from section 3.3 that OA = O
hence, after right multiplying by the eigenvector pj = Ekj , it results in solving the generalized
eigenvalues problem

OEkj = λjOEkj j = 1 . . . n− n̄ (3.57)

where the kj are columns of K. Since O is full-column-rank, from Sylvester inequality rank(OE) =
rank(E) = n− n̄. Hence, this comes down to an eigenvalue problem:

[OE]† OEkj = λjkj j = 1 . . . n− n̄ (3.58)

the pseudo-eigenvectors pj are then recovered as pj = Ekj . The matrix
[
P̄ P

]
is invertible

because both P̄ and P are full rank and satisfy an the orthogonality constraint. The matrix A

can then be computed with Eq. (3.54), the matrix C is obtained as the first Ny rows of Ô, and
the matrices B and D can be calculated similarly as in Eq. (3.22). This method will be referred
to as the System Identification with Orthogonal eigenvectors (SIDORT) method.

3.6 MIMO identification with imposed poles and locations
constraints

3.6.1 Subspace identification by Pseudo-Eigenvalue problem (SIDPEV)

If the assumption of orthogonality of the unknown eigenvectors is dropped, the matrix P of the
generalized eigenvalue problem (3.57) can be obtained by a non-convex optimization. We first
obtain the eigenvectors P̄ associated to the imposed poles in a similar way as done in section 3.5.
The matrix P associated to the unknown eigenvectors can then be obtained iteratively, by solving
the following optimization for each unknown eigenvector successively:

For i = 1 . . . n− n̄ (3.59)

min
pi,λi

∥∥∥O†Opi − λipi

∥∥∥
2

(3.60)

s.t.


rank(

[
P̄ Pi

]
) = n̄+ i

λi ∈ Dα,β

∥pi∥ = 1

(3.61)

where Pi ∈ Cn×i is the matrix containing the first i eigenvectors computed so far, including the
unknown vector pi, and the sets Dα,β have been defined in section 3.4. A constraint ∥pi∥ = 1
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is added to avoid trivial solutions. This optimization problem can be approximated by a Bi-
linear Matrix Inequality problem by relaxing the rank constraint into a constraint of the type
[P̄ Pi]∗[P̄ Pi] ≻ 0. Otherwise, the problem can be solved by a nonlinear optimization with con-
straint method, such as the interior-point method [Byrd, Hribar, and Nocedal 1999; Waltz et al.
2006], with the nonlinear rank constraint expressed as a positive lower bound on the matrix min-
imum singular value for example. The latter option is preferred for its robustness. It can be
seen that the gradient of the objective function with respect to the variables is easily computed.
Furthermore, each eigenvalue/eigenvector pair is computed independently, so each optimization
problem has a low number of variables which makes the method not too computationally intensive.

3.6.2 Direct Nonlinear Optimization with Constraints (DNOC)

The methods exposed previously aim at decomposing the general problem of state space model
identification with imposed poles and constraints on the unknown poles in a way that limits the
computational cost. By doing so, errors due to over-constraining hypotheses or to suboptimal
solutions can accumulate and increase the approximation error. Another strategy consists in
solving the different steps simultaneously by a single optimization.

A direct identification of a state space model with imposed poles and constraints on the un-
known poles can be obtained by looking for the identified model in its modal canonical form and
solving the following non-convex optimization problem with constraints:

min
λi,B,C,D
i=1...n−n̄

N∑
k=1

∥∥∥C
[
ejωk In − A(λ)

]−1
B + D − H(ωk)

∥∥∥2

F
(3.62)

s.t. λi ∈ Dα,β (3.63)

with

A(λ) =



Ψ(λ̄1)
. . . 0

Ψ(λ̄n̄)
Ψ(λ1)

0 . . .
Ψ(λn−n̄)


(3.64)

and

Ψ̄(λ) =
[
Re(λ̄) Im(λ̄)

−Im(λ̄) Re(λ̄)

]
(3.65)

The matrices A, B, C and D are obtained simultaneously, by an interior-point algorithm [Byrd,
Hribar, and Nocedal 1999; Waltz et al. 2006] for example. The computational cost is expected to
be higher than with the other methods described above, because of the high number of variables
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and the non-convexity of the optimization. Because of the non-convex nature of the problem,
solvers such as the interior-point method do not guarantee the convergence to a global minimum.

For example, with the above formulation and when only the poles stability is wanted, the free
poles must lie within the complex unit circle, and can be parameterized by the modulus and angle,
with a constraint on the former. The search space can be reduced to the half plane by looking only
to positive imaginary values, and adding the complex conjugate in the matrix A. If a continuous-
time model is desired, the poles can be parameterized by their real and imaginary values, imposing
the former to have negative values. The search space can also be reduced, by considering poles
with frequency not higher than the maximum data frequency. After experimenting with the two
approaches, the discrete-time formulation has proved more efficient and will be used in the results
section. Note that this nonlinear optimization problem with constraints can be transformed into
an unconstrained problem in some cases. In the case of stability of a discrete-time model, the
modulus of the unknown poles can be taken as the output of a bijective function f : R → [0, 1]
such as the sigmoid function. Using initial conditions from the result of a numerically simpler
algorithm (like the SIDPEV described in section 3.6.1) is not advised, as it can correspond to a
local minimum. Rather, random initial conditions close to unity are preferred in this work.

3.7 Numerical Results: identification with imposed and con-
strained poles

3.7.1 Validation scenarios

The methods described in this paper will be tested in different conditions in the next sections.
The objectives that are expected to be fulfilled by the results are the following:

1. Compare the ability to identify a MIMO model of the subspace and the Loewner methods

2. Evaluate the capability to approximate a high-order MIMO model with a variable reduced
order model

3. Compare the computational time needed by the different methods to identify models based
on the same data

4. Verify that the methods of sections 3.5 and 3.6 can exactly impose some known poles

In order to satisfy these objectives, we study two scenarios. In the first one, the so-called "test
data" are generated from a fixed-order MIMO state-space model defined by random matrices B, C

and D and a matrix A with conjugated poles on its diagonal. The poles have a constant damping
ratio and regularly spaced frequencies. Each pole is simple (algebraic multiplicity equal to one),
and we impose the 40% poles of lowest frequencies when the identification technique allows it.
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Identification Reference Continuous/ Numerical Imposed Constrained Approximation Computational
method section discrete time operations poles free poles error time
Subspace 3.3.1 Discrete Linear algebra No No Very low Few seconds
Loewner 3.3.2 Continuous Linear algebra No No Very low Few seconds
Stable subspace 3.4 Discrete Convex optimization No Yes Very low Few seconds
SIDORT 3.5 Discrete Linear algebra Yes No High Few seconds
SIDPEV 3.6.1 Discrete Nonlinear optimization Yes Yes Low Minutes/hours
DNOC 3.6.2 Discrete Nonlinear optimization Yes Yes Low Hours

Table 3.1: Summary of the different identification methods

We define models of variable order that can be stable or unstable in order to study the methods
presented above in a broad range of situations. In the second scenario, the methods are applied
to aeroelastic data generated using FEM and DLM models as described in section 3.1.2. This
is the primary intended objective of this work, but in this situation, the model used to generate
data is fixed. The underlying aeroelastic model can be considered of infinite order because the
aerodynamic forces are not rational functions of the frequency. The imposed modes associated to
the aeroelastic data are all stable.

The main metric used in the results is the normalized approximation error of the frequency
response, defined by

errorresponse =

√√√√∑Nf

k=1
∥∥Htrue(ωk) − Hident(ωk)

∥∥2
F∑Nf

k=1
∥∥Htrue(ωk)

∥∥2
F

(3.66)

where Htrue and Hident are the true and identified transfer functions respectively, Nf is the
number of data points.

The state-space model used to generate the test data in section 3.7.2 has 7 outputs and 11
inputs. It contains poles with the same damping ratio of 0.1 and frequencies linearly ranging from
0.1 Hz to 5 Hz. The frequency data is computed at 200 different frequencies, linearly ranging from
0 Hz to 10 Hz. The aeroelastic data are obtained from a XRF1-HARW model. The aeroelastic data
response is obtained at Mach 0.85 and altitude 9000 m (from which the density is obtained using
the standard atmosphere model), and the aircraft is empty (no fuel and no payload) with a center
of gravity position at about 25% of the mean aerodynamic chord, aft of the leading edge. Only the
longitudinal dynamics are considered. The aeroelastic data include 7 outputs (pitch angle, pitch
velocity, vertical load factor, shear force, bending moment and torsional moment at wing root)
and 25 inputs (one pair of elevators and 24 pairs of ailerons). The frequency response is computed
at 300 different frequencies linearly ranging from 0 Hz to 10 Hz. Initially 80 structural modes are
included in the FEM model, in addition to the 6 rigid modes. The number of longitudinal modes
with frequency below 10 Hz is about 20. Seven pairs of conjugated aeroelastic poles are imposed
in addition to an integrator, when the method allows it. They are chosen as those contributing
the most to the transfer function of the considered input/output pairs. Note that the aeroelastic
response is normalized before being used by the different identification algorithms, in such a way
that all inputs and outputs have approximately the same weight in the identification process.
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In the nonlinear subspace method (SIDPEV) defined in 3.6.1, minimum singular values of 10−7

are accepted in the nonlinear constraint definition. Up to 10 runs with different initializations are
performed for each optimization as long as the objective function has not reached a threshold of
10−7. A maximum of 1000 function evaluations is set for the direct method defined in 3.6.2. Both
methods are implemented using an interior-point algorithm [Byrd, Hribar, and Nocedal 1999;
Waltz et al. 2006] in which the gradient of the objective function with respect to the parameters
is computed and supplied.

A summary of the different methods investigated in this work is shown in Table 3.1. Their
accuracy and computational time are given to give an approximate order of magnitude. For
example, to identify a 60th order reduced model with 11 inputs and 7 outputs, the SIDPEV
method takes about 16 minutes, the DNOC 2 hours, and the other methods between 5 and 20
seconds. The computational complexity will be studied more accurately in the following results.
Note that the stable Loewner method described in section 3.4.2 is not studied in the results for
the sake of conciseness, as it is similar to the stable subspace method.

3.7.2 Results with test data (first scenario)

In this section, the first scenario described in sections 3.7.1 is tested. In Fig. 3.2, the amplitude of
the transfer function associated to a pair of input/output of the true test data is shown in solid
line. On the left part of the figure, the different identification techniques presented in this paper
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Figure 3.2: Amplitude of the test data (solid line) and of the approximation errors with different
methods (dotted line) with 40th-order (left, same as the state-space model used to generate test
data) and 30-th order (right) models
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Figure 3.3: Approximation error with models of different reduced orders (the test data are gener-
ated using a 40th order model), in case all poles are stable (left) and half of the poles are unstable
(right)

are applied to obtain models of the same order as the model used to generate the test data (40),
and the amplitude of the difference between the test data and the identified frequency response is
shown in dotted line. Note the difference between the dotted lines, which represent approximation
errors, and the solid line, which is reported to show the response from the data. The lines that
are not represented are below the figure’s window, we consider that in this case the approximation
is perfect. It results from this figure that the Loewner and subspace methods (with and without
stability constraint) approximate the underlying system’s response with very high accuracy when
the order matches. The SIDPEV method leads to a very low error, while the SIDORT and DNOC
methods identify the model with a non-zero error, that remains very low when compared to the
true response. When looking at the bode diagram with models of reduced order 30 on the right
part of Fig. 3.2, the difference between the different methods is less significant, only the Loewner
method leads to a better approximation of the test data.

This trend is further investigated in Fig. 3.3 in which the normalized approximation error
defined in Eq. (3.66) is compared for the different presented methods, with variable reduced order
and test data generated using a 40-th order state-space model. In the left part, the test data are
obtained from a stable model, hence the stability constraints included in some methods (stable
subspace, SIDPEV and DNOC) are not expected to increase the approximation error. It can be
seen that the Loewner method, the subspace algorithms (with and without stability constraint)
and the SIDPEV method have the same trend, with a decreasing approximation error as the
reduced order increases, and close to zero when the order of the underlying model is reached. This
validates the SIDPEV method, in which nonlinear optimization issues (such as local minimum)
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Figure 3.4: Approximation error with models of the same order as the state-space model used to
generate test data

do not seem to alter the results. The direct optimization method DNOC is more efficient at low
reduced order, but does not perfectly approximate the transfer function response at full order and
above. Note that this method is greatly affected by the number of iterations of the nonlinear
optimization. For the sake of applicability, it is limited to 1000 but theoretically with a higher
computational time, lower errors would be obtained at full order and above. Finally, the SIDORT
method has a slightly higher error, due to the additional constraint of orthogonality between the
identified and the imposed poles. The SIDORT method is validated by this experience as it leads
to errors comparable to the well-established subspace and Loewner method at reduced-order. On
the right part of Fig. 3.3, the same experience is done with test data generated from a state-space
model with half of the poles unstable. The Loewner and unconstrained subspace methods lead to
results similar to the stable case. The SIDPEV and DNOC methods have stability constraints in
the free poles location, which expectedly leads to an increased approximation error. In the case of
SIDPEV and DNOC, the model eventually approximates the true test data with good accuracy
with a reduced order of 60 and above. In the case of the stable subspace, the constraints are
stronger than with SIDPEV and DNOC as no pole is imposed, hence all poles of the identified
model are stable. This explains the higher errors obtained with the stable subspace method,
and illustrates how imposing unstable poles can improve the approximation when the free poles
must be stable. Finally the SIDORT leads to approximation errors similar to the methods with
constrained poles.

Fig. 3.4 further investigates the case in which the identified models are of the same order as the
state-space model that generates the test data. For different values of this order, the capability of
the presented methods to approximate the frequency response is evaluated. This aims at verifying
that no numerical issue arise when the order increases. Indeed, not only this causes the matrices’
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Figure 3.5: Computation time of the identification techniques

size (such as the observability matrix) to increase, but also the number of variables in the SIDPEV
and DNOC. In Fig. 3.4 the Loewner and subspace (with and without stability constraint) methods
lead to very low approximation error, regardless of the order. Considering the SIDPEV method,
the error remains very low, although a slight increase seems to start at order 80. In the range
of reduced orders of interest for this work, no numerical issue exist with the SIDPEV method.
Similarly, the error obtained with the SIDORT method remains low at high orders, and even tends
to decrease.

To conclude the comparison and validation of the presented methods on the test data, the
computation time is studied. On Fig. 3.5, the time needed to perform the identification is shown
with the different methods. The DNOC method, that relies on a nonlinear optimization with
constraints and a high number of parameters, leads to the highest computation time. It lasts more
than one hour when the reduced order is higher than 40. Note that by increasing the maximum
number of iterations, this time would increase and the approximation error would be lower at
higher orders. The SIDPEV method starts having computational time comparable to the DNOC
when the order approaches 80. The other techniques are much faster, as seen on Fig. 3.5. Up to
the order 40, the computation time is lower than 40 s for all techniques except the DNOC. The
Loewner method is slightly slower than the subspace methods. The convex optimization used in the
stable subspace method proves its efficiency compared to nonlinear optimization-based algorithm,
in terms of computational time. Finally, the SIDORT method manages to perform a hybrid
identification with some imposed poles in a relatively short time. For the sake of conciseness, the
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influence of the number of inputs and outputs is not shown in these results. A quick consideration
can be made concerning the unconstrained subspace Loewner methods, assuming that the most
time-consuming operation is the SVD. In both cases, the decomposition is performed on matrices
(HU⊥ for the subspace method and

[
L Lσ

]
for the Loewner method) which scale linearly with

Ny and Nu in number of rows and columns respectively. The SVD having a time complexity of
O(min(mn2,m2n)) with m and n the number of rows and columns of the matrix to decompose,
the time complexity of the unconstrained algorithm approximately follows O(min(NyN

2
u , N

2
yNu)).

3.7.3 Results with aeroelastic data (second scenario)

This section presents the second scenario in which the true data come from an aeroelastic model
described in section 3.1.2 with additional details in sections 3.7.1. Contrary to the test data used
in the previous section, the aeroelastic data are not generated by a finite-order transfer function
or state-space model, hence the objective is to approximate it with the best accuracy possible.
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Figure 3.6: Amplitude of the aeroelastic data (solid line) and of the approximation errors with
different methods (dotted line) with 40-th order models, from vertical wind velocity (vz) and
elevator deflection (δe) inputs to vertical load factor (nz) and wing root bending moment (Mx)
outputs
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Figure 3.7: Approximation error with models of different reduced orders, with aeroelastic data up
to 5 Hz (left) and 10 Hz (right)

Furthermore, as explained in section 3.1.2, the poles that we wish to impose are not perfectly
known, they result from an estimation using the p-k method.

In Fig. 3.6, the amplitude of the aeroelastic transfer function from the wind velocity and
elevator deflection to the vertical load factor and wing root bending moment is shown in solid line,
for frequencies ranging from 0 Hz to 5 Hz. All values are normalized. Similarly to the previous
section, the different identification methods defined in this work are compared and the amplitudes
of the difference between the 40-th order identified models and the true frequency data are plotted
in dotted lines. All methods lead to errors that are significantly lower than the true response. The
Loewner method is by far the most accurate, and performs better than the subspace method in
this situation. The stable subspace method with stability constraint leads to an error comparable
to the subspace method obtained without constraints. When imposing some aeroelastic poles, the
SIDPEV and DNOC methods lead to a good approximation of the aeroelastic transfer function,
while the SIDORT method is slightly less accurate.

More complete results are presented on the left part of Fig. 3.7, where the normalized errors of
Eq. (3.66) are computed with models of different reduced orders. The global trend is a reduction
of the error when the reduced-order increases. Some methods, such as the stable subspace method
and the DNOC, show an error that does not decrease when the order increases. It can also be
noted that the methods relying on nonlinear optimization (SIDPEV and DNOC) show relatively
continuous results. Although a proper analysis would be needed to confirm it, this tends to
show that they always converge to satisfactory results. A final observation concerns the SIDORT
method, for which the best results are obtained at order 30, a higher order leads to a higher
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Figure 3.8: Poles of the identified models obtained by different techniques and imposed poles when
applicable

error. Although no numerical issue has been detected with the analysis of the previous section,
this shows that the reduced order should be chosen with care when using this method, requiring
a prior knowledge of the approximative underlying system’s order. The right part of Fig. 3.7
shows the same analysis, but performed with data up to 10 Hz instead of 5 Hz. This increases
the complexity of the system, as more modes are involved in the frequency response. Note that
the number of imposed poles is the same as in the previous case. It can be seen that the methods
require a higher order to converge to the asymptotic error. In this case, the advantage of the
Loewner method is less marked, and the stable subspace method still leads to a low error while
imposing stability. The SIDPEV method still leads to a low error, that decreases when the order
increases. The SIDORT method is less accurate in this case, and the error tends to increase with
the order, confirming the fact that the reduced order should be chosen adequately.

Finally, an illustration of the poles locations using the different methods is provided in Fig.
3.8. These correspond to the discrete-time poles, which are stable when they are located within
the unit disk. In case the identified model is continuous (Loewner method only), the poles λi are
converted to their discrete-time counterpart eTsλi . It can be seen that the stability is correctly
imposed by the stable subspace, SIDPEV and DNOC methods, while the Loewner, subspace and
SIDORT methods lead to unstable poles as no constraint is put on them. The pairs of imposed
poles are shown for the techniques that impose them. It can be seen that the DNOC method
identifies poles with an almost constant modulus, this could correspond to a sub-optimal result
from the nonlinear identification.
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3.7.4 Conclusions of the identification techniques comparison

In this work, reduced order modeling techniques intended for aeroelastic systems have been pre-
sented and tested. The full aeroelastic transfer function corresponding to certain inputs and
outputs of interest is identified based on its frequency response. The Loewner method has been
applied and compared to a subspace algorithm, in which the possibility to apply constraints on
the poles have been studied. Furthermore, in order to improve the physical interpretability of the
identified models, dedicated techniques have been developed specifically for this work to impose
a set of a-priori known poles that can be stable or unstable. These methods have been compared
through different scenarios, starting from stable and unstable models of various orders, to finally
be applied to aeroelastic data in which case the imposed poles have been computed by p-k method
beforehand.

It results from this work that the different methods described are valid over the range of reduced
orders studied (up to 80). The transfer function response is systematically approximated with an
error that remains at least one order of magnitude below the true value, provided the reduced
order is high enough. The different constraints (poles location, imposed poles) are successfully
applied by the relevant methods.

A first comparison can be performed between McKelvey subspace algorithm and the Loewner
interpolation method, when no constraint is applied to the identified models. The Loewner method
is slightly slower than the subspace algorithm, but is more efficient at approximating a system
with a reduced order. This has been verified using data generated with a fixed-order random
state-space model and with an aeroelastic model. Another advantage of the Loewner method is
that it leads to a continuous-time model, that can more easily be transformed into a discrete-
time state-space of any sampling time if needed. Although not shown in this work for the sake
of conciseness, similar conclusions can be drawn with different numbers of inputs and outputs.
Furthermore, the stable subspace algorithm based on [Miller and De Callafon 2013] is able to
approximate a transfer function within an error comparable to the McKelvey subspace algorithm
and with a similar computational time within the reduced order range considered in this work,
whilst ensuring stability. It can hence be applied to obtain models used in simulations and control
synthesis without the classical instability issues obtained with the Loewner and subspace methods.

A second comparison concerns the different techniques defined for imposing some poles of the
system, with and without constraints on the remaining poles. The SIDORT method adds very little
complexity to the McKelvey algorithm as mainly eigenvalue problems and SVD decomposition
concerning matrices of low sizes are concerned in the additional step. However, it suffers from two
main limitations: the first is the hypothesis of orthogonality between the eigenvectors associated
with the imposed poles and those associated with the free poles respectively. The second is the
fact that it does not impose stability of the remaining poles. It approximates the data with good
accuracy but lower than the other techniques presented in the current work. When applied to the
aeroelastic data, the error does not seem to systematically decrease as the reduced order increases.
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It can also be noted that it cannot perfectly approximate the data when the reduced order is the
same as the data-generating model’s order, due to the conservative orthogonality constraint. In
comparison, the SIDPEV method leads to lower approximation errors both with the test and the
aeroelastic data, and although it relies on a nonlinear optimization with constraints that requires
multiple runs with different initial conditions, its computational time remains low at orders lower
than or equal to 40. Moreover, with an appropriate initialization, it seems to always converges
to a satisfactory solution. Finally, the DNOC method relies on an direct optimization to find the
state-space matrices of the reduced order model with constraints on the poles. Because of the high
number of variables, this method requires high computational times, but eventually converges to
solutions with good approximation accuracy. It can be noted that when the complexity of the
system increases (higher order or in case of the aeroelastic data on a broader frequency range),
the number of iterations required to converge increases. For practical use, when poles must be
imposed to the identified model, the SIDPEV method seems the most appropriate.

Some remarks about the limits of this study can be formulated to prepare future works. Con-
cerning the choice of working with frequency response of the full aeroelastic transfer function,
it must be noted that a different identification must be performed for each mass configuration
and aerodynamic (Mach number, altitude), with no possibility of using a common structure. A
second remark concerns the complexity of the algorithms. In this work only models of limited
sizes evaluated on relatively low amounts of data have been considered, and numerical issues such
as memory limitations could happen with bigger systems. Finally, while efforts have been done to
improve the convergence of the DNOC algorithm, different optimization schemes could be studied
in order to promote convergence to better solutions in shorter times.

3.8 Identification by pole-residue decomposition

This section presents a different strategy, that takes advantage of the reduced-order estimation
capability of black-box identification methods such as the Loewner method, while accurately
imposing the aeroelastic poles. It starts by identifying a reliable, potentially high-order, state-
space model using GAF RFA for example, as described in section 3.2. The idea is to keep the part
of the model associated to the poles of interest, and to reduce the rest. It is done by performing
a pole-residues decomposition of the full-order aeroelastic state-space model’s transfer function
obtained in section 3.2, assuming that each pole is simple:

H(s) =
n∑

i=1

Ri

s− λi
(3.67)

where the Ri ∈ CNy×Nu are matrices called residues associated to the poles λi. By putting the
aeroelastic state-space system in the basis in which the matrix A is diagonal (which is possible
because the poles are assumed to be of multiplicity 1), the Ri would be the product of a column
of C and a row of B, which shows that their rank is equal to 1. However, as the matrix A is of
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very high order, its diagonalization is not numerically efficient. An effective solution to compute
the residues is to evaluate the transfer function (s − λi)H(s) at s = λi, which directly gives the
value of Ri. Efficient ways of computing the frequency response of a transfer function of high
order are required to do so, like for example with Matlab’s freqresp function.

Only the aeroelastic poles of interest are computed with the identification procedure proposed
in this section. In particular, only the poles in the frequency range of interest can be computed
to reduce the order of the final system. By using the fact that the transfer function has real
coefficients, it can be written as:

H(s) =
n̄∑

k=1

(
Rk

s− λk
+ Rk

s− λk

)
+ Hdiff (s) (3.68)

where Hdiff (s) is the difference between the full transfer function and the part we wish to impose.
The idea of this methodology is to perform a model reduction of Hdiff , by approximating it with
a reduced-order state-space model. This is done here by evaluating its frequency response, and
using it to identify a reduced model by the Loewner method. Note that this new model must
be stable, assuming that we have included all the unstable modes in the selected set. The final
reduced order state-space model with imposed poles then has the following transfer function

HROM (s) =
n̄∑

k=1

(
Rk

s− λk
+ Rk

s− λk

)
+ HROM

diff (s) (3.69)

where HROM
diff has been identified with the Loewner method with imposed stability. Each sub-

system associated with a selected aeroelastic pole λk can be put in a state-space form of order 2,
and the full Reduced-Order Model (ROM) state-space with imposed poles can be obtained with
block-diagonal matrix A composed of state matrices of each subsystem, and the associated B and
C matrices are obtained by concatenation. This method has the advantage of linearly decoupling
the part of the system associated with the imposed poles from the part that is reduced. Further-
more, not only does it ensure that the selected poles are accurately represented in the model, but
also that they affect the transfer function in a similar way as in the reliable model defined in the
first step of the procedure.

Fig. 3.9 illustrates an example of the identification techniques with residues. The conditions
are the same as the second validation scenario described in section 3.7.1, in which aeroelastic
data up to 5 Hz and 10 Hz are studied. The figure shows the approximation errors obtained
with several reduced orders, with and without stability constraints. The results obtained with the
DNOC are also shown for comparison. It results that the approximation accuracy is better with
the residues methods than the DNOC, for data up to 5 Hz, and similar with data up to 10 Hz with
high orders. The computational cost is much lower than the DNOC, as the most time-consuming
task is the identification of a high-order model by GAFs RFA, which takes about two minutes,
regardless of the final reduced model order. The identification of the difference part HROM

diff takes a
few tenths of seconds at maximum, depending on whether stability constraints are included or not
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Figure 3.9: Approximation error with models of different reduced orders, with aeroelastic data up
to 5 Hz (left) and 10 Hz (right)

(see Fig. 3.5 for more details). When a good accuracy is required, with imposed poles and eventual
stability constraints, the method with pole-residue decomposition described in this section then
outperforms the others. The fact that the accuracy is lower with low orders can be explained
by the lower number of degrees of freedom with this technique, compared to the others. Indeed,
at 20-th order for instance, since 16 poles are already imposed, only a 4-th order model can be
computed to fit to the data. The residues associated to the imposed poles are fixed for the residues
method, while they are free with the other methods. Finally, it can be noted that the presence
of stability constraints has a small influence on the approximation accuracy. In conclusion, the
identification method based on pole-residue decomposition is the most accurate and the fastest
when high accuracy is needed, but it requires the prior identification of a reliable rational model
and its pole-residue decomposition, which lead to a more cumbersome overall procedure.

3.9 Parametric identification

3.9.1 Review of some existing techniques

Instead of identifying one state-space model for each flight point and mass configuration, it can
be useful to have one single Linear Parametrically Varying (LPV) model. At fixed values of the
parameters, the model is LTI, and the matrices defining the LTI model have a dependence on
the parameters. Such models can be used for flexible simulations and analysis, allowing to easily
modify the value of the TAS or Mach number for example, or for control design, requiring a syn-
thesis method adapted to the model structure. Several approaches exist with different dependence
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Figure 3.10: Parametric identification of a simple parameterized state-space model (general view
on the left, zoom on the right)

of the model on the parameters. Subspace methods have been successfully applied to affine LPV
model identification, in which the state-space matrices have affine dependence on potentially sev-
eral parameters. This is done in [Verdult and Verhaegen 2002] where an identification based on a
single experiment is performed, and in [Lovera and Mercere 2007] based on multiple experiments.
In [Kergus, Demourant, and Poussot-Vassal 2020], a subspace method using frequency data and
Linear Matrix Inequalities (LMI) constraints on the poles is proposed with the same parametric
dependence, which can be extended to the polynomial case. The identification of Linear Fractional
Transform (LFT) LPV models has been proposed in [Lee and Poolla 1999]. Such models can be
used to design robust and adaptive controllers based on µ synthesis. The Loewner method has
also been extended to parameterized identification, such as in [Antoulas, Ionita, and Lefteriu 2012]
where the parameter is treated as a second frequency variable, resulting in a rational dependence
of the identified transfer function. In [Xiao et al. 2019], the Loewner framework is also used,
exploiting transfer functions expressed in barycentric form, and leading to polynomial dependence
on the parameter. This technique is illustrated in Fig. 3.10 where it has been applied to a simple
8-th order state-space system with 4-th order polynomial dependence. The same orders are used
to define the identified model. It demonstrates the possibility to accurately identify a LPV model
using this method based on the Loewner framework, in a very simplified case (low dimensions and
order, the latter being known in advance). Note that as pointed out in [Verdult and Verhaegen
2002], these parametric identification require defining matrices of very large sizes, that generally
contain all the data, leading to memory issues.
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3.9.2 Polytopic identification with Loewner method

This section presents another type of model parameterization based on polytopic representation
of the following form  ẋ = A(θ) + B(θ)u

y = Cx
(3.70)

where the matrices A(θ) and B(θ) are convex combinations of r generating matrices:

[
A(θ) B(θ)

]
=

r∑
i=1

θi

[
Ai Bi

]
(3.71)

with θ ∈ Rr is parameter such that 0 ≤ θi ≤ 1 and
∑r

i=1 θi = 1. This class of parameterized
models has several attributes which make it interesting for aeroelastic modeling and controller
synthesis. First, there exist control synthesis techniques relying on semi-definite programs to
design robust or adaptive controllers based on polytopic models such as [Silva Campos, Nguyen,
and Palhares 2016] or [Kothare, Balakrishnan, and Morari 1996], similarly to the µ-synthesis with
LFT models. Another interesting advantage is the fact that no explicit definition of the parameter
is needed. Indeed, a polytopic model is defined based on the vertices, which are the state-space
models defined by matrices (Ai,Bi,C). In cases in which the uncertainty is not easily defined by
a reduced number of parameters, it allows to define a parameterized model based on a set of data
obtained at different points. This is the case of the dependence on the mass configuration, which,
contrarily to the TAS and Mach dependence for example, cannot be directly defined by a single
parameter. However, there is no guarantee that once vertices have been obtained, the resulting
polytopic uncertainty makes sense from a physical point of view.

The objective of the polytopic identification is to identify the vertices of the model, using the
frequency responses (Hi)i=1...r. Each vertex must have the following state-space representation ẋ = Aix + Biu

y = Cx
i = 1 . . . r (3.72)

the main difficulty is to obtain a common C matrix for all vertices. This is an important assump-
tion for most controller or observer design based on such models, as this implies that the states
must have a common "meaning". A simultaneous identification of the different models is then
needed.

This can be achieved within the Loewner framework. Recall that a single state-space model
of the form of Eq. (3.72) can be obtained using data Hi by defining large-size matrices Li, Lσ,i,
Gi, Fi which are then reduced in a way that conserves the data contained in the Loewner pencil
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[Li, Lσ,i]. The matrices Xi and Yi are defined by the Singular Value Decompositions (SVD):[
Li

Lσ,i

]
≈ Ỹ ΣrXi

∗ (3.73)

[
Li Lσ,i

]
≈ YiΣlX̃

∗ (3.74)

where the "≈" symbol means that only the first n singular values are kept, n being fixed by the
user or taken as the McMillan degree equal to rank(Lσ,i). Note that the matrices X̃, Ỹ , Σr and
Σl are not used, and economy-size SVD can be performed. The state-space matrices of a single
model are defined as:

Ei = −Yi
∗LiXi (3.75)

Ai = −Yi
∗Lσ,iXi (3.76)

Bi = Yi
∗Fi (3.77)

Ci = GiXi (3.78)

(3.79)

To perform a simultaneous identification, the right and left reduction are performed in a different
way. The right reduction matrix Xsim is computed in such a way that the matrix C is the same
for all systems. To this aim, an augmented vertical Loewner pencil is obtained by concatenation
and the matrix Xsim is obtained as:[

L1 . . . Lr

Lσ,1 . . . Lσ,r

]
≈ Ỹ ΣsimXsim

∗ (3.80)

Regarding the left reduction, it is performed similarly to the single-model case, and the polytopic
system is defined as

Ei = −Yi
∗LiXsim (3.81)

Ai = −Yi
∗Lσ,iXsim (3.82)

Bi = Yi
∗Fi (3.83)

C =
[
G1 . . . Gr

]
Xsim (3.84)

(3.85)

If the reduced order is taken lower or equal to the highest McMillan degrees of all single models,
the matrix Ei hence obtained are invertible and a model of the form of Eq. (3.70) is obtained. Note
that this technique requires higher orders than for a single model identification. It also requires
to know in advance that the different data sets are obtained at different operating points. Indeed,
if all the data was mixed without "labels" indicating which part is associated to each model, then
the procedure described above would not be possible as it requires to first perform independent
identification processes for each operating point.

90



3.9. Parametric identification 91

3.9.3 Numerical results of polytopic identification
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Figure 3.11: Identification of a 150-th order polytopic model using four sets of aeroelastic data
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The polytopic identification technique is validated using aeroelastic data up to 5Hz, with 4
inputs (vertical wind velocity, symmetric elevator deflection, and symmetric deflections of two
groups of ailerons) and 6 outputs (pitch rate, vertical load factor, angle of attack, and shear,
bending and torsion at the wing root). Four models corresponding to different mass configurations
are identified simultaneously, at the same Mach number 0.86 and 9000 m altitude.

In Fig. 3.11 models of different orders are identified. The 150-th and 100-th order models
almost perfectly match the frequency data. The 70-th order model approximates the data with a
low error. If independent identifications had been performed with the Loewner method on each
set of data, a similar error would have been obtained with a reduced order of 40 approximately.
With an order of 70, the polytopic identification successfully uses the correlations between the
various sets of data to define states that explain the different models simultaneously.

Finally, Fig. 3.12 shows the frequency response of 100 models generated from these four vertices
according to Eq. (3.70) and (3.71).
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This chapter focuses on the main initial objective of this work, namely the reduction of loads
created by wind gust and turbulence on the airplane structure, using active control techniques. The
different concepts related to the aeroelastic loads and the elements of aircraft modeling have been
described in chapter 2, and different techniques for identifying low-order state-space models have
been studied in chapter 3. These developments have paved the way for the efficient design of model-
based controllers using modern, computationally intensive techniques such as µ-synthesis, multi-
model H2/H∞ synthesis or model-predictive control in order to actively reduce the loads on an
aircraft. The lidar sensor can play a major role in the future of active gust load alleviation thanks
to its capability to anticipate the gust perturbations, hence giving more time to the controllers to
attenuate their effect on the aircraft. This chapter provides answers to some questions raised by
the potential use of this sensor.

4.1 Introduction to Gust Load Alleviation

4.1.1 State-of-the-art

The design of an aircraft is a multi-disciplinary process aiming at reducing the required fuel
consumption for a given payload and range. It can be improved in different ways, by improving the
engines efficiency or reducing the mass of the aeroplane whilst maintaining its overall capabilities.
Using new lighter materials, but also in a less straightforward way reducing the maximum loads
the aircraft must be able to withstand are the means to reduce the mass. For example, the wing
spar is a heavy element, designed to resist to the maximum bending moment and shear force that
will be created during the aircraft life cycle. One of the load sizing cases for the wing is the strong
turbulence or gust. With an adequate control law that uses the elevators, ailerons, and possibly
other control surfaces dedicated to GLA [Moulin and Karpel 2007], this load level can be strongly
reduced, leading to significant mass savings and so to an overall performance improvement. Active
gust load alleviation has been successfully implemented since the 1970s with the Lockheed L-1011
with a mass-saving objective, and more recently on the Airbus A380 and the Boeing 787 [Regan
and Jutte 2012] for instance. By deflecting the ailerons symmetrically upwards when a vertical
gust is detected, the lift is locally reduced and concentrated in the innermost part of the wings,
which reduces the integrated loads at the wing root. Another simple strategy for active gust load
alleviation (GLA) would consist in turning the plane towards the wind direction to reduce its
influence, by use of the elevators.

Active gust load alleviation will most likely gain importance in the future generations of air-
craft. The autonomy of the aircraft electric flight control system (EFCS) at the expense of the
pilot’s freedom to maneuver in flight will allow more efficient load alleviation control laws by reduc-
ing the risk of a detrimental pilot input and by coordinating the flight control and gust alleviation
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systems. Furthermore, many new aircraft concepts choose to increase the wing aspect ratio and to
reduce its structural weight to enhance aircraft energy efficiency. This increases airframe flexibility,
leading to aeroelastic modes frequencies that approach the flight dynamics frequencies, creating
flight dynamics-aeroelastic interactions (see [Chang, Hodges, and Patil 2008] and [Silvestre and
Paglione 2008] for example). The recent development of lidar sensors [Herbst and Vrancken 2016;
Rabadan et al. 2010] that can measure the vertical and lateral wind several hundreds of meters
ahead of the aircraft allows new perspectives for gust load alleviation, by anticipating the response
of the aircraft to the incoming wind perturbation. With the availability of computational capa-
bilities, this motivates the development of more complex gust alleviation techniques, based on a
full automation of the aircraft and taking advantage of its complete aeroelastic dynamics. While
the active gust load alleviation laws implemented on the current generation of aircraft only allow
to statically reduce the loads, more complex control techniques could attenuate the full dynami-
cal response of the aircraft when it faces a wind gust or a turbulence, improving the passenger’s
comfort and reducing the loads in a broader frequency range.

The most straightforward method for active gust load alleviation of flexible aircraft is feedback
control [Fonte, Ricci, and Mantegazza 2015; Che, Gregory, and Cao 2012; Stanford 2019; Mokrani
et al. 2019] also broadly used in flight control [Luspay et al. 2019; Ustinov, Sidoruck, and Goman
2005]. It is based on the aircraft measured outputs, typically the pitch rate, yaw rate and vertical
load factor obtained from gyroscopes and accelerometers. Feedback control allows a direct design
of the closed loop poles, ensuring stability and robustness to the system uncertainties, without
depending on the exact knowledge of the aircraft system. In order to improve the loads reduction,
a feedforward controller that directly uses the measurement of the wind perturbation can be used
in addition to feedback control [Alam, Hromcik, and Hanis 2015; Wildschek et al. 2010; Magar et
al. 2017] or it can be used alone [Zhao, Yue, and Hu 2016; Li, Wang, and Ronch 2016; Wildschek
et al. 2006]. A perfect feedforward controller can theoretically be obtained by direct inversion
of the system’s dynamics, but this is generally impossible due to actuator limitations, and the
resulting controller would be very sensitive to system uncertainties. [Caverly et al. 2017] has used
such a technique in addition to a linear controller and a disturbance observer for the gust load
alleviation of a flexible aircraft. [Wang et al. 2019] has developed a method based on dynamics
inversion with state estimation while ensuring robustness to system’s uncertainties. Both of these
methods work with a nonlinear model of the aircraft. A promising alternative is the employment
of adaptive control, in which the system’s dynamics are constantly estimated and the control is
adapted accordingly. It generally relies on a finite-impulse response (FIR) model of the controller
[Zeng et al. 2010; Wildschek et al. 2006; Wildschek et al. 2007; Zhao, Yue, and Hu 2016; Li, Wang,
and Ronch 2016; Wang, Li, and Ronch 2015].

Developments in the last decades [Herbst and Vrancken 2016; Rabadan et al. 2010] such as
Airbus AWIATOR program [Schmitt et al. 2007] or DLR’s DELICAT program [Vrancken et al.
2016], thanks to which airborne lidar sensors emit a laser and measure the light scattered by air
molecules, create new opportunities in gust load alleviation by not only diminishing the effects
of wind but also preventing them. While simple controller structures are commonly used for
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feedback control, finding a controller structure that takes the wind predictions as input is not
straightforward. Model predictive control (MPC) methods that perform an online optimization
can be used, they have been applied to gust load alleviation [Haghighat, Liu, and Martins 2012;
Giesseler et al. 2012] and maneuver load alleviation [Freitas Virgilio Pereira et al. 2019; Gaulocher,
Roos, and Cumer 2007]. More complex strategies based on wavelet decomposition of the lidar
signal have been used in order to map the signal onto the different actuators depending on the
frequency and the amplitude of the gust [Fezans and Joos 2017; Fezans, Schwithal, and Fischenberg
2017]. In absence of lidar measurement, the future states of the system cannot be predicted, and
[Vuillemin, Martin, and Poussot-Vassal 2021] have developed a MPC technique in which optimal
control values are computed assuming the future wind velocity belongs to a discrete set. The
optimization aims at minimizing the worst case among those possible wind profiles, which can be
taken as different 1−cos gusts for example, providing robustness with respect to the wind velocity
input. MPC techniques can be very efficient thanks to the online optimization, which computes
the ideal values of controlled variables according to a model and a criterion to be minimized on a
future time horizon. However, they suffer from two main drawbacks. The first is that they require
the aircraft onboard computer to perform heavy computations, which is not in line with today’s
technological development and regulations. The second drawback is the absence of robustness,
in the classical MPC formulation. Some techniques have been developed to ensure robustness
within the MPC framework, and [Morari and Lee 1999] reviews some of them. Using a polytopic
model as described in section 3.9.2, one can perform an online optimization based on Linear
Matrix Inequalities (LMI) to compute the control variables value, as in [Kothare, Balakrishnan,
and Morari 1996] or [Zhang, Wang, and Wang 2014]. A limitation of these techniques is the
important computational required to solve LMIs based on multiple models. Furthermore, they
lead to controlled signals that are proportional to the states at a given time, losing the nonlinear
aspect of the classical MPC method.

The H∞ and µ-syntheses [Doyle, A, and Tannenbaum 2009; Skogestad 1996; Vidyasagar and
Kimura 1986] provide a frame in which one can perform a multi-objective optimization based
on multiple sensors measurements including the lidar, while ensuring compliance with robustness
constraints and system’s limitations. Unlike MPC, closed loop stability and robustness can be
imposed with these methods, and the on-line computational cost is much lower because the con-
trollers are obtained off-line. Already used for robust GLA with classical sensors [Zeng, Kukreja,
and Moulin 2012; Cook, Palacios, and Goulart 2013; Ferrier et al. 2018], the application of H∞

to lidar-based GLA has been proposed in [Khalil and Fezans 2019] where the additional loads
reduction obtained with a noiseless lidar was assessed on a simple sailplane model including two
elastic modes, without robustness constraints.

4.1.2 Active Gust Load Alleviation: objectives and constraints

The main objective of active GLA, as the name suggests, is to reduce the loads due to the wind
using the available sensors’ measurements by using the aircraft control surfaces. This can be broken
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down into different sub-objectives: the first is the reduction of the maximum absolute value of
the structural loads (shear force, bending moment, torsional moment) at different locations of
the aircraft structure (wings, fuselage, HTP and VTP) in worst case scenarios. The worst case
scenarios, already mentioned in section 2.1, will be clearly defined in section 4.2.4. The GLA laws
implemented on current generations of aircraft focus on this objective, by reducing the maximum
positive value of the bending moment. A second sub-objective is to attenuate the dynamical
response of the aircraft at different frequencies, reducing the structural vibrations, stabilizing
the aircraft, and improving the passengers comfort. The ability of the pilot to correctly read
the flight data and to command the aircraft are also affected by the cockpit’s vibrations, and
the replacement of traditional analogical controls by digital touchscreens in future generations of
aircraft amplifies the need to attenuate the high-frequency effects of turbulence. The dynamical
load factor (acceleration) plays an important role in the comfort and motion sickness, as explained
in section 2.3.7, and is strongly correlated with loads (ex: vertical load factor and wing bending
moment). These objectives then roughly come down to reducing the PSD (see section 2.3.10) of the
loads and load factors as response to extreme winds, in worst case flight conditions. A diminution
of the highest peak of the PSDs lead to a decrease of the maximum loads, and attenuating the
higher-frequency peaks suppresses the structural vibrations. The main constraints in achieving
these objectives are the control surfaces and sensors limitations, described in section 2.1.5. The
mathematical models used to define these limitations are kept simple, and described in the different
applications studied in this work.

4.2 Strategy for active Gust Load Alleviation

This section presents the methodology employed in this work for the design of a GLA strategy.

4.2.1 Control complexity

This work always seeks simplicity in the control strategy, to favor practical implementation of
GLA in the future. Several elements participate in the control simplicity. First, simple control
laws should be favored: low-order functions, using a minimum number of inputs and outputs are
preferred. Simple gains from selected measurements to some meaningful control surface would be
ideal to this effect. However, the gain in performance of using state-space models with multiple
inputs and outputs make them attractive. Their order should then be as low as possible if it does
not lead to a significant loss of performance. Preferring simple control laws has several impacts on
the overall GLA strategy design. It makes the closed loop analysis easier: when a low number of
inputs/outputs combinations are used, simple SISO analyses can be conducted, looking at Bode
diagrams for instance and computing classical gain and phase margins. Another example is the
constrained MPC, which cannot be expressed in a closed form, making the closed loop analysis
more complicated. Furthermore, high-order laws are generally associated to more important hid-
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den dynamics. For instance, a high-order state-space model has many states whose values are not
directly measured, and do not have a physical interpretation. It is therefore not straightforward
to guarantee that they will not have detrimental effects on the closed loop dynamics in certain
conditions. Another effect of using simple control laws is the easier implementability on onboard
computers. Today’s computers can easily handle gains and low-order SISO transfer functions, and
could in the near future allow the implementation of low-order MIMO state-space models. Online
optimization, as done with MPC, and nonlinear control laws could require additional decades to
be certified and implemented on commercial aircraft. Finally, simple control laws tend to be more
robust than complicated ones. The latter will more naturally give optimal solutions to a given
problem, similarly to an interpolation with more degrees of freedom than data points, leading to
over-fitting. While it is not true that high-order controllers are systematically less robust, they
require more effort by the control designer to obtain similar level of robustness.

Another aspect affecting the complexity of the GLA strategy regards the number of sensors and
actuators used. In addition to increasing the complexity of the control laws, using more control
surfaces has an impact on the aircraft design. Indeed, in addition to the ailerons, elevators and
rudder needed for the flight control of the aircraft, other control surfaces could be added in future
designs, specifically for GLA. With its 23 pairs of ailerons, the XRF1-HARW model used in this
work allows the study of different configurations with more actuators than in a classical aircraft.
Looking for the ailerons that maximize the load alleviation performance allows finding effective
configurations, in which a small number of control surfaces are dedicated exclusively to GLA.
In the results presented in this work, different control laws of various complexity are compared.
Considering the ailerons configuration, 8 out of the 23 pairs are used, situated in the middle of the
wing (positions 7 to 14 span-wise from the wing root). This choice is partly motivated by Fig. 2.17
of chapter 2, where the effectiveness of the different ailerons was compared. Other studies have
been conducted based on closed loop performance, and are not shown in this work for the sake
of conciseness. The 8 ailerons are split into two groups of 4, to reduce the number of controlled
variables. Considering the measured variables used by GLA controllers, the pitch velocity and
vertical acceleration at the center of gravity have proved to provide sufficient observability of the
relevant aeroelastic modes. The use of inclinometers, which allow the estimation the structural
loads, has not led to performance improvements according to the author’s experience, and has
therefore be dropped. In addition, the lidar and angle-of-attack sensors provide information on
the wind perturbations, and are of major importance for GLA.

4.2.2 Choice of the targeted loads

Ideally, the shear force, bending moment and torsional moment at different locations of the wing,
fuselage, HTP and VTP, should be reduced simultaneously thanks to the GLA law. However, this
strategy might be counterproductive because a control surface deflection can decrease a certain
load and increase another. Furthermore, in order to improve the overall aircraft design, some loads
are more meaningful than others. The wing root bending moment is generally considered in GLA
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as the main load to minimize, because of the high mass that could be saved by reducing it. As
explained in the GLA objectives described in section 4.1.2, the vertical load factor is also of great
importance in GLA for the impact it has on the passengers comfort and on the overall aircraft
motion. The priority is then given to the wing root bending moment and the vertical load factor,
and the other loads are considered secondary: they must be minimized if possible, but not if it
has a detrimental effect on the main loads reduction.

The case of the wing root bending and torsional moments is of particular interest in the
GLA analysis, because the reductions of these two loads are generally incompatible. This can
be physically explained by the fact that an upward aileron deflection locally decreases the lift,
hence reducing the shear force and bending moment, but at the same time decreases the wing
camber, creating a pitching moment that increases the wing torsion. It is then necessary to
conduct a tradeoff between the wing bending moment reduction and the cost it has in terms of
torsional moment increase. While the torsional moment may not be included in the controller
design objectives, the closed loop post-analysis and simulations should always verify that its value
is acceptable. On the contrary, the diminutions of the shear force, bending moment and load
factor are globally compatible.

4.2.3 Synthesis and validation models

The synthesis of controllers and the post-analysis and simulations require the use of aeroelastic
models of the aircraft. They are obtained with techniques developed in chapter 3. The reduced-
order aeroelastic modeling can be considered a part of the controller synthesis. Indeed, depending
on the application, the user can decide that losing modeling accuracy in part of the frequency range
can be acceptable if it leads to a reduced order for instance. After all, the H∞ methods described
in appendix D consist in playing with the model to create an augmented plant with the desired
frequency response, and this process actually starts with the system identification, where the
model can already be shaped in view of the control objectives. In the case of GLA, the accurate
aeroelastic poles location is not particularly meaningful, contrarily to the AFS case studied in
chapter 5. The accuracy of the input/output frequency response approximation is the main figure
of merit for the models used in GLA synthesis. In order to reduce the order of the state-space
models, a specific frequency range is selected, between approximatively 0.1 Hz and 5 Hz. At higher
frequencies, the effect of the wind is considered negligible, as seen on the PSD responses studied
in section 2.3.10 and due to the high-frequency roll-off of the wind dynamics, clearly seen on the
Von Kármán turbulence profile of Fig. 2.7. The upper frequency limit of the range of interest
could also be lowered, arguing that the actuator’s dynamics start rolling-off at about 1 Hz, and
consequently frequencies higher than about 3 Hz are difficult to control. At frequencies lower
than 0.1 Hz, the wind has no effect on the loads, and other controllers are specifically designed to
control the aircraft altitude and attitude in this range. Additional considerations regarding the
interaction of GLA with flight control are discussed in section 4.2.5. The dynamics of interest
for GLA are then mainly due to the flight dynamics aeroelastic modes (the short-period mode in
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Figure 4.1: Comparison of input/output frequency response data with wind velocity input obtained
with aeroelastic equations, synthesis model (40-th order with Loewner method) and validation
model (GAF rationalization with Roger method). Numerical values are normalized

longitudinal dynamics) and the first structural modes, the peak response to a wind gust being
generally strongly influenced by the first wing bending mode at about 1 Hz. A further reduction
in the aeroelastic model used for synthesis is obtained by splitting the longitudinal and lateral
dynamics. This work focuses on the former, as the longitudinal loads have a higher impact on the
aircraft design than the lateral loads. Following the considerations discussed in section 4.2.2, the
priority is given to the wing bending moment and the load factor, but also the torsional moment.
These quantities are described by the longitudinal dynamics of the aircraft, and to simplify the
analysis, the lateral dynamics will not be studied in this chapter. Note that this will not be the case
of the AFS analysis of chapter 5, in which both longitudinal and lateral dynamics are considered.
The Loewner method, described in section 3.3.2, is used to identify the synthesis models.

When a controller has been obtained, a post-analysis of the closed loop and simulations must
be conducted. In this case, the previous considerations for model reduction are not always valid.
Since, in this work, the validation phase requires lower computational resources than the synthesis
phase, higher order models can be used with better accuracy in a broader frequency range. This
allows the verification that the GLA controllers are correctly designed to work with a model closer
to the reality, and not only with a specific reduced model. For example, the controller must
guarantee that the high-frequency closed loop poles are stable, with robustness margins, which
could not be seen with the synthesis models described above. The method based on aerodynamic
forces rationalization by Roger approximation, described in section 3.2, is selected because of the
good accuracy of the frequency response and the preservation of some physical quantities, such as
the aeroelastic poles location. Fig. 4.1 shows the transfer function from the wind velocity to the
vertical load factor and the wing root bending moment directly using the equations of sections
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2.3.7 and 2.3.6, compared to the synthesis and validation models. The validation model is of
order 1200. The synthesis model is of order 40 and has been identified with data up to 5 Hz, at
Mach 0.86 and CAS= 170 m/s. Fig. 4.1 shows that both models are accurate up to 5 Hz, but the
validation model maintains a good accuracy up to 15 Hz, and is slightly less accurate than the
synthesis model at low frequencies.

When using linear control methods such as the H∞ framework, the actuators and sensors
dynamics included in the augmented plant must be linear too. In post-analysis simulations,
nonlinearities can be added to study the effects of actuators saturations and rate limitations.

4.2.4 Choice of the flight conditions

The aeroelastic models obtained in chapter 2 depend on two flight parameters and on the mass
configuration. The Mach number and the calibrated airspeed (CAS) are selected to define the flight
conditions, following considerations made in section 2.1.3. The Mach number has an important
effect on the aerodynamic computation, by modifying the compressible fluid mechanics. The CAS
has a direct influence on the aerodynamic forces, which are proportional to its squared value
at fixed Mach in first approximation (assuming q̄ ≈CAS2 and neglecting the unsteady effects,
see Eq. (2.35)). The GLA strategy developed in this work follows the general ideas of official
certification documents for commercial aircraft, such as the European CS-25 [European Aviation
Safety Agency (EASA) 2007]. The conditions leading to the worse case that can possibly happen
in an aircraft lifetime are selected. While some studies are performed at fixed Mach, CAS and mass
configuration for the sake of clarity, some syntheses and closed loop analyses are performed using
different aeroelastic models. In this case, the CAS is fixed at a value imposed by the certifications,
considering that lower values lead to lower loads (see section 2.1.3 for more details). Different
mass configurations and values of the Mach number are considered, as there is no clear indication
that one case leads to the highest loads. This strategy goes in the direction of practical industrial
implementation of controllers in commercial aircraft.

4.2.5 Interaction with the flight control laws

The integration of a GLA controller into a flight control system is an important topic when
considering a possible implementation on future commercial aircraft. This work mainly focuses
on the aspects related to load alleviation, and the techniques that enable it, and considers the
interaction with flight control in a very simplified way. Future works could take over this study and
consider the GLA from a systems-oriented point of view, studying in more details the interaction
with the flight control laws existing in a commercial aircraft. A first consideration can be discussed
regarding the altitude keeping. This task is carried out in commercial aircraft by the pilot, who can
act on the stick to give a vertical load factor order npilot

z , which serves as an output reference to the
longitudinal flight control law, based on a feedback loop using the elevators as actuators. The pilot
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can be replaced by an autopilot, which automatically computes a vertical load factor reference
to follow a given trajectory. The longitudinal control law also uses the measured pitch rate, to
improve the aircraft stability and to provide its adequate maneuverability. Additionally, a filter
computes a pre-order nc

z which adds to the pilot order. This works proposes a simple integration
of the GLA law into this architecture, as illustrated on Fig. 4.2. The vertical load factor and
the pitch rate are used as input, in addition to the wind velocity which can be estimated using
the angle-of-attack probe and possible lidar measurements. A direct order is sent to the ailerons,
while a reference load factor is computed and added to the pre-order and to the pilot order. A
second aspect regards the activation logic of the GLA controller. The question of when to activate
it, and how the pilot order could be affected, is open and can be studied in future works. This
works makes the assumption that the GLA controller takes over the aircraft commands when it
is activated, and that the pilot cannot give orders. It implies that the GLA system is activated in
extreme cases, but no considerations on how to trigger it are expressed. While no strict limits are
imposed, a gust encounter should not lead to vertical deviations higher than 50 m. As the low-
frequency dynamics of the synthesis models are not well represented, no altitude keeping objectives
are defined during the GLA synthesis, which does not uses the altitude as input. The vertical
deviation is then only checked afterwards, in post analysis.

4.2.6 Maximum load alleviation imposed by certification documents

The certification documents limit the maximum possible loads alleviation that can be obtained
using a GLA system. This limit relies on the fact that, although the maximum loads can be
reduced, there is a probability that the GLA system fails and special conditions apply in this case.
In the CS-25 document [European Aviation Safety Agency (EASA) 2007], the paragraph 25.302
and appendix K define limitations to the use of any system affecting "structural performance",
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such as the GLA. It states that in case the GLA system fails (and the GLA orders are equal to
zero), the loads should be lower than the ultimate loads divided by a safety factor SF :

Lfailure ≤ 1
SF

Lultimate = 1.5
SF

Llimit (4.1)

recalling that the ultimate loads are the limit loads multiplied by 1.5. Now, if a GLA system is
used, the limit loads are those obtained in absence of GLA multiplied by an alleviation factor:

Llimit = (1 − fGLA)Lfailure (4.2)

resulting in
fGLA ≤ 1 − 2

3SF (4.3)

The safety factor depends on the probability of the GLA system to be in failure mode, at any time.
If the probability is lower than 10−5, the safety factor should be equal to one. In this case, the
loads cannot be attenuated by more than a third (fGLA = 33%). Any further attenuation would
have no effect on the aircraft design. If the probability is higher than 10−5, then the safety factor
is higher than one, and the maximum possible loads alleviation having an effect on the aircraft
design is lower than a third. These considerations are taken into account during the GLA design:
when loads attenuations are much higher than a third, it is worth considering reducing the control
effort and increasing the closed loop robustness, or reducing the number of control surfaces used.

Remark 2. This limit affects the total loads, defined as the sum of the equilibrium value and the
increment value. Most results studied in this work regard only the latter.

4.2.7 Presentation of the GLA study

Based on the control design techniques used in the literature for active GLA with or without lidar,
which have been presented in section 4.1.1, the main retained direction is robust control. The H∞

framework has several advantages, such as the closed loop robustness, the possibility to obtain
simple controllers, the ease of lidar implementation into this framework, and the flexibility in the
control objectives definition. The MPC is also studied because of the optimal performance it can
theoretically provide.

This chapter is organized as follows. Section 4.3 describes the process of estimating the wind
velocity using a lidar. Section 4.4 then reviews a simplified version of the GLA method imple-
mented on current generations of aircraft, consisting in statically deflecting the ailerons upwards to
decrease the local lift and alleviate the wing bending moment. Section 4.5 introduces a first robust
GLA implementation based on the H∞ and µ-syntheses, and some lidar sensitivity studies are car-
ried out concerning the optimal measurement distance and the effect of noise and offset. Several
types of closed loop robustness are analyzed, and the capability to reduce several loads at the
same time is assessed. Finally, section 4.6 studies another robust approach, based on multi-model
H2/H∞ synthesis. It focuses on the capability of reducing the maximum loads that can be faced
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by an aircraft in different flight and mass conditions, thanks to the synthesis of controllers using
several aeroelastic models simultaneously. Section 4.7 then studies an MPC approach for GLA
control synthesis, with or without lidar. An ideal adaptive variation of the MPC is also proposed
for comparison, in which the aeroelastic model used for the online optimization is always adapted
to the current flight conditions and mass configurations. Finally, an overall comparison of these
different control strategies for GLA is carried out in section 4.8 using multi-model post-analysis
tools based on correlated loads envelopes.

4.3 Wind velocity estimation from lidar measurements

The lidar plays an important role for turbulence detection and GLA. This section describes the
nature of the lidar measurements and how they can be used to estimate the wind velocity ahead
of the aircraft. Fig. 4.3 sums up the different elements of this description, following the model
used in this work. The lidar, located at the nose of the aircraft (point A0), sends four laser beams
in different directions forming a cone shape that can be considered as rigidly connected to the
structural points located at A0. The measurement are performed at the vertices of the cone’s
base, called A1 to A4, which lie in a plane perpendicular to the X-axis at a distance Llidar of the
nose. At each point Ai, the wind has a velocity vector called Vw/Ai. By Doppler effect, the lidar
measures the orthogonal projection of the relative velocity between the air at each point Ai and
the point A0 on the A0Ai line:

Vi = −
(
Vw/Ai

− VA0

)
· A0Ai

∥A0Ai∥
(4.4)

X

Y

Z

A1

A3

A2

A4
A0

Ɣ

c.g.

Vw/A1

V1

VA0/cg

Xcg

r
q

p

Vcg
LLiDAR

Vw/A0

Figure 4.3: Description of the lidar measurements
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where Vi is the lidar measurement, VA0 is the velocity vector of the structural points A0, A0Ai

is the geometrical vector from A0 to Ai and "·" is the dot product. Note that the delay due to the
light traveling to points Ai and back to A0 is negligible. By calling γ the half aperture angle of
the cone, supposed to have a squared base, the vector A0Ai has the following coordinates in the
body frame:

A0Ai

∥A0Ai∥
=


√

cos2 γ − sin2 γ

± sin γ
± sin γ


b

(4.5)

with different signs for the four points. The velocity of the point A0 can be obtained by the
aeroelastic model (2.41), but it is not directly measured. We split it in two parts:

VA0 = VA0/c.g. + Vc.g. (4.6)

where VA0/c.g. is the relative velocity of A0 with respect to the center of gravity and we assume
hereby that the fuselage is rigid and that the center of gravity is located on the X-axis:

VA0/c.g. ≈


p

q

r


b

×


Xcg

0
0


b

=


0

rXcg

−qXcg


b

(4.7)

where × is the cross product. This gives an approximation of the relative velocity of A0 with
respect to the center of gravity that includes the angular velocity, which are measured by the
aircraft. This does not mean that the effects of flexibility are totally neglected, as the value of
the rotation rates are influenced by the aeroelastic effects. Finally, expressed in body axes, the
relative velocity of the wind at Ai with respect to the center of gravity is expressed as

Vw/Ai
− Vx.g. =


vx,i − Vx

vy,i − Vy

vz,i − Vz


b

(4.8)

where vx,i, vy,i and vz,i are the components of the wind velocity at point Ai, and Vx, Vy and Vz

are the components of the center of gravity velocity, in the body frame. Combining the previous
equations, the lidar measurements are approximated as

Vi =
√

cos2 γ − sin2 γ (Vx − vx,i) ± sin γ (Vy + rXcg − vy,i) ± sin γ (Vz − qXcg − vz,i) (4.9)

If we assume that the aircraft velocity is known and that the wind velocity is the same at each
location Ai, the three unknowns vx, vy and vz can be obtained by solving this system of four
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Figure 4.4: Description of the lidar delay due to measurement acquisition

equations:


vx

vy

vz


b

=


Vx

Vy + rXcg

Vz − qXcg


b

−


√

cos2 γ − sin2 γ + sin γ + sin γ√
cos2 γ − sin2 γ − sin γ + sin γ√
cos2 γ − sin2 γ + sin γ − sin γ√
cos2 γ − sin2 γ − sin γ − sin γ


†

V1

V2

V3

V4

 (4.10)

where A† is the left pseudo-inverse of a generic matrix A. A few remarks can be made:

Remark 3. Eq. (4.10) does not depend on the measurement length Llidar. The relative velocity
of the points Ai and the air when the cone rotates around its vertex and swipes different directions
does not have any effect on the measurement, because of the way the lidar works.

Remark 4. The roll motion of the aircraft does not have a direct effect on the lidar measurement.

Remark 5. An error on the measurements Vi would have a 1
sin γ effect on the vy and vz estima-

tions, while it would have a (lower) 1
cos γ effect on the vx estimation.

Finally, one must account for a delay in the wind velocity acquisition. As illustrated in Fig.
4.4, instead of measuring instantaneously the wind velocity, the lidar performs a continuous mea-
surement on a distance ∆L traveled by the airplane, and the actual velocities V1 to V4 correspond
to average values on this distance. The process described in Eq. (4.10) then estimates the mean
value of the wind velocity in the volume that separates the two squares by a distance ∆L. This
can be modeled as a time delay ∆L

T AS in the wind velocity data acquisition, of the order of a few
hundredths of seconds.
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4.4 GLA by static ailerons deflection

The current generation of aircraft already implements load alleviation functions. They generally
consist in static upward deflections of ailerons when high-velocity winds are detected, and static
elevators deflections to counteract the induced pitching moment. The objective is not to stabilize
the aircraft and attenuate the aeroelastic response, as done in this work, but rather to protect the
wing from too high maximum positive bending moments. Indeed, the total bending moment is
the sum of a steady term included in the equilibrium defined in section 2.3.3 and of a dynamic
increment. During cruise, the steady term is positive because the lift on the wings is higher than
their weights, resulting in a positive net force. By deflecting the ailerons upward, the objective
is then to reduce this force and limit the maximum positive bending moment. Note that this
strategy also tends to increase the torsional moment of the wing, similarly to what has been
observed before. This section studies this strategy, in order to provide a comparison with the
techniques developed in this work. Moreover, the static ailerons deflection technique has been
implemented on commercial aircraft with relatively low aspect ratio. Implementing it on the
flexible XRF1-HARW, which presents a high aspect ratio and a low torsional stiffness, also allows
the study of the effects of flexibility on this technique.

Time simulations of the response to a 107 m discrete gust are shown in Fig. 4.5, comparing the
case without GLA and the case in which the ailerons are statically deflected upwards, with the flight
control law active. They are performed at Mach 0.5 with an empty aircraft, at CAS=VMO= 170
m/s. At t = 0 s, a 15° upward deflection of the ailerons is ordered. The actuators dynamics and
rate limit lead to a short setting time before reaching the desired angle. The same two groups of
ailerons, used for robust dynamic GLA and defined in section 4.2.1, are selected here. A static
downward increment of elevators deflection is commanded in order to compensate the pitch rate
created by the ailerons. The compensation can be computed thanks to the relative values of the
moment coefficients Cmδa

and Cmδe
of the ailerons and elevators respectively. Moreover, the flight

control law gives an additional order to the elevator in order to bring the vertical load factor to
zero. After about 10 s, it can be seen that the pitch rate and vertical load factor are equal to zero,
and the aircraft is then in a new equilibrium. When setting the ailerons angles, the elevators do
not provide enough degrees of freedom to maintain all the variables at zero in this new equilibrium,
and a new positive value of the angle-of-attack is obtained, hence creating a positive lift which
compensates the total vertical force created by the ailerons and the elevators. A vertical velocity
is associated to this new state, as seen in Fig. 4.5 (h) with a linear increase of the altitude, and
a positive climb angle, as seen on the pitch angle response (g). Considering the loads, the main
objective of reducing the steady value of the root bending moment is reached, as seen on 4.5 (d)
with a negative increment. The natural consequence of this is an increase of the equilibrium value
of the torsional moment (i). At 10 s, after the aircraft has reached its new equilibrium, it is struck
by a 107 m gust. The bending and torsional moment caused by the wind are simply translated
compared to the case without GLA. The vertical load factor response is nearly the same in the
new equilibrium with static deflections as in the case without controller. The increase of the pitch
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Figure 4.5: Time response to a 107 m discrete gust with static ailerons deflections and flight
control law, in comparison to case without GLA

rate response, is mainly due to the presence of the flight control law. The case in which only this
law is present has been simulated and is not shown for the sake of conciseness.

The limits of this approach can be appreciated in Fig. 4.5. The transient response to the gust
is not affected by the static deflection, and the vertical load factor response is unaffected. Only
the positive bending moment is reduced, while there is a risk of increasing the negative values
if a high ailerons deflection angle is selected. Furthermore, in case an aeroelastic mode presents
a low damping ratio, the resulting sustained oscillations would not be suppressed. Finally, an
important modification of the trajectory can be noted, with a 200 m increase of the altitude in
only 20 seconds. This could limit the maximum acceptable ailerons deflection, hence reducing the
loads attenuation.

The time simulations shown in Fig. 4.5 assume that the gust reaches the aircraft when it is
already in equilibrium. It is also of interest to understand what happens if the gust occurs in the
transient phase, shortly after the ailerons have started deploying. Fig. 4.6 shows the results of
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Figure 4.6: Maximum and minimum bending moment in response to positive discrete gusts for
various activation delays of the ailerons deflections

several simulations performed with different delays of the ailerons activation, and for three positive
discrete gusts of 40 m, 70 m and 107 m. An empty aircraft flying at Mach 0.5 is considered here.
A delay of 0 s means that the deflection order is sent to the ailerons at the moment the discrete
gusts starts growing on the nose of the aircraft. A negative delay means the order has been sent
before the gust has arrived, and vice versa. The curves on the upper part of Fig. 4.6 are the
maximum bending moments in each simulation, and those on the lower part are the minima. The
dashed lines are the minimum and maximum bending moments obtained in absence of ailerons
deflection (in all cases the flight control law is activated). The left asymptote of the full-line curves
are associated to the case the equilibrium has been reached before the gust occurs. Due to the
relatively low gains of the flight control law, the aircraft takes time to reach a new equilibrium
after the ailerons and elevators are deflected, which can result in a loss of total bending moment
reduction, as seen on the left part of the figure. The interaction of the transient response due
to the ailerons and the gust, for delays between 0 s and 2 s, is of particular interest. When the
GLA order is given at the exact moment the gust reaches the aircraft nose, the bending moment
reduction is low. On the opposite, a high bending moment reduction is obtained for a particular
timing of ailerons activation, starting about 1 s after the gust strikes the aircraft nose. Minimum
(negative) bending moments approximately follow the same trend. This optimal timing could be
of interest if an isolated gust were to occur, without prior wind triggering the GLA system. This
is, however, purely theoretical as the results are valid for a specific gust profile, that is not likely to
occur in real life. What this analysis really shows is that the deflections of ailerons for GLA should
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Figure 4.7: Augmented system used for the H∞ and µ-syntheses

be done in the full knowledge of the interaction between the wind and the aeroelastic dynamics of
the aircraft in order to design an effective and secure GLA system. This is an argument for using
dynamic model-based control laws such as those obtained with the robust syntheses of sections
4.5 and 4.6.

4.5 Robust GLA using µ-synthesis

4.5.1 H∞ and µ-syntheses for the flexible aircraft equipped with lidar

The H∞ and µ-syntheses frameworks described in appendix D are applied to the flexible aircraft
equipped with a lidar. The detail of the augmented plant P from Fig. D.4 is shown in Fig. 4.7. By
reducing the H∞ norm of the full system, the influence of each exogenous input to the exogenous
output is reduced. The augmented plant P shown in Fig. 4.7 consists of

• the aircraft aeroelastic model G

• the actuators and sensors dynamics

• the lidar sensor noted as pure delay zi
i=[0:N ].

• the exogenous input w and output z and their associated tunable filters.
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The uncertainties are written in a general form, they can be of different types as explained in
section 4.5.1.4. The aircraft model G is normalized in input and output. In addition to improving
the numerical convergence of the algorithms, this allows the comparison of the relative values of the
entries of the performance output zy. The details of the different components of the augmented
plant are shown in Fig. 4.7. The filters and exogenous inputs and outputs are chosen in such a
way as to define the GLA problem similarly as in appendix D in terms of a performance criterion
and associated constraints. The next sections explain their design in more details.

4.5.1.1 Gust Load Alleviation performance

The main objective of the controller synthesis as explained in section 4.1.2 is the gust load atten-
uation. It can be summarized as reducing the influence of the wind velocity v, taken here as the
vertical wind alone, towards the loads. Contrarily to ysens the output yloads is not measured,
hence it cannot be used by the controller. However, by including yloads in the exogenous output
zy, the controller is designed in such a way as to minimize the loads with the knowledge of the
sensors output ysens only. The synthesis of a gust load alleviating controller is then performed as
follows. The transfer function Hv of Fig. 4.7 takes the frequency content of the worst case vertical
wind. A third order approximation of a von Kármán turbulence with worst case amplitude is
considered here. The numerical values can be found in section 4.5.2. With an appropriate output
normalization of variable y, Hzy can be taken as the constant diagonal transfer function, with
ones only at the output to minimize. As explained in section 4.2.2, only a few selected loads are to
be minimized. With this choice of filters Hv and Hzy, the minimization of the norm

∥∥T wv 7→zy

∥∥
∞

can be achieved by H∞ synthesis. With the full delay z−N , the exogenous input wv corresponds,
after multiplication by its shaping filter Hv, to the predicted wind.

4.5.1.2 Actuators and Sensors

The actuators must be modeled accurately in order to account for the phase delay and the con-
straints they create. The transfer function matrix Hact of Fig. 4.7 represents the actuators
dynamics and are modeled by a second order low-pass filter in the Laplace domain

Hact(s) = 1
s2 + 2ξω0s+ ω2

0
INu

(4.11)

where INu is the identity matrix of size Nu, the number of actuators, ω0 and ξ are the actuators’
cutoff frequency and damping ratio respectively. Together with the effect of the aircraft inertia,
this limits the capability of the controller to attenuate the high frequency response of the aircraft.

In addition to the actuators dynamics, a saturation function is added in the validation setup
used for simulations. The control surfaces cannot exceed a certain deflection angle threshold,
and their derivative cannot exceed a certain deflection rate threshold. As it will be seen in the
results section, the deflection rate saturation limit is the most constraining in the control synthesis
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problem. In the H∞ framework, the maximum deflection angle and deflection rate are imposed
as soft constraints through the filter

Hzu(s) =
[

1
umax

INu

s
u̇max(ϵs+1) INu

]
(4.12)

where s
(ϵs+1) is a pseudo derivative with ϵ ≪ 1, and umax and u̇max are the maximum deflection

angle and deflection rate respectively. Note that it has been assumed for simplicity that all the
control surfaces have the same saturation limits. With an adequate input normalization, this
ensures that when the H∞ norm of the system is lower than one the saturation constraints are
respected. In particular, ∥T wv 7→zu∥∞ must be lower than one with zu of dimension 2Nu. Note
that these filters are first written in the Laplace domain, and then converted into the z domain.

The sensors are modeled by Hsens as a pure delay, accounting for the sensors measure rate
and the on-board computer refresh rate:

Hsens(s) = e−τsenss (4.13)

where τsens is a diagonal matrix of size Ny with delays associated to each sensor on the diagonal.
When written in the z-transform domain, this transfer function becomes rational. The tunable
filter Hny (see Fig. 4.7) associated with the measurement noise is taken as the diagonal matrix
with expected standard deviation of each sensor’s noise on the diagonal.

4.5.1.3 Lidar Sensor and Noise

Two types of lidar are considered in this work: the first type only performs a measurement of
the vertical velocity at a fixed distance ahead of the aircraft. The measurement is then delayed
several times and buffered as in Fig. 4.7, providing the information of the disturbance at all time
steps ahead in time over a certain time horizon. The second type of lidar records also intermediate
measurements. In the augmented plant, the intermediate measurements are performed at distances
i δx corresponding to each time step i, where δx = V Ts is the spatial step between two lidar
measurements and Ts is the sampling time. In case of a perfect measure (no noise), this makes
no difference. The main difference regards the measurement noise, which is assumed to increase
linearly with the distance. This assumption is supported by experiments with different existing
lidars [Herbst and Vrancken 2016]. With the first type of lidar (single measurement), the noise
standard deviation at the i-th step ahead (time or spatial step equivalently) can be written as

σi
v = knL (4.14)

where L is the measure distance; kn is the noise per unit distance, which depends mainly on the
lidar accuracy, and to a lesser extent on the the aircraft velocity and the atmosphere turbulence,
as explained in section 2.2. Note that the noise does not depend on i. In the second type of lidar
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(multiple measurements), the noise standard deviation can be written as

σi
v = i knδx (4.15)

In this case, the closest measures give less time to react to the incoming wind, but they are more
accurate. The standard deviation is then multiplied by a unit variance white noise. The knowledge
of the noise amplitude is included in the H∞ framework by selecting the lidar noise tunable filters
as the constant Hi

nv = σi
v. The exogenous input wi

nv of Fig. 4.7 can then be considered as white
noises.

With the single-measurement lidar, increasing the length of measurement can become detri-
mental when the noise becomes too high and starts to overcome the performance benefit obtained
by increasing the prediction horizon.

4.5.1.4 Robustness with H∞ and µ-syntheses

The closed loop should be robust in stability and performance. The former kind of robustness is
the capability of the closed loop to remain stable when the controlled system changes, whereas
the latter regards the guarantee to maintain performance under system variations, by keeping the
H∞ norm less than one. Ensuring robustness with a state space controller with several input and
output is more challenging than with classical controllers consisting of gains and filters as used in
aeronautics. The controller must be robust to MIMO uncertainties, which apply simultaneously
to the various inputs and outputs. As explained in appendix D, MIMO stability robustness can
be imposed by H∞ synthesis, for example by reducing the maximum H∞ norm of the input and
output sensitivity transfer functions, acting on the modulus margins. Another strategy, adopted
in this section, consists in adding uncertainties in the augmented plant, and imposing closed loop
robustness to these uncertainties by µ-synthesis, both in stability and performance. In absence
of a clear definition of the system’s uncertainties, one can define general disk uncertainties (see
appendix D) which can lead to MIMO generalizations of gain and phase margins.

Practically, uncertain transfer functions are introduced at the input of the actuators and at
the output of the sensors as seen on Fig. 4.8. Each of them is composed of diagonal collections of
independent SISO disk uncertainties, defined in appendix D. Each disk uncertainty is an unknown

Figure 4.8: Uncertain aeroelastic model with disk uncertainties
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complex number with nominal value equal to 1, from which the gain and phase can vary. This
framework can be used in different ways for synthesis and analysis. In the most constraining
case, independent disk uncertainties are applied simultaneously at each of the input and output
ports of the aeroelastic model, with different combinations of gain and phase (the complex number
evolves in a disk). This is the case used for synthesis, meaning that the closed loop stability must
be imposed and the H∞ criterion must be minimized in the worst case of simultaneous input
and output disk uncertainties. A weaker type of uncertainties is associated to the case in which
only gain or phase variations are applied to each disk uncertainty, simultaneously at each input
and output port. They lead to the definition of the so-called MIMO gain disk margin, defined
by the minimum gain leading to instability when considering combinations of independent gain
variations in the various input and output ports. Similarly, MIMO phase disk margins are defined.
Multi-input and multi-output phase and gain disk margins are similarly defined, considering only
variations in the input ports or in the outputs ports, and are then weaker than their MIMO
counterparts. Finally, SISO disk margins are the classical gain and phase margins, considering
the variations in a single output or input port of the system.

4.5.2 Simulation setup and studied scenarios

The numerical values used in the simulations are presented in this section and summarized in
table 4.1. Some design filters are given in this work by their Laplace transform expression, but
they are eventually defined in the z-domain after time discretization of the system with time step
Ts equal to 0.02 s. In the control design, the wind is modeled as a 3-rd order approximation of
the von Kármán turbulence treated as a transfer function:

Hv(s) = 0.02s3 + 0.3398(Lturb/V )2s2 + 2.7478(Lturb/V )s+ 1
0.1539(Lturb/V )3s3 + 1.9754(Lturb/V )2s2 + 2.9958(Lturb/V )s+ 1 (4.16)

The true transfer function associated with the von Kármán PSD (2.8) is of high order and would
increase the computational cost of the controller synthesis, so it is only used in simulation. During
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Figure 4.9: Wind velocity with and without lidar measurement noise
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Quantity Symbol Value
Mach number M 0.86
Mass configuration − Empty aircraft
Altitude − 9.000 m
Actuators cutoff frequency ω0 4 Hz
Actuators damping ratio ξ 0.85
Maximum deflection angle umax 30°
Maximum deflection rate u̇max 40°/s
Sensors delays τsens 40 ms for each sensor
Lidar measurement distance L 100 m
Lidar noise coefficient kn 0.02 s−1

Discrete gusts gradient Lgust 40 m, 70 m and 107 m
Scale of turbulence Lturb 762 m
Turbulence standard deviation Uσ 9 m/s
Model order − 40
Time step Ts 0.02 s

Table 4.1: Numerical values used in simulations

the controller synthesis, the output of the aircraft system are normalized by the standard deviation
of the open loop response to continuous turbulence. When not explicitly specified, the lidar
performs one measurement at a time, which is delayed several times to give the wind velocity
at intermediary points. This results in a white noise of 2 m/s standard deviation, following the
considerations of section 4.5.1.3; the comparison of the wind velocity and the measured wind is
shown in Fig. 4.9 for three gusts of different lengths. The measured output of the model are the
pitch rate, vertical load factor and angle of attack from sensors. The validation model also includes
loads outputs that are not measured by the aircraft, composed of the shear force, bending moment
and moment of torsion at 31 locations regularly spaced along the wing span starting at about 10%.
Computations have been performed with a 8-core CPU and 32 GB of random access memory, in
parallel mode when needed. The design is performed on Matlab thanks to the musyn function
for unstructured and structured controllers, and the simulations are performed on Simulink. Two
important remarks can be formulated.

Remark 6. The quantities displayed are the increments values, which must be added to the trim
quantities of the nonlinear equilibrium described in section 2.3.3 to obtain total values.

Remark 7. The open loop case refers to the natural aircraft, in which no control law whatsoever
is implemented. In a more complete analysis, the case in which only the flight control law is
implemented could be shown too, but this option has been dropped for the sake of conciseness.
Compared to the strong GLA strategies studied in this work, the flight control law makes a negligible
difference in the aircraft response, as it targets lower frequencies than those involved in the gust
and turbulence responses.
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4.5.3 Robust gust loads alleviation with µ-synthesis using a lidar

This section shows time simulations obtained with a robust unstructured controller designed using
µ-synthesis. The vertical load factor and the loads (shear force, bending and torsional moments)
at the wing root and at the HTP root are all included in the H∞ criterion to be minimized. By
doing so, we can assess the capability of a controller to alleviate different loads at the same time.
Disk uncertainties are used to impose stability and performance robustness to MIMO variations:
simultaneous gain (up to 1 dB) and phase uncertainties (up to 15°) at different input and out-
put ports simultaneously are used. This is sufficient to obtain large stability margins, as will be
explained in the next section. The controller is designed in a way that allows the control surface
deflection rates to exceed the theoretical limits of 40°/s when facing the extreme gusts and turbu-
lence. The slight rate saturations implied do not have a significant impact on the performance as
studied in section 4.5.7, as long as the closed loop is robust enough. The unstructured controller
is of order 171. All the time simulations are performed with the validation models, which includes
a saturation and rate limiter.

Fig. 4.10 shows the time response of the aircraft to a 107 m gust (left) and to a continuous
turbulence (right). The wind velocity perturbations are shown in (a), with a delay due to the
presence of a lidar. The time response of the pitch rate (b), vertical load factor (c) and angle-of-
attack (d), the three measurements used by the controller, are also shown. Although the reduction
of the pitch rate is not included in the objectives, it is clear that the controller tries to decrease it.
A small reduction of the vertical load factor, of about 20 %, can be noted in the gust response. The
control surface deflections (e) and deflection rates (f) are shown, with positive angles associated
to downward deflections. There is no saturation due to the maximum angle, but the rate limit is
reached. The aileron n° 1 is the one closer to the fuselage. The strategy adopted by the controller
to reduce different loads simultaneously can be understood from the left of Fig. 4.10. Before the
arrival of the gust, the ailerons are deflected downward to create a pitch-down effect, clearly seen
on the negative pitch rate. By doing so, the aircraft is preset by orienting it in the direction of the
wind, minimizing its effect. The maximum angle-of-attack is reduced to this pitch-down effect,
leading to a reduction of the lift created by the wind, as seen on the vertical load factor reduction.
When the gusts reaches the aircraft, the ailerons are deflected in the other direction, upward, to
provide a local negative lift, which reduces the loads by counteracting the positive force created
by the wind.

Fig. 4.11 shows the time response of the loads to the same gust and turbulence. The wing
shear and bending moment are first slightly increased: before the gust reaches the aircraft, the
downward ailerons deflections create a positive direct lift, in addition to the desired pitch-down
moment. The wing root torsional moment is also temporarily decreased during this phase, because
of the negative moment induced by this deflection. When the gust reaches the aircraft, the upward
ailerons deflections efficiently reduces the wing root shear force and bending moment by direct
negative lift, but at the same time creates a positive torsional moment increment. As explained
before, the bending and torsional moments cannot be decreased at the same time because of the
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Figure 4.10: Time simulations with full-order µ-synthesis controller with lidar, with vertical load
factor, wing root and HTP loads attenuation objective

opposite effect an aileron deflection has on them. The HTP follows approximately the same trend,
mainly due to the pitch-down effect as the ailerons do not create direct lift on it. The HTP shear
force and bending are strongly alleviated, while the maximum absolute value of torsional moment
increases.

An interesting element can be noted on Fig. 4.10 (e): the elevator is almost not used by the
controller. This is surprising, as the elevators would be very efficient to tilt the aircraft in the
wind direction during the preset phase, before the gust has arrived. A possible explanation would
be that the use of the elevator could create loads on the HTP, and since the controller is asked to
reduce all the loads simultaneously, including those on the HTP, it decides to use only the ailerons.
In order to confirm this explanation, a second controller is designed in the same conditions as the
first one, but with only the vertical load factor and the wing root bending moment included in the
H∞ performance objective. Fig. 4.12 shows the time simulations obtained with such a controller.
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Figure 4.11: Time simulations of loads with full-order µ-synthesis controller with lidar, with
vertical load factor, wing root and HTP loads attenuation objective

The global strategy to reduce the loads is the same: first create a negative pitching moment by
downward ailerons deflections, and then creating negative direct lift with upward deflections to
counteract the loads created by the gust. However, as expected, the elevators are also deflected
downward in the first phase to create a pitch-down motion, and are then used in the opposite
direction to stabilize the aircraft by counteracting the effects of gust and ailerons. The vertical
load factor alleviation is more significant. When looking at the loads on Fig. 4.13, the wing root
shear force and bending moment are further decreased compared to the case in which all loads
were included in the performance objective. The increase of the wing torsion is also amplified as a
side effect. The HTP shear and bending are not reduced anymore, but neither are they increased.
This second strategy implies more aircraft motion, using more control surfaces, which results in
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Figure 4.12: Time simulations with full-order µ-synthesis controller with lidar, with only vertical
load factor and wing root bending moment attenuation objective

a further alleviation of the targeted loads, but an overall increase in the different loads of the
aircraft. Depending on the trade-off decided between the different loads for the aircraft design,
either strategy can be possibly adopted.

Finally, a robustness analysis is shown on Fig. 4.14 using the controller minimizing all loads at
the same time. In (a), the different control surfaces are considered faulty in turns, with constant
zero deflection angle. It can be seen that the system remains stable in case of actuator’s fault,
and a slight load alleviation remains in the worst case associated to aileron closer to the fuselage.
When a sensor is lost (b), the alleviation is almost unaffected and the closed loop remains stable.
This is due to the fact that the robust method synthesis used in this section encourages the use of
the lidar, as confirmed on (c) where the loss of the lidar sensors leads to a response almost equal
to the open loop. The lidar provides a direct measurement of the perturbation, with anticipation,
and is then very efficient for GLA. Furthermore, the feedforward part of the controller, associated
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Figure 4.13: Time simulations of loads with full-order µ-synthesis controller with lidar, with only
vertical load factor and wing root bending moment attenuation objective

to the lidar measurement, is not included in a closed loop, and in consequence it does not affect
the system’s stability. It is then easier to ensure stability robustness when using feedforward
control than when using its feedback counterpart. The robustness capabilities of the controllers
are further studied in the next section.

4.5.4 Multi-load attenuation capability of different robust controllers

This section compares different controllers based on µ-synthesis, through their robustness capa-
bilities, and their ability to reduce several loads at the same time. Two full-order controllers have
already been defined using a lidar, trying to reduce the vertical load factor and the wing root
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Figure 4.14: Time simulations with faulty actuators and sensors

MIMO Multi-input SISO
margins margins margins

gain phase gain phase gain phase
Full order with lidar 7 dB 40° 15 dB 70° 19 dB 77°
Full order without lidar 3 dB 21° 7 dB 42° 9 dB 50°
2nd order with lidar 5 dB 30° 10 dB 55° 13 dB 65°
Full order with lidar (nz and Mx) 3 dB 19° 6 dB 37° 10 dB 55°

Table 4.2: Stability margins with different controllers

and HTP loads simultaneously in the first case, or only the vertical load factor and wing root
bending moment in the second case. Additionally, a reduced controller of order 2 is designed
using structured µ-synthesis, and with all loads included in the H∞ performance criterion. This
allows the study of the capability of obtaining an efficient GLA system with reduced complexity.
Furthermore, a fourth controller is designed without lidar (full-order, all loads included), demon-
strating the loads alleviation capabilities with the current generation of sensors. Even when a lidar
is available, having a GLA controller using classical sensors provides a backup solution, which can
be used for reconfiguring the system in case problems occur with the lidar.

Table 4.2 compares the stability margins obtained with the four different controllers. The
nz and Mx controller refers to the case in which only these outputs have been included in the
performance criterion. It displays the MIMO margins, considering simultaneous uncertainties in

121



122 Chapter 4. Active Gust Load Alleviation with Lidar

c.g. Wing root Horizontal tail plane
nz Tz Mx My Tz Mx My

Full order with lidar −38% −42% −40% −7% −31% −36% +20%
Full order without lidar −1% −4% −4% +6% −3% −13% +25%
2nd order with lidar −35% −38% −41% −11% −24% −27% +15%
Full order with lidar (nz and Mx) −64% −60% −44% +1% +26% +22 % +60%

Table 4.3: Loads attenuation capabilities of different controllers for a continuous turbulence.
Negative signs mean a reduction of the load (c.g. = center of gravity)

c.g. Wing root Horizontal tail plane
nz Tz Mx My Tz Mx My

Full order with lidar −19% −47% −49% +76% −51% −55% +62%
Full order without lidar −1.4% −13% −22% +32% −7% −24% −9%
2nd order with lidar −22% −50% −56% +84% −35% −58% +52%
Full order with lidar (nz and Mx) −48% −54% −57% +123% +58% +62 % +146%

Table 4.4: Loads attenuation capabilities of different controllers for a 107 m discrete gust. Negative
signs mean a reduction of the load (c.g. = center of gravity)

all inputs and output ports of the system, the multi-input margins, with simultaneous uncertainties
in the input ports only, and the SISO margins, defined as the lowest gain and phase variation in
all input and output ports independently. All controllers are robust, as seen by the high margins.
For those using a lidar, it naturally leads to a reduced use of the sensors present in the feedback
loop. Considering the controller which does not use a lidar, this robustness might lead to some
conservatism, and reduced load alleviation performance. When using µ-synthesis, the robustness
is required for both stability and performance, which makes it more difficult to obtain robust
controllers without conservatism.

Table 4.3 sums up the load alleviation performance of the controllers for a continuous tur-
bulence. With the full-order controller using a lidar, significant alleviations of the vertical load
factor nz (38 %) and of the wing root bending moment Mx (40 %) are obtained, with actuators
saturation and rate limiter included. The wing root torsional moment My is not increased by the
controller’s action, and is even slightly reduced. The HTP bending is also significantly reduced (36
%), while the HTP torsion increases. In absence of lidar, very low attenuations are obtained for a
continuous turbulence. Further studies are required to obtain higher load attenuation with lower,
yet acceptable robustness. The second-order controller using a lidar leads to load attenuation sim-
ilar to those obtained in the unstructured case. This encourages the use of structured synthesis,
which will be studied in more details in section 4.6. The last controller studied is obtained with
structured synthesis, using a lidar, and removing the alleviation objectives on the HTP and on
the wing torsion. The attenuation of the vertical load factor is almost doubled, while the loads
on the HTP are increased. This confirms the general trend observed in section 4.5.3: when the
HTP loads are ignored, the controller uses the elevator in addition to the ailerons to improve
the pitch motion, leading to a better control of the vertical load factor, but to an increase of the
HTP loads. Table 4.4 shows the load alleviation results for the response to a 107 m gust. In
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this case, the vertical load factor is less alleviated, contrarily to the wing root bending moment,
which is further reduced. Regarding the wing torsion, it is systematically and strongly increased.
Furthermore, the HTP bending alleviation (and shear) is better with respect to the turbulence
case, when it is included in the controller design objectives. The alleviation obtained without
lidar is, in the discrete gust case, more significant with a 22 % reduction of the wing root bending
moment. This analysis tends to show that a lower objective of bending moment reduction can be
preferred to avoid excessive increase in the wing torsion, recalling that the consideration of GLA
failure imposes a maximum of 33 % alleviation of the total loads in the best case, provided that
a low probability of failure can be justified.

Fig. 4.15 shows the time response of the vertical load factor and bending moment to a 107 m
discrete gust, comparing the different controllers. The turbulent frequency response is also shown,
in a linearized version of the validation model (the saturation and rate limiter effects are not
included). The elements of comparison studied before are directly seen: the vertical load factor is
not reduced unless the HTP loads alleviation objectives are dropped, and a good bending moment
alleviation is obtained. The frequency response shows that the first peak of bending moment,
responsible for the maximum loads, is well attenuated. The high frequency (about 4 Hz) peak,
which can create oscillations in the aircraft response, is also significantly attenuated.
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Figure 4.15: Comparison of the vertical load factor and wing root bending moment attenuation of
different controllers, with time response to a 107 m discrete gust (left) PSD frequency responses
to a continuous turbulence (right)
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Figure 4.16: Maximum loads at several positions of the wing, with different controllers

124



4.5. Robust GLA using µ-synthesis 125

Fig. 4.16 concludes this multi-loads attenuation analysis with the loads at different locations
along the wing’s span. These loads are included in the validation models, but not in the controller
synthesis. This first confirms that the reduction of the wing root loads effectively leads to a general
reduction of those at other positions, and the highest loads are those at the wing root in open loop
and closed loop. This reassures on the fact that the controllers do not create unexpected loads
distributions that would not be noticed by looking at the wing root only. An interesting effect
can be observed on the torsional moment response to a gust: in the open loop case, it abruptly
increases at about 45 % of the wing, starting from the wing root.

4.5.5 Influence of the lidar measurement distance on the loads allevia-
tion capability

This section studies the influence of the distance ahead of the aircraft at which the lidar sensor
is able to measure the wind velocity. It has been conducted in [Fournier et al. 2022b] with a
framework for synthesis and simulations which differs from the one defined in this work. The
aircraft used was the XRF1-v3, another version of the XRF1, with lower aspect ratio than the
XRF1-HARW used in the thesis. The main conclusions drawn from this analysis are however
applicable here. For each of the 20 different values of the distance at which the lidar can measure
the wind velocity, controller has been synthesized and closed loop simulations have been performed.
Since the controllers are designed based on different models, the difficulty of this study is to obtain
similar control effort in each case a relatively similar robustness, so that the comparison of the
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Figure 4.17: Load attenuation of the wing root bending moment with GLA controllers using lidars
of varying sensing distance using intermediate measurements (left) or only one measurement (right)
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load alleviation performance makes sense. In Fig. 4.17, the bending moment reduction capability
of these controllers is shown. The left part shows the case in which intermediary measurements are
available, which means, from the assumptions described in section 4.5.1.3, that they have different
measurement noise proportional to the distance. Increasing the lidar sensing distance will then
add new points at which the wind is measured, with increasing noise, but the closer points keep
the same level of noise. It can be seen that the loads alleviation capability increases, first slowly
and then abruptly at about 100 m, after which it remains approximately constant. This trend is
quite similar for the continuous turbulence and for short gusts of 23 m and 53 m. This distance is
the one needed for the aircraft to perform the maneuver described in section 4.5.3, consisting in
anticipating the wind by orienting the aircraft in its direction. On the right part of Fig. 4.17, only
one measurement is available at the distance shown in x-axis. The wind velocity at intermediary
points are still used, obtained by delaying the measurement at maximum distance. In this case,
following the assumptions defined in this work, the noise at intermediary points is proportional to
the total distance as they all come from the same measurement. A high noise of 4 m/s for each 100
m measurement distance has been used in the simulations to emphasize the effect. It can be seen
that for short and intermediary gusts, the load alleviation performance decreases after the optimal
distance of about 100 m. The continuous turbulence is less affected by the noise. The longest
gust has not been included in this analysis, but should follow approximately the same trend as the
continuous turbulence as it is closer in terms of frequency content. This study indicates that the
measurement distance of the lidar should be chosen high enough to provide sufficient anticipation
capability to the GLA system, but not too high as it could lead to a degraded measurement and
alter the GLA performance.

4.5.6 Sensitivity to the lidar measurement noise

The use of a lidar for GLA leads to significant improvements in the loads reduction capability
compared to the case in which only classical sensors are used. However, at the time this study is
conducted, many uncertainties exist regarding the true accuracy of the lidar sensors. This section
studies the influence of white noise and bias on the lidar measurements. Fig. 4.18 shows the
bending moment alleviation using a full-order robust controller, with different standard deviation
of white noise (left) and different positive or negative measurement biases. In order to isolate the
studied effect, no saturation limits are imposed in these results, and the bias and noise are applied
separately. An important assumption is made regarding the noise applied at the different lidar
measurements, which are assumed uncorrelated in the simulations. The controller has been de-
signed assuming uncorrelated noise too, with a standard deviation of 1 m/s. When no correlation
exist between the noises on the different lidar measurement, a regression analysis could theoreti-
cally be performed to find the most likely true signal, with better accuracy for measurements close
to the aircraft as they benefit from the data measured at higher distances, which supposedly rep-
resent the same wind profile. Practically, the controllers designed by µ-synthesis can theoretically
filter the lidar signals in a similar way, but are efficient only for the noise PSD given in synthesis.
It is then interesting to see how higher noise impacts the controller performance. The left part of
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Figure 4.18: Load attenuation of the wing root bending moment with various lidar measurement
noise standard deviations (left) and biases (right)

Fig. 4.18 shows that higher noise tends to decrease the bending moment alleviation, but even an
extremely high standard deviation of 10 m/s does not lead to significant loss of performance. The
bias has a different effect: it creates a drift of the control surface angle. In the discrete gust case,
this effect is limited even for high biases, and can create positive or negative loads increments
depending on the case. For the continuous turbulence response, the result shown only represents
the drift of the bending moment, and is not interpretable as it depends on the simulation duration.

4.5.7 Saturation and rate limitation effects

This section studies the effects of the control surfaces rate limitation on the loads alleviation
performance. The robust controllers obtained in this work are obtained within a linear framework,
and the effects of control surfaces saturation and rate limitation are nonlinear, and therefore cannot
be included in the design phase. The H∞ and µ-syntheses are performed in a way that prevents
the control surfaces’ angles and rates to exceed the maximum allowable values in extreme winds,
by adjusting the control effort criteria. The rate limitation of 40°/s has been systematically
reached before the angle saturation of 30°, hence more attention is given to the former. Slight
overshoots of the maximum rate limitation are tolerated when the controller is sufficiently robust,
as in the previous sections. The effect of these rate limitations are only studied in post analyses,
by verifying that they do not alter significantly the closed loop performance. Some tools exist for
analyzing the stability of linear systems with saturation, such as [Hindi and Boyd 1998]. Some
techniques have also been developed to synthesize controllers within this framework such as [Hu,
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Figure 4.19: Load attenuation (left) and maximum absolute values (right) of the wing root bending
moment with various rate limits on the control surfaces

Lin, and Chen 2002] or for the design of so-called anti-windup controllers [Tarbouriech and Turner
2009]. The control surfaces could theoretically be better exploited by taking advantage of their
full possible range in terms of angle and rate, leading to higher loads attenuation. This possibility
is not studied for at least four reasons:

1. As explained before, high control efforts can lead to side effects, such as the increase of a
load which is not included in the controller’s objectives. Since alleviating the loads by more
than one third does not affect the aircraft design, as explained in section 4.2.6.

2. Aerodynamic nonlinearities can arise when the control surfaces’ angles become more impor-
tant

3. The actuators are less reliable when working at their limits, where high power is needed

4. The linear control framework provides strong tools for robustness and stability based on
transfer functions, which cannot be used when saturations are considered.

For these reasons, it is preferred to design linear controllers based on linear models, with relatively
low angle deflections. The effects of saturation and rate limitation are studied in post analysis. In
order to quantify the loss of load alleviation performance due to the rate limitation, simulations
are performed with the full-order controller using a lidar obtained with µ-synthesis. The closed
loop response of the aircraft to three discrete gusts of different lengths and to a continuous tur-
bulence are simulated for various rate limitation levels. Fig. 4.19 shows the root bending moment
alleviation in each case (left) and the maximum values (right). In the turbulent case, the 2.5σ
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values are shown instead. The maximum WRM alleviation is obtained with a rate limit of 50°/s
or higher for the longest gust, and 40°/s for the other gusts and the turbulence. The performance
decreases fairly linearly with the rate limit for the 107 m gust and for the turbulence. The shorter
gusts show a similar trend, with a more complicated behavior at low deflection rates, which can
be explained by the harmonics created by the square control signal, interacting with the aircraft
dynamics. When looking at the maximum values on the right of Fig. 4.19, it can be noted that
the 107 m and the 70 m gusts lead to similar bending moments in open loop, while in closed
loop the latter leads to a higher load due to the better controller performance. Indeed, shorter
gusts are associated with dynamics of higher frequency, which are more difficult to control due to
the actuators dynamics and the aircraft inertia. The critical type of wind in closed loop, for the
Mach number and mass configuration used in the simulations, is then the 70 m gust, and since
the load alleviation for this gust is optimal at 40°/s, which is the effective limit for the actuators,
it shows that the controller has been adequately tuned. Lower control effort would have led to
lower effective bending moment alleviation.

4.5.8 Conclusions of the robust GLA study using µ-synthesis

A first GLA study has been conducted in this section. The emphasis has been put on robust control
design, based on µ-synthesis, and on the possibility to alleviate several loads simultaneously. Some
trends have been highlighted, and conclusions can be drawn from this study. When trying to
alleviate at the same time the shear force, bending and torsional moments, at the wing root and
on the HTP, some tradeoffs must be conducted. The simultaneous reduction of the bending and
torsional moments is generally not possible, as the action of ailerons have opposite effects on
them. To reduce the bending moment, an increase of the torsional moment is required. Similarly,
alleviating the HTP bending and shear is possible, but leads to lower reductions in the vertical load
factor and the wing bending moment. The general strategy of the studied controllers with lidar
can be highlighted: before a positive discrete gust reaches the aircraft, the ailerons are deflected
downward to create a pitch moment and put the aircraft in the wind direction to reduce this effect.
The elevators are used to increase this effect, especially when the HTP loads are not included in
the synthesis objectives. If they are, the elevators deflections are lower, to avoid creating loads
on the HTP. When the positive gust reaches the aircraft, the ailerons are deflected in the other
direction (upward) to create direct negative lift on the wing, opposing to the force created by the
wind. This trend is particularly visible with a long discrete gust. For gusts of lower length, the
actuators have a shorter time to act on the aircraft dynamics, and the effects of the GLA system
are lower. In the continuous turbulence response with 762 m scale, this trend is not visible due to
the chaotic nature of turbulence, but the alleviations are similar to those obtained with the longest
gust (107 m). The controllers have been designed to demonstrate the potential bending alleviation
obtained with GLA using a lidar. Important reductions of the order of 50 % are obtained for the
longest gust, and 33 % with a 70 m gust. However, this can lead to significant increases of the
torsional moment (up to 80 %). The HTP loads can be reduced by 50 % as long as they are
included in the control objectives, otherwise they can be increased by 60 %. Smaller control
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effort can be used for future controller design in order to reduce the negative effects of GLA. In
absence of lidar, much lower effects on the load have been noted (order of 10 %). This might
be due to the high robustness required in this analysis. Indeed, the µ-synthesis imposes both
performance and stability robustness, and can therefore lead to conservative design. While the
high robustness of controllers with lidar leads to a small use of the sensors present in the control
loop (accelerometers, gyroscopes and incidence probe), it does not affect the feedforward part of
the controller associated to the lidar. When no lidar is present, there is no feedforward controller
and the performance are reduced due to the high robustness. Another conclusion regards the type
of wind leading to the highest loads: while the longest discrete gust is the most severe in terms of
maximum bending moment in open loop (see section 2.3.11), this is not the case when the GLA
controller is present. Indeed, intermediate gusts are more difficult to alleviate due to the higher
frequency dynamics involved, resulting in loads closed loop loads. Finally, second-order controllers
obtained with structured µ-synthesis have proved almost as efficient as the full-order ones.

Some sensitivity studies have been conducted, showing the effect of rate limitation on the loads
alleviation capability of the GLA system. It shows that the actuators constraints must be taken
into account when designing a controller. The worst case of wind should be considered in closed
loop: while the 107 m and the 70 m gusts lead to similar bending moment in open loop, the latter
is less alleviated by the controller and the priority must be given to it. Small overshoot of the
rate limit for the 107 m can then be considered acceptable, as it does not affect the worst case of
wind. Another sensitivity study highlights an optimal lidar measurement distance of about 100
m. Above this distance, the load alleviation capability does not improve, and can even decrease
if it leads to a reduction of the measurement quality. Finally, the influence of lidar noise and
bias shows a relatively low sensitivity of the closed loop to inaccuracies in the lidar measurement.
This fact is probably due to the existence of several intermediary measurements, providing strong
robustness to the system. Further studies are however strongly needed to study these effects, using
more refined lidar models (taking into account optical physics) and flight tests.

4.6 Multi-model synthesis and analysis

The conclusions of the last section naturally lead to the study of structure synthesis, and of
better robustness constraints. When working with structured synthesis, and accepting the use of
nonlinear optimization to design controllers, new possibilities are offered. Multi-model synthesis
allows to create controllers based on different models, hence better defining the physical uncertainty
of the aircraft models, and stability robustness can be imposed. By doing so, the uncertainty is
split between the one known by the user, and the one added for imposing stability margins. The
former can be used for both stability and performance robustness, while the latter can be defined
for stability only, hence avoiding excessively conservative designs. Furthermore, the use of mixed
H2/H∞ structured synthesis allows more natural definition of gust load alleviation objectives by
H2 criteria, and using the H∞ criteria for robustness and control effort limits. Some lessons have
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Figure 4.20: Augmented system used for the multi-model H2/H∞ synthesis

been learned from the last section, about the possibility to alleviate several loads on the wing and
the HTP at the same time, and about the conservative design which can be obtained using µ-
synthesis. The controller syntheses in this section focus on a few loads (those at the wing root only)
and alleviates the stability robustness constraints imposed in the last section. The controllers are
analyzed using multiple models obtained at different Mach number values and mass configurations,
in order to identify the maximum loads which can occur in the aircraft life-cycle, following as much
as possible the philosophy of aircraft certification.

4.6.1 Multi-model H2/H∞ synthesis for the flexible aircraft equipped
with lidar

The augmented plant P used in this section is described in Fig. 4.20. Most blocks are the same as
in the µ-synthesis framework described in section 4.5.1. Various aeroelastic models Gl are defined
in this section, corresponding to different mass configurations and values of the Mach number.
The models are indexed by the superscript l, that goes from 1 to Nl in the numerical applications.
Similarly, one turbulence model H l

v is used for each aeroelastic model, as the variation of velocity
and altitude affects the amplitude and PSD of the wind following the considerations of section
2.2 and 2.1.3. It follows that the plant P l defining the H2/H∞ problem is composed of different
models. The controller synthesis used in this section is defined by the following optimization
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problem:

min
K

max
l=1...Nl

∥∥T l
w2 7→z2

(K)
∥∥

2 (4.17)

subject to (4.18)∥∥T l
w∞ 7→z∞

(K)
∥∥

∞ ≤ 1 ∀l = 1 . . . Nl (4.19)

The transfer functions whose H2 norm must be minimized are the transfer functions from distur-
bance and measurement noise to the loads output, which are Twv 7→zy , Twi

nv 7→zy
and Twny 7→zy .

The Hzy filter is used to tune the performance H2 criterion. It includes a high-pass filter, which
leads the synthesis not to consider the low-frequency response of the aircraft, which can be han-
dled separately. Furthermore, Hzy amplifies the nz response between 2 Hz and 7 Hz, so that the
controllers attenuate more the high-frequency acceleration of the aircraft, which can create motion
sickness among the passengers. The H∞ norm constraint imposes the maximum deflection angle
and rate of the control surfaces to stay within the actuators acceptable bounds and is defined
with the Twv 7→zu transfer function. The H2 criterion is more efficient for optimal performance,
as it works on the whole frequency range, while the H∞ focuses on the one frequency at which
the transfer function gain is maximum. An extreme example is the case where there exists a
high frequency peak in the system’s response, which the controller cannot attenuate due to its
limitations. In this case, the closed loop H∞ norm will be calculated on this peak, and the re-
sponse at the other frequencies will be ignored, leading to an inefficient controller. Some tuning of
the shape filters would be required to ignore the peak in the synthesis, which would increase the
system’s order and require fine tuning of each model independently. The H2 criterion is computed
on the whole frequency range, and not only on the peak response, hence requires no extra tuning.
However, the H∞ norm provides strong guarantees such as stability, robustness and satisfaction
of system’s limitations. The mixed H2/H∞ synthesis hence provides a good performance while
ensuring guarantees in worst case scenarios when required.

The controller K in Eq. (4.17) has a fixed structure, composed of two state-space models: one
for the feedforward part that takes the lidar measurement as input, and one for the feedback part
that takes the pitch rate, vertical load factor and angle-of-attack as input. In order to reduce the
controller’s sensitivity to lidar noise or to a failure, one can increase the gain of the Hi

nv filter
in Fig. 4.20. However, we find it more efficient and straightforward to perform two syntheses: a
first synthesis calculates the feedback controller without the feedforward part, then the latter is
obtained from a synthesis based on the obtained closed loop. The structured H2/H∞ problem with
multiple models described above can be directly implemented within Matlab’s systune function,
based on the work described in [Apkarian, Dao, and Noll 2015].

4.6.2 Results using multi-model H2/H∞ synthesis GLA

Simulations are performed using the same numerical framework as described in section 4.5.2. The
controllers are obtained by multi-model H2/H∞ synthesis using 48 different aeroelastic models,
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Figure 4.21: Time response to a 107 m discrete gust with GLA controllers obtained by multi-model
H2/H∞ synthesis

computed at Mach numbers of 0.5, 0.8 and 0.86, and with 16 different mass configurations. 3rd
order approximations of the von Kármán wind described in Eq. (4.16) are used as wind model for
the controller synthesis, with variations in the different models due to the change of velocity.

Fig. 4.21 shows the time response to a 107 m gust in open loop, and in closed loop with
and without lidar, for an empty aircraft flying at Mach 0.86 and CAS= 170 m/s. The vertical
load factor (c) and root bending moment (d) are more significantly reduced than with the µ-
synthesis methods described in section 4.5, which were studied in the same conditions. The effect
is particularly visible in case no lidar is used: while only attenuations of the order of 10 % were
obtained with µ-synthesis, they are comparable to the case in which a lidar is used with this
implementation of H2/H∞ synthesis. The main reason explaining this difference is the fact that
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less robustness has been required in the synthesis studied in this section, and the HTP loads
attenuation objectives have been dropped. By replacing the general MIMO disk uncertainties
used in section 4.5 by a physical uncertainty defined by the multi-models, the closed loop design
is less conservative. It is clear that this difference could have been attenuated by lowering the
stability margins required when using µ-synthesis, but obtaining a satisfactory trade-off between
performance and robustness is more difficult when the uncertainty is not understood. Another
reason explaining the good loads alleviation performance visible in Fig. 4.21 is the use of the
H2 criterion in the definition of the loads attenuation criterion. This allows a better action on
the whole frequency range of the aircraft dynamics, while the H∞ criterion focuses on the one
frequency leading to the worst gain. The multi-model H2/H∞ synthesis leads to a more natural
formulation of the problem than the µ-synthesis, which could theoretically lead to similar results
at the cost of important efforts of the user to tune the uncertainty and the H∞ filters, losing at the
same time visibility and flexibility of the synthesis process. While the difference of performance
is more spectacular in the absence of lidar, it is also visible when the lidar is used. In this case,
the controller makes a better use of the feedback part in addition to the feedforward control. It
results for these observations that the lidar sensor leads to a lower performance improvement. This
conclusion, whose scope will be discussed at the end of this section, must be confirmed by studying
the loads obtained at different mass configurations, Mach number values and for several types of
wind. Some other observations can be made from Fig. 4.21. The use of the control surfaces in
presence of a lidar is globally similar to the one described in section 4.5.3, first orienting the aircraft
in the wind direction before the gust reaches it, and then deflecting the ailerons upwards to apply
direct negative lift. The elevators are much more solicited, leading to a more complex response of
the vertical load factor and pitch rate, with oscillations before converging. When the lidar is not
used, the ailerons directly deflect upwards as the gust reaches the aircraft, without going through
the preset phase in which a downward deflection creates a pitching moment, possible only with
the anticipation provided by a lidar. The elevators are used similarly to the case in which the
lidar is present, with a delay. It is interesting to see that in absence of lidar, the first elevators
deflection is more important that the one occurring when the lidar is used, creating an important
pitch response of the aircraft. This, added to the direct lift created by the ailerons deflection which
do not require anticipation, the strategy based only on the feedback loop leads to loads reduction
comparable to those obtained with a lidar. This more aggressive control strategy has a cost in
terms of robustness, as will be analyzed in section 4.8, and in terms of pitch angle (h), which has
a more important transient response than in the open loop case and than with the µ-synthesis
controllers.

The correlated loads envelopes introduced in section 2.3.11 are now applied to closed loop with
GLA controllers. The loads attenuation results have been obtained by performing simulations
on one model only. The ultimate goal, which we try to achieve by the multi-model synthesis,
of the GLA system is to reduce the maximum loads (mainly the bending moment and vertical
load factor) which can occur in the flight envelope, with the possible aircraft mass configurations
and in response to different types of extreme winds. The correlated loads envelopes are the main
metric used in this work to compare the loads attenuation performance of the GLA controllers.
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Figure 4.22: nz/Tz and Mx/My correlated loads envelopes with GLA controllers obtained by
multi-model H2/H∞ synthesis using different numbers of ailerons per wing

In Fig. 4.22 the open loop envelope is compared to the closed loop with controllers obtained by
multi-model H2/H∞ using a lidar and using different numbers of ailerons per wing. The case
with 8 ailerons is the same as the time response of Fig. 4.21. To obtain these envelopes, time
simulations have been performed on 48 models, associated to three different Mach number values
(0.5, 0.8 and 0.86) and 16 different mass cases representing various loading cases, while the CAS is
fixed at a constant value of 170 m/s. 11 cases of wind are considered: five discrete gusts of lengths
40 m, 55 m, 70 m, 85 m and 107 m, positive or negative, and a von Kármán turbulence with 762 m
scale. Recall that in the discrete gust case, each point has one coordinate equal to the maximum
of one of the two loads defining a pair, while the other coordinate is the value of the other load at
the time of this maximum. In the continuous turbulence case, the points are classically obtained
by computing the standard deviation of a load and the loads correlations factor (see Eq. (2.53))
using a frequency analysis. However, although techniques exist to account for saturation and rate
limits by replacing them by equivalent linear gains, a more direct approach is preferred in this
work, by computing the standard deviations with the nonlinear time simulations, and applying the
theoretical loads correlations obtained by frequency analysis. This way, it is possible to check that
no nonlinear effect affects the closed loop stability and performance. It is important to remind
that the quantities studied in this work are increments around a nonlinear trim equilibrium.
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Fig. 4.22 shows that the controller obtained by multi-model H2/H∞ with 8 ailerons per wing
efficiently reduced the worst bending moment due to discrete gusts by about 50 % and the vertical
load factor by 45 %. The maximum torsional moment is increased by about 32 %, and the
maximum wing root shear force is decreased by 55%. The reduction of maximum shear force,
vertical load factor and bending moment is approximately the same for the response to turbulence.
The maximum torsional moment, however, is not increased in this case. When only four ailerons
are used, the nz attenuation is still good, but the bending moment reduction is much lower for
the gust response, (about 15 %), and lower in the turbulent response but still significant (32 %).
When 16 ailerons are used on each wing, the loads are further attenuated, up to 60 % for the
bending moment, but the torsional moment is more than doubled. A trade-off in the aircraft
design must be conducted when considering the number of ailerons used, keeping in mind the
limit of 33 % reduction on the total loads imposed by the consideration of the GLA failure case.
Considering that the equilibrium (1 g) loads are of the same of order as the increment due to gust,
and accounting for a small safety factor, a maximum of 50 % reduction of the loads increments
can be considered, which is in line with the performance obtained. More results regarding the
controller obtained by multi-model H2/H∞ synthesis will be studied in the overall comparison of
section 4.8, and are not shown here to avoid unnecessary repetitions.

4.7 GLA using Model predictive control

The Model Predictive Control (MPC) is another possible strategy for active gust load alleviation,
and is compatible with the use of a lidar. The MPC controller contains an internal model of
the aircraft dynamics, which is used to predict the states and outputs of the system in given
time horizon. Using these predictions, the control surface deflections which minimize a given cost
function can be computed by the on-board computer. The loads alleviation objectives are included
in the definition of this cost function, and constraints on maximum values of the control surfaces
deflections angles and rates can be imposed. In absence of lidar, the future states of the aircraft
can only be predicted assuming no external perturbation. In the opposite case, the lidar directly
provides the value of the future wind velocity which can be included in the prediction and the on-
line optimization. The MPC is then a natural candidate for GLA using or not a lidar, as it allows
to include the active loads alleviation objectives and constraints in an optimization problem. The
obtained control is nonlinear, and can theoretically lead to higher performance than the linear
robust control laws of sections 4.5 and 4.6. The main limitations of MPC-based GLA have already
been addressed in the GLA introduction of section 4.1: the need to perform a computationally
intensive on-line optimization, no guarantee to converge in finite-time, no available solution to
obtain robustness. Furthermore, it has already been noted that decreasing the loads beyond a
certain percentage becomes useless for the aircraft design, and the efforts for future GLA systems
should be directed towards robustness and implementability rather than pure performance. For
these reasons, the MPC technique is only considered as an alternative to the robust techniques
developed in this work, and provides a reference of what can be achieved in an optimal nonlinear
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framework.

In practice, the MPC controller has an internal state-space model of the form:

GMP C :

xm(k + 1) = Amxm(k) + Bmucom(k) + Emvz(k)

ym(k) = Cmxm(k)
(4.20)

where Am, Bm, Em and Cm are state-space matrices defining the internal MPC aeroelastic
model, xm are the internal states, ym are the output of the model, assumed to match with
the measured variables ymeas. A Kalman filter, based on this internal MPC model, is used to
predict the future states of the system, assuming additive white noise on the measurements and
on the unknown disturbance. At each time step k, the MPC controller aims at finding the present
and future values of the control surfaces deflections ucom which are solutions of the following
optimization problem

min
ucom(k),...,ucom(k+Tu)

k+T∑
k′=k

ym(k′)T Qym(k′) +
k+Tu∑
k′=k

ucom(k′)T Rucom(k′) (4.21)

s.t.


umin ≤ ucom(k′) ≤ umax k ≤ k′ ≤ k + Tu

ucom(k′) = 0 k + Tu ≤ k′ ≤ k + T

ymin ≤ ym(k′) ≤ ymax k ≤ k′ ≤ k + T

(4.22)

where Q and R are matrices defining the performance objective, T and Tu are respectively the
output and input time horizons with Tu ≤ T . With Q, the user can define what output to minimize
and the ratio between them. With R the control smoothness can be adjusted: low values can lead
to control signals oscillating fast between umin and umax, while a high value tends to decrease
the control effort. In this work, the constraints on the outputs are only used to impose control
rate limitations, defining dummy output variables as derivatives of ucom. Using a high horizon
T allows the controller to target lower frequency dynamics. For the GLA problem studied in this
work, a 1 s horizon (50 time steps) is considered sufficient. Using a control horizon Tu lower than
T allows to limit the computational cost of the on-line optimization, as it reduces the number of
unknown variables. Note that in absence of constraints on the controlled variables and on the
outputs, the MPC problem is equivalent to a LQR control synthesis. In this case, the optimal
controller is linear, and no on-line optimization is needed.

A time simulation of the response to a 107 m gust is shown in Fig. 4.23, comparing the MPC
to the open loop. The aircraft is flying at Mach 0.86, CAS= 170 m/s, in the same conditions as
for the internal MPC model. A relatively low R has been selected to emphasize the nonlinear
behavior of the controller and the lack of robustness. The vertical load factor and the wing root
bending moment are the output to minimize, while the others are also minimized with a weight
five times lower (after normalization of the outputs). Maximum rates of 30°/s are imposed to the
control surfaces. The output time horizon is equal to T = 1 s and the control horizon Tu = 0.2
s. The MPC controller is designed using Simulink, embedded into the same simulation framework
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Figure 4.23: Time response to a 107 m discrete gust with MPC-based GLA using a lidar

as for the other studied controllers. It can be seen on Fig. 4.23 that the bending moment is well
reduced, but not the vertical load factor. The use of the control surfaces is more erratic than with
the robust controllers, with high oscillations in the deflection rates, creating in turn oscillations of
the aircraft pitch rate and load factor. Moreover, it can be seen that the two ailerons sometimes
have different signs, the two effects approximately canceling each other. This is an unwanted
consequence of nonlinear control, which could be attenuated by increasing the R matrix (but also
decreasing the loads attenuation performance). When analyzing the deflection angles, it can be
noted that the controllers uses the same strategy as described in section 4.5, in which the ailerons
and elevators are first deflected downward to align the aircraft with the incoming wind gust, and
then deflecting the ailerons upward to counteract the vertical force induced by the wind by direct
lift effect. Note that the MPC rate constraints have been imposed to the control order sent to the
actuators, and not directly to the control surface rates, explaining the time evolution in figure (j).
On Fig. 4.24, the MPC controller is applied to an aeroelastic model with the same Mach number
as its internal model, but with a different mass configuration. The high oscillations of the nz
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lidar on a mass configuration different from the internal MPC model

response show the lack of robustness of the MPC control strategy.

4.8 Comparison of the different GLA strategies

Throughout this chapter, an effort has been done to study different GLA strategies in a unified
analysis framework, using similar models for time simulations and in the same wind conditions.
Elements of comparison have already been evoked, between the µ-synthesis and the multi-model
H2/H∞ synthesis with more physical robustness constraints in section 4.6, and between the MPC
and the linear robust controllers in section 4.7. This section concludes this comparison by com-
puting the loads envelopes obtained for the different GLA control strategies, and by studying the
comfort and motion sickness at different positions of the fuselage. The results of more than 5000
simulations are shown in this section.

Fig. 4.25 shows the loads envelopes obtained with the classical GLA strategy, statically de-
flecting the ailerons upward to protect the maximum positive bending moment as described in
section 4.4. The simulations are performed with a wind starting 10 seconds after the control
surfaces have first been deployed, in order to let time for the new equilibrium to be reached. The
first observation is that the loads obtained by static ailerons deflection are shifted with respect to
the open loop loads, due to the static effect of the control surfaces deflections. Compared to the
multi-model robust controller, the reduction of the maximum positive bending moment is lower
(31 % compared to the 50 %) in response to discrete gusts. It is interesting to see that, both in
open loop and with the static ailerons deflections, two cases situated on the right of the Mx/My

pair for discrete gusts create a significant increase of the bending moment. The robust controller,
designed in a way that minimizes the maximum closed loop loads, avoids this kind of situation
and efficiently reduces the loads in each case of wind, Mach number and mass configuration. The
shear force is much better alleviated by the robust controller than using static control surfaces
deflections. Regarding the vertical load factor, the maximum and minimum values are strongly
attenuated by the H2/H∞ controller, while it is unaffected by the ailerons deflections. Finally,
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Figure 4.25: nz/Tz and Mx/My correlated loads envelopes: comparison of GLA by static ailerons
deflections with a controller obtained by multi-model H2/H∞ synthesis

the increase in torsional moment is much higher with the classical GLA technique (+110 % for
discrete gusts and +50 % for turbulence) compared to the robust controller (+35% and −15 %
respectively). This shows the superiority of dynamical , which have better overall loads attenu-
ation performance with slightly lower ailerons deflection angles (with a maximum of about 10°
compared to the 15° static deflections).

Fig. 4.26 shows the loads envelopes obtained with the MPC-based GLA using a lidar de-
scribed in section 4.7, and compared to a multi-model H2/H∞ controller, with a lidar in both
cases. The MPC control has been included in the multi-model simulations framework used for
robust controllers and static ailerons deflections. Two versions of the MPC controllers have been
implemented. The first one (green diamonds on Fig. 4.26) has the same internal model for all
simulations, obtained at Mach 0.86 and with an empty aircraft. The second MPC controller (blue
squares) has one internal model per Mach number, hence allowing a certain adaptation to the local
dynamics. This modification would imply the controller to switch internal model as the aircraft
moves on the flight domain. The slow variations of the Mach number and its reliable estimation
on-board the aircraft makes this adaptivity possible. If a Mach-dependent LPV aeroelastic model
of the aircraft was available, it could be used too in order for the controller to evolve smoothly.
An adaptivity to the mass configurations could also be considered, but would require future work
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Figure 4.26: nz/Tz and Mx/My correlated loads envelopes: comparison of MPC-based controllers,
using a single internal model or with one internal model per Mach number, with a controller
obtained by multi-model H2/H∞ synthesis

on the system identification of low-order aeroelastic models depending on the mass configuration,
and with on-line parametric identification (some elements are discussed in section 3.9.2). When
looking at the loads created by the discrete gust, the Mach-adaptive MPC slightly outperforms
the robust controller in terms of bending moment alleviation, with a similar increase of the tor-
sional moment. It can be seen that in this case, the adaptivity to the Mach number dynamics
leads to a strong improvement in the loads alleviation, with a reduction of the bending moment
by 60 % against 35 % when the MPC controller has only one internal model. However, the MPC
struggle to reduce the maximum vertical load factor. Furthermore, the alleviation performance is
greatly decreased when considering the response to a turbulent wind, and in this case, the robust
controller outperforms the MPC on every level. It is not possible to conclude to a superiority
of the multi-model H2/H∞ controller with respect to the MPC-based GLA, as less efforts have
been made in the latter case to study the influence of the hyper-parameters defining the on-line
optimization compared to the robust case, which is the main subject of this work. However, these
results show that using an off-line trained linear controller can lead to overall loads alleviation per-
formance similar to the one obtained by nonlinear optimization. They also show that robustness
is a major concern for MPC, and is one of the main challenges for an practical implementation,
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Figure 4.27: nz/Tz and Mx/My correlated loads envelopes with different robust GLA controllers

working efficiently all along the aircraft cycle.

Different types of H∞ controllers are now compared in similar tests conditions. The GLA
controllers obtained by µ-synthesis (full-order) in section 4.5 including multi-loads objectives are
compared to the multi-model H2/H∞ controllers of section 4.6. The cases in which a lidar is
used are compared to the pure feedback controllers. Fig. 4.27 show the loads envelopes obtained
with the different robust linear controllers, compared to the open loop case. First, when a lidar is
used, the µ-synthesis leads to similar bending moment attenuation as the multi-model synthesis
for the gust response, and slightly lower for the turbulence. However, the vertical load factor
attenuation is lower with the µ-synthesis. These observations only confirm what had been seen
with simulations on a single model. The difference of performance is due in particular to the
presence of HTP loads attenuation objectives in the µ-synthesis, as explained in section 4.5.3, and
more important robustness constraints. The results mainly show that the GLA controller design
method employed in section 4.5, using disk uncertainties and µ-synthesis, leads to a sufficient level
of robustness to efficiently reduce the loads not only on the model used for design, but also for
a wide range of Mach number values, mass configurations and types of winds. When looking at
the results without lidar, the µ-synthesis feedback controller leads to low loads attenuation, as
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Figure 4.28: PSD of the vertical acceleration at the center of gravity with no weight (left), with
comfort weights (middle) and motion sickness weights (right)

was already observed with single-model analyses. The surprising result comes from the feedback
GLA controller obtained by multi-model H2/H∞: it leads to almost the same loads alleviation
capability as the one using a lidar. This effect, which has been discussed in section 4.6.2 based on
simulations with a single model, it can be explained by the important use of the elevators, creating
at the same time an important pitch response of the aircraft and increasing loads on the HTP (see
appendix E.1 for the HTP loads envelopes). If it is deemed acceptable, knowing that the vertical
load factor is reduced, then significant attenuation of the loads could be achieved even without a
lidar. On the contrary, if for some reason regarding the interaction with the pilot, the control laws,
the handling qualities and the HTP loads, much higher constraints on the elevators were imposed,
then the lidar would be necessary to reduce the bending moment significantly. These results aim
at emphasizing the different extreme strategies available for GLA, and observing the resulting
influence on the aircraft loads and attitude. It is clear that these trade-offs can be conducted to
find in-between strategies, taking into account the lessons learned from these cases.

Finally, the controllers can be compared in their ability to improve the comfort and the motion
sickness in the aircraft. In section 2.3.10, a metric had been defined to quantify these two notions.
Under some hypotheses, equivalent accelerations associated to comfort and motion sickness can be
computed, by first computing the PSD of the vertical acceleration at a point of the aircraft, and
then weighing the PSD and integrating it to compute equivalent standard deviations. Fig. 4.28
shows these PSDs, obtained for a von Kármán turbulence of 762 m and different controllers. On
the left, the PSD of the vertical acceleration at center of gravity is shown, and in the middle and on
the right, the weighted PSDs for comfort and motion sickness respectively. It can be seen that the
comfort criterion is associated to low frequencies, up to 1 Hz, while the motion sickness criterion
puts high weights on the high frequencies, between 3 Hz and 5 Hz. A model with a high-frequency
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peak in the nz PSD has been chosen on purpose. It can be seen that the controllers are more
efficient at reducing the low-frequency response, resulting in a good reduction improvement of the
comfort, while the high-frequency response is either ill damped, or even increased in the case of
the multi-model H2/H∞ synthesis without lidar. Note that a high-frequency criterion on the nz

attenuation had been added, as explained in section 4.6, to attenuate this phenomenon.

More complete results are shown in Fig. 4.29 for comfort and motion sickness. The weighted
PSDs have been computed for different models (same 3 Mach numbers and 16 mass configurations
as for the loads envelopes), which accelerations at several positions of the fuselage in output. At
each of these positions, the worst cases of equivalent standard deviation for comfort and motion
sickness are computed. It must be noted that, due to the frequency analysis required to compute
these criteria, the nonlinear effects of saturation and rate limiters are not included here. The
point at 0 m is situated a few meters after the nose of the aircraft, and the last point is close
to the tail. A first observation is that the worst case of discomfort gets worse as we go from the
nose to the tail. This is intuitively explained by considering the fuselage as a beam element, with
higher displacements at the tips than at the center of mass. All the controllers are quite efficient
at improving the comfort of the aircraft, even the feedback GLA with µ-synthesis, which does not
lead to high loads reductions. The multi-model H2/H∞ controller is the most efficient, with a 60
% improvement. Regarding the motions sickness, the effect of the GLA controllers is much lower.
Those using a lidar manage to improve the worst case of motion sickness, and in particular the one
obtained with µ-synthesis. The feedback multi-model H2/H∞ controller can increase the motion
sickness depending on the fuselage position: this is probably due to a more reactive elevators
control as was seen on Fig. 4.21. Poor motion sickness results are obtained with the µ-synthesis
feedback controller, and are higher in the y-axis.

In order to also include results coming from simulations with nonlinear saturation and rate-
limit effects, and the inclusion of the discrete gust response in the analysis, similar results are
obtained by looking only at the unweighted vertical acceleration. Fig. 4.29 shows the worst cases
of maximum absolute value of the acceleration due to discrete gusts (left), and the worst cases
of standard deviation due to turbulence (right). It can be seen that in general, worst case of
vertical load factor is attenuated at each position of the fuselage. It can also be seen that the
worst positions on the fuselage, when no frequency weighting is used, are the two extremes (nose
and tail).

Finally, a robustness analysis is performed to compare the different linear controllers studied in
this work. Fig. 4.31 shows the multi-input frequency-dependent gain and phase disk margins. The
disk gain margin is the lower positive scalar for which there exists a combination of simultaneous
independent disk uncertainties in the input ports of the aeroelastic plant, all with modulus lower
than this gain margin, leading to closed loop instability. Similarly, the phase margin is the lower
angle such that there exists a combination on input disk uncertainties with phase lower than this
angle, leading to closed loop instability. See section 4.5.1.4 for more details. The frequency at
which the instability occurs leads to the frequency-dependent margins of Fig. 4.31. This confirms
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that the controllers obtained by µ-synthesis are more robust than those obtained using multi-
model H2/H∞ synthesis. It also shows the latter are closer to instability at low-frequency, with
gain and phase margins of 4 dB and 20°. Another popular representation of the MIMO stability
is the MIMO Nyquist diagram, and is shown in appendix E.2.

4.9 General conclusions about gust load alleviation

Some conclusions were drawn in section 4.5.8 from the study of robust GLA controllers designed
by µ-synthesis. General trends on the capability to alleviate different loads on the wing and HTP
at the same time were highlighted, and sensitivity analyses were conducted based on simulations
on a single aeroelastic model. Three main questions naturally arose from this study: 1) Is it
possible to improve the loads alleviation performance using a more aggressive control strategy, yet
robust enough to work efficiently on the full range of flight and mass conditions? 2) What are the
true loads alleviation capabilities of the robust controllers, in terms of worst case of wind loads
(and not only on a single case)? 3) How do the different robust methods compare to each other
and to other popular control techniques?

In order to answer these questions, a synthesis method based on different models has been used,
in order to better define the physical uncertainty and reduce conservatism in the design. The use
of H2 criterion for loads alleviation objective is a convenient tool when structured synthesis is
considered, as it requires less tuning than with H∞ criteria. The latter are used for actuators and
robustness constraints. The controllers hence obtained by multi-model H2/H∞ synthesis differ
drastically by their use of the elevators, improving significantly the effectiveness of the feedback
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part relatively to the feedforward control which uses the lidar as input. The first noteworthy
effect is a better control of the vertical load factor, which is more attenuated than with the more
robust controllers obtained by µ-synthesis. The second effect is a higher reduction of the worst-
case bending moment and shear force, without increasing the torsional moment. This effect is
particularly impressive when the lidar is not used, where the overall loads alleviation capability is
comparable to the one used with a lidar. Quantitatively, worst-case wing root bending moment,
shear force and vertical load factor can be attenuated by approximately 50 % with a lidar. Without
lidar, this alleviation approximately goes down to 40 % with the multi-model H2/H∞ synthesis.
These results correspond to the case in which 8 small ailerons are used on each wing. With
only 4 of them, the bending moment reduction is much lower (15 %) and with 16 of them, it
goes up to 60 % (but with a 110 % increase of the torsional moment). These loads reduction
levels are of the order of magnitude of the maximum attenuation which can have an effect on
the aircraft design (see section 4.2.6). Furthermore, when looking at the comfort criteria, the
controllers obtained by multi-model H2/H∞ synthesis always improve the worst-case maximum
equivalent acceleration by about 60 %, at each position of the fuselage. These controllers have
been obtained with actuators constraints (the deflection angles are never higher than 15° and a
rate limitation of 40°/s is applied). However, the more aggressive control strategy has a cost: first,
the use of the elevators leads to important transient response of the pitch rate before converging,
with oscillations and an increase of the maximum compared to the open loop case. Furthermore,
the acceleration at high frequencies (between 2 Hz and 5 Hz) is generally higher than with robust
controllers obtained by µ-synthesis, especially when no lidar is used. This leads to a higher motion
sickness for the passengers, as studied with a dedicated criterion. The HTP loads envelopes were
not shown for the sake of conciseness, but the multi-model H2/H∞ techniques lead to a strong
increase of the worst-case bending moment (almost doubled). Finally, the controllers obtained by
multi-model H2/H∞ synthesis have lower stability robustness margins. With these observations,
the interest of using a lidar for GLA is challenged, highly depending on the constraints on the
pitch motion an aircraft constructor wants to impose (due to interaction with the control law
and the handling qualities), and on the criteria on the HTP loads. High constraints would limit
the use of the elevators, strongly reducing the effect of the feedback controller, and high loads
alleviation can be obtained only if a lidar is included. If concessions are made on this side, and the
priority is given to the bending moment reduction, then the lidar loses importance and significant
performance can be obtained with classical sensors.

When compared to other control techniques, the robust controllers lead to a loads alleviation
performance similar or better than the MPC-based GLA, which suffer from other issues (robust-
ness, implementability, unwanted nonlinear effects, ...), and better than a classical GLA technique
by static ailerons deflection, which leads to a lower decrease of the maximum positive bending
moment, no effect on the vertical load factor, and an important increase of the torsional moment.
The robust control synthesis then appears as a serious candidate for future GLA implementations,
leading to a strong reduction of the worst-case loads while ensuring stability and robustness. Many
trade-offs have been highlighted, with many possible designs depending on the priority given to
the different wing and HTP loads and to the effects on the pitch motion for instance.
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The last chapter of this thesis is dedicated to a second active control application in aeroelastic-
ity, namely the Active Flutter Suppression (AFS). While GLA was studied in Chapter 4 to reduce
the loads aeroelastic models obtained within the flight domain (described in section 2.1.3), the
purpose of AFS is precisely to expand it and increase the altitude and velocity bounds imposed
by flutter constraints. One of the main requirements for an aircraft certification is that the aeroe-
lastic model should be stable on an envelope defined by the certifications documents such as the
European CS-25 [European Aviation Safety Agency (EASA) 2007]. By designing a control law
able to improve the aeroelastic stability of the aircraft, hence increasing the velocity and altitude
conditions at which the aircraft can safely fly, it could be possible to design more flexible wings
with higher aspect ratio and reduced drag. The active flutter suppression is then another techno-
logical solution to improve the overall aircraft design by adequately placing the control surfaces
and sensors, and using them within a control loop. Contrarily to the GLA case, the certification
standards are not directly considered in the AFS study because they are unrealistic for the very
unstable XRF1-HARW model used. Rather than looking to stabilize the aircraft on the envelope
imposed by certification documents, the philosophy employed in this chapter consists in designing
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efficient control laws to systematically expand the stability domain of the aircraft, under realistic
actuators and sensors constraints. The modeling techniques studied in Chapter 2 and 3 are a first
important step in the design of AFS control laws. Specifically, the definition of aeroelastic models
of reduced order allows to use efficient control synthesis techniques, and the possibility to define
them with realistic poles and input/output response is critical to study their interaction with the
control laws.

5.1 Introduction to Active Flutter Suppression

The interaction of aerodynamics and structural dynamics can result in an instability called flut-
ter. When a fluid flows along a surface, it applies local aerodynamic forces which lead to small
deflections of the structure. In turn, this affects the fluid motion by creating a change of its
direction called downwash. The fluid dynamics hence has a feedback effect on itself, resulting in
the so-called aeroelastic system which accounts for this interaction. Some phenomena occurring
on aircraft can only be predicted by aeroelastic analysis, such as nonlinear buffeting and limit
cycle oscillations (LCO) [Bisplinghoff, Ashley, and Halfman 1955b]. The flutter instability hap-
pens when the increase in aircraft velocity eventually causes certain aeroelastic modes to become
unstable, and can be described by linear models.

In order to prevent the flutter phenomenon, or at least increase the velocity at which it occurs,
passive solutions can be applied by modifying the aircraft design and adding masses in such a way
as to increase the velocity at which flutter occurs. Another approach is to design control laws
that use the aircraft sensors to command the control surfaces and stabilize the aeroelastic system.
This technique, known as Active Flutter Suppression (AFS), has been studied since the early
1970s [Nissim 1971; Sandford, Abel, and Gray 1975]. It is still an active research topic because
of its complexity, requiring the analysis of many modes interactions, which are affected by the
flight conditions. AFS also offers many possibilities, ranging from simple structured single-input-
single-output (SISO) control laws [Schmidt 2016a] to Linear Parametric Varying (LPV) controllers
obtained by modern synthesis methods [Chen, Sun, and Li 2012]. Because of the criticality of AFS
systems, simpler techniques may sometimes be preferred for their robustness.

Before reviewing the different strategies that have been considered in the AFS literature, it
is worth noting that the development of a control law is strongly dependent on the aeroelastic
model used for synthesis, which then becomes an integral part of the control strategy and should be
developed with care. This has different impacts on the control design process. First, some synthesis
methods rely on certain hypotheses of the aeroelastic model such as linearity, or, as will be seen
below, certain assumptions about the dependence of the model upon the aircraft velocity. Hence,
a synthesis method must be chosen with full knowledge of the simplifying assumptions it implies
on the aeroelastic model. Second, some techniques can be valid for a simple model (such as a 2D
beam with few degrees of freedom) and become obsolete when applied to industrial applications
involving a higher complexity, which cannot be reduced without losing key information.
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The main difficulty in AFS synthesis is to define control strategies that stabilize the aeroelastic
system over a range of aircraft velocities, which affect the dynamics in a nonlinear way. Robustness
and adaptivity are then key concepts of AFS and can be obtained in different ways. A first solution
is to obtain a single controller at a given airspeed with a robustness that ensures stability at other
flight points (including the airspeed, Mach number) and mass configurations. Historically, this
robust approach has first been employed using simple structured controllers, by using a feedback
from a certain set of sensors to actuate the available control surfaces. In [Waszak and Srinathkumar
1991; Waszak and Buttrill 1991], a feedback using a single accelerometer located on the wing tip
has been used as input of a third-order filter to control two symmetric pairs of ailerons. The filter
is designed by closed loop poles placement, with the objective of stabilizing the flutter modes as
much as possible. More recently [Schmidt 2016a; Schmidt 2016b] have used a similar method
using two distinct feedback loops: one using the wing tip accelerometer and one using the pitch
rate as input, to control the ailerons. In case more sensors are used, the poles placement method
becomes tedious and optimization-based synthesis can be used, such as [Ricci et al. 2021] in
which a single output feedback (SOF) controller is designed. Another popular technique for using
information coming from different sensors is the Linear Quadratic Gaussian (LQG) approach,
in which a stabilizing controller that minimizes a certain quadratic cost function is obtained by
algebraic Riccati equations. Such a controller uses the system’s states as input, and it requires
an additional observer to estimate the states from the available measurements. This approach
has been implemented in [Tewari 1998; Tewari 1999], where the variable to be minimized is the
derivative of the normal acceleration. More recently, the LQG method has been implemented
in [Waite et al. 2019] using a reduced order aeroelastic model obtained from accurate unsteady
Computational Fluid Dynamics (CFD) calculations. In [Berg et al. 2021] LQG controllers have
also been used, with a particular attention on the MIMO robustness of the system, assessed with
modern tools such as disk uncertainties. Finally, H∞ synthesis is an effective method to obtain
robust stabilizing controllers, as it allows the minimization of the H∞ norm which leads more
naturally to robustness than quadratic criteria. Furthermore, it leads to dynamic controllers that
can have more degrees of freedom than static gains for example. This method has been applied in
[Theis, Pfifer, and Seiler 2016; Theis, Pfifer, and Seiler 2020] by carefully selecting the airspeed at
which the controller is designed, in such a way as maximizing the flutter velocity. Indeed, designing
an AFS law at too high a velocity may lead to low robustness, and the obtained controller can
even destabilize the system at airspeed at which is was naturally stable. In [Faïsse et al. 2021], a
H∞ AFS synthesis is embedded into an outer-loop optimization of the aircraft structure. Using
µ synthesis is another way to provide robustness in the controller design, and allows to study
the effect of parametric and dynamic uncertainties onto the aeroelastic transfer functions and the
poles trajectories when the velocity varies, as done in [Patartics et al. 2022].

As opposed to the robust approach, the second main strategy for stabilizing an aeroelastic
system over a range of airspeeds is the design of adaptive laws. In this case, the dynamics of
the controller can vary as the aircraft approaches flutter, with or without using the airspeed as
an input. The most used method consists in designing control laws at different airspeed values,
and interpolating them to obtain a control law as a piecewise-affine function of the velocity. This
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strategy has been employed in [Marchetti et al. 2020; Ricci et al. 2022] for example, or in [Wait-
man and Marcos 2020] where H∞ controllers computed at three different airspeeds are obtained
and interpolated. This is made possible by an adequate balanced reduction of the controllers’
state-spaces. In this case, the H∞ norm of the transfer function from the ailerons angles to the
modal displacement is the criterion to minimize. Other adaptive approaches consist in directly
computing a LPV controller from the model, that must generally also be LPV. In [Chen et al. 2011;
Chen, Sun, and Li 2012], a parametric Linear Quadratic Regulator (LQR) formulation is proposed
and applied to a velocity-dependent aeroelastic model obtained by interpolation of reduced or-
der models computed using reduced-order Proper Orthogonal Decomposition (POD) method. In
[Barker, Balas, and Blue 1999; Barker and Balas 2000], a Linear Fractional Transformation (LFT)
formulation is proposed, taking the velocity as uncertain parameters, and allowing the controller
to have a rational dependence on it. An H∞ formulation is proposed in [Moulin 2004] where a
LPV controller with a polynomial dependence on the velocity and the air density is obtained,
assuming the model follows the same dependence. Another formulation using convex optimization
and LMI is proposed in [Alhajjar et al. 2018].

The adaptive methods are attractive as they allow real-time adjustments to the change of the
aeroelastic dynamics. However, their practical implementation is not always straightforward. The
computational cost for the controller design can become prohibitive when the complexity of the
system increases, and some hypotheses on the model used for synthesis can be unrealistic. Some of
the most technologically advanced systems for experimentally testing AFS techniques include the
F-XDIA project developed by Politecnico di Milano and University of Washington that performed
wind tunnels tests with a full model aircraft [Marchetti et al. 2020; Ricci et al. 2021; Berg et al.
2021; Ricci et al. 2022], or the European FlexOp project that recently performed flight test with a
demonstrator [Takarics et al. 2020]. A study has been conducted at Airbus in [Fischer, Schröder,
and Thormann 2022] with a model close to the one used in the present work, focusing on the
practical implementability from an industrial point of view.

A novel strategy is developed in the chapter with the objective of obtaining simple laws, that
can be designed and validated with industrial aeroelastic models that include a high number of
modes, and that smoothly adapt to the aircraft velocity. This is performed by first developing hy-
brid system identification methods where a certain number of aeroelastic poles (stable or unstable)
are computed and imposed to the model thanks to an adequate pole-residues decomposition and
the use of the Loewner method [Mayo and Antoulas 2007; Karachalios, Gosea, and Antoulas 2019].
An H∞ synthesis is then performed based on multiple models of various airspeed values (lower
and higher than the flutter velocity) in a way that imposes the stability at high velocity without
making the low-velocity systems unstable. This method then yields a set of LPV controllers, which
are subsequently validated with reliable high-order models calculated on a broad range of airspeed
values. A systematic procedure is developed to select a reduced number of actuators and sensors
based on quantitative criteria. It relies on a genetic algorithm that estimates the configuration
leading to the best possible modulus margins achievable by full-order controllers.
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Figure 5.1: General control architecture

The objective of the AFS system developed in this chapter is to increase the flutter velocity in
presence of robustness and system’s constraints. Translating this objective into a control synthesis
problem is not straightforward, and different strategies have been implemented, some of which were
presented in the introduction section. This work adopts a robust control approach, with the H∞

framework. Section 5.2 presents the objectives and methodology of the AFS synthesis developed in
this chapter. Section 5.4 describes the H∞ criterion that the controllers must minimize to achieve
AFS with imposed robustness and actuators constraints. Based on this criterion, an optimal
actuators and sensors selection is performed in section 5.5 by solving a combinatorial problem,
using a genetic algorithm when the number of possible combinations is too high. In the same
section, another approach for reducing the number of inputs and outputs is studied, based on
the so-called inputs/outputs blending that was proposed in [Pusch, Ossmann, and Luspay 2019].
Finally, section 5.6 describes the multi-model structured H∞ LPV synthesis used to design AFS
controllers.

5.2 AFS objectives and employed methodology

The main objective of the AFS controller is to improve the flutter velocity as much as possible,
by stabilizing the aeroelastic system when some poles become unstable. Additionally, the stability
robustness of the stabilized closed loop should be maximized, and the control effort required to do
so should be minimized. Furthermore, the number of sensors and actuators actually used should
be as low as possible, to reduce the cost of the AFS system in view of its practical implementation.
Finally, a smooth scheme for the AFS activation is wanted, meaning that the controller’s action
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should start at a given velocity before flutter arises, and should increase progressively as the
open-loop aeroelastic system becomes more unstable.

To achieve these objectives, a LPV controller parameterized by the True AirSpeed (TAS) of
the following form is progressively developed:

K :

ẋK(t) = AK(TAS)xK(t) + BK(TAS)ymeas(t)

ucom(t) = CK(TAS)xK(t) + DK(TAS)ymeas(t)
(5.1)

where xK are the controller states, ymeas and ucom are respectively the measured output and
control input, and the matrix functions AK , BK , CK and DK defining the state-space have
a polynomial dependence on the TAS. A key driver in the design of the AFS controller is its
complexity, that should be as low as possible, keeping in mind its practical implementation and
certification on future aircraft. For this reason, controllers of low order are developed, through
the structured H∞ synthesis that take advantage of the multiple sensors and actuators available,
and of a dynamical response to ensure good performance. A description of the synthesis methods
employed in this chapter can be found in appendix D. Section 5.5 will show how to obtain reduced
configurations, in which the number of controller’s inputs and outputs is lowered, following the
search of a simple controller. The reasoning behind the TAS parameterization is that the aeroe-
lastic dynamics exhibit important variations as the velocity increases. It will be shown in the
results section 5.7 that a simple LPV structure, with affine dependence of the state-space matri-
ces on the TAS, leads to significant improvements when a progressive evolution of the system’s
dynamics is desired as the velocity increases and crosses its open-loop flutter value. Controllers
which are robust with respect to the TAS variations will be investigated too. Another cause of
aeroelastic dynamics variations is the evolution of the aircraft mass configuration during a flight,
or between too flights. This cannot be easily parameterized by a single variable, contrarily to the
TAS dependence. Developing an adaptive law for the controllers with respect to this uncertainty
is not straightforward, and the robust approach is preferred in this chapter. Designing a LPV
controller with robustness to mass variations is a computer-intensive optimization problem, and
requires the tuning of different hyper-parameters by the user. For this reason, it is performed
in several steps, starting by synthesizing a controller based on a single unstable model, which is
used as a starting point for a LPV synthesis, as explained in section 5.6. From a LPV controller
designed with models at several TAS values but with the same mass configuration, it must be de-
cided whether the robustness to other mass configurations is ensured, and if it is not, a TAS-LPV
synthesis using different mass configurations can be performed. Again, using as a starting point
a controller design obtained with a single mass configuration can make the synthesis easier. This
controller design strategy implies arbitrarily setting a maximum velocity value at which the closed
loop should be stable. The general control architecture is illustrated on Fig. 5.1.
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5.3 Aeroelastic models for control synthesis and validation

Two types of models are used in the AFS study. Validations models are obtained by rationalization
of the GAF, following the Roger method described in section 3.2. They are of very high order,
hence are not fit for controller synthesis, but can be used in simulations and to study the aeroelastic
poles in closed and open loops. The controller synthesis is performed using reduced order models
obtained by the technique described in section 3.8, which uses aeroelastic poles and residues
obtained by the validation models. These so-called synthesis models have a much lower order
than those used for validation, and can be used for controller design.

The aeroelastic models are split into longitudinal and lateral dynamics, and controllers are
designed separately for each of them. Longitudinal dynamics are associated with symmetrical
actuators actions (ailerons and elevators), while the lateral dynamics are associated with rudder
deflections and antisymmetric ailerons and elevators deflections. This makes the synthesis compu-
tationally easier, and gives visibility to the AFS problem by highlighting its main bottlenecks. It
will be identified that the longitudinal dynamics are much more restrictive than the lateral ones.
The validation is always performed with the full dynamics, and using both controllers at the same
time.

5.4 Synthesis criterion

Different approaches exist to translate the stabilization objectives into quantitative criteria for the
controller synthesis. A first important consideration regards the models: using unstable models,
such as in [Waitman and Marcos 2020], leads to a stabilization criterion that helps satisfying the
design objectives. Requiring stability of several models, such as in [Marchetti et al. 2020; Ricci
et al. 2022], leads to a closed loop robustness criterion that, again, goes in the direction of the
objectives defined above. Additionally, transfer function attenuation can be required during the
synthesis, based on LQG [Tewari 1999] or H∞ [Waitman and Marcos 2020] criteria. Close to
instability, the open-loop transfer function peak associated with the flutter mode increases, and
imposing its attenuation in closed loop leads to damping and stability.

In this chapter, we impose the closed loop to be stable at a certain TAS, higher than the
open-loop flutter velocity. Different cases of multi-model synthesis will be studied to improve
robustness (see section 5.6) and adaptivity. Additionally, four H∞ criteria are used. The first
is the limitation of the control effort, by minimizing the H∞ norm of the transfer function from
the wind velocity to the derivative of the control surfaces angle deflections. Using the wind as
an input bringing physical information to the synthesis, by connecting the AFS problem to the
main disturbance that an aircraft can face in real applications. An input transfer is applied to
the wind exogenous input so that the filter value has a Von Kármán PSD, similarly to the GLA
synthesis of [Fournier et al. 2022b]. The derivative of the control surfaces deflections are used as
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output instead of the deflection angles because they are far more constraining in the technological
development level of current actuators and for the relatively high frequency problem studied here
(the flutter modes have a natural frequency around 4 Hz). In addition to this H∞ constraint, two
criteria are defined for MIMO robustness: the H∞ norm of the transfer function from a reference
output to the measured output must be minimized, and similarly for the input. These two transfer
functions are the output and input sensitivities, and the inverse of their H∞ norms are called the
modulus margins, as explained in appendix D. These margins can be related to the robustness
of multiplicative inverse dynamic MIMO uncertainties. Finally, a fourth criterion is added based
on the transfer function from the reference output to the control surfaces deflection angles, with
the inverse of a high-pass filter. This criterion helps reducing the high-frequency response of the
controller, and is applied to avoid interaction with high-frequency modes.

The final H∞ cost function to minimize is then the following scalar:

F (G,K) = max
{
a1 ∥Tw 7→u̇HV K∥∞ , a2

∥∥Tyref 7→y

∥∥
∞ , a3

∥∥Turef 7→u

∥∥
∞ , a4

∥∥HLP
−1Tyref 7→u

∥∥
∞

}
(5.2)

where K is the controller, G is the aeroelastic model, HV K is the Von Kármán equivalent transfer
function, HLP is a low-pass filter with flat response at very high frequency so that its inverse is
causal, a1 to a4 are tuning hyperparameters, and Ta7→b designates the transfer function from a
generic variable a to another generic variable b. The different signals are depicted on Fig. 5.1. It
can be noted that the static gain of the controller K(0) is not minimized here to avoid having too
many constraints. Imposing K(0) ≈ 0 leads to reduced interactions with handling qualities and
other aeroelastic modes, and can be studied in the future.

5.5 Actuators and sensors selection

The full aircraft model contains many actuators and sensors described in section 2.1. In order to
define a realistic configuration, only some control surfaces will be used. The number of sensors
used is also limited in an effort to reduce the controller’s complexity. The first step to do so is
to group the control surfaces: 4 sets of ailerons situated next to each other are defined on each
wing, each set having approximately the same total surface. Furthermore, as explained in section
5.2, the model is split into its longitudinal and lateral dynamics, and the inputs and outputs of
each model are selected and modified accordingly. Two simplification of the controller are studied
based on inputs/outputs selection. The first is an optimal reduction of the sensors and control
surface groups used. The second, called inputs/outputs blending, is based on the work of [Pusch,
Ossmann, and Luspay 2019]. It consists in selecting a linear combination of the inputs and of the
outputs to transforms the MIMO controller synthesis into a SISO problem. The combinations are
chosen in a way that maximizes the observability and controllability of a selected mode, in this
case the flutter mode (as explained in section 5.2, each of the two dynamics has a problematic
flutter mode whose damping continuously increases with velocity).
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5.5.1 I/O selection based on closed-loop H∞ criterion

While several criteria can be used to select the optimal inputs and outputs, such as maximizing
the observability or controllability of the system, an effort is made in this chapter to keep the
criterion as close as possible to the studied AFS synthesis problem. The objective is then to
find the combination of inputs and outputs and the associated controller that minimize the H∞

cost function defined by Eq. (5.2). As the number of possible combinations can be very high,
this problem is computationally very expensive, especially if multi-model structured controller
synthesis is performed at each iteration. For this reason, a first simplification is performed with
respect to the actual synthesis described in section 5.6 by using unstructured H∞ synthesis,
compatible with the cost function of Eq. (5.2). As the aeroelastic models are of reduced orders,
each unstructured synthesis can be performed in a limited time, and an optimal controller is
obtained every time as the associated synthesis optimization is convex. The inputs and outputs
selection problem hence obtained can then be formulated as:

min
u∈Iu
y∈Iy

min
K

F (Gu,y,K) (5.3)

under closed loop stability constraint, where Iu and Iy are the possible indices for the control
inputs and measured outputs respectively, and Gu,y is the aeroelastic model with only indices
u and y selected in the feedback loop. In case the maximum numbers of inputs and outputs
(cardinality of Iu and Iy) are sufficiently low, an unstructured synthesis can be performed for
each possible combination to find the optimum of this problem. However, this is generally not the
case and dedicated optimization algorithms for global optimum search of a non-convex problem can
be applied. In this chapter, a genetic algorithm [Goldberg 1994] is used, and proves very efficient in
reducing the computational cost. It starts with a population of random parameters (here the input
and output indices combinations), and computes the cost function (here the maximum modulus
margin obtainable by H∞ synthesis) for each of them. It then applies a set of rules inspired
from evolution to select the best candidates and obtain new ones, and repeats the process until a
stopping criterion is reached. While not efficient when the parameter space dimension is important
and continuous, it is an efficient technique in case only a small discrete number of parameters are
possible, which is the case here. When applied with a reduced number of possible combinations,
the genetic algorithm has always produced the global optimum after a few minutes, computed
separately by trying all possible configurations.

5.5.2 Blending approach

Based on the work of [Pusch, Ossmann, and Luspay 2019], a linear combination of inputs and
outputs can easily be found is order to maximize the controllability and observability of a given
mode. First, by putting the state-space model of the aeroelastic system in modal form (the matrix
A is diagonal), the second-order model Gf associated with the mode of interest (two conjugate
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Figure 5.2: Blending cost function

poles) can be isolated from the rest of the dynamics (Gs):

G(s) = Gf (s) + Gs(s) (5.4)

The objective is to find the vertical vectors ku and ky that maximize the H2 norm of the transfer
function associated with the mode of interest:

max
∥ku∥2=1
∥ky∥2=1

∥∥kT
y Gfku

∥∥
2

∥Gf ∥2
(5.5)

where the norms are H2 when applied to transfer functions and L2 when applied to vectors. In
case Gf is a stable second-order transfer function, [Pusch, Ossmann, and Luspay 2019] shows that
the optimization problem (5.5) can be reformulated as follows:

max
ϕ∈[0;π]

∥F (ϕ)∥2 (5.6)

where the 2-norm of a matrix is defined as its maximum singular value and

F (ϕ) = R(Gf (jωn)) cosϕ+ I(Gf (jωn)) sinϕ (5.7)

where ωn is the natural frequency of Gf and R and I denote the real and imaginary parts of a
complex number respectively. For different values of ϕ ranging from 0 to π, the matrix F (ϕ) is
easily computed and a SVD is performed each time, leading to its 2-norm. At the value ϕ∗ that
maximizes the norm, the vectors ky and ku respectively correspond to the left and right unitary
vectors associated with the highest singular value. As the cost function depends on only one,
bounded, parameter, this optimization problem is very simple. Note that the H2 norm is infinite
when the mode of interest is unstable (as in this chapter). In this case, the authors of [Pusch,
Ossmann, and Luspay 2019] propose to simply mirror the real part of the unstable poles. The cost
function associated with the longitudinal and lateral dynamics of the XRF1-HARW aeroelastic
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model can be found in Fig. 5.2.

A method to impose the resulting SISO transfer function to be decoupled from the other poles,
by imposing that

∥∥kT
y Gsku

∥∥
2 ≈ 0, is also described, but this strongly constrains the optimization

(5.5) and leads to an important loss of performance. For this reason, it is not applied in this
chapter. Although this so-called blending does not reduce the number of actuators and sensors
used, the analysis of the optimal blending vectors ku and ky provides information about which
inputs and outputs are the most useful based on this modal criterion. By keeping more than one
singular value of F (ϕ∗), one can increase the number of degrees of freedom of the reduced system.
In this case, several blending signals corresponding to different combinations of inputs and outputs
can be retained.

5.6 LPV multi-model H∞ synthesis

Once the sensors and actuators have been selected or blended, the fixed-order controller can be
designed in order to minimize a cost function similar to the one defined in Eq. (5.2). In case only
one (unstable) model is used for design, the controller can be obtained by the structured H∞

synthesis that performs the following nonlinear optimization:

min
K∈K

F (G,K) (5.8)

where K is the set of controllers K having the structure defined in section 5.5, depending on the
choice of inputs and outputs and on the possible multiplication by blending vectors. However, this
approach does not ensure that the closed loop at lower TAS values is stable or that its performance
according to the selected cost function is acceptable. To do so, a multi-model synthesis must be
performed, by imposing stability at different TAS and minimizing the cost function on each of
them. In this case, the cost function can depend on the TAS. The optimization associated with
this multi-TAS synthesis is:

min
K∈K

max
i∈T

Fi(Gi,K) (5.9)

where T is the set of all TAS indices used in the controller design. It can be seen that because
of how the multi-model synthesis works, only the maximum of the cost functions computed at
the different TAS is minimized. If the cost functions were all minimized at the same time, a
TAS-dependent criterion would not necessarily be needed. Since it is not the case, the user must
define a cost function profile depending on the TAS. In this chapter, the cost function at a given
velocity index i has the same form as the criterion defined before, but is multiplied by a coefficient
bi that makes the constraints stronger at low velocity:

Fi(Gi,K) = biF (Gi,K) i ∈ T (5.10)
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A simple procedure is proposed to select these coefficients: a synthesis is performed at each index
i ∈ T and the bi are chosen as the optimal value of F (Gi,Ki) found independently for each
synthesis. This way, if the multi-TAS synthesis based on Eq. (5.9) results in a cost function equal
to 1 at each TAS value, it means that the performance is the same as the one obtained with local,
independent controllers. The structure of the controller is then of particular importance, as a
TAS dependence of a controller of the form of Eq. (5.1) can significantly improve the performance
compared to a single robust controller, as explained in the results. Note that with the cost function
used in this chapter, the best local controller obtained when the open-loop is stable is K = 0,
which leads to no control effort and sensitivity functions equal to static identity matrix gain. The
proposed methodology then encourages to obtain a controller with progressively increasing action
as the TAS increases, as defined in the objectives in section 5.2. In order to improve the LPV
controller synthesis, the optimization can be initialized using a controller obtained with a single
model.

Finally, in order to obtain robustness to mass variations, this problem can be augmented by
including several models of different mass configurations at each TAS. The variation of the mass
configuration is not parameterized by a single variable, contrarily to the TAS dependence. For
this reason, neither the controller nor the cost function depend on it. While this methodology
is implemented in this chapter, it does not lead to clear improvement in terms of robustness to
mass variations, and the corresponding results will not be shown. Considering the Mach number,
similar logics could be applied, either by defining a LPV dependence on the Mach or by imposing
robustness to the dynamics variations. It is also possible to switch between different controllers
that have been designed separately on a set of different Mach numbers. In this chapter, the Mach
number is assumed constant.

5.7 Active flutter suppression results

This section presents the numerical applications of the techniques developed above with the XRF1-
HARW aircraft. The numerical values of the parameters are first given in section 5.7.1. Then,
the results of the actuators and sensors selection and of the input/output blending are described
and analyzed in section 5.7.2. The different controller configurations obtained are compared based
on mono-model synthesis in section 5.7.3. The controller structure that leads to the best tradeoff
between performance and low complexity is then retained to perform multi-model (LPV and robust
logics) at different TAS values in section 5.7.4.

5.7.1 Parameters

The models are computed at a constant Mach number of 0.86 and an altitude of about 8000 m
(which varies with the TAS). A minimum flutter velocity of 278 m/s is imposed in closed loop,
meaning that the controllers syntheses will always include at least the aeroelastic model at this
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velocity. The longitudinal and lateral controllers have a fixed order of 5, resulting in a 10-th
order full controller. The open-loop flutter velocity is about 262 m/s. The synthesis models
are of 40th order, and the validation model is parameterized by the TAS and its order is about
800. The nominal mass case used in synthesis and analysis corresponds to the empty aircraft. The
controllers are validated at the end of the results with four different mass configurations, that cover
extreme cases of aircraft weight and center of gravity position along the X-axis (in the direction
of the fuselage). In the multi-model synthesis, 7 models are used at different TAS linearly ranging
from 254 m/s to 278 m/s. In the H∞ criterion of Eq. (5.2), the equivalent von Kármán trubulence
transfer function is

HV K(s) = 0.02s3 + 0.3398(Lturb/TAS)2s2 + 2.7478(Lturb/TAS)s+ 1
0.1539(Lturb/TAS)3s3 + 1.9754(Lturb/TAS)2s2 + 2.9958(Lturb/TAS)s+ 1 (5.11)

where Lturb is the turbulence scale, set to 762 m. The low-pass filter is a 3-rd order Butterworth
filter with cut-off frequency of 6 Hz. The time simulations are performed with a vertical 1−cos
gust of 46 m gradient and 8.5 m/s intensity. The time simulations and root-locus are systemati-
cally obtained with the validation model. Note that some numerical values are not given due to
confidentiality issues.

5.7.2 Sensors and actuators selection

The two different reduction techniques described in section 5.5 are studied here. In the first,
we impose the controller to use 2 groups of actuators and 5 sensors for each of the longitudinal
and lateral dynamics. With only one group of actuators used, the performance was strongly
deteriorated and very high control effort would have been needed. Recall that the actuators
candidates are four groups of ailerons, the elevators and the rudder, while the possible sensors
are four accelerometers spaced along each wing’s span, five accelerometers along the fuselage,
one on each side of the horizontal tail plane, one on the vertical tail plane and one gyroscope at
the center of gravity. In total, about 5000 configurations are possible for longitudinal dynamics
and 19000 for lateral dynamics. Computing the cost function with all of them would require
several hours, hence a genetic algorithm is used instead. After about 15 minutes optimization, the
combination found for the longitudinal dynamics is composed of the innermost and the outermost
groups of ailerons as actuators, and the accelerometers on the four outermost positions along the
wing and at the horizontal tail plane (symmetric actions and measurements are considered for the
longitudinal dynamics). Regarding the lateral dynamics, the two outermost groups of ailerons are
selected, and the same sensors as for the longitudinal dynamics, but this time with antisymmetric
measurements. This confirms the intuition that the actuators on the wing are the most efficient to
control flutter, and in particular the outer ailerons, often used in AFS. The fact that the sensors
and actuators are almost the same for the longitudinal and lateral dynamics is handy, as it limits
the complexity of the full configuration. Considering that the lateral dynamics are much less
constraining than the longitudinal dynamics, it is decided to use the configuration found for the
former in both cases.
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Figure 5.3: Actuators and sensors selection for the longitudinal dynamics by blending vectors
(blue) and H∞-based genetic algorithm (red)
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Figure 5.4: Actuators and sensors selection for the lateral dynamics by blending vectors (blue)
and H∞-based genetic algorithm (red)

162



5.7. Active flutter suppression results 163

The second simplification, studied separately, regards the input and output blending method
described in section 5.5 and based on the work of [Pusch, Ossmann, and Luspay 2019]. While
the idea is different from the actuators and sensors selection analyzed above, the blending method
can give hints of which inputs and outputs are the most useful following a criterion based on
observability and controllability of the flutter modes. The results are summed up in Fig. 5.3
and 5.4 for the two respective dynamics. The relative use associated with each actuator/sensor
obtained by blending is shown, defined as the absolute value of the blending coefficient of a signal
divided by the sum of the absolute values for all signals, and the selection by genetic algorithm
described above is illustrated by red squares. While the two results agree in general, the use
of the innermost aileron for longitudinal dynamics, on the one hand, and of the horizontal tail
plane vertical acceleration for both dynamics, on the other hand, differ. It can be explained by
the fact that while the modal criterion of the blending method is restricted to the flutter mode,
the H∞ criterion used by the genetic algorithm considers the full aircraft stability. The use of
the acceleration at the tail plane might not help the flutter suppression directly but be a useful
information for the global stability.

5.7.3 Mono-model synthesis
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Figure 5.5: Robustness/control effort Pareto front with different tuning parameters and controller
structures

Following the control design methodology described in section 5.2, a structured H∞ synthesis
is first performed using a single unstable model, at TAS = 278 m/s. Different combinations
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of hyperparameters are studied in order to find an acceptable trade-off between robustness and
control effort, and different controller structures are compared. This is done by simply varying the
a1 parameter of the cost function defined in Eq. (5.2), that regulates the control effort limitation.
A controller is synthesized for 25 different linearly spaced values of a1, and a Pareto front based on
the analysis of each resulting closed loop is shown in Fig. 5.5. The y-axis displays the H∞ norm of
the input sensitivity function, which is the inverse of the input modulus margin. A point situated
in the upper part of the figure is then less robust than a point in the lower part. For each closed
loop, a time-simulation is performed with a vertical wind gust whose parameters are described in
section 5.7.1, and the maximum control surface deflection rate is shown in the x-axis of Fig. 5.5.
The case in which all of sensors and actuators are used is compared to the reduced configuration
retained from the optimal selection and to the inputs/outputs blending of section 5.7.2, with one
and two degrees of freedom. The two degrees of freedom case means that two input and two output
blending vectors are used, leading to a 2×2 controller. It can be seen that, in general, the variation
of the parameter a1 leads to a trade-off between robustness and control effort. With all sensors
and actuators included, maximum deflection rates as low as 50 °/s are obtained as response to a
gust, which is achievable by the ailerons typically implemented on current generations of industrial
aircraft. The configuration with two groups of control surfaces and five sensors (red asterisks on
Fig. 5.5) leads to results that are very close to the full configuration. Note that, although not
shown for the sake of conciseness, the performance obtained with only one group of actuators has
proved significantly worse than with the full configuration. Finally, the results with inputs/outputs
blending are also shown. When one degree of freedom is used, that is, the configuration where one
input and one output blending vectors are used, leading to a SISO controller, the performance is
significantly deteriorated compared to the full configuration of the optimal selection. When using
instead two inputs and outputs vectors, which result in a reduced flutter transfer function with
the same H2 norm as the initial one (see section 5.5 for details), the performance is better but
still worse than with the full or reduced configurations. This shows that in the case studied in this
chapter, the criterion of expressing the unstable modes is not fully representative of the overall
AFS design problem. In the end, the reduced configuration is retained for the good trade-off
between controller simplicity and performance it leads to, and is used in the rest of the results. A
value of a1 leading to an input sensitivity norm of 18 dB and a maximum deflection rate of 120
°/s is selected, in order to have an acceptable robustness. While this deflection rate is typically
too high to be implemented with current industrial technologies, future dedicated actuators could
be able to overcome this limit. Furthermore, increasing the surface of the wing-tip ailerons that
have been selected would reduce the required deflection rate.

Using the validation model, the root locus of the open loop and closed loop at different TAS
values are displayed in Fig. 5.6. The two flutter modes with continuously decreasing damping ratio
are clearly identified by they real part that becomes positive at high velocity. The third flutter
mode is also seen, with a real part becoming positive and then negative again at increasing speeds.
The stabilizing action of the controller leads to all modes becoming stable at velocity under 278
m/s. Note that the closed loop is globally robust to the difference between the synthesis and
validation models. Furthermore, the closed loop poles location have a smooth dependence on
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Figure 5.6: Root locus at various TAS obtained with the validation model and a controller syn-
thesized with a single model

the velocity thanks to the limitation of high-frequency controller action. However, two cases of
slightly negative damping occur: one at high velocity, that means that the controller is slightly less
efficient with the validation model than with the synthesis model, slightly lowering the closed loop
flutter velocity. The second type of closed loop instability occurs at intermediate velocities, which
is more problematic as it has a bigger impact on the flutter velocity. It means that performing the
controller synthesis at one TAS is not enough. Either a more specific definition of the uncertainties
the closed loop should be robust to or a better adaptivity to the change of dynamics due to the
TAS variations are required. This motivates the multi-model synthesis described in section 5.6,
with or without TAS dependence of the controller.

5.7.4 Multi-TAS synthesis

In order to obtain better stability and lower control effort at intermediary values of the TAS,
multi-model structured H∞ syntheses is implemented based on the method described in section
5.6. The objective function computed separately on each synthesis model is shown in Fig. 5.7.
Starting from the controller obtained with a single model in the previous section 5.7.3 (called
mono-model in Fig. 5.7), it can be seen that the performance at TAS values lower than the one
used for design are bad, which explains the stability issue that was noted on the root locus (Fig.
5.6). There is no guarantee that the intermediary models are stable, hence the use of a dotted
line. The first step in including intermediary models in the synthesis is done by designing a
controller for each of the seven TAS values, with the same cost function. The results are given in
Fig. 5.7 with the blue curve with asterisk markers. As expected, the cost function obtained with
local controllers is better at each TAS. It is equal to 1 for models that are stable in open loop,
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Figure 5.7: Cost function (defined in Eq. (5.2)) obtained with different multi-TAS control designs
for the longitudinal (left) and the lateral (right) dynamics. Multiple controllers = one controller
defined for each velocity. Mono-model controller = one controller defined at maximum velocity.
Multi-model controller = one controller defined using multiple models computed at various veloc-
ities. LPV controller = one controller with affine dependence of the velocity

corresponding to controller transfer functions equal to zero at all frequencies. The values of the
cost function obtained for individually synthesized controllers are used as an objective profile for
the synthesis of multi-model controllers, as explained in section 5.6: in the best case, it will end
with a multi-model cost function defined by Eq. (5.9) equal to one, corresponding to the same
local performance as the one obtained with individual designs. The first multi-model synthesis is
performed with a single robust controller, which does not depend on the TAS.

In Fig. 5.8, the cost functions obtained with a robust controller and using four different objective
function profiles are shown. The first profile (blue solid line) is the one directly obtained from
individual syntheses, and leads to bad performances at high velocity. For this reason the objective
function profile can be smoothed, leading to smoother performances along the TAS profile. The
other profiles are obtained by progressively diminishing the weighting difference between low and
high TAS, the purple dotted line corresponding to the same weights at each TAS. Fig. 5.8 clearly
shows the trade-off that must be made between the control performances at high and low velocities,
according the criterion used in this chapter. The yellow curve has been selected, for the robust
multi-model synthesis, and is compared to the other designs in Fig. 5.7. A significant deterioration
of the overall control efficiency is noted when comparing the robust controller to the individual
designs, demonstrating the need of an adaptation law to better follow the aeroelastic dynamics
as the TAS varies. To this end, a LPV controller with affine dependence on the TAS is designed
using the objective profile obtained from individual syntheses. This directly leads to good overall
performances as seen on Fig. 5.7 with the purple line and "+" markers, that is very close to the
best possible profile. In this case, a first-order polynomial dependence is enough to create the
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Figure 5.8: Cost function obtained with robust multi-model synthesis, for different objective
profiles, defined by the set of weight given to each velocity in the TAS-dependent cost function
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Figure 5.9: LPV controller bode diagram for one longitudinal (left) and one lateral (right) transfer
functions

desired closed loop behavior at different velocities.

The Bode diagrams of two input/output combinations of the LPV controller transfer function
are shown in Fig. 5.9. The first combination is from the wing-tip load factor to the wing-tip
symmetrical ailerons deflection, representative of the longitudinal dynamics. It can be seen that
the controller amplitude starts from almost zero at the TAS which triggers the AFS system,
and increases at higher velocity. The second combination regards the lateral dynamics with the
same actuators and sensors but with antisymmetric action and measurement. The evolution
with increasing velocity is less clear in this case, which can be explained by the fact that the
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Figure 5.10: Time simulations of the closed loop response to a vertical gust, using a controller
with reduced number of actuators and sensors

lateral dynamics are less constraining than the longitudinal ones, and lower control amplitudes
are required at high velocity.

The time simulations obtained using the validation model at two values of the TAS and using
the LPV controller selected from the previous considerations are shown in Fig. 5.10. The wind
velocity wz is displayed, followed by the vertical load factors response on the fuselage and at a
location situated at the middle of the wing. At 260 m/s, the open loop is stable and can be
compared to the closed loop: the objective of not disturbing the aeroelastic response at stable
velocities is reached. However, the figure also shows the limit of the criterion used in this chapter:
as no attenuation of the peak associated with the flutter modes has been required, the oscillations
are not damped. The control action is low at low velocity, and reaches 120°/s at 278 m/s. The
deflection angles are always lower than 10°, which is below the typical actuators constraints of
the order of 30°. This also mean that no aerodynamic nonlinearity should be created from the
controller’s action. It can also be noted that the outer ailerons are more solicited than those that
are closer to the middle of the wing. For this aircraft model, increasing the surface of the outer
ailerons could then increase the AFS performances. The closed loop load factors at 278 m/s cannot
be compared to the open loop case as it is unstable. It can however be seen that the fuselage load
factor remains below 1 g.
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Figure 5.11: Root locus at various TAS obtained with the validation model and a LPV controller

Similarly to the controller that had been designed with a single model, the root loci of the
closed loop obtained with the validation model and the LPV controller are plotted at different
velocities in Fig. 5.11. This time, the real part of all modes are negative for all velocities. This
confirms the interest of using a multi-model synthesis for AFS, with good multi-TAS closed-loop
performances thanks to the LPV law.

Finally, an analysis of the LPV controller is performed using validation models corresponding
to four mass configurations, and the results are shown in Fig. 5.12. As explained in section 5.7.1,
they have been selected to cover extreme cases of aircraft mass and center of gravity position.
The first mass configuration is the same as the one used for synthesis. The global evolution of
the poles shows a certain robustness to the uncertainties associated with the mass variations.
While the modes are generally all stable, one of them becomes unstable in the two last mass
configurations. A first solution to solve this problem could be to include in the controller design
several aeroelastic models corresponding to different mass configurations. While this synthesis
problem can look numerically expensive at first glance, the fact that low-order models are used
with split longitudinal and lateral dynamics, and the use of initial conditions in the optimization
from the LPV problem with one mass case, a controller can be obtained in a few minutes. However,
no improvement has been found with respect to the results shown in Fig. 5.12. This shows the
difficulty of the AFS problem studied in this chapter. Not only the controller should stabilize the
aeroelastic system at different velocities under important actuators constraints, but the flutter
modes and their shape are susceptible to differ depending on the mass configuration. Additional
research is needed to decide whether robustness to the mass configuration is possible or not, in
which case adaptive laws could be required.
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Figure 5.12

5.8 Conclusion about active flutter suppression

This chapter has proposed a complete control strategy for Active Flutter Suppression, starting
from a hybrid reduced-order modeling of the aeroelastic system that uses frequency response data
and aeroelastic modes knowledge. Based on a common objective function, an optimal sensors and
actuators selection with reduced numerical complexity is proposed and different steps of controller
strategy are described, form multiple mono-model syntheses at different velocities to LPV design
with possible extension to multiple mass configurations. The simplicity of the controller is sought
throughout this process, in the view of future industrial implementation.

The ailerons and accelerometers situated at the wing tips have been found to be the most useful
for this AFS problem, using two criteria based on closed loop and observability/controllability of
the flutter modes respectively. However, it has been found that additional sensors and actuators
are needed, probably to maintain the overall stability of the aircraft and not only the one associated
with the flutter modes. The synthesis based on a single unstable model has shown its limits when
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validated at different velocities, and although the multi-TAS robust controller synthesis shows
some improvements with respect to the former, it still leads to loss of performances compared
to what can be possibly achieved with controllers designed independently at different velocities.
The TAS-dependent LPV law has proved, on the contrary, very efficient, even with a simple affine
dependence of the state-space matrices that constitute them on the velocity.

While these results are promising, some issues remain unsolved, such as the design of a con-
troller valid at different mass cases and different values of the Mach number. Because of the
important dependence of the aeroelastic dynamics on these parameters, a robust approach might
not be sufficient and some adaptive strategy might be needed.
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Chapter 6

Conclusion
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6.1 Summary of the work accomplished

This thesis has investigated different subjects related to the aeroelastic dynamics of an aircraft,
and to its active control. The starting point was the study of active Gust Loads Alleviation of a
flexible aircraft using a lidar. By appropriately using the available control surfaces and sensors of
an aircraft, gust load alleviation aims at reducing the maximum loads susceptible to be created in
the structure due to important turbulences or wind gusts. Including a gust load alleviation system
in the design of an aircraft could lead to significant mass savings, hence improving its overall
performance, by reducing the size of the parts responsible for ensuring the structural integrity of
the aircraft (such as the wing spar). The investigation of techniques dedicated to the design of gust
load alleviation control has quickly highlighted the need to study the aeroelastic modeling in depth,
by developing reduction and identification techniques which allow to design controllers in adequate
conditions. Indeed, the state-space models of the linearized aeroelastic equations obtained by the
classical techniques used in the industry tend to be of very high order, leading to unnecessarily
long control synthesis with many numerical issues. Instead, an approach leading to reduced-order
models has been developed, focusing only on the characteristics that are truly useful for gust
load alleviation, namely the input/output response accuracy on a limited range of frequencies
with preserved stability (when working only at flight points at which the aircraft is stable, the
reduced-order model should be stable too). To this effect, the reduced-order modeling process
becomes an integral part of the control synthesis, selecting the model’s features for their effect
on the controller synthesized based on it, hence not for approximation purposes alone. A second
application, active flutter suppression, has been studied as a secondary objective of the thesis. It
consists in stabilizing the aircraft at flight points in which the interaction between aerodynamics
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Figure 6.1: Overview of the process followed in the thesis

and structural dynamics would create an aeroelastic instability called flutter. A dedicated active
controller is designed to this aim, hence increasing the velocity at which flutter occurs. Such a
technique could allow the design of aircraft with more aerodynamically efficient wings of high
aspect ratio and low weight, but more subject to flutter and other aeroelastic phenomena. The
reduced-order models used for gust load alleviation are not totally appropriate for active flutter
suppression, as this problem also requires an accurate representation of the aeroelastic modes.
In order to include this objective in the reduced-order aeroelastic modeling process, dedicated
system identification techniques have been required for active flutter suppression. An overview of
the general process followed during the thesis is illustrated in Fig. 6.1.

This thesis has put strong emphasis on defining objectives as close as possible to the industrial
needs, and translating them into control and system identification criteria which can be met
using modern techniques. The challenges and constraints of active aeorelasticity such as gust load
alleviation and active flutter suppression have evolved throughout this work, to go in the direction
of a real-life implementation on flight demonstrators and future generations of commercial aircraft.
This was made possible thanks to the collaboration with the Loads and Aeroelastic department of
Airbus, which helped defining not only the typical constraints of the systems and methods used in
aeronautics, but also the philosophy adopted for the design and the certification of an aircraft. This
collaboration has allowed to work on complex models obtained by industrial tools, to define the
system’s limitations and the certification methodology based on feedback from engineers working
on commercial airplanes design, and to study the problem from different angles, taking into account
the interaction between several subsystems.

More specifically, the contributions to the research in aeronautics and control theory can be
listed as follows:

• Reduced-order aeroelastic modeling methodology. It consists of generating frequency
response of the system with inputs and outputs of interest, and then applying system
frequency-based identification techniques

• Application of the subspace and Loewner identification methods to aeroelastic
data. They are compared on different frequency ranges with multiple inputs and outputs
used for active control.
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• Procedure to impose poles location constraints in the system identification pro-
cess. Already existing for subspace methods, it was extended to the Loewner framework.

• Novel mathematical techniques to impose some poles in system identification.
State-space models are identified based on frequency data, with a set of pre-computed poles
imposed to the identified model, with the possibility to add constraints on the free poles’
location.

• A novel technique to identify multiple state-space models with common C matrix
using the Loewner framework. This leads to the definition of a polytopic model with
possible applications to robust and adaptive controls.

• A framework for designing robust gust load alleviation controllers based on
multi-input multi-output disk uncertainties and µ-synthesis. It has a structure
compatible with flight control laws implemented on current generations of commercial air-
craft.

• The study of the capability of a gust load alleviation controller to reduce simul-
taneously different loads on the wing and the horizontal tail plane. It highlights
the different possible strategies which can be adopted, depending on the priority given to
certain loads.

• A multi-model H2/H∞ synthesis process. It is developed in order to reduce the control
design conservatism, by defining physical uncertainties in line with the aircraft certification
process for gust loads.

• Analysis tools based on correlated loads envelopes. They quantify the loads attenua-
tion performance of gust load alleviation systems, using validation models at multiple Mach
number values and mass configurations, with different extreme winds, including saturation
and rate limiter nonlinearities.

• An overall comparison of different control strategies for gust load alleviation. It
includes constrained model-predictive control and a simple logic of static ailerons deflection.

• Sensitivity analysis. They are conducted to better understand the influence on the loads
alleviation performance of the lidar measurement distance, the lidar measurement noise, the
effects of control surface saturation and rate limitation, and the number of ailerons used.

• A complete active flutter suppression design methodology.

– definition of a common H∞ criterion promoting robustness and reduced control effort

– selection of the optimal sensors and actuators location for longitudinal and lateral dy-
namics, based on closed-loop criteria. A genetic-based optimization with unstructured
H∞ synthesis at each function evaluation has been defined to accelerate the process

– synthesis of a reduced-order controller using an unstable model, at the maximum con-
sidered velocity
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– linear-parameter varying controller synthesis with velocity dependence, using the pre-
vious step to initialize the optimization.

6.2 Other research directions and perspectives

This thesis has focused on one methodology for reduced-order aeroelastic modeling, and on the use
of linear robust control for gust load alleviation and active flutter suppression. Other directions
are worth mentioning here, either because they have been tried and deemed less promising than
those adopted in this work, or because they could be of interest for the future of research in control
and aeroservoelasticity theories.

6.2.1 Aeroelastic modeling and system identification methods

Further studies in the field of system identification could benefit to the synthesis of gust load
alleviation and active flutter suppression controllers, but also to aircraft simulations for the loads
computations. The Loewner method has proved very efficient to obtain directly accurate state-
space models from frequency data, with few intermediary steps. While the mathematical methods
described in this document to impose constraints on the poles locations have mainly used the
subspace method, other attempts to do so with the Loewner method have been unsuccessful.
Section 3.4.2 has illustrated a procedure to impose stability with this method, it is applied after
the identification process, in post-analysis. Working directly on the Loewner matrices to shape
the identified state-space model is an interesting direction, which could serve not only the field of
aeroelastic modeling, but also the system identification theory itself. Another critical direction for
aeroelastic modeling and control regards the definition of parameterized models. The multi-model
philosophy developed for gust load alleviation and active flutter suppression has some drawbacks,
typically due to the fact that the different models are obtained using distinct identification pro-
cesses. Continuity between these models, and in some cases consistency, are not ensured using
this multi-model approach. A single model with parametric dependence on the flight conditions
and on some parameters defining the mass configuration, would be ideal for analysis and possibly
for control synthesis (granted that the numerical complexity does not become too high). Some
elements have been proposed in section 3.9, with the use of the Loewner method for polytopic and
linear-parametric varying identifications. Models with linear fractional transformation parametric
dependence are not studied, but can be of great interest for their compatibility with µ-synthesis.
This approach can be a promising direction for aeroservoelasticity and flight control, leading the
way to unified formulations of controllers smoothly adapting to the conditions, with the benefits
of a model-based approach. Finally, the identification methods studied in this work often rely on
semi-definite programming, as it is often the case in system identification and control theories.
The recent and promising study of so-called "sparse" problems proposes to go beyond the classical
semi-definite programming framework, considering optimization problems which can be convex
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but not differentiable (ex: the Lasso problem, which includes a non-differentiable 1-norm within
the optimization objective) or even non-convex, solved for example by finding solutions of the
"closest" convex problem. Examples of this approach to system identification can be found in [Yıl-
maz et al. 2018] and [Miller, Singh, and Sznaier 2020], using fast algorithms based on Frank-Wolfe
algorithm (see [Vinyes and Obozinski 2017] for example) or alternating direction method of mul-
tipliers (ADMM) described in [Boyd et al. 2011]. By getting rid of the semi-definite framework,
more general problems can be considered and with the potential to handle higher quantities of
data and more variables, although generally providing less certainties of convergence.

6.2.2 Active control methods

Concerning active control methods, an important step would be, in accordance to what has been
said above for parametric models, to define adaptive controllers with strong a-priori knowledge of
the dynamics. While this does not seem to be a critical direction for gust load alleviation, as it has
been shown in this work that a robust approach leads to almost optimal results, it can be of signif-
icant importance for active flutter suppression. Due to the higher-frequency dynamics included,
the controller must target accurately certain modes, which can vary when the flight condition and
mass configuration change. While the robustness is difficult to obtain in the active flutter sup-
pression problem, as demonstrated in this work, adaptivity could be a promising approach if high
confidence in the modeling process can be demonstrated. Concerning gust load alleviation, the
main research direction to continue the work undertaken in this thesis would be a more practical
integration in the aircraft. This would require taking into account many interactions with other
subsystems and with industrial constraints. One major aspect would regard the compatibility
with the existing flight control laws, which has been considered in this work but using a simplified
framework. The definition of a robust logic for the activation of the gust load alleviation system
is critical to prevent it from being excessively intrusive in most flight conditions. While this work
has mainly adopted the "loads" point of view, a better understanding of the overall control system
and laws would then be needed to take the gust load alleviation to the next step. With the lessons
learned from this thesis, the current understanding of the challenges and issues related to gust
load alleviation has already reached a level of maturity which could allow an implementation on a
flight demonstrator. This would be crucial to better understand the difference between aeroelastic
models and reality, and how this would affect the ability to efficiently reduce the aircraft loads.
Furthermore, one of the main unknown in this thesis concerns the lidar sensor, whose limitations
are not yet well understood. Different lidar have been flight-tested, but due to the variety of
technologies and applications, the understanding of how reliable the remote wind velocity mea-
surement can be still has much room for improvement. Testing these technologies on true systems,
and potentially looking at the influence on other promising techniques for gust load alleviation
such as the folding wingtips, will be a cornerstone in preparing them for the implementation in
the design of future generations of commercial aircraft.
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Appendix A

Minimal state realization of
MIMO transfer functions

This appendix describes a procedure developed in this work to obtain a minimal state realization
of a MIMO transfer function expressed in pole-residue form. Only the case in which poles have a
simple multiplicity is studied here. The reader can refer to [Kailath 1980] for more details of the
general case.

Poles with simple multiplicity

We consider the pole-residue decomposition of a MIMO transfer function H whose poles have a
simple multiplicity:

H(s) = R0 +
n∑

i=1

Ri

s− λi
(A.1)

where λi ∈ C are the poles, Ri ∈ CNy×Nu are the residues with rank(Ri) = ri. For each
residue Ri, a rank-revealing decomposition can be performed, using for example SVD. The transfer
function can then be rewritten as

H(s) = R0 +
n∑

i=1

CiBi

s− λi
(A.2)

where Ci ∈ CNy×ri and Bi ∈ Cri×Nu are full-rank matrices. Writing

CiBi

s− λi
= Ci(sIri − Ai)−1Bi (A.3)

with Ai = λiIri , the transfer function can be expressed in the following form:

H(s) = R0 +
n∑

i=1
Ci(sIri − Ai)−1Bi (A.4)
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Each state realization (Ai,Bi,Ci,0) is clearly minimal as Bi is full row-rank and Ci is full
column-rank. Now assembling the state matrices as:

A =


A1 0

. . .
0 An

 ; B =


B1
...

Bn

 ; C =
[
C1 . . . Cn

]
; D = R0 (A.5)

leads to a realization (A,B,C,D) of the transfer function H of order N =
∑n

i=1 ri. When the
residues Ri are full-rank for i ≥ 1, the minimal state realization is of order nmin(Nu, Ny). It
must now be demonstrated that this realization is minimal. Due to the structure of the matrices
A and C, the observability matrix of this realization is expressed as:

O =


C1 C2 . . . Cn

C1A1 C2A2 . . . CnAn

...
... . . . ...

C1A1
N−1 C2A2

N−1 . . . CnAn
N−1

 =


C1 C2 . . . Cn

C1λ1 C2λ2 . . . Cnλn

...
... . . . ...

C1λ
N−1
1 C2λ

N−1
2 . . . Cnλ

N−1
n

 ∈ CNyN×N

(A.6)
To demonstrate the observability of the system, i.e. that O is full column-rank, we propose a
"reductio ad absurdum" proof. Let assume that the columns of O are linearly dependent:

∃ (µi)i=1...n such that (µ1, . . . ,µn) ̸= 0 and
n∑

i=1
Ciµiλ

k
i = 0 for k = 0 . . . N − 1 (A.7)

These equations for k = 1 . . . n can be written in the following matrix form:

[
C1µ1 . . . Cnµn

]


1 λ1 . . . λn−1
1

1 λ2 . . . λn−1
2

...
... . . . ...

1 λn . . . λn−1
n

 = 0 (A.8)

The right matrix in the product is known as the Vandermonde matrix of the vector composed of
the poles λi. It is known to be invertible when the λi are distinct from each other, which is the
case here. It follows that the left matrix must be equal to zero, and

Ciµi = 0 i = 1 . . . n (A.9)

Since the matrices Ci are full column-rank, the µi are all equal to zero, which contradicts the initial
assumption of Eq. (A.7), hence demonstrating that the observability matrix is full column-rank.
The same reasoning can be done with controllability, proving that the realization is observable
and controllable, hence minimal.
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General case

In the general case, poles can have a multiplicity higher than one, and the pole-residue form of
the transfer function is

H(s) = R0 +
n∑

i=1

mi∑
j=1

Ri

(s− λi)j
(A.10)

where mi is the multiplicity of pole λi. In this case, the procedure described above does not
apply. Indeed, it is possible to derive a state-space realization of each term of the double sum
based on the technique used when poles are simple, but when they cannot be simply concatenated
to form a minimal realization. The general case is studied in [Kailath 1980], using the so-called
Smith-McMillan form of a MIMO transfer function.
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Appendix B

Recovering the D matrix from a
descriptor model

As explained in section 3.3.2, the Loewner method leads to a continuous-time descriptor model
described in Eq. (3.42). In case the system is causal, the descriptor model can be transformed into
a classical continuous-time state-space model composed of matrices A, B, C and D. We propose
a procedure to recover this state-space formulation in the case the system is causal and does not
include integrators. This can be justified by the fact that in case an integrator is present, the
low-frequency response will tend to infinity for some input/output pairs, leading to ill-conditioned
Loewner matrices. If the data does not include low frequencies, then the response will not be
infinite, and the integrator can be approximated by a low-frequency pole. Then, the proposed
procedure is valid even in presence of an integrator, as long as frequency data are not too low.

We start by finding the generalized eigenvalues of the matrices E ∈ Rn×n and A ∈ Rn×n

obtained from the Loewner method:
EP = AP Λ (B.1)

where P ∈ Cn×n is a real invertible matrix and Λ ∈ Cn×n is diagonal with generalized eigenvalues
of (E,A). Note that P can easily be converted to a real matrix, and Λ to a real block-diagonal
matrix of the form of Eq. (3.64) to obtain the modal form. The generalized eigenvalues correspond
to the inverse of the poles of the descriptor system. The reason for not working directly with the
poles of the system is that the D term is associated to poles of the system with infinite modulus,
hence the inverse have zero values.

We apply a variable substitution in Eq. (3.42) by writing x = P ξ, which leads to: EP ξ̇ = AP Λξ̇ = AP ξ + Bu

y = CP ξ
(B.2)

which is the modal form of the system. We then split the poles between those with nonzero values
and those with zero values:

Λ =
[

Λ1 0
0 0

]
, ξ =

[
ξ1

ξ2

]
, P =

[
P1 P2

]
, P −1 =

[
P inv

1

P inv
2

]
(B.3)
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Since by assumption the system does not include integrators, the matrix A is invertible and so is
AP since P is full rank. We can then rewrite the first equation of (B.2) as

Λξ̇ = ξ + (AP )−1Bu (B.4)

By taking the first rows of Eq. (B.4), associated to the non-zero generalized eigenvalues, we obtain
the state equation:

ξ̇1 = Λ1
−1ξ1 + Λ1

−1P inv
1 A−1Bu (B.5)

where Λ1 is invertible since it contains only the nonzero values of Λ. By taking the last rows of
Eq. (B.4), we obtain a second equation that connects ξ2 to u:

0 = ξ2 + P inv
2 A−1Bu (B.6)

By injecting into the output equation of Eq. (B.2), we obtain:

y = CP1ξ1 + CP2ξ2 = CP1ξ1 − CP2P inv
2 A−1Bu (B.7)

This concludes the definition of a state-space model (A′,B′,C′,D′) with matrices:

A′ = Λ1
−1, B′ = Λ1

−1P inv
1 A−1B, C′ = CP1, D′ = −CP2P inv

2 A−1B (B.8)
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Appendix C

MIMO identification with
imposed poles: other methods

Section 3.5 investigates techniques to identify MIMO state-space models based on frequency data
(H(ωi), ωi)i=1...N , in which a set of previously computed poles is imposed. Two other techniques
are presented in this appendix, that achieve the same objective. They have been found less efficient
than the one described in the development, but can be of interest for the reader.

C.1 SIMO identification with common basis

The first method consists in first identifying single-input multi-output (SIMO) models for each
data column, and then finding state-transformation matrices to write them in the same basis. The
SIMO identification can be done based on the transfer function form of the models, and then be
transformed in state-space without increasing the order (recall that a transfer function of order n
can easily be expressed as a state-space of order min(Nu, Ny), which is equal to 1 if the system is
SIMO). The idea behind this method is that the matrices A and C are common for all columns
of a state-space model’s response.

Assuming a discrete-time framework, the transfer function of the identified model associated
to the iu-th input assumes the following form:

Ĥiu

SIMO(z) =
∑n

i=0 aiu

i zi(∑n̄
i=0 bizi

)(∑n−n̄
i=0 dizi

) ∀iu = 1 . . . Nu (C.1)

Where the
∑n̄

i=0 biz
i =

∏n̄
i=1(z − λ̄i) is imposed by known poles λ̄i, the di and aiu

i ∈ RNy×1 are
coefficient to be estimated. The polynomial with coefficients di corresponds to the n − n̄ poles
to be estimated by the process. Without loss of generality the coefficient dn−n̄ can be fixed to 1
as the aiu

n coefficients control the value of Ĥiu

SIMO(z = 0). The coefficients di and aiu

i are then
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186 Appendix C. MIMO identification with imposed poles: other methods

obtained by the following minimization problem:

min
(di,aiu

l
)

i=1...n−n̄; l=0...n; iu=1...Nu

Nu∑
iu=1

N∑
k=1

∥∥∥Ĥiu

SIMO(ejωk ) − Hiu(ωk)
∥∥∥

2
(C.2)

where Hiu is the iu-th column data. This linear least-square problem admits the following closed
form: 

d

a1

...
aNu


=


M1

d Ma 0
... . . .

MNu

d 0 Ma


†

Z1

...
ZNu

 (C.3)

with

M iu

d =


H̃iu(ω1) ejω1H̃iu(ω1) . . . e(n−n̄−1)jω1H̃iu(ω1)

...
...

...
H̃iu(ωN ) ejωN H̃iu(ωN ) . . . e(n−n̄−1)jωN H̃iu(ωN )

 ∈ CNyN×(n−n̄) (C.4)

Ma =


−1 −ejω1 . . . −enjω1

...
...

...
−1 −ejωN . . . −enjωN

 ∈ CN×(n+1) (C.5)

Ziu =


−e(n−n̄)jω1H̃iu(ω1)

...
−e(n−n̄)jωN H̃iu(ωN )

 ∈ CNyN×1 (C.6)

and H̃iu is defined as

H̃iu(ω) =
(

N∑
i=0

bie
i(jω)

)
Hiu(ω) (C.7)

The vectors d and aiu contain the identified coefficients organized as d =
{
d1 . . . dn−n̄

}T

and

aiu =
{

aiu
0

T
. . . aiu

n

T
}T

. Once they are computed, the SIMO transfer functions Ĥiu

SIMO

are fully known, and can be transformed into SIMO state-space models of order n. By calling
(Ai,Bi,Ci,Di)i=1...Nu the set of matrices defining each SIMO state-space model, we are looking
at Nu state transformation matrices Ti ∈ Rn×n which are invertible and verify:Ti

−1AiTi = A

CiTi = C
∀i = 1 . . . Nu (C.8)

In this equation, the Ti are unknown and so are the A and C. Note that the Ai have the same
eigenvalues, which are conserved by the state transformations Ti. This equation has a nonlinear
dependence on the different variables Ti, A and C, but by fixing A to an arbitrary matrix with
the same eigenvalues as the Ai, and multiplying the first line of Eq. (C.8) by Ti, the problem
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C.1. SIMO identification with common basis 187

becomes linear in the unknown Ti and C:AiTi = TiA

CiTi = C
∀i = 1 . . . Nu (C.9)

However, this feasibility formulation does not lead to invertible matrices Ti, and there is no simple
way to impose them to be invertible without over-constraining the problem.

A solution is proposed in this work by using observability matrices instead of A and C. This
has the inconvenient of increasing the dimensions of the matrices, but allows for a more compact
formulation. Instead of the problem described in Eq. (C.8), we formulate the problem as follows:
from observabilty matrices Oi defined as

Oi =


Ci

CiAi

...
CiAi

n−1

 (C.10)

find a transformed observability matrix O ∈ R(nNy)×nand invertible transformation matrices
Ti ∈ Rn×n such as

OiTi = O ∀i = 1 . . . Nu (C.11)

which can be written as

Γ


T1
...

TNu

O

 = 0(nNuNy)×n (C.12)

with

Γ =


O1 0 −InNy

. . . ...
0 ONu −InNy

 ∈ CnNuNy×n(Nu+Ny) (C.13)

where the left matrix factor is known and the right matrix factor contains all the unknowns. This
problem hence comes down to finding n column vectors Xk ∈ ker(Γ) such that all Ti formed
with the Xk are full rank, ker(Γ) denoting the null space of matrix Γ. In order to meet such a
condition, we propose to compute the singular values decomposition (SVD) of the matrix Γ:

Γ = USV ∗ (C.14)

Where U and V are unitary matrices (U∗U = UU∗ = I, same for V ), S contains the singular
values of Γ in descending order on its diagonal, and zeros elsewhere. Rows of the matrix V

corresponding to singular values of Γ equal to zero verify ΓVi = 0. If they correspond to singular
values almost equal to zero, the equality becomes an approximate equality. By taking only rows of
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188 Appendix C. MIMO identification with imposed poles: other methods

Vi that make the rank of each Ti increase, starting from the last line of V , we can build matrices
Ti which are invertible. The corresponding observability matrix O is obtained simultaneously.
This way, the optimization process finds a common basis in which the observability matrices of all
column systems are expressed as the matrix O. Once O has been obtained, new approximations
of the Ti can be obtained as T ′

i = Oi
†O, which improves the identification accuracy. The issue

with this method is that by repeatedly rejecting rows of V that do not make the rank of each Ti

increase, we can end up using vectors associated to nonzero singular values of Γ.

When O is obtained, we can retrieve A and C in a similar way as with the subspace method
presented in section 3.3.1, by taking C as the firstNy rows of O and A as the matrix that minimizes
the mean square error with the observability matrix. Otherwise, A and C can be obtained by
transformation of certain Ai and Ci by multiplication with matrices Ti. If the vectors selected
from the rows of V are all associated to zero singular values, the two ways of retrieving A and
C are theoretically equivalent, but practically this is not the case due to numerical issues. The
matrices B and D can then be obtained in a similar way as with the subspace method described
in 3.3.1. This technique implies matrices of higher dimensions than the one described in section
3.5, and there is no guarantee that we can find invertible state transformation matrices Ti, hence
it is not used in the main development.

C.2 Markov parameters estimation method

Another method can be obtained using markov parameters, in order to identify a state-space sys-
tem with constraints. This method uses a framework described in [Bako, Mercère, and Lecoeuche
2009]. It is assumed that all poles of the model are known. It starts with the following lemma:

Lemma 1
Let (A,B,C) ∈ Rn×n × Rn×Nu × RNy×n and define

vk(x) =
[
1 x . . . xk−1

]T

(C.15)

∆k(A,B) =
[
Ak−1B . . . AB B

]
(C.16)

for any k ≥ 1. Denote with mA(x) = d0 + d1x+ · · · + dn−1x
n−1 + xn the minimal polynomial of

A and introduce the notation

RA =


1 0 . . . 0

dn−1 1
...

... . . . . . . 0
d1 . . . dn−1 1

 (C.17)
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Then for a given frequency ω

C
[
ejωIn − A

]−1
B = 1

mA(ejω)C∆n(A,B)
[
(RAvn(ejω)) ⊗ INu

]
(C.18)

where ⊗ denotes the Kronecker product.

The proof can be obtained by using similar arguments as in [Bako, Mercère, and Lecoeuche
2009]. If the poles of the system are known, then the minimal polynomial mA of A is known, and
by noting Ĥ(ejω) = C

[
ejωIn − A

]−1
B + D the transfer function associated to the identified

state-space model, we obtain

mA(ejω)Ĥ(ejω) =
[
CAn−1B . . . CAB CB D

] [(RAvn(ejω)) ⊗ INu

mA(ejω)INu

]
(C.19)

The first Markov parameters h0 = D, h1 = CB up to hn = CAn−1B can be obtained by the
following minimization problem

min
hi

i=0...N

N∑
i=1

∥∥∥mA(ejωi)[Ĥ(ejωi) − H(ωi)]
∥∥∥

F
(C.20)

which comes down to a linear least-mean square problem. Markov parameters of higher orders
can subsequently be obtained by noting that mA(A) = 0, which implies that:

hn+1 = −a0CB − a1CAB − · · · − an−1CAn−1B (C.21)

and then recursively to any order. This allows to compute the Hankel associated to the Markov
parameters:

H =


h1 h2 . . . hn

h2 h3 . . . hn+1
...

... . . . ...
hn hn+1 . . . h2n−1

 (C.22)

A rank factorization of this Hankel matrix writes

H =


C

CA
...

CAn−1


[
B AB . . . An−1B

]
(C.23)

which gives an estimation of the observability matrix and controllability matrix of the system,
in a common basis. Matrices A, B and C can then be obtained in a similar way as described
in section 3.3.1, and D has already been computed as h0. Note that it has been assumed that
all poles are known in advance. If the poles are partially known, the method can be modified to
identify at the same time the Markov parameters and the unknown part of the polynomial mA, in
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a similar way as done in C.1, still leading to a linear least-mean square problem. The full method
is not described for the sake of conciseness.
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Appendix D

H∞, H2/H∞ and µ syntheses

This appendix describes the H∞ framework, and the different variations used in this work. It
includes a quick presentation of the some optimization methods used to synthesize controllers
within this framework.

D.1 Unstructured H∞ and µ syntheses

D.1.1 H∞-synthesis and modulus margins

The H∞-synthesis works with closed-loop systems of the form of Fig. D.1, where P is the aug-
mented plant and K the controller. Both of them are state-space models, expressed in continuous-
time (the discrete case is not described here). The objective of the H∞ synthesis is to find a
controller K that minimizes H∞ norm of the closed loop transfer function from w∞ to z∞ under
closed-loop stability constraint. By decomposing the augmented plant as

P =
[

Pzw Pzu

Pyw Pyu

]
(D.1)

Figure D.1: H∞ framework
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192 Appendix D. H∞, H2/H∞ and µ syntheses

this comes down to ensuring that
∥T w∞ 7→z∞∥∞ ≤ γ (D.2)

where T w∞ 7→z∞ is obtained as the linear fractional transform (LFT) defined as:

T w∞ 7→z∞ = LFT(P ,K) = Pzw + PzuK(I − PyuK)−1Pyw (D.3)

recalling that the H∞ norm of a MIMO transfer function G is defined as:

∥G∥∞ = max
ω∈R+

σ̄(G(jω)) (D.4)

where σ̄ gives the highest singular value of a matrix. The exogenous input and output w∞ and
z∞ can then be defined in such a way that the constraints of Eq. (D.2) impose the desired closed-
loop behavior of the system. Many classical control constraints can be translated into the H∞

framework. Examples can be found in chapters 5 and 4 where closed loop specifications for AFS
and GLA problems are respectively defined as H∞ constraints.

While some closed-loop specifications translate in a straightforward way into H∞ constraints,
it is not the case of robustness, which can have several definitions. It is worth noting that, although
H∞-synthesis is generally included in the so-called robust control techniques, robustness is not
enforced unless specific criteria are included in the synthesis problem. Robustness is a general
concept, which denotes the ability of the system to behave adequately in presence of non-nominal
conditions. In the case studied in this appendix, two types of closed-loop robustness can be defined,
in terms of stability and of performance. The first one describes the extent to which the nominal
system can be modified without making the closed-loop unstable. This leads to the definition
of the classical stability margins for SISO systems. The former is the maximum gain that can
multiply the nominal system without destabilizing it, and the latter is associated to the maximum
phase shift applied to the complex transfer function. Similarly, the performance robustness can
be defined as the maximum uncertainty applied to the nominal system for which the H∞ criterion
of (D.2) is still respected.

The gain and phase margins make only sense for SISO systems, and in the MIMO case dif-
ferent types of modifications of the nominal system must be defined to account for the possible
uncertainties. Contrarily to the SISO case, the MIMO uncertainties can be applied simultaneously
on different input and output ports of the nominal system. In this work, a class of MIMO uncer-
tainties called inverse multiplicative uncertainties are used. They are illustrated on Fig. D.2. In
the input case, the uncertain system is written as

Gunc(s) = Gnom(s)(I − ∆u)−1 (D.5)

where Gnom is the nominal system, and ∆u is called dynamic uncertainty, which can be any
transfer function with bounded H∞ norm. The input modulus margin βu is then defined as the
maximum H∞ norm of ∆u which leaves the uncertain system stable. Similarly, when considering
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Figure D.2: Input (top) and output (bottom) inverse multiplicative uncertainties

Figure D.3: Reference input and output signals

output inverse multiplicative uncertainties, the uncertain system is defined as

Gunc(s) = (I − ∆y)−1Gnom(s) (D.6)

and the output modulus margin βy is the maximum H∞ norm of the dynamic uncertainty ∆y

that leaves the system stable. These uncertainties have the advantage of being compatible with
the H∞ framework. Practically when considering closed-loop margins, if the controlled input of
the nominal system is written as ϵu = uref − u and the measured output as ϵy = yref − y

as depicted on Fig. D.3, then it can be shown using the small gain theorem that the input and
output modulus margins are the inverses of H∞ norms of the input and output sensitivities Su

and Sy respectively:
βu = 1

∥Su∥∞
= 1∥∥T uref 7→ϵu

∥∥
∞

(D.7)

and
βy = 1

∥Sy∥∞
= 1∥∥T yref 7→ϵy

∥∥
∞

(D.8)

Even when the references signals uref and yref are not part of the control problem, they can be
artificially added to the augmented plant used for control design as exogenous inputs in order to
add MIMO robustness criteria to the H∞ synthesis. This class of uncertainties has the advantage
of being compatible with the H∞ framework through simple signals definitions. However, they
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Figure D.4: H∞ framework with uncertainties, for µ-synthesis

are very strong constraints as the dynamic uncertainties ∆u and ∆y can represent any transfer
function. It can be noted that, when several exogenous inputs and outputs are included to define
H∞ closed-loop criteria, from w1 and w2 to z1 and z2 for instance, also the criteria associated
to crossed transfer function are included, in this case w1 to z2 and w2 to z1. If only the criteria
defined by w1 to z1 and w2 to z2 was initially wanted, this creates some conservatism in the
controller design. Also note that robustness to the input and output uncertainties are considered
separately in this framework.

The H∞ synthesis has become popular in the 90’s, with the progress in computational sciences.
This is due to the fact that the solutions to an H∞ problem can be fully defined, and that a
particular solution can be obtained by efficient computations such as relying on Riccati equations
[Doyle et al. 1988] or linear matrix inequalities (LMI) problems [Gahinet and Apkarian 1994].
With these efficient methods, the controller is referred to as unstructured, in the sense that no
constraint on its form are imposed during the synthesis. This leads to state-space controllers of
the same order as the augmented plant P , which is an important drawback of the unstructured
synthesis, as low-order controllers are generally preferred for practical applications.

D.1.2 µ-synthesis and disk uncertainties

Stability robustness to inverse multiplicative uncertainties can be expressed as a H∞ criterion,
as described above in section D.1.1. The µ-synthesis considers a broader framework for handling
uncertainties. It works with the closed loop shown in Fig. D.4, defined by two LFTs of the
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D.1. Unstructured H∞ and µ syntheses 195

augmented plant P , the lower one with the controller feedback and the upper one with the
uncertainty ∆. The latter is a diagonal collection of dynamic uncertainties. The objective of
µ-synthesis is to find a controller K that minimizes γ such that

∥T w∞ 7→z∞∥∞ ≤ γ (D.9)

in which the closed loop, obtained for a scaled uncertainty ∆/γ, must be stable. A low gamma
then implies closed-loop stability and a good H∞ criterion under high uncertainties. A major
implication is that µ-synthesis tries to maximize not only the stability robustness, but also the
performance robustness, to the uncertainty defined by ∆.

Is some cases, the definition of the uncertainties arise naturally from the robust control problem
studied. In others, one can define artificial uncertainties as a way to provide MIMO robustness to
the system. This is the case of this work, where a conservative design based on disk margins [Blight,
Daily, and Gangsaas 1994; Seiler, Packard, and Gahinet 2020] is presented. Disk uncertainties
are a practical way to define variations of the nominal plant at different input and output ports
simultaneously. Output symmetric disk uncertainties are multiplied by the nominal plant from
the left. They are defined as

∆y
disk =


∆1 0 0

0 . . . 0
0 0 ∆Ny

 (D.10)

with
∆i = 1 + ηδi

1 − ηδi
i = 1 . . . Ny (D.11)

where δi are uncertain complex parameters lying inside the unit disk, Ny is the number of outputs
and η is a positive parameter defining the uncertainty level. Similar input uncertainties ∆u

disk

are also defined, multiplying from the right and with dimension Nu. Note that for η = 0, the
multiplicative uncertainty is equal to identity, meaning that the system is nominal. The minimum
value of η that leads to unstable closed-loop will define the disk margin. These uncertainties
are less restrictive than the general dynamic uncertainties defined in Eq. (D.5) and (D.6), and
they can apply simultaneously on the various input and outputs. With µ-synthesis, a controller
that ensures robustness to simultaneous MIMO uncertainties of this type, both in stability and
performance, can be found. An advantage of this formulation is the fact that the disk margins
can be used to compute guaranteed gain and phase margins, as explained in [Seiler, Packard, and
Gahinet 2020]. Disk uncertainties provide a more comprehensive assessment of robust stability as
they account for simultaneous gain and phase uncertain variations, at different inputs and outputs
at the same time.

Contrarily to unstructured H∞-synthesis, unstructured µ-synthesis cannot be performed based
on a LMI formulation or by solving Riccati equations. It can be solved by the iterative D-K process
[Vidyasagar and Kimura 1986], which alternates K steps where H∞ synthesis is performed, and
D steps where the closed-loop robustness is assessed and the H∞ norm to be reduced by the next
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Figure D.5: H2/H∞ framework

K step is scaled according to the robustness performance. Although convergence is not ensured,
this algorithm is numerically efficient.

D.2 Structured multi-model H2/H∞

Controllers of fixed structure can also be obtained using the same H∞ framework. For instance, a
controller can be defined as a PID or a fixed-order state-space model. A nonlinear optimization is
then required, with no guarantee of finding a gobal minimum. With structured synthesis, there is
more freedom in the definition of the control problem, but with a higher computational cost and
sometimes requiring several attempts with different initializations of the optimization process.
Note that the use of parallel computation can significantly reduce the time needed to find an
acceptable controller. Two particular variations of the H∞ synthesis are studied in this work.

First, instead of minimizing the H∞ norm of a closed loop transfer function, one can consider
also minimizing its H2 norm. Recall that the H2 norm of a transfer function G is defined as:

∥G∥2 =
√

1
2π

∫ ∞

−∞
∥G(jω)∥F dω (D.12)

Considering the closed loop defined in Fig. D.5, and ignoring here the possibility of including
uncertainties, the H2/H∞ synthesis problem is to find a controller K which stabilizes the closed-
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loop and minimizes γ such that

∥T w∞ 7→z∞∥∞ ≤ γ (D.13)

∥T w2 7→z2∥2 ≤ γ (D.14)

(D.15)

Adding a H2 criterion allows more flexibility in the definition of the control objectives. For
example in GLA, we are not only interested in minimizing the peak response of a load, but also
its standard deviation in order to attenuate the oscillations associated to modes with different
natural frequencies.

A second variation to the classical H∞ framework, of particular importance for aeroservoelas-
ticity, is the use of different models in the controller design. If a set of augmented plants Pi has
been computed for i = 1 . . .m, it is possible to perform a multi-model H2/H∞ synthesis, which
seeks at minimizing γ such that each closed-loop associated to the plants Pi is stable, and that

∥T w∞ 7→z∞∥∞ = ∥LFT(Pi,K)∥∞ ≤ γ ∀i = 1 . . .m (D.16)

∥T w2 7→z2∥∞ = ∥LFT(Pi,K)∥2 ≤ γ ∀i = 1 . . .m (D.17)

Different multi-model structures of the controller are possible. Using a robust logic, a unique
controller can be obtained for each model. In this case, the multi-model approach allows to define
uncertainties that correspond to true variations of the operating point. This is particularly useful
when considering aeroelastic systems at different Mach number, velocity, and with different mass
configurations. Alternatively, if the different models used for the controller design correspond to
the variations of a parameter p, it is possible to define a controller structure with dependence
upon it, like LPV models of the form:

K :

ẋ = A(p)x + B(p)ymeas

ucom = C(p)x + D(p)ymeas

(D.18)

In this case, the multi-model approach allows the controller to adapt in real-time to the changes
in the system dynamics. A combination of robust and LPV logic is also possible, defining multi-
dimensional sets of models, with controller dependence upon a parameter for a dimension of this
set and robustness with respect to another dimension. All the structured synthesis approaches
described in this section are implemented in matlab’s systune function.
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Appendix E

Additional GLA results

E.1 HTP loads envelopes
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Figure E.1: Mx/My correlated loads envelopes on the HTP with different robust GLA controllers

The Mx/My loads envelopes on the HTP are shown on Fig. E.1 for different robust controllers.
The controller obtained by µ-synthesis with a lidar was designed with an HTP loads reduction
objective. It successfully reduces the HTP bending moment, but the torsion is increased. The
controllers designed by H2/H∞, without HTP loads reduction objectives, strongly increase the
HTP bending and torsional moment compared to the open loop case.

E.2 MIMO nyquist diagram

Another popular representation of the MIMO stability is the Nyquist diagram, shown in Fig. E.2
for different robust linear controllers. The eigenvalues of the response of the MIMO open-loop (cut
at the aeroelastic plant input) are plotted at different frequencies. The associated stability criterion
(generalized Nyquist criterion, see [MacFarlane and Postlethwaite 1977] for more details) states
that whenever this open-loop is stable, the closed loop remains stable as long as the eigenvalues
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Figure E.2: MIMO nyquist diagrams of different robust GLA controllers

loci of the open-loop do not encircle the −1 point. For flight control systems, the root eigenvalues
loci should then remain as far as possible to the −1 point to avoid instability. This representation
does not bring additional information with respect to the frequency-dependent disk margins of
Fig. 4.31, and is less straightforward.

E.3 Loads envelopes results

This section presents two results from [Fournier et al. 2022b] using loads envelopes. The simulation
framework is different from the one used in this work, but the conclusions remain valid. In Fig.
E.3, the correlated Mx/My envelopes are shown in open loop and using a multi-model H2/H∞

GLA controller. In addition, the conditions (Mach, mass configuration) leading to the convex
hull of the closed-loop envelope have been selected to design local controllers based on each of
them. For each of these conditions, a different controller is designed, using mono-model H2/H∞

synthesis, and the simulations are performed on aeroelastic models computed at these conditions.
This allows to see the gain in terms of performance we could get from using controllers which
perfectly adapt to the local dynamics. It can be observed that there is no clear gain in using
adaptive controller, even in the perfect case of adaptation.

Another result, shown if Fig. E.4 compares envelopes obtained with multi-model H2/H∞ GLA
controllers of different orders. While the order 2 leads to significant loads reduction compared to a
static gain controller, going higher does not seem to improve the performance, and it even degrades
it for off-design simulations (discrete gust, while the controller is designed for turbulence).
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Figure E.3: Mx/My correlated loads envelopes. Comparison of a robust controller designed with
multiple models, and local controllers designed for each model
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Figure E.4: Mx/My and Tz/nz correlated loads envelopes, for different controller’s order
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Appendix F

Résumé de la thèse en Français

F.1 Introduction

L’objectif général de ce travail est de développer des solutions pour réduire les charges dues
au vent appliquées à la cellule, en vue d’améliorer les performances globales de l’avion, et le
confort des passagers. Ceci doit être réalisé dans un environnement industriel d’avion, et les
interactions avec les autres sous-systèmes composant l’avion doivent être prises en compte, ainsi
que les principales contraintes imposées par les documents de certification. Ce travail ne vise
pas à interagir directement avec la conception globale de l’avion, comme le fait l’optimisation
multidisciplinaire (MDO). Au contraire, en étudiant certains des nouveaux défis en termes de
charges, de stabilité aéroélastique et de modélisation qu’impliquent les prochaines générations
d’avions à haute efficacité, l’accent est mis sur le développement de nouvelles techniques qui
peuvent être incluses dans les conceptions futures.

L’objectif principal de ce travail est l’allègement des charges dues au vent (Gust Load Allevia-
tion en anglais, GLA), qui vise à réduire les charges dues au vent de vent. Des objectifs intermédi-
aires sont nécessaires pour y parvenir : la modélisation de l’avion et la stabilisation aéroélastique.
Le premier vise à trouver des modèles mathématiques utilisés pour les simulations, la conception
et l’analyse des commandes. Idéalement, ils devraient être simples, précis et représenter tous les
effets physiques d’intérêt. Bien sûr, un tel modèle n’existe pas, et de nouvelles techniques doivent
être développées et des compromis doivent être faits en fonction de l’application. La suppres-
sion active de flottement (Active Flutter Suppression en anglais, AFS), quant à elle, consiste à
s’assurer que l’instabilité de flottement ne se produit pas pendant les opérations nominales, avec
des marges de sécurité. En raison de leur complexité et de l’influence qu’ils exercent sur d’autres
sujets connexes, ces objectifs intermédiaires sont primordiaux en soi.

Outre la logique générale suivie par ce travail, l’analyse robuste multi-modèle est un fil rouge
reliant les différents sujets. Inspirée par la logique de certification consistant à placer l’avion dans
toutes les conditions extrêmes possibles, une approche multirobuste est utilisée pour la synthèse
et l’analyse des commandes, ce qui nécessite des techniques de modélisation dédiées. Alors que
de nombreuses études se concentrent sur des avions évoluant dans une condition fixe, ce travail
étudie un modèle aéroélastique plus général sous la forme de plusieurs instantanés linéaires dans
différentes conditions de vol et de masse. Cette logique multi-modèle est liée aux concepts de
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robustesse et d’adaptabilité, qui sont au cœur du défi actuel de l’aéro-servoélasticité.

F.2 Définition de la dynamique des aéronefs

F.2.1 Le concept de l’avion XRF1-HARW

Les modèles présentés dans cette thèse sont basés sur le XRF1, un concept d’avion développé
par Airbus à des fins de recherche. Si sa configuration générale est similaire à celle d’un avion
commercial à long rayon d’action, les ailes sont plus souples et plus effilées. Cette configuration
est très efficace du point de vue de la conception globale, car elle permet de réduire la traînée
par rapport aux modèles commerciaux actuels. Cependant, la flexibilité accrue des ailes crée de
nouveaux défis en termes de modélisation et de certification. L’interaction entre l’aérodynamique
et la structure de l’aile crée des phénomènes dits aéroélastiques. Avec une aile très flexible, les
modes structurels interagissent plus directement avec la dynamique du vol et créent des charges
dynamiques plus élevées. En outre, les vibrations introduites peuvent être légèrement amorties
et même devenir instables (phénomène de flottement). Le concept XRF1 permet d’étudier ces
nouveaux défis et les solutions possibles telles que GLA et AFS, dans un environnement réaliste
de grand avion commercial. Plusieurs versions du XRF1 ont été publiées. Dans la plupart des ré-
sultats et sauf indication contraire, la version XRF1-HARW (High Aspect Ratio Wing) est utilisée
dans ce travail. Elle a été développée dans le cadre d’un partenariat entre Airbus et l’Université
du Michigan (Ann Arbor). Comme son nom l’indique, elle présente un rapport d’aspect (RA)
particulièrement élevé de 13, contre une valeur typique de 8 dans les générations actuelles d’avions
commerciaux à long rayon d’action. La rigidité en torsion des ailes a également été fixée à une
faible valeur afin d’amplifier sa flexibilité et son instabilité.

F.2.2 Modélisation aéroélastique

La modélisation aéroélastique utilisée dans ce travail vise à définir les équations de mouvement de
l’avion qui prennent en compte l’interaction entre la structure et l’aérodynamique avec une grande
précision. En même temps, la modélisation aéroélastique doit être adaptée à la conception des
commandes, pour laquelle les modèles linéaires sont souvent préférés en raison de la disponibilité
d’outils d’analyse et de synthèse basés sur ces modèles. En outre, les modèles aéroélastiques doivent
être aussi simples que possible, avec la plus petite dimension d’état possible, afin de permettre des
techniques de conception de contrôle exigeantes en termes de calcul.
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F.2.2.1 Etat de l’art

La modélisation aéroélastique des aéronefs remonte au milieu du vingtième siècle, lorsque les
équations de la dynamique du vol ont commencé à inclure des corrections dues à l’interaction
quasi-stationnaire entre le mouvement rigide et l’aérodynamique (voir [Bisplinghoff, Ashley, and
Halfman 1955b] et [Etkin 1959]). Avec le développement des capacités informatiques, des tech-
niques plus avancées basées sur les méthodes de la dynamique des fluides numérique (CFD) ont
permis de modéliser l’aérodynamique avec une plus grande précision, en tenant compte de la
géométrie complète de l’avion et en utilisant une théorie non linéaire et instable qui peut capturer
les effets transsoniques. Toutefois, la réalisation de simulations aéroélastiques aussi précises est
une tâche coûteuse en termes de calcul. De nombreuses applications, notamment les calculs de
charges dynamiques, les simulations de dynamique de vol, la synthèse de contrôleurs et l’analyse
de stabilité, nécessitent un modèle aéroélastique réduit dont l’évaluation prend moins de temps.
Une approche populaire consiste à générer des données temporelles des forces aérodynamiques
généralisées (GAF) obtenues par des calculs CFD et à dériver un modèle non linéaire qui peut
être couplé à la dynamique structurelle pour obtenir un modèle aéroélastique réduit [Lucia, Be-
ran, and Silva 2004]. Plusieurs techniques existent, notamment la théorie de Volterra [Stalford
et al. 1987; Jenkins 1989], la décomposition orthogonale appropriée (POD) [Hall, Thomas, and
Dowell 2000; Romanowski and Dowell 1995; Kim 1998], la méthode de l’équilibre harmonique
(HB) [Thomas, Dowell, and Hall 2002] ou, plus récemment, les modèles basés sur des réseaux
neuronaux [Huang, Hu, and Zhao 2014]. Des techniques spécifiques doivent être développées pour
réduire le nombre de calculs CFD de haute fidélité qui doivent être effectués pour générer les
données temporelles [Lee-Rausch and Batina 1996; Hall, Thomas, and Dowell 2000]. L’utilisation
de modèles non linéaires et de calculs aérodynamiques précis tels que la CFD est bien adaptée à
la simulation et à l’analyse. Lorsque l’on considère la dynamique de vol d’un aéronef flexible, les
équations de Lagrange sont généralement utilisées et peuvent être simplifiées par un choix précis
de l’axe de référence. La littérature [Waszak and Schmidt 1988; Schmidt and Raney 2001; Reschke
2005] a également souvent utilisé des axes moyens, par rapport auxquels les moments linéaires et
angulaires associés aux vibrations structurelles sont nuls. Les travaux de [Guimarães Neto et al.
2016] ont proposé à la place une formulation avec un choix arbitraire d’axes corporels.

Dans leur formulation originale, les méthodes citées ci-dessus conduisent à des modèles non
linéaires qui peuvent être utilisés pour les simulations d’une grande catégorie d’aéronefs, y compris
les aéronefs très flexibles avec de grandes déflexions aéroélastiques [Patil and Hodges 2006; Su and
Cesnik 2010]. Pour la conception de contrôleurs, un modèle linéaire est souvent préféré en raison
de la disponibilité d’outils de synthèse et d’analyse basés sur l’analyse de fréquence. L’atténuation
des charges dues au vent [Fournier et al. 2022b; Fournier et al. 2022a] et la suppression active
du flottement [Livne 2018] sont des sujets de recherche actifs typiques qui sont souvent basés sur
des modèles linéaires. Si un équilibre d’assiette de l’avion a été calculé à l’aide de techniques non
linéaires, on peut faire l’hypothèse de petits déplacements et déflexions autour de ce point, comme
cela a été fait dans [Ustinov, Sidoruck, and Goman 2005; Luspay et al. 2019], ce qui permet de
définir une dynamique structurelle linéaire des déplacements incrémentaux. En supposant en outre
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que l’aérodynamique est linéaire (en supposant par exemple un faible angle d’attaque et de faibles
déviations des gouvernes), les GAF qui sont proportionnels aux déplacements modaux peuvent
être calculés à l’aide de la CFD, ou des techniques plus rapides (mais moins précises) telles que la
méthode du doublet de treillis (DLM) [Albano and Rodden 1969; Kalman, Rodden, and Giesling
1971], qui fonctionne dans le domaine des fréquences, ou son équivalent dans le domaine temporel
Unsteady Lattice Vortex Method (UVLM) [Konstadinopoulos et al. 1985] utilisé par exemple dans
[Hesse and Palacios 2014; Hesse and Palacios 2016]. La DLM et l’UVLM sont toutes deux basées
sur la théorie du potentiel instable qui conduit à un GAF proportionnel aux déplacements modaux,
et peuvent donc être facilement couplées à un modèle structurel obtenu par la méthode intégrée
des éléments finis (FEM), par exemple. L’utilisation de la DLM permet de calculer le GAF à
différentes valeurs de fréquence, sur la base desquelles des modèles LTI peuvent être identifiés.

F.2.3 Équations aéroélastiques linéarisées

Les équations aéroélastiques sont obtenues à l’aide de la procédure suivante : tout d’abord, les
équations non linéaires des mouvements sont obtenues à l’aide d’une formulation lagrangienne. Les
déplacements structurels sont inclus et supposés faibles par rapport aux dimensions de l’avion.
Une méthode d’éléments finis est utilisée pour modéliser l’inertie de l’avion et les matrices élas-
tiques. L’aérodynamique est modélisée à l’aide de la CFD. En alternant les analyses structurelles
et aérodynamiques, et en itérant jusqu’à convergence, un équilibre aéroélastique non linéaire peut
être trouvé. Ensuite, sur la base de ce point d’équilibre, le modèle aéroélastique final est obtenu
en linéarisant les équations de mouvement autour de l’équilibre. Il résulte de l’interaction entre
la dynamique structurelle, décrite par le même modèle FEM que dans le calcul de l’assiette, et
l’aérodynamique linéaire instable, obtenue par DLM. Cette dernière offre la possibilité de mod-
éliser la dynamique de l’avion sur la gamme de fréquences d’intérêt pour GLA et AFS, avec un
coût de calcul inférieur à celui de la CFD instationnaire linéarisée (mais avec une précision moin-
dre). Cette interaction conduit à des équations aéroélastiques instables sur un ensemble physique
de coordonnées, appelé l’ensemble g. Afin de réduire le nombre de degrés de liberté, une anal-
yse modale est effectuée, en définissant les coordonnées généralisées (modales) avec l’indice h.
Chaque coordonnée généralisée est associée à un mode aéroélastique de l’avion. Les équations
aéroélastiques finales dans le domaine des fréquences sont les suivantes

[
−ω2Mhh + jωBhh + Khh − q̄Qhh(M,κ)

]
Xh(jω) =

q̄Qhδ(M,κ)∆(jω) + q̄Qhv(M,κ)V (jω)
TAS (F.1)

où Mhh, Bhh et Khh sont les matrices d’inertie, d’amortissement et d’élasticité dans les coor-
données généralisées, Xh est le vecteur des déplacements modaux dans le domaine fréquentiel,
q̄ est la pression dynamique, Qhh, Qhδ et Qhv sont les contributions linéaires des déplacements
modaux, des déflexions des gouvernes et de la vitesse du vent aux forces aérodynamiques. Ces
forces dépendent du nombre de Mach et de la fréquence réduite κ = ωb

TAS où b est l’envergure de
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l’aile, TAS est la vitesse vraie et ω est la fréquence.

A la fin de ce chapitre, une question importante reste ouverte : comment approximer les équa-
tions aéroélastiques à l’aide de modèles LTI ? En effet, la linéarité mentionnée précédemment est
liée à la relation entrée/sortie : la propriété de superposition s’applique, permettant l’expression
d’une sortie comme la somme des contributions à différentes entrées. Cependant, comme la dépen-
dance en fréquence des forces aérodynamiques n’est pas formalisée sous la forme d’une fonction
rationnelle, aucune représentation dans le domaine temporel n’est disponible. Le chapitre suivant
3 est consacré à cette question, en examinant les approximations des équations aéroélastiques dans
les modèles d’espace d’état.

F.3 Identification de système

F.3.1 Introduction

F.3.1.1 Contexte de la modélisation aéroélastique d’ordre réduit

Les modèles aéroélastiques définis au chapitre 2 sont linéaires, en ce sens que si y1 et y2 sont les
réponses du modèle à u1 et u2 respectivement, alors une combinaison linéaire d’entrées a1u1 +a2u2

conduit à une combinaison linéaire de sorties de la même forme a1y1 + a2y2. Cependant, la
méthode DLM conduit à des valeurs de GAF à différentes fréquences réduites, qui ne peuvent
pas être directement utilisées par les techniques de conception de contrôle ou pour l’analyse de la
stabilité et de la robustesse. Des modèles d’espace d’état invariants dans le temps (LTI) peuvent
être obtenus sur la base de ces valeurs, à l’aide de techniques d’identification du système, puis
utilisés pour la simulation, l’analyse et la synthèse des commandes. L’approche classique consiste
à utiliser les approximations de Roger [Roger 1977] ou de Karpel [Karpel 1982] qui ajustent une
fonction de transfert composée d’un polynôme du second ordre et de termes de retard à partir des
données GAF, comme dans [Waite et al. 2018]. Une autre méthode populaire est l’algorithme de
réalisation des systèmes propres (ERA) [Juang and Pappa 1985] qui identifie un modèle d’espace
d’état basé sur des données temporelles, utilisé par plusieurs études sur la suppression active
du flottement [Silva and Raveh 2001; Silva 2018; Waite et al. 2018; Waite et al. 2019]. Avec les
hypothèses de petits déplacements autour d’un équilibre de compensation et d’une aérodynamique
linéaire, des modèles aéroélastiques linéaires peuvent être obtenus avec cette procédure.

Les modèles aéroélastiques obtenus par rationalisation GAF conservent l’interprétation physique
des états, qui peuvent être assimilés aux déplacements modaux et aux retards aérodynamiques par
exemple. Cependant, en l’absence de méthodes dédiées pour réduire leur ordre, ces modèles peu-
vent être prohibitifs pour les techniques de synthèse de contrôle numériquement intensives. D’après
l’expérience de l’auteur, les techniques de réduction classiques, telles que la troncature équilibrée,
[Green 1988], conduisent à une mauvaise approximation du modèle initial lorsque ce dernier est
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d’ordre très élevé et numériquement mal conditionné. Le présent travail étudie une stratégie
différente, en travaillant directement sur l’identification de la fonction de transfert aéroélastique
complète, au lieu de la GAF. La réponse en fréquence de la fonction de transfert aéroélastique
est d’abord évaluée à différentes fréquences, et des algorithmes d’identification à entrées et sor-
ties multiples (MIMO) basés sur ces données sont utilisés pour obtenir directement des modèles
d’espace d’état d’ordre réduit. L’aérodynamique est modélisée par DLM pour obtenir directement
le GAF dans le domaine des fréquences, et un modèle FEM intégré est utilisé pour la dynamique
structurelle. En se concentrant sur la réponse correspondant aux entrées et sorties d’intérêt, seules
les caractéristiques principales sont modélisées, ce qui conduit à des ordres beaucoup plus faibles
qu’avec l’approche classique. Cependant, la dépendance vis-à-vis des paramètres de vol (tels que
Mach et l’altitude) est perdue, et un modèle doit être obtenu pour chaque condition séparément.
L’identification des sous-espaces est un ensemble de techniques de pointe pour l’estimation d’un
modèle d’espace d’état MIMO à partir de données temporelles ou fréquentielles, dont on trouvera
un aperçu dans [Qin 2006]. La méthode Loewner [Mayo and Antoulas 2007; Karachalios, Gosea,
and Antoulas 2019] est une autre approche prometteuse, basée sur la théorie de l’interpolation
rationnelle. En l’absence de contraintes de stabilité, il n’est pas garanti que ces méthodes pro-
duisent des modèles qui reflètent la stabilité du véritable système, en particulier lorsque son ordre
n’est pas connu à l’avance. Cette difficulté, reconnue dans [Kergus et al. 2018] par exemple, est un
défaut typique de l’approche boîte noire, qui perd l’interprétabilité physique du système aéroélas-
tique dont les pôles ne sont pas exactement modélisés. La première étape pour faire face à ce
problème est d’imposer la stabilité du modèle identifié. Ceci est fait dans ce travail en utilisant
les résultats de [Miller and De Callafon 2013] basés sur [Chilali and Gahinet 1996; Lacy and Bern-
stein 2003], dans lequel une identification basée sur le sous-espace est proposée avec un ensemble
général de contraintes imposées aux pôles, qui inclut la contrainte de stabilité. La deuxième étape
pour améliorer l’interprétabilité physique des modèles consiste à imposer un ensemble de pôles
aéroélastiques connus qui ont été estimés au préalable par la méthode p-k [Hassig 1971] par exem-
ple, tandis que d’autres pôles sont laissés comme paramètres libres pour améliorer la précision de
l’approximation. Avec cette méthode hybride, l’objectif est d’assurer la stabilité des pôles math-
ématiques qui aident à approximer la vraie fonction de transfert, tout en imposant que certains
pôles d’intérêt soient correctement modélisés, avec des applications directes dans les synthèses
GLA et AFS, mais aussi dans des simulations aéroélastiques efficaces. Des techniques spécifiques
sont développées sur la base de l’identification des sous-espaces et inspirées par [Tang, Wu, and
Shi 2017], pour imposer des pôles avec et sans contraintes sur les pôles additionnels.

F.3.1.2 Identification du modèle de l’espace d’état

L’objectif de ce chapitre est d’identifier des modèles d’espace d’état qui se rapprochent des systèmes
aéroélastiques définis par la dynamique des déplacements modaux (2.41) et par l’expression des
sorties d’intérêt définies par l’équation (2.42), (2.46) et (2.47). Le modèle d’état peut être défini

208



F.3. Identification de système 209

sous forme de temps discret : xk+1 = Axk + Buk

yk = Cxk + Duk

(F.2)

où k est le temps discret, ou alternativement sous forme de temps continu :ẋ(t) = Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(F.3)

où t est le temps continu. x est le vecteur d’état, u et y sont respectivement les vecteurs d’entrée
et de sortie, et les matrices A ∈ Rn×n, B ∈ Rn×Nu , C ∈ RNy×n et D ∈ RNy×Nu sont des matrices
définissant le modèle.

F.3.2 Identification d’un modèle d’espace d’état MIMO à partir de don-
nées fréquentielles

F.3.2.1 Méthodes d’identification des sous-espaces

L’idée des méthodes des sous-espaces est de trouver une réalisation de certaines données, c’est-à-
dire de définir une famille d’états qui décrit mathématiquement les données, sans nécessairement
avoir une interprétation physique. Le terme "sous-espace" vient du fait qu’un nombre réduit d’états
est recherché, ce qui conduit à la recherche des sous-espaces de faible dimension dans lesquels
les états évoluent. Les méthodes des sous-espaces sont des techniques efficaces qui permettent
l’identification de modèles d’espace d’état MIMO à partir de séries temporelles composées des
sorties mesurées et des entrées connues d’un système donné. Il existe plusieurs variantes, dont
les plus célèbres sont l’analyse canonique des variables (CVA) proposée par [Larimore 1990], la
N4SID proposée par [Van Overschee and De Moor 1994], la MOESP proposée par [Verhaegen and
Dewilde 1992] et la méthode du filtre observateur-Kalman (OKID) proposée par [Phan et al. 1992].
Bien que ces méthodes aient été développées à l’aide de stratégies différentes, elles reposent sur
des procédures similaires qui se résument toutes à la décomposition de la valeur singulière d’une
certaine matrice avec différentes pondérations possibles, comme l’a démontré [Van Overschee and
De Moor 1995] et résumé [Qin 2006]. Les méthodes des sous-espaces estiment soit la séquence
d’états du modèle identifié, soit sa matrice d’observabilité (ou de contrôlabilité), ce qui conduit
dans les deux cas à une réalisation de l’espace d’état. Dans ce dernier cas, après avoir organisé
les données en matrices de Hankel, l’influence des entrées connues peut être supprimée par une
projection sur l’espace orthogonal de la matrice de Hankel d’entrée, ce qui ne laisse qu’un terme
d’observabilité et un terme de bruit. Ce dernier peut être supprimé sous certaines hypothèses
(bruit non corrélé et nombre suffisant de mesures). La possibilité de traiter des données bruitées
est un point fort des techniques des sous-espaces et une amélioration par rapport à la méthode
ERA qui, dans sa formulation initiale, n’inclut pas l’annulation du bruit. En outre, la méthode
ERA exige que les entrées connues soient impulsives, alors que les méthodes des sous-espaces
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s’appliquent à toute séquence d’entrées suffisamment excitante. Suivant le point de vue OKID
[Phan et al. 1992] et sous l’hypothèse de l’observabilité, un filtre de Kalman virtuel avec un gain
arbitrairement élevé peut être inclus dans la procédure d’identification pour estimer la séquence
d’états et limiter les effets du bruit, tout en maintenant les pôles dans une région qui préserve
les problèmes numériques de se produire. Des analogues de ces méthodes peuvent être définis
lorsque l’on utilise des données fréquentielles comme dans le présent travail. De plus, lorsque
les données proviennent de simulations et non de mesures, l’absence de bruit peut conduire à
une identification très précise. La technique proposée par McKelvey et Ljung dans [McKelvey,
Akcay, and Ljung 1996], une variante de MOESP, est utilisée dans ce travail pour identifier
des modèles d’espace d’état MIMO d’ordre fixe basés sur des données fréquentielles, et servira
de base pour le développement de nouvelles techniques. Il convient de noter que lorsqu’elles
sont appliquées à l’identification en boucle fermée, les méthodes des sous-espaces peuvent être
confrontées à des problèmes supplémentaires, comme le souligne [Qin 2006]. Cependant, le présent
travail se concentre uniquement sur l’identification en boucle ouverte.

F.3.3 Méthode de Loewner

Une autre approche d’identification pour les systèmes MIMO, la méthode Loewner [Mayo and An-
toulas 2007; Karachalios, Gosea, and Antoulas 2019], identifie un modèle d’espace d’état à temps
continu basé sur des données fréquentielles. Cette méthode provient du domaine de l’interpolation
rationnelle, et elle recherche un espace d’état qui correspond parfaitement aux données fréquen-
tielles, dans un premier temps. Une réduction basée sur la décomposition en valeurs singulières est
ensuite effectuée, conduisant à un modèle d’ordre réduit qui approxime les données. La méthode
de Loewner est bien adaptée aux données sans bruit.

F.4 Identification MIMO avec contraintes d’emplacement
des pôles

F.4.0.1 Identification des sous-espaces avec contraintes de localisation des pôles

L’algorithme d’identification des sous-espaces ou la méthode de Loewner ne garantissent pas la
stabilité du modèle d’état identifié. Même si le système réel est stable, un modèle d’espace d’état
d’ordre réduit peut contenir des pôles instables. Cela conduit à des simulations temporelles di-
vergentes et peut poser des problèmes lorsqu’il est utilisé pour la conception d’un contrôleur, par
exemple. Pour cette raison, il est courant de simplement supprimer les pôles instables du modèle
identifié, comme étudié dans [Köhler 2014]. Cette post-analyse peut conduire à une mauvaise ca-
pacité d’approximation lorsque le modèle identifié comprend un grand nombre de modes instables.
Cette limitation motive le développement de techniques dédiées, dans lesquelles la contrainte de
stabilité fait partie du processus d’identification, et n’est pas imposée a posteriori.
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[Lacy and Bernstein 2003] présente un algorithme d’identification basé sur des méthodes des
sous-espaces pour imposer la stabilité au modèle d’espace d’état, en utilisant l’optimisation con-
vexe. Les travaux de [Miller and De Callafon 2013] ont proposé un algorithme d’identification de
l’espace d’état basé sur l’optimisation convexe dans lequel l’emplacement des pôles est contraint
de manière similaire à ce qui a été fait dans [Chilali and Gahinet 1996] pour la synthèse de H∞.
L’ensemble Dα,β définit les contraintes que nous voulons mettre sur les pôles, paramétrées par
les matrices α et β. La stabilité en temps continu ou en temps discret est un cas particulier de
ces contraintes. Dans cette section, cette technique est présentée comme une introduction aux
méthodes développées dans ce travail.

F.4.0.2 Méthode de Loewner avec contraintes de localisation des pôles

la connaissance de l’auteur, il n’existe aucun exemple dans la littérature de méthodes imposant la
stabilité avec l’identification du système de Loewner. Au lieu de cela, les instables sont générale-
ment simplement supprimés après le processus d’identification, ou une procédure telle que celle
décrite dans [Köhler 2014] peut être appliquée pour trouver le système d’espace d’état stable le plus
proche dans le sens RH2 ou RH∞. Dans tous les cas, la stabilité est appliquée en post-analyse,
ce qui peut conduire à une perte de précision de la modélisation par rapport à un processus
d’identification qui inclut des contraintes de stabilité.

Une procédure peut être appliquée pour identifier un espace d’état stable à l’aide de la méthode
de Loewner, de manière similaire à ce qui est fait avec les méthodes des sous-espaces dans [Miller
and De Callafon 2013]. Tout d’abord, les matrices A0, B0, C0 et D0 sont obtenues avec la
méthode de Loewner sans contrainte de localisation des pôles. Ensuite, une matrice A est trouvée
en résolvant un problème d’optimisation similaire à celui de [Miller and De Callafon 2013].

F.4.1 Identification MIMO avec pôles imposés

Cette section présente une nouvelle approche pour l’identification hybride d’un modèle d’état,
où certains pôles sont imposés et les pôles restants sont des paramètres libres. Une méthode
permettant d’obtenir un modèle d’état dont les pôles sont tous connus au préalable est décrite
[Tang, Wu, and Shi 2017]. Nous généralisons cette procédure au cas où certains pôles sont inconnus,
afin de donner des degrés de liberté supplémentaires à l’identification, et une meilleure adéquation
aux données fréquentielles. De plus, dans la plupart des applications réelles, une petite partie des
vrais pôles du système est connue, comme dans les équations aéroélastiques. Une alternative à
cette méthode est obtenue en travaillant sur les paramètres définissant la fonction de transfert
MIMO. Cette méthode présente deux inconvénients principaux : premièrement, elle implique des
opérations sur des polynômes, qui posent des problèmes numériques lorsque l’ordre augmente.
Deuxièmement, en fixant l’ordre de la fonction de transfert à n, le modèle d’état associé sera
d’ordre min(nNy, nNu) avec n pôles distincts (sous certaines hypothèses). Pour cette raison,
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l’approche de la fonction de transfert ne sera pas appliquée dans la section des résultats.

La technique de [Tang, Wu, and Shi 2017] nécessite la connaissance a-priori de tous les pôles
du système identifié. Une technique appelée System Identification with Orthogonal eigenvectors
(SIDORT) est développée dans ce travail, pour identifier un modèle dont seuls certains pôles
sont connus. Pour ce faire, de nouveaux pôles doivent être identifiés avec leurs vecteurs propres
associés. Une difficulté vient du fait que ces vecteurs propres doivent être linéairement indépen-
dants, formant une matrice inversible. Une procédure est proposée, basée sur l’hypothèse que
les vecteurs propres libres sont orthogonaux entre eux et avec ceux imposés au modèle. Pour ce
faire, nous commençons par trouver une famille orthogonale de vecteurs de l’espace orthogonal à
l’espace généré par les vecteurs propres imposés (ceci est réalisé à l’aide d’une seule SVD). Ensuite,
nous montrons que la recherche des pôles libres et des vecteurs propres associés est un problème
classique de valeurs propres.

F.4.2 Identification MIMO avec pôles imposés et contraintes de locali-
sation

F.4.2.1 Identification des sous-espaces par le problème des pseudo-valeurs propres
(SIDPEV)

Si l’hypothèse d’orthogonalité des vecteurs propres inconnus est abandonnée, la matrice P du
problème généralisé des valeurs propres (3.57) peut être obtenue par une optimisation non convexe.
Nous commençons par obtenir les vecteurs propres P̄ associés aux pôles imposés de la même
manière que dans la section 3.5. La matrice P associée aux vecteurs propres inconnus peut alors
être obtenue de manière itérative, en résolvant successivement un problème d’optimisation pour
chaque vecteur propre inconnu. Ce problème d’optimisation peut être approximé par un problème
d’inégalité matricielle bilinéaire en relaxant les contraintes de rang en contraintes de positivité
matricielle. Sinon, le problème peut être résolu par une méthode d’optimisation non linéaire avec
contrainte, telle que la méthode du point intérieur [Byrd, Hribar, and Nocedal 1999; Waltz et
al. 2006], avec la contrainte de rang non linéaire exprimée comme une borne inférieure positive
sur la valeur singulière minimale de la matrice, par exemple. Cette dernière option est préférée
pour sa robustesse. On peut constater que le gradient de la fonction objective par rapport aux
variables est facile à calculer. En outre, chaque paire valeur propre/vecteur propre est calculée
indépendamment, de sorte que chaque problème d’optimisation a un faible nombre de variables,
ce qui fait que la méthode n’est pas trop gourmande en ressources informatiques.

F.4.2.2 Optimisation non linéaire directe avec contraintes (DNOC)

Les méthodes exposées précédemment visent à décomposer le problème général de l’identification
de modèles dans l’espace d’état avec des pôles imposés et des contraintes sur les pôles incon-
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nus d’une manière qui limite le coût de calcul. Ce faisant, les erreurs dues à des hypothèses
trop contraignantes ou à des solutions sous-optimales peuvent s’accumuler et augmenter l’erreur
d’approximation. Une autre stratégie consiste à résoudre les différentes étapes simultanément par
une seule optimisation.

Une identification directe d’un modèle d’espace d’état avec des pôles imposés et des contraintes
sur les pôles inconnus peut être obtenue en recherchant le modèle identifié dans sa forme canonique
modale et en résolvant un problème d’optimisation non convexe avec contrainte. Les matrices A,
B, C et D sont obtenues simultanément, par un algorithme de point intérieur [Byrd, Hribar, and
Nocedal 1999; Waltz et al. 2006] par exemple. Le coût de calcul devrait être plus élevé qu’avec les
autres méthodes décrites ci-dessus, en raison du nombre élevé de variables et de la non-convexité
de l’optimisation. En raison de la nature non convexe du problème, les solveurs tels que la méthode
du point intérieur ne garantissent pas la convergence vers un minimum global.

F.4.3 Identification par décomposition pôle-résidu

Cette section présente une stratégie différente, qui tire parti de la capacité d’estimation d’ordre
réduit des méthodes d’identification en boîte noire telles que la méthode de Loewner, tout en
imposant avec précision les pôles aéroélastiques. Elle commence par l’identification d’un modèle
d’espace d’état fiable, potentiellement d’ordre élevé, à l’aide de la méthode GAF RFA par exemple.
L’idée est de conserver la partie du modèle associée aux pôles d’intérêt et de réduire le reste. Pour
ce faire, on procède à une décomposition pôle-résidus de la fonction de transfert du modèle d’espace
d’état aéroélastique d’ordre complet en supposant que chaque pôle est simple :

H(s) =
n∑

i=1

Ri

s− λi
(F.4)

où les Ri ∈ CNy×Nu sont des matrices appelées résidus associées aux pôles λi. En plaçant le
système d’espace d’état aéroélastique dans la base dans laquelle la matrice A est diagonale (ce
qui est possible car les pôles sont supposés être de multiplicité 1), les Ri seraient le produit d’une
colonne de C et d’une ligne de B, ce qui montre que leur rang est égal à 1. Cependant, comme la
matrice A est d’ordre très élevé, sa diagonalisation n’est pas numériquement efficace. Une solution
efficace pour calculer les résidus consiste à évaluer la fonction de transfert (s− λi)H(s) à s = λi,
ce qui donne directement la valeur de Ri. Pour ce faire, il faut disposer de moyens efficaces pour
calculer la réponse en fréquence d’une fonction de transfert d’ordre élevé, comme par exemple la
fonction freqresp de Matlab.

Seuls les pôles aéroélastiques d’intérêt sont calculés avec la procédure d’identification proposée
dans cette section. En particulier, seuls les pôles dans la gamme de fréquences d’intérêt peuvent
être calculés pour réduire l’ordre du système final. En utilisant le fait que la fonction de transfert
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a des coefficients réels, elle peut être écrite comme suit :

H(s) =
n̄∑

k=1

(
Rk

s− λk
+ Rk

s− λk

)
+ Hdiff (s) (F.5)

où Hdiff (s) est la différence entre la fonction de transfert complète et la partie que nous souhaitons
imposer. L’idée de cette méthodologie est d’effectuer une réduction du modèle de Hdiff , en
l’approximant avec un modèle d’espace d’état d’ordre réduit. Cela se fait ici en évaluant sa
réponse en fréquence et en l’utilisant pour identifier un modèle réduit par la méthode de Loewner.
Notez que ce nouveau modèle doit être stable, en supposant que nous avons inclus tous les modes
instables dans l’ensemble sélectionné. Le modèle final d’espace d’état d’ordre réduit avec des pôles
imposés a alors la fonction de transfert suivante

HROM (s) =
n̄∑

k=1

(
Rk

s− λk
+ Rk

s− λk

)
+ HROM

diff (s) (F.6)

où HROM
diff a été identifié par la méthode de Loewner avec stabilité imposée. Chaque sous-système

associé à un pôle aéroélastique choisi λk peut être mis sous une forme d’espace d’état d’ordre 2, et
l’espace d’état complet du modèle d’ordre réduit (ROM) avec des pôles imposés peut être obtenu
avec la matrice bloc-diagonale A composée des matrices d’état de chaque sous-système, et les
matrices associées B et C sont obtenues par concaténation. Cette méthode présente l’avantage
de découpler linéairement la partie du système associée aux pôles imposés de la partie réduite.
En outre, elle permet non seulement de s’assurer que les pôles sélectionnés sont représentés avec
précision dans le modèle, mais aussi qu’ils affectent la fonction de transfert de la même manière
que dans le modèle fiable défini à la première étape de la procédure.

F.4.4 Comparaison des techniques d’identification

Dans ce travail, des techniques de modélisation d’ordre réduit destinées aux systèmes aéroélas-
tiques sont présentées et testées. La fonction de transfert aéroélastique complète correspondant
à certaines entrées et sorties d’intérêt est identifiée sur la base de sa réponse en fréquence. La
méthode de Loewner a été appliquée et comparée à un algorithme des sous-espaces, dans lequel
la possibilité d’appliquer des contraintes sur les pôles a été étudiée. En outre, afin d’améliorer
l’interprétabilité physique des modèles identifiés, des techniques dédiées ont été développées spé-
cifiquement pour ce travail afin d’imposer un ensemble de pôles connus a-priori qui peuvent être
stables ou instables. Ces méthodes ont été comparées à travers différents scénarios, en com-
mençant par des modèles stables et instables de différents ordres, pour finalement être appliquées
à des données aéroélastiques dans lesquelles les pôles imposés ont été calculés par la méthode p-k
au préalable.

Il ressort de ce travail que les différentes méthodes décrites sont valables sur la gamme des
ordres réduits étudiés (jusqu’à 80). La réponse de la fonction de transfert est systématiquement
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approchée avec une erreur qui reste inférieure d’au moins un ordre de grandeur à la valeur réelle,
à condition que l’ordre réduit soit suffisamment élevé. Les différentes contraintes (localisation des
pôles, pôles imposés) sont appliquées avec succès par les méthodes concernées.

Une première comparaison peut être effectuée entre l’algorithme des sous-espaces de McKelvey
et la méthode d’interpolation de Loewner, lorsqu’aucune contrainte n’est appliquée aux modèles
identifiés. La méthode de Loewner est légèrement plus lente que l’algorithme des sous-espaces,
mais elle est plus efficace pour l’approximation d’un système d’ordre réduit. Ceci a été vérifié
en utilisant des données générées avec un modèle d’espace d’état aléatoire d’ordre fixe et avec
un modèle aéroélastique. Un autre avantage de la méthode de Loewner est qu’elle conduit à un
modèle à temps continu, qui peut plus facilement être transformé en un espace d’état à temps
discret de n’importe quel temps d’échantillonnage si nécessaire. Bien que cela ne soit pas montré
dans ce travail par souci de concision, des conclusions similaires peuvent être tirées avec différents
nombres d’entrées et de sorties. En outre, l’algorithme des sous-espaces stable basé sur [Miller and
De Callafon 2013] est capable d’approximer une fonction de transfert avec une erreur comparable
à l’algorithme des sous-espaces de McKelvey et avec un temps de calcul similaire dans la gamme
d’ordre réduite considérée dans ce travail, tout en garantissant la stabilité. Elle peut donc être
appliquée pour obtenir des modèles utilisés dans les simulations et la synthèse de contrôle sans les
problèmes d’instabilité classiques obtenus avec les méthodes de Loewner et des sous-espaces.

Une deuxième comparaison concerne les différentes techniques définies pour imposer certains
pôles du système, avec et sans contraintes sur les pôles restants. La méthode SIDORT ajoute très
peu de complexité à l’algorithme de McKelvey, étant donné que l’étape supplémentaire concerne
principalement les problèmes de valeurs propres et la décomposition SVD pour les matrices de
petite taille. Cependant, elle souffre de deux limitations principales : la première est l’hypothèse
d’orthogonalité entre les vecteurs propres associés aux pôles imposés et ceux associés aux pôles
libres respectivement. La seconde est le fait qu’elle n’impose pas la stabilité des pôles restants.
Elle approxime les données avec une bonne précision, mais inférieure à celle des autres tech-
niques présentées dans le présent travail. Lorsqu’elle est appliquée aux données aéroélastiques,
l’erreur ne semble pas diminuer systématiquement à mesure que l’ordre réduit augmente. On
peut également noter qu’il n’est pas possible d’obtenir une approximation parfaite des données
lorsque l’ordre réduit est le même que l’ordre du modèle générant les données, en raison de la
contrainte d’orthogonalité conservatrice. En comparaison, la méthode SIDPEV conduit à des
erreurs d’approximation plus faibles à la fois avec les données d’essai et les données aéroélas-
tiques, et bien qu’elle repose sur une optimisation non linéaire avec des contraintes qui nécessite
de multiples exécutions avec différentes conditions initiales, son temps de calcul reste faible à des
ordres inférieurs ou égaux à 40. De plus, avec une initialisation appropriée, elle semble toujours
converger vers une solution satisfaisante. Enfin, la méthode DNOC repose sur une optimisation
directe pour trouver les matrices de l’espace d’état du modèle d’ordre réduit avec des contraintes
sur les pôles. En raison du nombre élevé de variables, cette méthode nécessite des temps de calcul
importants, mais finit par converger vers des solutions avec une bonne précision d’approximation.
On peut noter que lorsque la complexité du système augmente (ordre supérieur ou, dans le cas
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des données aéroélastiques, gamme de fréquences plus large), le nombre d’itérations nécessaires
pour converger augmente. Pour une utilisation pratique, lorsque des pôles doivent être imposés
au modèle identifié, la méthode SIDPEV semble la plus appropriée.

Quelques remarques sur les limites de cette étude peuvent être formulées pour préparer les
travaux futurs. Concernant le choix de travailler avec la réponse en fréquence de la fonction de
transfert aéroélastique complète, il faut noter qu’une identification différente doit être effectuée
pour chaque configuration de masse et aérodynamique (nombre de Mach, altitude), sans possibilité
d’utiliser une structure commune. Une deuxième remarque concerne la complexité des algorithmes.
Dans ce travail, seuls des modèles de taille limitée évalués sur des quantités de données relativement
faibles ont été pris en compte, et des problèmes numériques tels que des limitations de mémoire
pourraient survenir avec des systèmes plus importants. Enfin, bien que des efforts aient été faits
pour améliorer la convergence de l’algorithme DNOC, différents schémas d’optimisation pourraient
être étudiés afin de favoriser la convergence vers de meilleures solutions dans des délais plus courts.

En outre, les résultats obtenus avec la technique de décomposition pôle-résidu montrent que la
précision de l’approximation est meilleure avec les méthodes de résidus qu’avec l’algorithme DNOC,
pour des données allant jusqu’à 5 Hz, et similaire pour des données allant jusqu’à 10 Hz avec des
ordres élevés. Le coût de calcul est bien inférieur à celui du DNOC, car la tâche la plus longue est
l’identification d’un modèle d’ordre élevé par GAFs RFA, qui prend environ deux minutes, quel
que soit l’ordre du modèle réduit final. L’identification de la partie différentielle HROM

diff prend
quelques dixièmes de secondes au maximum, selon que les contraintes de stabilité sont incluses
ou non (voir la Fig. 3.5 pour plus de détails). Lorsqu’une bonne précision est requise, avec des
pôles imposés et d’éventuelles contraintes de stabilité, la méthode avec décomposition pôle-résidu
décrite dans cette section est alors plus performante que les autres. Le fait que la précision soit
plus faible aux ordres inférieurs peut s’expliquer par le nombre plus faible de degrés de liberté avec
cette technique, par rapport aux autres. En effet, à 20-ième ordre par exemple, puisque 16 pôles
sont déjà imposés, seul un modèle de 4-ième ordre peut être calculé pour s’ajuster aux données.
Les résidus associés aux pôles imposés sont fixes pour la méthode des résidus, alors qu’ils sont
libres avec les autres méthodes. Enfin, on peut noter que la présence de contraintes de stabilité a
une faible influence sur la précision de l’approximation. En conclusion, la méthode d’identification
basée sur la décomposition pôle-résidu est la plus précise et la plus rapide lorsqu’une grande
précision est requise, mais elle nécessite l’identification préalable d’un modèle rationnel fiable et
sa décomposition pôle-résidu, ce qui conduit à une procédure globale plus lourde.
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F.5 Allègement de charges dues au vent

F.5.1 Introduction à l’allégement de charges dues au vent

L’allègement actif des charges dues au vent gagnera probablement en importance dans les fu-
tures générations d’aéronefs. L’autonomie du système de commande de vol électrique (EFCS) de
l’aéronef, au détriment de la liberté de manœuvre du pilote en vol, permettra des lois de commande
d’atténuation de la charge plus efficaces en réduisant le risque d’une intervention préjudiciable du
pilote et en coordonnant les systèmes de commande de vol et d’atténuation des charges dues au
vent. En outre, de nombreux nouveaux concepts d’aéronefs choisissent d’augmenter le rapport
d’aspect de l’aile et de réduire son poids structurel afin d’améliorer l’efficacité énergétique de
l’aéronef. Cela augmente la flexibilité de la cellule, ce qui conduit à des fréquences de modes
aéroélastiques qui s’approchent des fréquences de la dynamique de vol, créant des interactions dy-
namique de vol-aéroélastique (voir [Chang, Hodges, and Patil 2008] et [Silvestre and Paglione 2008]
par exemple). Le développement récent de capteurs lidar [Herbst and Vrancken 2016; Rabadan
et al. 2010] capables de mesurer le vent vertical et latéral à plusieurs centaines de mètres en amont
de l’avion ouvre de nouvelles perspectives pour l’atténuation des charges dues au vent, en antici-
pant la réponse de l’avion à la perturbation du vent entrant. Avec la disponibilité des capacités
de calcul, cela motive le développement de techniques d’atténuation des charges dues au vent plus
complexes, basées sur une automatisation complète de l’avion et tirant parti de sa dynamique
aéroélastique complète. Alors que les lois actives d’atténuation des charges dues au vent mises en
œuvre sur la génération actuelle d’aéronefs ne permettent de réduire les charges que de manière
statique, des techniques de contrôle plus complexes pourraient atténuer la réponse dynamique
complète de l’aéronef lorsqu’il est confronté à une rafale de vent ou à une turbulence, améliorant
ainsi le confort des passagers et réduisant les charges dans une gamme de fréquences plus large.

La méthode la plus simple pour atténuer les charges dues au vent d’un aéronef flexible est le
contrôle par rétroaction (feedback control), également largement utilisé dans les commandes de
vol (flight control). Elle est basée sur les données de sortie mesurées de l’aéronef, généralement
la vitesse de tangage, la vitesse de lacet et le facteur de charge verticale obtenus à partir de
gyroscopes et d’accéléromètres. Le contrôle par rétroaction permet une conception directe des
pôles de la boucle fermée, assurant la stabilité et la robustesse aux incertitudes du système, sans
dépendre de la connaissance exacte du système de l’avion. Afin d’améliorer la réduction des
charges, un contrôleur de type feedforward qui utilise directement la mesure de la perturbation
du vent peut être utilisé en plus du contrôle par rétroaction [Alam, Hromcik, and Hanis 2015;
Wildschek et al. 2010; Magar et al. 2017] ou il peut être utilisé seul [Zhao, Yue, and Hu 2016;
Li, Wang, and Ronch 2016; Wildschek et al. 2006]. En théorie, il est possible d’obtenir un
contrôleur feedforward parfait par inversion directe de la dynamique du système, mais cela est
généralement impossible en raison des limitations de l’actionneur, et le contrôleur résultant serait
très sensible aux incertitudes du système. [Caverly et al. 2017] a utilisé une telle technique en
plus d’un contrôleur linéaire et d’un observateur de perturbations pour l’atténuation des charges
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dues au vent d’un avion flexible. [Wang et al. 2019] a développé une méthode basée sur l’inversion
de la dynamique avec l’estimation de l’état tout en assurant la robustesse aux incertitudes du
système. Ces deux méthodes fonctionnent avec un modèle non linéaire de l’avion. Une alternative
prometteuse est l’utilisation de la commande adaptative, dans laquelle la dynamique du système
est constamment estimée et la commande est adaptée en conséquence. Elle s’appuie généralement
sur un modèle de réponse impulsionnelle finie (FIR) du contrôleur [Zeng et al. 2010; Wildschek
et al. 2006; Wildschek et al. 2007; Zhao, Yue, and Hu 2016; Li, Wang, and Ronch 2016; Wang, Li,
and Ronch 2015].

Les développements des dernières décennies, tels que le programme AWIATOR d’Airbus [Schmitt
et al. 2007] ou le programme DELICAT du DLR [Vrancken et al. 2016], grâce auxquels les capteurs
lidar aéroportés émettent un laser et mesurent la lumière diffusée par les molécules d’air, ouvrent
de nouvelles perspectives en matière d’atténuation de la charge dues au vent, non seulement en
diminuant les effets du vent, mais aussi en les prévenant. Alors que des structures de contrôle
simples sont couramment utilisées pour le contrôle par rétroaction, il n’est pas simple de trouver
une structure de contrôle qui prenne en compte les prévisions de vent. Les méthodes de contrôle
prédictif de modèle (MPC) qui effectuent une optimisation en ligne peuvent être utilisées, elles ont
été appliquées à l’atténuation des charges dues au vent [Haghighat, Liu, and Martins 2012; Gies-
seler et al. 2012] et à l’allègement de la charge des manœuvres [Freitas Virgilio Pereira et al. 2019;
Gaulocher, Roos, and Cumer 2007]. Des stratégies plus complexes basées sur la décomposition
en ondelettes du signal lidar ont été utilisées afin d’affecter le signal aux différents actionneurs en
fonction de la fréquence et de l’amplitude de la rafale [Fezans and Joos 2017; Fezans, Schwithal,
and Fischenberg 2017]. En l’absence de mesure lidar, les états futurs du système ne peuvent pas
être prédits, et [Vuillemin, Martin, and Poussot-Vassal 2021] ont développé une technique MPC
dans laquelle les valeurs de contrôle optimales sont calculées en supposant que la vitesse future
du vent appartient à un ensemble discret. L’optimisation vise à minimiser le pire des cas parmi
ces profils de vent possibles, qui peuvent être considérés comme différentes rafales de 1 − cos par
exemple, offrant ainsi une certaine robustesse par rapport à la vitesse du vent. Les techniques
MPC peuvent être très efficaces grâce à l’optimisation en ligne, qui calcule les valeurs idéales des
variables contrôlées en fonction d’un modèle et d’un critère à minimiser sur un horizon temporel
futur. Cependant, elles présentent deux inconvénients majeurs. Le premier est qu’elles nécessi-
tent que l’ordinateur de bord de l’avion effectue des calculs lourds, ce qui n’est pas conforme à
l’évolution technologique et aux réglementations actuelles. Le second inconvénient est l’absence de
robustesse dans la formulation MPC classique. Certaines techniques ont été développées pour as-
surer la robustesse dans le cadre du MPC, et [Morari and Lee 1999] passe en revue certaines d’entre
elles. En utilisant un modèle polytopique, on peut effectuer une optimisation en ligne basée sur
des inégalités matricielles linéaires (LMI) pour calculer la valeur des variables de contrôle, comme
dans [Kothare, Balakrishnan, and Morari 1996] ou [Zhang, Wang, and Wang 2014]. L’une des
limites de ces techniques est l’importance des calculs nécessaires pour résoudre les LMI basées sur
des modèles multiples. En outre, elles conduisent à des signaux contrôlés qui sont proportionnels
aux états à un moment donné, perdant ainsi l’aspect non linéaire de la méthode MPC classique.
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Les synthèses H∞ et µ [Doyle, A, and Tannenbaum 2009; Skogestad 1996; Vidyasagar and
Kimura 1986] fournissent un cadre dans lequel on peut effectuer une optimisation multi-objectifs
basée sur les mesures de plusieurs capteurs, y compris le lidar, tout en assurant la conformité avec
les contraintes de robustesse et les limites du système. Contrairement à la MPC, la stabilité et la
robustesse de la boucle fermée peuvent être imposées avec ces méthodes, et le coût de calcul en
ligne est beaucoup plus faible parce que les contrôleurs sont obtenus hors ligne. Déjà utilisée pour
la GLA robuste avec des capteurs classiques [Zeng, Kukreja, and Moulin 2012; Cook, Palacios, and
Goulart 2013; Ferrier et al. 2018], l’application de H∞ à la GLA basée sur un lidar a été proposée
dans [Khalil and Fezans 2019] où la réduction des charges supplémentaires obtenue avec un lidar
sans bruit a été évaluée sur un modèle d’aéronef simple comprenant deux modes élastiques, sans
contraintes de robustesse.

F.5.2 Présentation de l’étude GLA

L’objectif principal de la GLA active, comme son nom l’indique, est de réduire les charges dues au
vent à l’aide des mesures des capteurs disponibles en utilisant les surfaces de contrôle de l’avion.
Cet objectif peut être décomposé en différents sous-objectifs : le premier est la réduction de
la valeur absolue maximale des charges structurelles (force de cisaillement, moment de flexion,
moment de torsion) à différents endroits de la structure de l’avion (ailes, fuselage, HTP et VTP)
dans les scénarios les plus défavorables. Les lois GLA mises en œuvre sur les générations actuelles
d’aéronefs se concentrent sur cet objectif, en réduisant la valeur positive maximale du moment de
flexion. Un deuxième sous-objectif consiste à atténuer la réponse dynamique de l’avion à différentes
fréquences, en réduisant les vibrations structurelles, en stabilisant l’avion et en améliorant le
confort des passagers. La capacité du pilote à lire correctement les données de vol et à commander
l’avion est également affectée par les vibrations du cockpit, et le remplacement des commandes
analogiques traditionnelles par des écrans tactiles numériques dans les futures générations d’avions
amplifie la nécessité d’atténuer les effets à haute fréquence des turbulences. Le facteur de charge
dynamique (accélération) joue un rôle important dans le confort et le mal des transports, et est
fortement corrélé aux charges (ex : facteur de charge verticale et moment de flexion de l’aile). Ces
objectifs se résument donc grosso modo à réduire la DSP des charges et des facteurs de charge en
réponse à des vents extrêmes, dans les conditions de vol les plus défavorables. Une diminution du
pic le plus élevé des PSD conduit à une diminution des charges maximales, et l’atténuation des pics
à haute fréquence supprime les vibrations structurelles. Les principales contraintes pour atteindre
ces objectifs sont les limites des surfaces de contrôle et des capteurs. Les modèles mathématiques
utilisés pour définir ces limitations sont simples et décrits dans les différentes applications étudiées
dans ce travail.

Sur la base des techniques de conception de contrôle utilisées dans la littérature pour la GLA
active avec ou sans lidar, la principale direction retenue est le contrôle robuste. Le cadre de H∞

présente plusieurs avantages, tels que la robustesse en boucle fermée, la possibilité d’obtenir des
contrôleurs simples, la facilité d’implémentation du lidar dans ce cadre, et la flexibilité dans la
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définition des objectifs de contrôle. Le MPC est également étudié en raison des performances
optimales qu’il peut théoriquement fournir.

F.6 GLA robuste avec µ-synthèse

F.6.1 H∞ et µ-synthèses pour l’avion flexible équipé de lidar

Les synthèses H∞ et µ sont appliquées à l’avion flexible équipé d’un lidar. En réduisant la norme
H∞ du système complet, l’influence de chaque entrée exogène sur la sortie exogène est réduite.
L’installation augmentée P représentée sur la Fig. 4.7 se compose de

• le modèle aéroélastique de l’avion G

• la dynamique des actionneurs et des capteurs

• le capteur lidar noté comme retard pur zi
i=[0:N ].

• les entrées exogènes w et les sorties z et leurs filtres accordables associés.

Les incertitudes sont écrites sous une forme générale, elles peuvent être de différents types. Le
modèle d’aéronef G est normalisé en entrée et en sortie. Outre l’amélioration de la convergence
numérique des algorithmes, cela permet de comparer les valeurs relatives des entrées de la sortie de
performance zy. Les détails des différents composants de l’installation augmentée sont présentés
à la figure 4.7. Les filtres et les entrées et sorties exogènes sont choisis de manière à définir le
problème GLA en termes de critère de performance et de contraintes associées.

F.6.1.1 Robustesse avec H∞ et µ-synthèses

La boucle fermée doit être robuste en termes de stabilité et de performance. Le premier type de
robustesse est la capacité de la boucle fermée à rester stable lorsque le système contrôlé change,
tandis que le second concerne la garantie de maintenir les performances en cas de variations du
système, en maintenant la norme H∞ inférieure à un. Assurer la robustesse d’un contrôleur à
espace d’état avec plusieurs entrées et sorties est plus difficile qu’avec les contrôleurs classiques
composés de gains et de filtres tels qu’utilisés en aéronautique. Le contrôleur doit être robuste
aux incertitudes MIMO, qui s’appliquent simultanément aux différentes entrées et sorties. La
robustesse de la stabilité MIMO peut être imposée par la synthèse H∞, par exemple en réduisant
la norme maximale H∞ des fonctions de transfert de sensibilité d’entrée et de sortie, en agissant
sur les marges de module. Une autre stratégie, adoptée dans cette section, consiste à ajouter
des incertitudes dans le système augmentée et à imposer une robustesse en boucle fermée à ces
incertitudes par µ-synthèse, à la fois en termes de stabilité et de performance. En l’absence d’une
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définition claire des incertitudes du système, on peut définir des incertitudes générales de disque
qui peuvent conduire à des généralisations MIMO des marges de gain et de phase.

En pratique, des fonctions de transfert incertaines sont introduites à l’entrée des actionneurs et
à la sortie des capteurs. Chacune d’entre elles est composée de collections diagonales d’incertitudes
de disque SISO indépendantes. Chaque incertitude de disque est un nombre complexe inconnu
dont la valeur nominale est égale à 1, à partir duquel le gain et la phase peuvent varier. Ce
cadre peut être utilisé de différentes manières pour la synthèse et l’analyse. Dans le cas le plus
contraignant, des incertitudes de disque indépendantes sont appliquées simultanément à chacun
des ports d’entrée et de sortie du modèle aéroélastique, avec différentes combinaisons de gain et
de phase (le nombre complexe évolue dans un disque). C’est le cas utilisé pour la synthèse, ce
qui signifie que la stabilité en boucle fermée doit être imposée et que le critère H∞ doit être
minimisé dans le pire des cas d’incertitudes simultanées sur disque à l’entrée et à la sortie. Un
type d’incertitudes plus faible est associé au cas où seules des variations de gain ou de phase sont
appliquées à chaque incertitude de disque, simultanément à chaque port d’entrée et de sortie. Elles
conduisent à la définition de ce que l’on appelle la marge de disque de gain MIMO, définie par
le gain minimum conduisant à l’instabilité lorsque l’on considère des combinaisons de variations
de gain indépendantes dans les différents ports d’entrée et de sortie. De même, les marges de
disque de phase MIMO sont définies. Les marges de disque de gain et de phase multi-entrées et
multi-sorties sont définies de manière similaire, en considérant uniquement les variations dans les
ports d’entrée ou dans les ports de sortie, et sont alors plus faibles que leurs homologues MIMO.
Enfin, les marges de disque SISO sont les marges de gain et de phase classiques, qui prennent en
compte les variations d’un seul port d’entrée ou de sortie du système.

F.6.1.2 Conclusions de l’étude GLA robuste utilisant µ-synthèse

Une première étude GLA a été menée en utilisant la µ-synthèse. L’accent a été mis sur la concep-
tion d’un contrôle robuste, basé sur la µ-synthèse, et sur la possibilité d’alléger plusieurs charges
simultanément. Certaines tendances ont été mises en évidence et des conclusions peuvent être
tirées de cette étude. Lorsque l’on essaie de réduire simultanément la force de cisaillement, les
moments de flexion et de torsion à l’emplanture de l’aile et sur la PTH, il faut faire des compromis.
La réduction simultanée des moments de flexion et de torsion n’est généralement pas possible, car
l’action des ailerons a des effets opposés sur ces moments. Pour réduire le moment de flexion,
il faut augmenter le moment de torsion. De même, il est possible d’atténuer la flexion et le ci-
saillement de la HTP, mais cela entraîne des réductions moindres du facteur de charge verticale
et du moment de flexion de l’aile. La stratégie générale des contrôleurs étudiés avec lidar peut
être mise en évidence : avant qu’une rafale discrète positive n’atteigne l’avion, les ailerons sont
déviés vers le bas pour créer un moment de tangage et placer l’avion dans la direction du vent
afin de réduire cet effet. Les gouvernes de profondeur sont utilisées pour augmenter cet effet, en
particulier lorsque les charges HTP ne sont pas incluses dans les objectifs de synthèse. Si c’est le
cas, les déflexions des gouvernes de profondeur sont plus faibles, afin d’éviter de créer des charges
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sur la HTP. Lorsque la rafale positive atteint l’avion, les ailerons sont braqués dans l’autre sens
(vers le haut) pour créer une portance négative directe sur l’aile, opposée à la force créée par le
vent. Cette tendance est particulièrement visible avec une longue rafale discrète. Pour les rafales
de moindre longueur, les actionneurs ont moins de temps pour agir sur la dynamique de l’avion,
et les effets du système GLA sont moindres. Dans la réponse à la turbulence continue avec une
échelle de 762 m, cette tendance n’est pas visible en raison de la nature chaotique de la turbulence,
mais les allégements sont similaires à ceux obtenus avec la rafale la plus longue (107 m). Les con-
trôleurs ont été conçus pour démontrer l’atténuation potentielle de la flexion obtenue avec le GLA
à l’aide d’un lidar. Des réductions importantes de l’ordre de 50 % sont obtenues pour la rafale la
plus longue, et 33 % avec une rafale de 70 m. Cependant, cela peut conduire à des augmentations
significatives du moment de torsion (jusqu’à 80 %). Les charges HTP peuvent être réduites de 50
% tant qu’elles sont incluses dans les objectifs de contrôle, sinon elles peuvent être augmentées de
60 %. Un effort de contrôle plus faible peut être utilisé pour la conception future du contrôleur
afin de réduire les effets négatifs de la GLA. En l’absence de lidar, des effets beaucoup plus faibles
sur la charge ont été observés (de l’ordre de 10 %). Cela pourrait être dû à la grande robustesse
requise dans cette analyse. En effet, la synthèse µ impose à la fois la robustesse des performances
et de la stabilité, et peut donc conduire à une conception conservatrice. Si la grande robustesse
des contrôleurs avec lidar conduit à une faible utilisation des capteurs présents dans la boucle de
contrôle (accéléromètres, gyroscopes et sonde d’incidence), elle n’affecte pas la partie feedforward
du contrôleur associé au lidar. Lorsqu’il n’y a pas de lidar, il n’y a pas de contrôleur en amont et
les performances sont réduites en raison de la grande robustesse. Une autre conclusion concerne
le type de vent conduisant aux charges les plus élevées : alors que la rafale discrète la plus longue
est la plus sévère en termes de moment de flexion maximal en boucle ouverte, ce n’est pas le cas
lorsque le contrôleur GLA est présent. En effet, les rafales intermédiaires sont plus difficiles à
atténuer en raison de la dynamique de fréquence plus élevée qu’elles impliquent, ce qui entraîne
des charges en boucle fermée. Enfin, les contrôleurs de second ordre obtenus avec la µ-synthèse
structurée se sont avérés presque aussi efficaces que les contrôleurs de plein ordre.

Certaines études de sensibilité ont été menées, montrant l’effet de la limitation du taux sur
la capacité de réduction des charges du système GLA. Elles montrent que les contraintes des
actionneurs doivent être prises en compte lors de la conception d’un contrôleur. Le cas de vent le
plus défavorable doit être considéré en boucle fermée : alors que les rafales de 107 m et de 70 m
conduisent à un moment de flexion similaire en boucle ouverte, ce dernier est moins atténué par
le contrôleur et la priorité doit lui être donnée. Un léger dépassement de la limite de vitesse pour
la rafale de 107 m peut alors être considéré comme acceptable, car il n’affecte pas le cas de vent le
plus défavorable. Une autre étude de sensibilité met en évidence une distance de mesure optimale
du lidar d’environ 100 m. Au-delà de cette distance, la capacité d’allègement de la charge ne
s’améliore pas, et peut même diminuer si elle conduit à une réduction de la qualité de la mesure.
Enfin, l’influence du bruit et du biais du lidar montre une sensibilité relativement faible de la
boucle fermée aux imprécisions de la mesure lidar. Ce fait est probablement dû à l’existence de
plusieurs mesures intermédiaires, qui confèrent une grande robustesse au système. D’autres études
sont cependant nécessaires pour étudier ces effets, en utilisant des modèles de lidar plus raffinés
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(prenant en compte la physique optique) et des essais en vol.

F.6.2 Synthèse multimodèle H2/H∞ pour l’avion flexible équipé d’un
lidar

Le système augmenté P utilisée dans ce travail est décrite dans la figure 4.20. La plupart des
blocs sont identiques à ceux du cadre de synthèse µ décrit dans la section 4.5.1. Divers modèles
aéroélastiques Gl sont définis dans cette section, correspondant à différentes configurations de
masse et valeurs du nombre de Mach. Les modèles sont indexés par l’exposant l, qui va de 1
à Nl dans les applications numériques. De même, un modèle de turbulence H l

v est utilisé pour
chaque modèle aéroélastique, car la variation de la vitesse et de l’altitude affecte l’amplitude et
la DSP du vent. Il s’ensuit que le système P l définissant le problème H2/H∞ est composée de
différents modèles. La synthèse du contrôleur utilisée dans ce travail est définie par le problème
d’optimisation suivant :

min
K

max
l=1...Nl

∥∥T l
w2 7→z2

(K)
∥∥

2 (F.7)

subject to (F.8)∥∥T l
w∞ 7→z∞

(K)
∥∥

∞ ≤ 1 ∀l = 1 . . . Nl (F.9)

Les fonctions de transfert dont la norme H2 doit être minimisée sont les fonctions de transfert
des perturbations et du bruit de mesure vers la sortie des charges, qui sont Twv 7→zy , Twi

nv 7→zy

et Twny 7→zy . Le filtre Hzy est utilisé pour ajuster le critère de performance H2. Il comprend
un filtre passe-haut, ce qui conduit la synthèse à ne pas prendre en compte la réponse à basse
fréquence de l’avion, qui peut être traitée séparément. En outre, Hzy amplifie la réponse nz entre
2 Hz et 7 Hz, de sorte que les contrôleurs atténuent davantage l’accélération à haute fréquence
de l’avion, qui peut provoquer le mal des transports chez les passagers. La contrainte normative
H∞ impose l’angle et le taux de déviation maximum des surfaces de contrôle pour rester dans
les limites acceptables des actionneurs et est définie avec la fonction de transfert Twv 7→zu . Le
critère H2 est plus efficace pour obtenir des performances optimales, car il fonctionne sur toute
la gamme de fréquences, alors que le critère H∞ se concentre sur la seule fréquence à laquelle le
gain de la fonction de transfert est maximal. Un exemple extrême est le cas où il existe un pic de
haute fréquence dans la réponse du système, que le contrôleur ne peut pas atténuer en raison de ses
limitations. Dans ce cas, la norme H∞ de la boucle fermée sera calculée sur ce pic, et la réponse aux
autres fréquences sera ignorée, ce qui conduira à un contrôleur inefficace. Un réglage des filtres de
forme serait nécessaire pour ignorer le pic dans la synthèse, ce qui augmenterait l’ordre du système
et nécessiterait un réglage fin de chaque modèle indépendamment. Le critère H2 est calculé sur
l’ensemble de la gamme de fréquences, et pas seulement sur la réponse maximale, et ne nécessite
donc pas de réglage supplémentaire. Cependant, la norme H∞ fournit des garanties solides telles
que la stabilité, la robustesse et la satisfaction des limites du système. La synthèse mixte H2/H∞

fournit donc une bonne performance tout en assurant des garanties dans les scénarios les plus
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défavorables lorsque cela est nécessaire.

Le contrôleur K de l’équation (4.17) a une structure fixe, composée de deux modèles d’espace
d’état : un pour la partie de réaction qui prend la mesure lidar comme entrée, et un pour la partie
de rétroaction qui prend le taux de tangage, le facteur de charge verticale et l’angle d’attaque
comme entrée. Afin de réduire la sensibilité du contrôleur au bruit du lidar ou à une défaillance,
il est possible d’augmenter le gain du filtre Hi

nv de la figure 4.20. Cependant, nous trouvons plus
efficace et plus simple d’effectuer deux synthèses : une première synthèse calcule le contrôleur de
rétroaction sans la partie de rétroaction, puis cette dernière est obtenue à partir d’une synthèse
basée sur la boucle fermée obtenue. Le problème structuré H2/H∞ avec plusieurs modèles décrit
ci-dessus peut être directement implémenté dans la fonction systune de Matlab, sur la base des
travaux décrits dans [Apkarian, Dao, and Noll 2015].

F.6.3 Conclusions générales sur l’allègement des charges dues au vent

Les tendances générales relatives à la capacité d’atténuer simultanément différentes charges sur
l’aile et la HTP ont été mises en évidence, et des analyses de sensibilité ont été réalisées sur la base
de simulations effectuées à l’aide d’un modèle aéroélastique unique. Trois questions principales ont
naturellement émergé de cette étude : 1) Est-il possible d’améliorer les performances d’allègement
des charges en utilisant une stratégie de contrôle plus agressive, mais suffisamment robuste pour
fonctionner efficacement sur toute la gamme des conditions de vol et de masse ? 2) Quelles sont les
capacités réelles d’allègement des charges des contrôleurs robustes, en termes de charges de vent
dans le pire des cas (et pas seulement dans un seul cas) ? 3) Comment les différentes méthodes
robustes se comparent-elles entre elles et avec d’autres techniques de contrôle courantes ?

Afin de répondre à ces questions, une méthode de synthèse basée sur différents modèles a été
utilisée, afin de mieux définir l’incertitude physique et de réduire le conservatisme dans la con-
ception. L’utilisation du critère H2 pour l’objectif d’allègement des charges est un outil pratique
lorsqu’une synthèse structurée est envisagée, car il nécessite moins de réglages qu’avec les critères
H∞. Ces derniers sont utilisés pour les actionneurs et les contraintes de robustesse. Les con-
trôleurs obtenus par la synthèse multi-modèle H2/H∞ diffèrent radicalement par leur utilisation
des ascenseurs, améliorant de manière significative l’efficacité de la partie feedback par rapport
au contrôle feedforward qui utilise le lidar comme entrée. Le premier effet notable est un meilleur
contrôle du facteur de charge verticale, qui est plus atténué qu’avec les contrôleurs plus robustes
obtenus par µ-synthèse. Le deuxième effet est une réduction plus importante du moment de flex-
ion et de la force de cisaillement dans le cas le plus défavorable, sans augmentation du moment
de torsion. Cet effet est particulièrement impressionnant lorsque le lidar n’est pas utilisé, où la
capacité globale d’allègement des charges est comparable à celle utilisée avec un lidar. Quantita-
tivement, le moment de flexion à l’emplanture de l’aile, la force de cisaillement et le facteur de
charge verticale les plus défavorables peuvent être atténués d’environ 50 % avec un lidar. Sans
lidar, cette atténuation descend approximativement à 40 % avec la synthèse multi-modèle H2/H∞.
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Ces résultats correspondent au cas où 8 petits ailerons sont utilisés sur chaque aile. Avec seulement
4 d’ailerons, la réduction du moment de flexion est beaucoup plus faible (15) et avec 16 d’ailerons,
elle passe à 60 (mais avec une augmentation de 110 du moment de torsion). Ces niveaux de réduc-
tion des charges sont de l’ordre de grandeur de l’atténuation maximale qui peut avoir un effet sur
la conception de l’avion. En outre, si l’on considère les critères de confort, les contrôleurs obtenus
par synthèse multimodèle H2/H∞ améliorent toujours l’accélération équivalente maximale dans
le pire des cas d’environ 60 %, à chaque position du fuselage. Ces contrôleurs ont été obtenus avec
des contraintes sur les actionneurs (les angles de déviation ne sont jamais supérieurs à 15° et une
limitation de vitesse de 40°/s est appliquée). Cependant, la stratégie de contrôle plus agressive a
un coût : tout d’abord, l’utilisation des gouvernes de profondeur entraîne une réponse transitoire
importante de la vitesse de tangage avant de converger, avec des oscillations et une augmentation
du maximum par rapport au cas de la boucle ouverte. En outre, l’accélération à haute fréquence
(entre 2 Hz et 5 Hz) est généralement plus élevée qu’avec les contrôleurs robustes obtenus par µ-
synthèse, en particulier lorsqu’aucun lidar n’est utilisé. Cela conduit à un mal des transports plus
important pour les passagers, comme cela a été étudié avec un critère spécifique. Les enveloppes
de charges HTP n’ont pas été montrées par souci de concision, mais les techniques multi-modèles
H2/H∞ conduisent à une forte augmentation du moment de flexion dans le cas le plus défavorable
(presque doublé). Enfin, les contrôleurs obtenus par synthèse multimodèle H2/H∞ ont des marges
de stabilité et de robustesse plus faibles. Avec ces observations, l’intérêt d’utiliser un lidar pour
la GLA est remis en question, dépendant fortement des contraintes sur le mouvement de tangage
qu’un constructeur d’avion veut imposer (en raison de l’interaction avec la loi de contrôle et les
qualités de maniabilité), et des critères sur les charges HTP. Des contraintes élevées limiteraient
l’utilisation des gouvernes de profondeur, réduisant fortement l’effet du régulateur à rétroaction,
et l’allégement des charges élevées ne peut être obtenu que si un lidar est inclus. Si des concessions
sont faites de ce côté et que la priorité est donnée à la réduction du moment de flexion, le lidar
perd de son importance et des performances significatives peuvent être obtenues avec des capteurs
classiques.

Comparés à d’autres techniques de contrôle, les contrôleurs robustes conduisent à une per-
formance d’allègement des charges similaire ou meilleure que la GLA basée sur MPC, qui souffre
d’autres problèmes (robustesse, implémentabilité, effets non linéaires indésirables, ...), et meilleure
qu’une technique GLA classique par déflexion statique des ailerons, qui conduit à une diminution
plus faible du moment de flexion positif maximum, sans effet sur le facteur de charge vertical, et
à une augmentation importante du moment de torsion. La synthèse de contrôle robuste apparaît
alors comme un candidat sérieux pour les futures mises en œuvre de la GLA, conduisant à une
forte réduction des charges les plus défavorables tout en garantissant la stabilité et la robustesse.
De nombreux compromis ont été mis en évidence, avec de nombreuses conceptions possibles en
fonction de la priorité accordée aux différentes charges de l’aile et de la HTP et aux effets sur le
mouvement de tangage, par exemple.
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F.7 Suppression active du flottement

F.7.1 Introduction à la suppression active du flottement

L’interaction entre l’aérodynamique et la dynamique structurelle peut entraîner une instabilité
appelée flottement. Lorsqu’un fluide s’écoule le long d’une surface, il applique des forces aéro-
dynamiques locales qui entraînent de petites déformations de la structure. Cela affecte à son
tour le mouvement du fluide en créant un changement de direction appelé "downwash". La dy-
namique des fluides a donc un effet de rétroaction sur elle-même, ce qui donne lieu à ce que l’on
appelle le système aéroélastique, qui tient compte de cette interaction. Certains phénomènes qui
se produisent sur les avions ne peuvent être prédits que par l’analyse aéroélastique, tels que le
buffeting non linéaire et les oscillations de cycle limite (LCO) [Bisplinghoff, Ashley, and Halfman
1955b]. L’instabilité du flottement se produit lorsque l’augmentation de la vitesse de l’avion finit
par rendre instables certains modes aéroélastiques, et peut être décrite par des modèles linéaires.

La principale difficulté dans la synthèse AFS est de définir des stratégies de contrôle qui sta-
bilisent le système aéroélastique sur une gamme de vitesses de l’avion, qui affectent la dynamique
de manière non linéaire. La robustesse et l’adaptabilité sont donc des concepts clés de l’AFS et
peuvent être obtenus de différentes manières. Une première solution consiste à obtenir un con-
trôleur unique à une vitesse donnée avec une robustesse qui garantit la stabilité à d’autres points de
vol (y compris la vitesse, le nombre de Mach) et les configurations de masse. Historiquement, cette
approche robuste a d’abord été employée à l’aide de contrôleurs structurés simples, en utilisant un
retour d’information provenant d’un certain ensemble de capteurs pour actionner les surfaces de
contrôle disponibles. Dans [Waszak and Srinathkumar 1991; Waszak and Buttrill 1991], un retour
d’information provenant d’un seul accéléromètre situé sur l’extrémité de l’aile a été utilisé comme
entrée d’un filtre du troisième ordre pour contrôler deux paires symétriques d’ailerons. Le filtre
est conçu en plaçant des pôles en boucle fermée, dans le but de stabiliser autant que possible les
modes de flottement. Plus récemment, [Schmidt 2016a; Schmidt 2016b] ont utilisé une méthode
similaire en utilisant deux boucles de rétroaction distinctes : l’une utilisant l’accéléromètre de
bout d’aile et l’autre utilisant le taux de tangage comme entrée, pour contrôler les ailerons. Dans
le cas où plusieurs capteurs sont utilisés, la méthode de placement des pôles devient fastidieuse
et une synthèse basée sur l’optimisation peut être utilisée, comme [Ricci et al. 2021] dans laquelle
un contrôleur de rétroaction à sortie unique (SOF) est conçu. Une autre technique populaire
pour utiliser les informations provenant de différents capteurs est l’approche linéaire quadratique
gaussienne (LQG), dans laquelle un contrôleur stabilisateur qui minimise une certaine fonction de
coût quadratique est obtenu par des équations algébriques de Riccati. Un tel contrôleur utilise
les états du système comme entrée et nécessite un observateur supplémentaire pour estimer les
états à partir des mesures disponibles. Cette approche a été mise en œuvre dans [Tewari 1998;
Tewari 1999], où la variable à minimiser est la dérivée de l’accélération normale. Plus récemment,
la méthode LQG a été mise en œuvre dans [Waite et al. 2019] à l’aide d’un modèle aéroélastique
d’ordre réduit obtenu à partir de calculs de dynamique des fluides numériques (CFD) instation-
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naires précis. Dans [Berg et al. 2021] des contrôleurs LQG ont également été utilisés, avec une
attention particulière sur la robustesse MIMO du système, évaluée avec des outils modernes tels
que les incertitudes de disque. Enfin, la synthèse H∞ est une méthode efficace pour obtenir des
contrôleurs stabilisateurs robustes, car elle permet de minimiser la norme H∞ qui conduit plus
naturellement à la robustesse que les critères quadratiques. De plus, elle conduit à des contrôleurs
dynamiques qui peuvent avoir plus de degrés de liberté que les gains statiques par exemple. Cette
méthode a été appliquée dans [Theis, Pfifer, and Seiler 2016; Theis, Pfifer, and Seiler 2020] en
choisissant soigneusement la vitesse à laquelle le contrôleur est conçu, de manière à maximiser la
vitesse de flottement. En effet, la conception d’une loi AFS à une vitesse trop élevée peut conduire
à une faible robustesse, et le contrôleur obtenu peut même déstabiliser le système à une vitesse à
laquelle il était naturellement stable. Dans [Faïsse et al. 2021], une synthèse AFS H∞ est intégrée
dans une optimisation en boucle externe de la structure de l’avion. L’utilisation de la synthèse µ
est une autre façon d’assurer la robustesse dans la conception du contrôleur, et permet d’étudier
l’effet des incertitudes paramétriques et dynamiques sur les fonctions de transfert aéroélastiques
et les trajectoires des pôles lorsque la vitesse varie, comme cela est fait dans [Patartics et al. 2022].

Contrairement à l’approche robuste, la deuxième stratégie principale pour stabiliser un système
aéroélastique sur une gamme de vitesses est la conception de lois adaptatives. Dans ce cas, la
dynamique du contrôleur peut varier au fur et à mesure que l’avion s’approche du flottement, avec
ou sans utilisation de la vitesse comme donnée d’entrée. La méthode la plus utilisée consiste à
concevoir des lois de contrôle à différentes valeurs de vitesse et à les interpoler pour obtenir une
loi de contrôle sous la forme d’une fonction affine par morceaux de la vitesse. Cette stratégie a été
employée dans [Marchetti et al. 2020; Ricci et al. 2022] par exemple, ou dans [Waitman and Marcos
2020] où des contrôleurs H∞ calculés à trois vitesses différentes sont obtenus et interpolés. Cela est
possible grâce à une réduction équilibrée adéquate des espaces d’état des contrôleurs. Dans ce cas,
la norme H∞ de la fonction de transfert des angles des ailerons au déplacement modal est le critère
à minimiser. D’autres approches adaptatives consistent à calculer directement un contrôleur LPV
à partir du modèle, qui doit généralement être LPV. Dans [Chen et al. 2011; Chen, Sun, and
Li 2012], une formulation paramétrique de régulateur quadratique linéaire (LQR) est proposée et
appliquée à un modèle aéroélastique dépendant de la vitesse, obtenu par interpolation de modèles
d’ordre réduit calculés à l’aide de la méthode de décomposition orthogonale appropriée (POD)
d’ordre réduit. Dans [Barker, Balas, and Blue 1999; Barker and Balas 2000], une formulation
de transformation fractionnaire linéaire (LFT) est proposée, prenant la vitesse comme paramètre
incertain, et permettant au contrôleur d’avoir une dépendance rationnelle sur elle. Une formulation
H∞ est proposée dans [Moulin 2004] où un contrôleur LPV avec une dépendance polynomiale sur
la vitesse et la densité de l’air est obtenu, en supposant que le modèle suit la même dépendance.
Une autre formulation utilisant l’optimisation convexe et LMI est proposée dans [Alhajjar et al.
2018].

Les méthodes adaptatives sont attrayantes car elles permettent des ajustements en temps réel
au changement de la dynamique aéroélastique. Cependant, leur mise en œuvre pratique n’est
pas toujours simple. Le coût de calcul pour la conception du contrôleur peut devenir prohibitif
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lorsque la complexité du système augmente, et certaines hypothèses sur le modèle utilisé pour la
synthèse peuvent être irréalistes. Parmi les systèmes les plus avancés sur le plan technologique
pour tester expérimentalement les techniques AFS, on peut citer le projet F-XDIA développé par
le Politecnico di Milano et l’Université de Washington qui a réalisé des essais en soufflerie avec un
modèle complet d’avion [Marchetti et al. 2020; Ricci et al. 2021; Berg et al. 2021; Ricci et al. 2022],
ou le projet européen FlexOp qui a récemment réalisé des essais en vol avec un démonstrateur
[Takarics et al. 2020]. Une étude a été menée chez Airbus à [Fischer, Schröder, and Thormann
2022] avec un modèle proche de celui utilisé dans le présent travail, en se concentrant sur la mise
en œuvre pratique d’un point de vue industriel.

Une nouvelle stratégie est développée dans le but d’obtenir des lois simples, qui peuvent être
conçues et validées avec des modèles aéroélastiques industriels comprenant un grand nombre de
modes, et qui s’adaptent en douceur à la vitesse de l’avion. Pour ce faire, on développe d’abord
des méthodes d’identification de systèmes hybrides dans lesquelles un certain nombre de pôles
aéroélastiques (stables ou instables) sont calculés et imposés au modèle grâce à une décomposition
adéquate des résidus de pôles et à l’utilisation de la méthode de Loewner [Mayo and Antoulas
2007; Karachalios, Gosea, and Antoulas 2019]. Une synthèse H∞ est ensuite réalisée sur la base
de plusieurs modèles de différentes valeurs de vitesse (inférieures et supérieures à la vitesse de
flottement) de manière à imposer la stabilité à haute vitesse sans rendre instables les systèmes à
faible vitesse. Cette méthode permet d’obtenir un ensemble de contrôleurs LPV, qui sont ensuite
validés par des modèles fiables d’ordre élevé calculés sur une large gamme de valeurs de vitesse.
Une procédure systématique est mise au point pour sélectionner un nombre réduit d’actionneurs
et de capteurs sur la base de critères quantitatifs. Elle s’appuie sur un algorithme génétique qui
estime la configuration conduisant aux meilleures marges de module possibles réalisables par des
contrôleurs d’ordre complet.

F.7.2 Objectifs de l’AFS et méthodologie employée

L’objectif principal du contrôleur AFS est d’améliorer autant que possible la vitesse de flottement
en stabilisant le système aéroélastique lorsque certains pôles deviennent instables. En outre, la
robustesse de la stabilité de la boucle fermée stabilisée doit être maximisée et l’effort de contrôle
nécessaire pour y parvenir doit être minimisé. En outre, le nombre de capteurs et d’actionneurs
effectivement utilisés doit être aussi faible que possible, afin de réduire le coût du système AFS en
vue de sa mise en œuvre pratique. Enfin, un schéma souple pour l’activation de l’AFS est souhaité,
ce qui signifie que l’action du contrôleur doit commencer à une vitesse donnée avant l’apparition
du flottement et doit augmenter progressivement au fur et à mesure que le système aéroélastique
en boucle ouverte devient de plus en plus instable.

Pour atteindre ces objectifs, un contrôleur LPV paramétré par la vitesse air vraie (TAS) de la
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forme suivante est progressivement développé :

K :

ẋK(t) = AK(TAS)xK(t) + BK(TAS)ymeas(t)

ucom(t) = CK(TAS)xK(t) + DK(TAS)ymeas(t)
(F.10)

où xK sont les états du contrôleur, ymeas et ucom sont respectivement la sortie mesurée et
l’entrée de contrôle, et les fonctions matricielles AK , BK , CK et DK définissant l’espace d’état
ont une dépendance polynomiale sur le TAS. Un facteur clé dans la conception du contrôleur AFS
est sa complexité, qui doit être aussi faible que possible, en gardant à l’esprit sa mise en œuvre
pratique et sa certification sur les futurs aéronefs. Pour cette raison, des contrôleurs d’ordre
faible sont développés, à travers la synthèse structurée H∞ qui tire parti des multiples capteurs
et actionneurs disponibles, et d’une réponse dynamique pour assurer de bonnes performances. La
section 5.5 montre comment obtenir des configurations réduites, dans lesquelles le nombre d’entrées
et de sorties du contrôleur est réduit, suite à la recherche d’un contrôleur simple. Le raisonnement
qui sous-tend le paramétrage TAS est que la dynamique aéroélastique présente des variations
importantes à mesure que la vitesse augmente. Il est démontré dans la section des résultats 5.7
qu’une structure LPV simple, avec une dépendance affine des matrices de l’espace d’état sur le
TAS, conduit à des améliorations significatives lorsqu’une évolution progressive de la dynamique du
système est souhaitée au fur et à mesure que la vitesse augmente et franchit sa valeur de flottement
en boucle ouverte. Les contrôleurs qui sont robustes par rapport aux variations du TAS seront
également étudiés. Une autre cause de variation de la dynamique aéroélastique est l’évolution de la
configuration de la masse de l’avion au cours d’un vol ou entre deux vols. Cette évolution ne peut
pas être facilement paramétrée par une seule variable, contrairement à la dépendance du TAS. Le
développement d’une loi adaptative pour les contrôleurs en fonction de cette incertitude n’est pas
simple, et l’approche robuste est privilégiée dans ce chapitre. La conception d’un contrôleur LPV
robuste aux variations de masse est un problème d’optimisation à forte intensité informatique
et nécessite le réglage de différents hyperparamètres par l’utilisateur. Pour cette raison, elle est
réalisée en plusieurs étapes, en commençant par la synthèse d’un contrôleur basé sur un modèle
instable unique, qui est utilisé comme point de départ pour une synthèse LPV. À partir d’un
contrôleur LPV conçu avec des modèles à plusieurs valeurs TAS mais avec la même configuration
de masse, il faut décider si la robustesse à d’autres configurations de masse est assurée et, si ce
n’est pas le cas, une synthèse TAS-LPV utilisant différentes configurations de masse peut être
réalisée. Là encore, l’utilisation comme point de départ d’une conception de contrôleur obtenue
avec une seule configuration de masse peut faciliter la synthèse. Cette stratégie de conception
du contrôleur implique la fixation arbitraire d’une valeur de vitesse maximale à laquelle la boucle
fermée doit être stable. L’architecture générale de la commande est illustrée sur la Fig. 5.1.

F.7.3 Conclusion sur la suppression active du flottement

Ce chapitre a proposé une stratégie de contrôle complète pour la suppression active du flotte-
ment, à partir d’une modélisation hybride d’ordre réduit du système aéroélastique qui utilise les
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données de réponse en fréquence et la connaissance des modes aéroélastiques. Sur la base d’une
fonction objective commune, une sélection optimale de capteurs et d’actionneurs avec une com-
plexité numérique réduite est proposée et différentes étapes de la stratégie de contrôle sont décrites,
depuis de multiples synthèses mono-modèle à différentes vitesses jusqu’à la conception LPV avec
une extension possible à des configurations de masses multiples. La simplicité du contrôleur est
recherchée tout au long de ce processus, en vue d’une future mise en œuvre industrielle.

Les ailerons et les accéléromètres situés aux extrémités de l’aile se sont avérés les plus utiles
pour ce problème AFS, en utilisant deux critères basés respectivement sur la boucle fermée et
l’observabilité/contrôle des modes de flottement. Cependant, il s’est avéré que des capteurs et des
actionneurs supplémentaires sont nécessaires, probablement pour maintenir la stabilité globale
de l’avion et pas seulement celle associée aux modes de flottement. La synthèse basée sur un
modèle instable unique a montré ses limites lorsqu’elle a été validée à différentes vitesses, et bien
que la synthèse de contrôleur robuste multi-TAS montre certaines améliorations par rapport à la
première, elle conduit toujours à une perte de performances par rapport à ce qui peut être obtenu
avec des contrôleurs conçus indépendamment à différentes vitesses. La loi LPV dépendante des
TAS s’est avérée, au contraire, très efficace, même avec une simple dépendance affine des matrices
de l’espace d’état qui les constituent par rapport à la vitesse.

Bien que ces résultats soient prometteurs, certaines questions restent en suspens, comme la
conception d’un contrôleur valable pour différents cas de masse et différentes valeurs du nombre
de Mach. En raison de la dépendance importante de la dynamique aéroélastique par rapport à
ces paramètres, une approche robuste pourrait ne pas suffire et une stratégie adaptative pourrait
être nécessaire.

F.8 Perspectives

Cette thèse s’est concentrée sur une méthodologie de modélisation aéroélastique d’ordre réduit,
et sur l’utilisation de la commande robuste linéaire pour l’atténuation des charges dues au vent
et la suppression active du flottement. D’autres directions méritent d’être mentionnées ici, soit
parce qu’elles ont été essayées et jugées moins prometteuses que celles adoptées dans ce travail,
soit parce qu’elles pourraient être intéressantes pour l’avenir de la recherche dans les théories de
la commande et de l’aéroservoélasticité.

F.8.1 Modélisation aéroélastique et méthodes d’identification des sys-
tèmes

Des études plus poussées dans le domaine de l’identification des systèmes pourraient être utiles
pour la synthèse des contrôleurs d’atténuation des charges dues au vent et de suppression active
du flottement, mais aussi pour les simulations d’aéronefs en ce qui concerne les calculs des charges.
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La méthode de Loewner s’est avérée très efficace pour obtenir directement des modèles d’espace
d’état précis à partir de données fréquentielles, avec peu d’étapes intermédiaires. Si les méthodes
mathématiques décrites dans le présent document pour imposer des contraintes sur l’emplacement
des pôles ont principalement utilisé la méthode des sous-espaces, d’autres tentatives pour le faire
avec la méthode de Loewner ont été infructueuses. La section 3.4.2 a illustré une procédure pour
imposer la stabilité avec cette méthode, elle est appliquée après le processus d’identification, en
post-analyse. Travailler directement sur les matrices de Loewner pour façonner le modèle d’état
identifié est une orientation intéressante, qui pourrait servir non seulement le domaine de la mod-
élisation aéroélastique, mais aussi la théorie de l’identification des systèmes elle-même. Une autre
direction critique pour la modélisation et le contrôle aéroélastiques concerne la définition de mod-
èles paramétrés. La philosophie multi-modèle développée pour l’atténuation des charges dues au
vent et la suppression active du flottement présente certains inconvénients, généralement dus au
fait que les différents modèles sont obtenus à l’aide de processus d’identification distincts. La con-
tinuité entre ces modèles, et dans certains cas la cohérence, ne sont pas assurées par cette approche
multi-modèle. Un modèle unique dépendant paramétriquement des conditions de vol et de certains
paramètres définissant la configuration de la masse serait idéal pour l’analyse et éventuellement
pour la synthèse des commandes (à condition que la complexité numérique ne devienne pas trop
élevée). Certains éléments ont été proposés dans la section 3.9, avec l’utilisation de la méthode
de Loewner pour les identifications variables polytopiques et linéaires-paramétriques. Les modèles
avec une dépendance paramétrique de transformation fractionnaire linéaire ne sont pas étudiés,
mais peuvent être d’un grand intérêt pour leur compatibilité avec la µ-synthèse. Cette approche
peut être une direction prometteuse pour l’aéroservoélasticité et le contrôle du vol, ouvrant la
voie à des formulations unifiées de contrôleurs s’adaptant en douceur aux conditions, avec les
avantages d’une approche basée sur le modèle. Enfin, les méthodes d’identification étudiées dans
ce travail reposent souvent sur la programmation semi-définie, comme c’est souvent le cas dans
les théories d’identification et de contrôle des systèmes. L’étude récente et prometteuse des prob-
lèmes dits "sparse" propose d’aller au-delà du cadre classique de la programmation semi-définie,
en considérant des problèmes d’optimisation qui peuvent être convexes mais non différentiables
(ex : le problème Lasso, qui inclut une norme 1 non différentiable dans l’objectif d’optimisation)
ou même non convexes, résolus par exemple en trouvant les solutions du problème convexe "le
plus proche". On trouvera des exemples de cette approche de l’identification des systèmes dans
[Yılmaz et al. 2018] et [Miller, Singh, and Sznaier 2020], à l’aide d’algorithmes rapides basés sur
l’algorithme de Frank-Wolfe (voir [Vinyes and Obozinski 2017] par exemple) ou la méthode des
multiplicateurs à direction alternée (ADMM) décrite dans [Boyd et al. 2011]. En s’affranchissant
du cadre semi-défini, il est possible d’envisager des problèmes plus généraux et de traiter des quan-
tités plus importantes de données et un plus grand nombre de variables, même si les certitudes de
convergence sont généralement moindres.
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F.8.2 Méthodes de contrôle actif

Pour ce qui est des méthodes de contrôle actif, une étape importante consisterait, conformément
à ce qui a été dit plus haut pour les modèles paramétriques, à définir des contrôleurs adaptatifs
avec une forte connaissance a-priori de la dynamique. Bien que cela ne semble pas être une
orientation critique pour l’atténuation des charges dues au vent, puisqu’il a été montré dans ce
travail qu’une approche robuste conduit à des résultats presque optimaux, cela peut être d’une
importance significative pour la suppression active du flottement. En raison de la dynamique à
haute fréquence incluse, le contrôleur doit cibler avec précision certains modes, qui peuvent varier
lorsque les conditions de vol et la configuration de la masse changent. Bien que la robustesse
soit difficile à obtenir dans le problème de la suppression active du flottement, comme démontré
dans ce travail, l’adaptativité pourrait être une approche prometteuse si une grande confiance
dans le processus de modélisation peut être démontrée. En ce qui concerne l’atténuation des
charges dues au vent, la principale direction de recherche pour poursuivre le travail entrepris dans
cette thèse serait une intégration plus pratique dans l’avion. Cela nécessiterait de prendre en
compte de nombreuses interactions avec d’autres sous-systèmes et des contraintes industrielles.
Un aspect majeur serait la compatibilité avec les lois de contrôle de vol existantes, qui a été prise
en compte dans ce travail mais en utilisant un cadre simplifié. La définition d’une logique robuste
pour l’activation du système d’atténuation des charges dues au vent est essentielle pour éviter
qu’il ne soit excessivement intrusif dans la plupart des conditions de vol. Bien que ce travail ait
principalement adopté le point de vue des "charges", une meilleure compréhension du système
de contrôle global et des lois serait alors nécessaire pour faire passer l’atténuation des charges
dues au vent à l’étape suivante. Grâce aux enseignements tirés de cette thèse, la compréhension
actuelle des défis et des problèmes liés à l’atténuation des charges dues au vent a déjà atteint un
niveau de maturité qui pourrait permettre une mise en œuvre sur un démonstrateur de vol. Cela
serait crucial pour mieux comprendre la différence entre les modèles aéroélastiques et la réalité,
et comment cela affecterait la capacité à réduire efficacement les charges de l’avion. En outre,
l’une des principales inconnues de cette thèse concerne le capteur lidar, dont les limites ne sont
pas encore bien comprises. Différents lidars ont été testés en vol, mais en raison de la diversité
des technologies et des applications, la compréhension de la fiabilité de la mesure de la vitesse du
vent à distance peut encore être améliorée. L’essai de ces technologies sur des systèmes réels, et
l’étude éventuelle de leur influence sur d’autres techniques prometteuses d’atténuation des charges
dues au vent, telles que les extrémités d’ailes repliables, constitueront la pierre angulaire de leur
préparation à la mise en œuvre dans la conception des futures générations d’aéronefs commerciaux.
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