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CHARLES DARWIN UNIVERSITY

Abstract

Leveraging Speech Recognition for Interactive Transcription in Australian

Aboriginal Communities

by Eric LE FERRAND

Speech recognition is a field of Natural Language Processing that involves auto-

matically recognising speech data and converting it into text, such as an orthographic

transcription or a sequence of phones or other kinds of labels. These technologies are

predominantly used in Western societies and serve specific purposes, such as voice

dictation, smart home devices, and automatic subtitling, for dominant languages such

as English, French, and Mandarin. Low-resource languages refer to languages for

which available data is too scarce to solve a specific task.

Indigenous communities worldwide have a history of Western scholars visiting

their lands for research purposes. These visits generally have two goals: the first

is the collection and analysis of Indigenous data to help Western scholars gain a

better understanding of Indigenous contexts, and the second is the deployment of

Western methods to address local issues. These methods are part of a long tradition of

colonialist practices in which Westerners extract Indigenous resources without local

benefit or disregard Indigenous bodies of knowledge and ways of knowing.

Recent calls have encouraged scholars to decolonise their research practices,

which involves following a set of principles to enable more ethical research. In

response to this call, research projects need to benefit the community and respect

its social, cultural and political components. These principles have been translated

into the adoption of Indigenous research methods, negotiations with the community

HTTP://WWW.UNIVERSITY.COM
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regarding the outcome of each project, and working with the community to build

self-determination.

The research around speech recognition has mainly focused on generalising

generic computational methods across different languages, without adequately ad-

dressing ongoing colonial practices. In this thesis, we begin with the language

documentation agenda and explore how speech recognition technologies can fit into

Indigenous communities, following decolonising principles. Specifically, we focus

on a single Indigenous Australian community and explore how to create a speech

recognition system that takes into account the constraints of this context. We also

examine how to use this system in a cross-cultural activity and shape it to respect the

community’s desired outcomes in terms of language work.
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Chapter 1

Introduction

1.1 Introduction

Not everything you will experience is going to make sense to you. Does everything

you do always make sense anyway? This piece of advice was given to me prior to my

first trip in Bininj Country, a remote Indigenous community in West Arnhem land in

Northern Australia. I flew to Darwin, the capital of the Northern Territory, Australia,

from Paris, France, and started to get ready for this first trip by reading, attending

cross-cultural research training and taking advice from peers with similar experience.

I was mainly told to keep an open mind in a cultural setting far from mine. I was

entering Bininj Country where I was obviously going to encounter a different way of

living, different languages, different social rules and a different way of knowing.

In Western cultures, we share similar norms and values, such as a sense of pri-

vate property and public spaces, and a shared approach to knowledge represented in

national and international institutions, such as education systems and international

conferences. However, when I travelled to Bininj Country, I knew I needed to question

many of my social and cultural assumptions. Not everything you will experience is

going to make sense to you. While it’s important to acknowledge cultural differ-

ences, navigating through them is not an easy task. Moreover, in the context of a

research project, particularly one involving technology, cross-cultural collaboration

can feel like hiking in high heels: it’s uncomfortable, takes more time to reach the
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end, and we’re unsure why we’re wearing those heels in the first place. Language

technologies in Indigenous contexts can seem out of place, like wearing heels in

King’s Canyon. Despite this, many computer science sub-fields view technology as a

means of addressing local issues.

Does everything you do always make sense anyway? Probably not, hence this

advice to encouraging me not to overthink everything I experienced on Indigenous

land. Yet this question became even more relevant in the context of a research project

where the motivations behind the project were not always clearly defined. Despite

receiving advice on how to avoid falling into the common trap of becoming a white

saviour who aims to save Indigenous languages, I still found myself succumbing to

this cliché. Initially, I designed methods solely based on academic literature, without

considering the specific needs and perspectives of the local community. It wasn’t until

I faced obstacles for two years that I realised the importance of exploring new paths

and designing methods that were relevant and meaningful to the local context

Numerous scholarly works discuss the global presence of over 7000 languages,

and the looming threat of extinction faced by a significant number of them. In this

context, language technologies are regarded as a potential means of safeguarding these

languages by integrating them into a language documentation framework (Adda et al.,

2016; Duong, 2017; Jimerson and Prud’hommeaux, 2018; Stuker et al., 2009). Some-

times, assumptions are also made about languages’ needs or what speech communities

want (Hasegawa-Johnson et al., 2020).

These ideas are based on the conventional methods employed by field linguists

who collect linguistic data for the purpose of documenting language phenomena

(Bouquiaux and Thomas, 1992). However, this direction has limitations. Firstly, there

is no evidence that the work of the linguist has any influence on the preservation of

languages (Nathan and Fang, 2013). Instead, it seems to serve only an academic

agenda that has no direct relationship with language preservation (Hanke, 2017).

Secondly, the documentation process often fails to mention the language community

and their level of involvement, which may indicate a manifestation of colonialist
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approaches: the idea being that "because nobody does the job, we are going to do it

ourselves". Special workshops, such as the "zero resource challenge" (Zero resource

speech challenge n.d.), with the introduction of a "surprise language", push in this

direction, bypassing the need for language experts and language communities. In

Natural Language Processing (NLP) research, we create systems, train models, and

evaluate them using standard metrics. A contribution then emerges based on its

improvement from a previous system or model. But what do we learn? Because high-

resource languages are generally grounded in a familiar cultural and socio-political

setting, the purpose behind a system is often assumed to be implicit. There are

examples of evaluated systems that have led to final products. Cultural differences,

different ways of knowing, different language types, or vitality levels imply different

agendas and requirements that should prompt reflection on the usability of the systems

that are built.

Scholars from various fields including public health, anthropology, and human-

computer interaction, have addressed the ongoing use of colonialist methods. Indige-

nous communities have a history of Western researchers coming into their lands to

harvest Indigenous data in order to boost their academic careers, with no concrete

benefits for the community. Equity and reciprocity are among the main principles

dictated by ethical guidelines. Therefore, local populations should not be considered

as passive objects to be studied, but instead as collaborators where the needs of a

research project have direct benefits for the community according to their values.

In other words, a research project should be community-based, conducted with the

community and for the community.

More space has been provided in major workshops, conferences, and journals

for research projects that are specific to individual languages. These projects are

not necessarily in conflict with generic computational methods, as they allow for

the identification of real-life issues. For example, a large number of Indigenous

languages have complex morphology that is poorly represented in the few high-

resource languages, and therefore requires special treatment. These unique features
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have been explored in various contexts, and have often led to the development of

morphological analysers (Lane and Bird, 2019; Schwartz et al., 2019) that work

progressively toward language development in collaboration with speech communities

(Lane and Bird, 2020; Schreiner et al., 2020).

Language-specific projects also allow for clear conceptualisation of the amount

and quality of data available, a core element of any Natural Language Processing

related project. The definition of data, its shaping or annotation, the amount of time

it took to be collected, or its availability, bound the range of the possible outcomes.

No single context can serve as a reference, but the description of different contexts

allows for the refinement of computational methods used for low-resource languages,

enabling realistic design.

The development of language technology and language development is often

only considered through writing. Similar works involving speech technology are

relatively rare. Yet Indigenous languages are generally only spoken, with writing

often the result of colonisation and contact with Western institutions. While teaching

through writing might make sense when sustainable literacy is achieved (Section

2.3.1), many Indigenous communities maintain a strong oral tradition with almost

no need for writing. While the final objective might be keeping the language strong,

the forced use of writing might have the opposite effect, discouraging the speakers

from being involved in language technology design projects. Usually mentioned

from within the language documentation perspective, speech recognition could be

relevant in Indigenous contexts in a community-based setting. Speech recognition

offers the potential to respond to a general concern of keeping the language strong

while mantaining traditional language use practices.

1.2 Research questions

The main question we will attempt to answer in this thesis is: "In what ways can speech

recognition technologies support community-based language preservation?" This
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question pertains to three aspects of performance, communication, and engagement,

which will be addressed through the following questions.

RQ1. Performance: how can speech recognition technologies find

their place in Indigenous contexts?

The evaluation of the systems created, as currently done using standard metrics, does

not provide informative insights into the applicability of such systems in real-life

scenarios. Through this first question, we aim to explore the connection between

mainstream system evaluation and real-life application and how to define success

for a given method in real-life scenarios within Indigenous contexts? These

questions are partially related to traditional NLP research based on experimental

protocols applied to language data. However, the lessons learned from experimental

results will be put into perspective within an Indigenous context (Section 3.2 and 3.4).

RQ2. Comprehension: how can speech recognition technologies be

incorporated into an activity that makes sense to the local commu-

nity?

In Section 1.1, we briefly mentioned how Indigenous communities exist in a cultural

environment that can present challenges for collaboration, particularly due to their

different way of organising and transmitting knowledge that may not align with

Western epistemology. The introduction of language technology also adds a level of

complexity. These cultural differences offer the opportunity to explore methodological

paths to facilitate cross-cultural collaboration. Through this second research question,

we aim to explore how language preservation and language technology themes

can be bridged in a cross-cultural context and what insights can be gained from

existing practices to design collaborative workflows?
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FIGURE 1.1: Three research components

The three main axes of this thesis are represented in Figure 1.1. Comprehension

is related to cross-cultural collaboration and different ways of knowing, Engagement

to the decolonisation of research practices, and Performance to the application of

technological solutions. These three axes have been explored individually through

anthropological, ethical, and computational perspectives. Recently, interdisciplinary

research has started to apply cross-cultural and decolonising principles to their own

fields, including linguistics, public health, and human-computer interaction. The

contribution of this thesis is situated at the intersection of speech recognition, cross-

cultural research, and decolonising research methods.

1.3 Fieldwork

1.3.1 Bininj Country and language

At the national level, the number of Indigenous people in Australia is around 3% of

the total Australian population. In the Northern Territory, this population reaches 30%

(Australian Bureau of Statistics, 2016). The Northern Territory is mostly made up of
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FIGURE 1.2: Map of Kunwok speaking region in the Northern Terri-
tory, Australia

regional locations and Darwin (traditionally called Garramilla), the capital and largest

city, has a population of less than 150,000.1 The traditional Country of the Bininj

people, where my fieldwork took place, is situated on the Arnhem Land plateau, 300

km east of Darwin (Figure 1.2). Bininj land probably used to be smaller but expanded

following colonisation with the settlement of cattle stations and the establishment of

missions, which led to the population being displaced from their traditional lands to

Western settlements(Remote Area Health Corps, 2010).

The Bininj people speak Bininj Kunwok (ISO-gup), or simply Kunwok, a Gun-

winyguan language. The term Kunwok is primarily used by linguists, with the people

referring to one of its mutually intelligible dialects: Kunwinjku (the primary dialect),

Kundjeyhmi, Manyalluluk Mayali, and Kundedjnjenghmi. Kunwok is spoken on the

eastern side of Kakadu National Park and around the Arnhem Land plateau. The main

settlement is Gunbalanya (also written Kunbarlanja). Some Kunwok is also spoken

in Maningrida, alongside other languages. The other locations indicated in Figure

1.2 are outstations (traditional Indigenous homelands), including Kabulwarnamyo

1Census 2019
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and Manmoyi, where we were the most involved. The region where most Kunwok

is spoken is an Indigenous Protected Area, and thus entrance is restricted to permit

holders.

Bininj Kunwok (referred to here as Kunwinjku) is a polysynthetic language.

A polysynthetic language is a highly synthetic language in which morphemes are

put together to form long words which are translated into full sentences in most

European languages (e.g. Karribidyikarrmerrimen - let’s help each other). Kunwok

is traditionally only spoken. Writing only exists in those rare places where there

is collaboration with a Western institution (e.g. ranger program, school, tourism,

academia). Kunwok speakers rarely write in their own language and are often not

confident in doing so. However, they are literate in English through the Australian

education system.

1.3.2 Skin name and relationship

Bininj people have social norms on how to address another person, and using the

wrong term could be disrespectful. This relationship system (also known as kinship

system) has an important place in the Bininj world and is one of the first things that a

balanda (non-Indigenous person) needs to learn. This system was a common topic of

discussion within the community and was part of one of the contributions. Therefore,

it is important that the reader has some understanding of its mechanism.

In Bininj Country and most Aboriginal communities in Australia, each person

is assigned both a European name (such as Dean, Isaac, Stuart, etc.) and a skin

name (known as Kunkurlah). There are a total of eight skin names organised by skin

group, with a male and female variant (e.g., Nawakadj for a man, Ngalwakadj for a

woman). The skin group to which one is assigned affects one’s relationships with

others, choice of marriage partner, and moiety. The skin name is inherited from one’s

mother according to the A → B → C → D → A order (as shown in Figure 1.3). The

same eight skin names are the same in every family, and disambiguation is achieved
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by clarifying one’s relationship with another or the clan to which one belongs. The

same skin names are not used everywhere but have variants which correspond across

communities. For instance, someone named Nakangila in the Gunbalanja region

would be called Bulanj in the Maningrida region.

FIGURE 1.3: Bininj Kunwok skin Names; Gunbalanya Region, Region,
Northern Territory, Australia 2

I have been adopted as a brother by an Elder in Manmoyi and have inherited

the male version of her own skin name: Nawakadj. Following the skin name order,

my adoptive mother’s skin name is Ngalkodjok, and my sisters’ sons and daughters’

names are Nabangardi and Ngalbangardi respectively. Her daughters’ children are

Nakangila and Ngalkanila.3

Based on the skin name, we are part of a kinship system in which we need to

address people in the community according to the relationship we share. For instance,

I call my adoptive sister yabok (older sister), and she calls me ngadburrung (sibling).

I call my adoptive mother and her sisters karrang (mummy), they call me djedje (son).

The kinship system is a core component of Bininj culture. Misnaming someone can

sound disrespectful. Simple kin terms are only the first layer of a complex relational

system that I will not detail here.

Discussion about the kinship system proved to be an effective method of engage-

ment with the Bininj people. As someone from Brittany, France, I found it challenging

to find topics of discussion to build relationships for this research. Kin terms were

a way to firstly show my interest and then respect for local knowledge and initiate
3https://kunwok.org/wiki/Skin_Names consulted 02/02/2022
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conversation about ways to address people in the community and find out about our

common relationships.

FIGURE 1.4: Discussion about relationships based on a family tree

1.4 Positionality statement

I come from Brittany, which is located on the western side of France, and French is

my native language. I was born in the Rennes region, which is located in the eastern

side of Brittany where the Gallo language is traditionally spoken. My grandparents on

my father’s side came from the countryside of Brittany, including Pays Vannetais and

Pays de St-Malo. Breton and Gallo were their native languages, as their parents did

not speak French. However, neither of these languages was transmitted to my father

or myself. Like many other languages in the world, Breton and Gallo have faced

the pressure of a dominant language and the political decisions of the central state,

which have led to a large language shift. This project allowed me to explore language

preservation themes, drawing on my background in NLP and speech processing. I

moved to Darwin, Australia, in 2019 specifically to work on this thesis project. I

positioned myself in this research as a white male European researcher on Indigenous
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Land: Larrakia Country, where the main campus of Charles Darwin University is

based and Bininj Country, where my fieldwork took place.

My research took place at the Northern Institute at Charles Darwin University. I

am part of the newly created Top End Language Lab (TELL). The group was originally

created in 2019 by Professor Steven Bird and consisted of one professor, one post-

doctoral research fellow, and three PhD students, including myself. Originally, our

research focused on topics such as computational linguistics, language revitalisation,

and software design. Our research focus progressively expanded to cover community

well-being and Indigenous topics, including language, tourism, and archives. I

was also affiliated with the GETALP group in the Laboratoire d’Informatique de

Grenoble (LIG) located at Grenoble Alpes University in France. My second supervisor,

Professor Laurent Besacier, was originally affiliated with this group.

1.5 Research scope

I approached this work from an NLP perspective, specifically speech recognition.

Contributions in this space (speech processing for data-restricted languages) have

explored various topics where the contributions involve increasing the amount of

annotated resources or indexing unlabelled data. While research contributions in

this space include Indigenous data, the connection between the systems created and

their benefits for the speech community have not been made clear. Starting from the

language documentation agenda that is often mentioned for small languages, this

thesis explores how speech recognition can find its place in an Indigenous context

using a community-based approach.

The link between a system and its final usage is rarely described. While standard

metrics are generally used to assess the performance of a method, its deployment

in each context could pose challenges that need to be addressed. Another aim of

this thesis was to identify the benefits and flaws of speech recognition methods in an

Indigenous context for an activity negotiated with Indigenous stakeholders.
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Working with Indigenous participants implies a cross-cultural collaboration. In

this kind of collaboration, there is a need to work through different ways of knowing

in order to enable better comprehension and to build a space in which Indigenous

participants feel safe and comfortable. This kind of collaboration has been explored

in other fields but has been relatively ignored in research around NLP topics. This

research is an opportunity to explore what strategies could be built to facilitate

the collaboration between western scholars and Indigenous stakeholders regarding

technological topics.

This research took place on Bininj Country (Section 1.3.1). Some of the actions

taken during this project are bound to this context and are not necessarily translatable

to others. However, the methodological paths taken were intended to illustrate ethical

principles for research regarding speech recognition, for instance, to identify what

decolonising methods or cross-cultural collaboration means in research around speech

recognition and language development.

1.6 Thesis outline

We presented the introduction of this project in Chapter 1, which included the research

questions addressed in this thesis, the research scope for this project, and a positionality

statement.

In Chapter 2, we provide a literature review and articulate the gap in knowledge at

the intersection of speech recognition, language development, and technology design

from a community-based perspective. This section covers research on ethical research

in Indigenous spaces, language classification and documentation, technology design,

and speech recognition.

Chapter 3 contains the contributions of this thesis articulated within four confer-

ence articles. This chapter includes the final versions of peer-reviewed and published

articles. The contributions include the first implementation and deployment of our
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sparse transcription model, the design of a new spoken term detection method, and

the design of a community-based transcription activity.

Chapter 4 contains the discussion and conclusion of this thesis. This chapter

explores how this thesis responds to the research questions around the three poles of

Performance, Comprehension, and Engagement. It also includes the limitations

and opportunities for future work.
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Chapter 2

Literature Review

2.1 Introduction

This chapter provides a review of the literature that addresses the main topics covered

by this project and describes the gap in knowledge at the intersection of NLP and

sustainable community-based language development.

In Section 2.2, I present how past research practices have been undertaken in

Indigenous populations, detailing how these past practices have potentially been

harmful to Indigenous communities. However, an emerging community of research

practice, undertaken in collaboration with Indigenous populations, has been trying to

undertake research, decolonising practices.

In Section 2.3, I start by clarifying the standard labels put onto languages, thus

justifying the use of specific terms that establish the scope of this project. I discuss

the usage of standard terms often used in the NLP literature, such as ‘endangered’ or

‘low-resource’ languages, and how they cover a large range of contexts. I provide some

key concepts related to documentary linguistics and detail how common practices

have inadequately responded to the language communities’ needs. I then describe the

key concepts of a recently published language development model that enables the

revitalisation of a language according to its level of vitality and the communities’s

aspirations.

In Section 2.4, I review existing projects at the intersection of Human-Computer
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Interaction (HCI) and community-based research. I then present existing projects

regarding technologies that support language work in remote Indigenous communities,

highlighting the gap in research regarding speech recognition, language preservation

and community-based design.

Finally, in Section 2.5.1, I present an overview of the existing research regarding

speech recognition for Indigenous languages, which are often labelled as low-resource

languages. I present traditional methods and describe teh ways in which they are

inadequate for Indigenous contexts. I then present alternative speech recognition

technologies and the sparse transcription model for computer-assisted speech tran-

scription.

2.2 Community oriented research

“Researchers are like mosquitoes; they suck your blood and leave.”, said a Native

Alaskan in Cochran et al. (2008). Indigenous people have been the subject of research

across multiple fields, often with the purpose of enhancing western knowledge about

the Indigenous world. Research in Indigenous lands has a history of unethical and

colonial practices, where researchers collected Indigenous resources without providing

any clear benefits to local communities. In this section, I detail the history of western

research methods in Indigenous spaces, and discuss how recent calls for decolonial

practices have attempted to address the injustices inflicted upon these communities.

2.2.1 Research practices in Indigenous contexts

Following the British invasion of Australia in 1788, British researchers began studying

Aboriginal languages. Initial reports described these languages as primitive forms

of communication (Dixon, 2011). Such discourses were rooted in an idea of racial

superiority that allowed scientists to determine what knowledge was legitimate (Foley,

2003). This led to the elimination of Indigenous cultural science, social systems, and

traditions (Rigney, 2001).
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Research projects in Indigenous spaces have often followed a top-down approach,

with methods designed without consultation with the target community, and the

methods and results following western epistemology (Singer et al., 2015). These

practices follow colonial methods, where western theories could either be tested

in a new context, or western methods could be applied to new populations for the

well-being of local populations (Samarin, 1984).

Research is obligated to cause no harm, yet, even today, research in Indigenous

spaces has been causing distress to Indigenous populations due to unsuitable practices

(Cochran et al., 2008; Galla, 2018). While it seems evident that ethical research should

have principles of non-maleficence (Schwartz, 2022), respectful behavior and taboos

may not be obvious to an inexperienced researcher. For example, during the Covid-19

pandemic, the same regulations were implemented worldwide to limit the spread

of the virus (i.e., washing hands, social distancing, testing). However, Wanambi

et al. (2021) (cited in Bird (2022)) explained that such regulations bypassed local

authorities. Regulations were imposed on individuals instead of educating the local

population and letting them handle the situation their way. From a western point of

view, there was no desire to harm; regulations were put in place to limit the spread of

the virus and to protect vulnerable populations. From the Australian Indigenous point

of view, the local governance systems were ignored in favor of colonial practices,

where rules from outsiders were imposed on local populations who had ways of

living that conflicted with the regulations (Murphy, 2020). Local authorities, existing

bodies of knowledge, and social situations were ignored. Western thinking tend to

be hegemonic and have a universal and supposedly objective view of reality (Jullien,

2021, p. 156). Indigenous populations have built an approach to science that has

generally been ignored or disregarded by western scholars (Cochran et al., 2008).

the adoption of western approaches in Indigenous spaces is problematic, as this

ignores Indigenous bodies of knowledge and ways of knowing. Indigenous popu-

lations have expertise in their language, culture, land (e.g. Cochran et al., 2008) or

medicine (e.g. Oliver, 2013). Western practices tended to impose their approach to
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science which disregarded Indigenous knowledge (Cochran et al., 2008). Research

is also culturally biased, and science has often constructed a reality from Indigenous

input embedded into a western discourse made by non-Indigenous participants for a

non-Indigenous audience (Budby, 2001). Across the world, we can find many differ-

ent epistemologies where western approaches have not always been acceptable for

Indigenous populations (Descola, 2005). Western research methods categorise, and

each concept must be classified under a fixed label, contrasting with Australian Indige-

nous approaches to knowledge, which have been described as relational (Foley, 2003;

West, 1998). Becoming familiar with ways of knowing, bodies of knowledge and

research practices in Indigenous communities is an ethical obligation when engaging

with Indigenous communities (Schwartz, 2022).

Where western methods have failed, participatory research has started to take

place, fully involving the community, and both-ways learning has been adopted

(Haynes et al., 2019). In doing so, the local communities’ participation enables a

better comprehension of a given problem and the co-design of research approaches.

Engagement with Indigenous populations is common across many fields, and the

challenges linked to this kind of interaction have been the topic of some research

contributions (e.g. Christie, 2013a; Baskin, 2006). Initially, data collection methods

were bound to an acknowledgement of cultural differences that led to ad-hoc processes

(Crowley, 2007), where different approaches would be explored depending on the

target community, its history, and its location (Hanke, 2017). Deploying western meth-

ods in Indigenous spaces has often led to negative responses. For instance, the typical

interview setting in which participants must respond to a set of questions has been

described as irritating (Maar et al., 2011; Ober, 2017). Ways of transmitting knowl-

edge in Indigenous Australia are based on storytelling (Foley, 2003). Accordingly

research methods should be built that consider epistemological differences. Yarning,

for instance, has been described as “a conversational process that involves listening to

storytelling that creates new knowledge and understanding” (Terare and Rawsthorne,

2020). Yarning is an Australian Indigenous research method that has been applied in
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many projects to enable more ethical research and respectful engagement (Fredericks

et al., 2011; Rodríguez Louro and Collard, 2021; Walker et al., 2014).

2.2.2 Decolonising methods

The most significant impact of insensitive research is the perpetuation

of the myth that indigenous people represent a ‘problem’ to be solved

and that they are passive ‘objects’ that require assistance from external

experts.

Smith (1999) as cited in Cochran et al. (2008)

The statement made by the author about public health can be applied to other fields,

such as Natural Language Processing. In the zero-resource paradigm of NLP, the

scientist does not require the expertise of a linguist or intervention from the language

community. A fully automatic solution, applied to sanitised data, is the preferred

approach for preserving languages (Bird, 2020a). It is important to note that research

can be culturally biased. When conducting research on Indigenous topics without

involving relevant Indigenous communities, the aim is only to create knowledge for a

non-Indigenous audience and promote the scholar’s career. This approach does not

contribute to building social justice or bringing concrete community benefits.

The NHMRC Guidelines for Ethical Conduct in research with Aboriginal and

Torres Strait Islander Peoples and Communities include equity and reciprocity as

essential research values. Both these values emphasise the importance of ensuring a

"reasonable distribution of benefit for Aboriginal and Torres Strait Islander people and

communities". The guidelines also acknowledge that some benefits may not relate

directly to the research project at hand (p. 6 NHMRC n.d.). Therefore, the trend

has been to return the outcome of the research project to the community. However,

reciprocity also means that the community has the right to define what "benefits"

mean according to their values. To achieve this, the researcher needs to provide extra
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work and negotiate with the community to align the research project’s outcome with

their expectations (Chelliah and De Reuse, 2010).

There is a need for consultation and strong community participation that acknowl-

edges Indigenous ways of knowing, thereby enabling an ethical research approach

(Cochran et al., 2008; Lignos et al., 2022). Reciprocity is often interpreted as remuner-

ating participants. Lavallée (2009) notes that adopting Indigenous methods empowers

Indigenous people and advances Indigenous ways of knowing. However, research in-

volving Indigenous populations should also improve peoples’ lives and provide justice

to communities. Ford et al. (2021) assert that ethics committees emphasise the need

for research to uniformly strengthen communities through the project outcome such

that the benefits of the project are not limited to the researcher or specific stakeholders.

For instance, reciprocity can take the form of cultural preservation (Ford et al., 2021),

economic empowerment (Winschiers-Theophilus et al., 2020), or health improvement

(VanderBurgh et al., 2014).

Participation alone is not enough. Recently, various fields have called for the

decolonisation of current research practices (Bird, 2020a) and a move towards self-

agency (Smith, 1999, p.204). Enabling self-determination begins with building

relationships. There is a long history of superficial interactions between researchers

and Indigenous participants, where the relationship is limited to data collection that

only serves to enhance the researcher’s career (Cochran et al., 2008). Relationships

cannot be superficial (Bird, 2020a), and a climate of trust needs to be established.

Relationship building progressively leads to the creation of a cross-cultural space

where the priorities of locals and researchers can be discussed and understood (Lyons,

2011). Shared tasks can then be designed to support both.

2.3 Languages and documentation

NLP scientists have often supported linguists in justifying their work (e.g. Adams

et al., 2017; Foley et al., 2018a; Godard et al., 2018b; Godard et al., 2018a). It is
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believed that designing language technology can assist linguists in saving languages.

However, the goals of linguists do not necessarily align with the goal of preserving

languages (Hanke, 2017; Nathan and Fang, 2013). Different languages have varying

official statuses, amounts of resources, and vitality levels. When discussing language

technologies, the term ’low-resource’ is often used, which may not provide sufficient

information. In this section, I will explore methods of classifying languages that

provide more clarity on various objectives of NLP. I will then examine the role of

language documentation in language development.

2.3.1 Language classification

Research in NLP has used the term "low resource" for languages with insufficient

data to build statistical models (in our case, speech-to-text, though it is also valid

for other NLP topics). The term is used through several variants such as relatively

low-resource (Xu et al., 2021), "very low-resource", (Khare et al., 2021), "extremely

low-resource" (Xu et al., 2020) and "zero resource" (Kumar et al., 2022). All these

terms refer to the amount of annotated language data. None of these terms have a clear

definition (Liu et al., 2022a), even "zero resource", for which the notion of resource is

not always clearly defined. In many cases, the simple "low-resource" label is used to

describe multiple different realities. Experiments are described using datasets from

40 hours of training speech to only 12 minutes (Khare et al., 2021; Pulugundla et al.,

2018; Rosenberg et al., 2017; Saeb et al., 2017; Westhuizen et al., 2022). The issue

is that low-resource is used in opposition to high-resource, a term that covers only

standardised dominant languages (Bird, 2022). From an NLP perspective, only the

data matters and low-resource is used when the data is scarce, which can even lead

to strategies to simulate this kind of scenario by sub-sampling English corpora (e.g.

(Scharenborg et al., 2017)). Details about the type of speech, the target languages, the

size of the vocabulary, and complex socio-political situations are often avoided (Bird,

2022).
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Several attempts at language classification from an NLP perspective have been

observed. For instance, Berment (2004) presents a method to assess the level of

computerisation for a language based on digitised resources (dictionaries, ASR models,

translation models, etc.), attributing a score in consultation with the speech community.

A more recent classification has been proposed by Joshi et al. (2020), who organise the

world’s languages into six categories from "The Left-behind" to "The Winners" based

on the labelled and unlabelled resources available. Besides the elitist aspect of the

labels used to classify languages, this classification is symptomatic of an inclination

only to consider data in its written form, where languages traditionally spoken with

a few or non-written resources are the losers of the "race". Yet, it opens a door to

considering the potential offered by advances in machine learning, specifically with

the emergence of massively multilingual models that leverage unlabelled data, which

has so far been ignored because of the prevalence of supervised learning techniques.

Outside of the simple NLP views on languages, the UNESCO (2011) classification

is considered a reference for assessing the level of vitality of a language. This

classification is structured around six categories, ranging from "safe" to "extinct".

Languages are placed in this classification based on various criteria, such as the

number of speakers, the amount of documentation, or their socio-political positions.

While the diversity of criteria used for the classification is relevant, the labels provide

little information beyond the level of endangerment. The most informative scale

proposed so far, and the one used by the Ethnologue database (Ethnologue, Languages

of the world n.d.), is the Expanded Graded Intergenerational Disruption Scale (EGIDS;

Lewis and Simons (2016)). This classification extends the GIDS, which was designed

by Fishman (1991), and is structured around 13 levels ranging from "International"

to "Dormant". A detailed description of the classification process considers the level

of institutionalisation, the evolution of the speaker (both first language and second

language), and the intergenerational language transmission (whether it is disrupted or

not).

There are four sustainable language use levels associated with this classification.



2.3. Languages and documentation 23

Firstly, "Sustainable Literacy" (EGIDS 4) is when "the language is in vigorous use,

with standardisation and literature being sustained through a widespread system

of institutionally supported education." "Sustainable Orality" (EGIDS 6a) is when

"the language is used for face-to-face communication by all generations, and the

situation is sustainable." "Sustainable Identity" (EGIDS 9) is when "the language

serves as a reminder of heritage identity for an ethnic community, but no one has more

than symbolic proficiency." Finally, "Sustainable History" (EGIDS 10) is when "the

language has been adequately documented, and the documentary materials are safely

and reliably archived for future access.

The EGIDS is used to assess the level of vitality of a language, but it also provides

informative categories for the computational agenda that can be applied to different

languages. For instance, category 0 ("International languages") refers to languages like

English, French, and Spanish, where state-of-the-art NLP techniques can be applied

due to the massive amount of data available for supervised learning (e.g. Le et al.,

2020; Simoulin and Crabbé, 2021). Categories 1 and 2, respectively "National" and

"Provincial" languages, include languages like Latvian, Slovenian, Marathi, Bengali,

etc., which do not have as much data as international languages but still have a

decent amount for supervised learning (e.g. Ishmam and Sharmin, 2019; Znotins and

Barzdins, 2020). These languages also have a large number of unlabelled resources,

including spoken and written materials from various sources like social media, radio

broadcasts, and literature, which can be used for corpus collections (e.g. Abraham

et al., 2020; Salimbajevs, 2018).

Levels 3, 4, and 5, respectively "wider communication", "educational", and "de-

veloping" languages, begin to fall into the low-resource spectrum, where there is little

available data, both written and spoken. Nevertheless, sustainable literacy is achieved,

and a large proportion of the speech community has expertise in the language. ASR

models can still be trained, but techniques are used to cope with the lack of data

(detailed in Section 2.5.1; Gauthier et al. (2016a), Gupta and Boulianne (2020a), and

Shi et al. (2021)).
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From EGIDS 6a to 7, sustainable literacy is not achieved; very little data is

collected, but the speech community still has expertise in the language. The previous

categories have some institutional support and have the potential to be progressively

brought towards a higher level in the EGIDS scale. For lower levels, where the

community is still strong, different agendas are set up and grounded in local logic.

The documentation schedule needs to be adapted to local expectations and ways of

knowing (detailed in Section 2.4; Kuhn et al. (2020) and Lane and Bird (2020)). In

lower levels, the language is nearly or completely extinct. This is where language

documentation done by external experts makes the most sense, as only a few resources

and fluent speakers are available. In some cases, the community still exists and

conserves a sense of identity with some manifestation of the language (e.g. code-

switching).

While this last classification is more informative, the research associated with each

category still uses the term "low-resource," which is not informative. It creates an

unwanted gap in the literature where a given computational method covers languages

in one EGIDS category but is not relevant elsewhere and not properly suited.

“Les taxinomies [...] relèvent de l’arbitraire d’une raison qui prétend normer la

souplesse du vivant” (Classifications [...] are arbitrary and made of rationale that

pretends to standardise the flexibility of the living.”) (Hüe, 2010)). No classification

is perfect, and different realities can be observed within the same language. The

Breton language (ISO-bre) spoken in western Brittany (France) is a great example.

According to the Ethnologue database, Breton is classified at level 8a on the EGIDS

scale (Moribund),1 meaning that the only remaining speakers are from the grandparent

generation. I was born in Brittany and lived there most of my life. My grandfather’s

first language was Breton, and his parents did not speak French. However, the

language has not been transmitted to either my father or me. We match the EGIDS

classification where intergenerational language transmission has been broken. There

is no sustainable orality or literacy, and only a sense of identity remains. Yet, Breton

1https://www.ethnologue.com/language/bre
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has a written tradition, with the first known dictionary printed in 1499 (Abalain, 2000).

It is recognised as a regional language by national authorities, (Légifrance. Le service

publique de la diffusion du droit n.d.) and it is used as a language of education through

the Diwan schools (which offer bilingual education in French and Breton; Rouedad

Skolioù Diwan (n.d.)) and for the national high-school exam. It also has a media

representation with Breton-language radio (Radio Kerne n.d.) and television (Tébéo.

Télé Bretagne Ouest n.d.). With these elements, Breton should be at the fifth level of

the EGIDS scale, where

there are adequate materials in this language to support literacy instruction

in the language, and some members of the community are successfully

learning to read and write about some bodies of knowledge in the lan-

guage.

Lewis and Simons (2016, p.174)

Thus, this is in a situation of multi-polar language practice, where different vitality

levels co-exist in the same reality.

Ultimately, different phrasings are used to address different languages depending

on the perspective from which we see them. The EGIDS scale seems to be the

broadest since it is informative in terms of vitality and socio-political situation, and

by extension, gives an estimation of the type of processes that can be transferred from

one language to another, from an NLP perspective. However, the lack of data is a

central aspect in NLP-related topics and the use of one computational method instead

of another strongly depends on the amount of data available. For that reason, the term

low-resource will still be used throughout this thesis.

The focus will, however, be put on oral languages, - those languages for which

sustainable literacy is not achieved and where sustainable orality is achieved to some

extent.
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2.3.2 Language documentation

Natural Language Processing researchers often justify their work on low-resource

languages by mentioning the need for world languages to be documented before

extinction, and explaining how their methods can support the linguist. The role of

the linguist is often two-fold: on one side, documentary linguistics concerns the

collection of language data (Himmelmann, 1998). On the other side, descriptive

linguistics concerns the analysis of the primary data of the language (Himmelmann,

1998; Woodbury, 2003). The two disciplines communicate with each other since the

documentation serves the interest of the description (Chelliah and De Reuse, 2010).

However, language documentation per se does not focus on preserving language

use, but rather focuses on creating data for other purposes (Boas, 2006; Nettle and

Romaine, 2000).

Documentary linguistics is a time and labour-consuming process that includes

going to the language community to gather raw speech data and a phase of annotation

of the data collected (Crowley, 2007; Hanke, 2017). The annotation phase includes,

but is not limited to, transcription, part-of-speech tagging, translation and metadata

annotation (language, speakers, content etc; Thieberger et al. (2016)). However, the

processes are not systematically applied (Gawne et al., 2017). In computer science,

researchers are often reluctant to share their code (Moraila et al., 2014) possibly

because it is unusable or not adequately commented. Revising a script, like formatting

a corpus, is labour extensive and language collections are not systematically made

available, probably for the same reason. There are efforts to facilitate the dissemination

of language data, such as online archives (e.g. Bird and Simons, 2001). From here,

new limitations arise. Firstly, as mentioned before, the creation of resources often

follows a descriptive linguistics agenda, whereby the written forms become the data

(Ochs, 1979) and the quality of the speech recorded is not a priority as long as it is

intelligible. Furthermore, transcribers are often selective in their work (Ochs, 1979).

Depending on their goals, only parts of the speech collection are annotated. Collecting



2.3. Languages and documentation 27

data from Indigenous participants might imply the restriction of data either between

the participants and the linguist, or to the institution to which the project is linked (e.g.

San et al., 2022).

As previously mentioned, the primary goal of linguists in academia is to describe

languages and, by extension, collect the data necessary for this purpose (Hanke,

2017). The linguist’s work focuses only on language description and analysis and

does not necessarily align with the priorities of the local speech community (Dorian,

2010; Hanke, 2017). Extra work is often required to bridge the gap between the

scholar’s agenda and the community’s needs (Chelliah and De Reuse, 2010). This

usually involves a single linguist going to the language community to conduct research

(Chelliah and De Reuse, 2010; Crowley, 2007), which creates a bottleneck as there

are often more people in a language community than a single linguist can work with

(Hanke, 2017). Moreover, First Languages Australia (2014) has pointed out the lack of

collaborative methods for language documentation, with the community only involved

in the recording step of the workflow.

On the one hand, a language cannot be revitalised or preserved without the

contribution of the community (Besacier et al., 2014). On the other hand, regarding

these notions, we see that language is too far removed from the concrete daily issues

of life (Lewis and Simons, 2016). In their book on sustainable language use, Lewis

and Simons (2016) discuss language development instead of language documentation.

The idea is to first demonstrate to the community how language can help meet their

needs in all areas of life, in line with its level of vitality and in collaboration with the

community. The most common case is revitalising or preserving intergenerational

language transmission, but there is no stopping point. Language development can

also involve the creation of new language functions and the expansion of people’s

capabilities (Hinton, 2015). This could mean, for entirely oral languages, approaching

sustainable literacy through the deployment of language use spaces dedicated to this

purpose.
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2.4 Technology design and Indigenous communities

Human-Computer Interaction (HCI) is a field concerned with the "design, evaluation,

and implementation of interactive computing systems" (Hewett et al., 1992). While

this project is not grounded in the HCI spirit, most of the contributions made at

the intersection of computer science and cross-cultural research have been based on

HCI. Gessler (2022) argues that better communication needs to occur between NLP

scientists and linguists to enable better software for documentary linguistics. However,

this statement is grounded in a western-centric view, where western NLP scientists

and western linguists need to find an agreement to collect Indigenous resources more

easily. In this section, I will explore projects involving the design of technology in

cross-cultural contexts and the design of technologies around language work.

2.4.1 Cross cultural design

Research projects involving technology design and cross-cultural collaboration have

taken two directions in two different fields: NLP and HCI. Research in NLP in this

space is relatively small and has attempted to explore how we can design tools to

address the lack of data usually mentioned in projects on data-restricted languages.

HCI projects have taken cultural differences into consideration when designing tools

and have worked their way through challenges related to cross-cultural design to

design community-based technologies.

On the NLP side, the focus has been on the linguist’s workflow and the collection

of language resources. Institutional support and media coverage give some languages

online representation that can be used for data collection purposes (e.g. Abraham

et al., 2020; Salimbajevs, 2018). High numbers of speakers also increase the potential

for creation of more resources. Smaller communities, don’t have the same number

of human resources, which limits the amount of data available. From there, NLP

researchers initiated the creation of tools to facilitate the creation of language data

with Indigenous populations.
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The idea was to design software that was easy to use without formal training.

A trend that has begun in recent years is to take advantage of the widespread use

of mobile devices to collect linguistic data (Bettinson and Bird, 2017; Bird et al.,

2014; De Vries et al., 2014; Gauthier et al., 2016c; Moeller, 2014). The purpose

is to enable large-scale speech collection by speech communities to document the

world’s languages. This aligns with the usual linguist workflow where traditional

field linguistics data needs to be gathered (recording, transcription, translation, and

metadata). There is a concept of universality where the same tool can be used in any

language with minimal training (e.g. Moeller, 2014). These projects also considered

possible work in remote locations where internet access is not guaranteed, enabling

offline usage (e.g. Bettinson and Bird, 2017).

More recent research actions have started to consider community engagement

and relationships, specifically in pandemic periods where trips to remote protected

locations have been compromised. For instance, the ’lingobox’ project enables

remote interaction between scholars and Indigenous participants, pursuing the idea

of universal design (Bettinson and Bird, 2021). The design of these tools has been

thought to take place in cross-cultural interaction to be used by both western scholars

and Indigenous participants.

Natural Language Processing research is data-centric, and contributions with a

direct influence on other NLP projects are usually valued (better models, methods

or corpora). Accordingly, projects that enable data collections are often based on

theoretical frameworks that address the bottleneck situation (Himmelmann, 1998)

and traditional NLP expectations, such as collecting data to train better models (e.g.

Gauthier et al., 2016b). Conversely, Human-Computer Interaction (HCI) projects

often go through a testing process, and the contribution is translated into the adoption

of a design by a particular cohort or population. In other terms, NLP focuses on the

data while HCI focuses on the people.

The introduction of technologies in Indigenous spaces has been described as

a double-edged sword (Galla, 2018). While technologies can support language
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revitalisation strategies and language documentation (Ogie, 2010; Ovide and García-

Peñalvo, 2016) or teaching and learning (Ndulue and Orji, 2021; Wigglesworth et

al., 2021; Zaman et al., 2015), new technology can also appear as social pressure

for speakers of minority languages (Lackaff and Moner, 2016) or even cause harm

(Verran, 2007).

Working with small communities implies cross-cultural collaboration. Therefore,

in many cases, participatory design (or co-design) has been preferred to enable a

"culturally tailored, culturally enriched, and trustworthy environment for participation"

(Peters et al., 2018). Such an approach allows, on the one hand, the limitation of the

risk of harm inflicted on the community through misconceived design, and, on the

other, enabling more sustainable projects through the full involvement of Indigenous

users in the design process.

Co-design methods have been used in a variety of projects in Indigenous spaces,

including community initiatives where locals were the users and co-designers of the

products created (Hardy et al., 2016; Leong et al., 2019; Soro et al., 2017). In these

projects, the relationship with Indigenous stakeholders was often assumed or already

existed prior to the project, but many details about the challenges of cross-cultural

collaboration and methods to facilitate the discussion were not provided. Projects

were often introduced from a problem or work opportunity raised by an Indigenous

population, which led to collaborative design, considering cultural requirements.

However, due to cultural differences, many Indigenous communities do not have

a long history of using digital devices or may have different ways of knowing and

sharing information, making collaboration for the creation of technologies challenging.

Only a few projects have provided methodological strategies to facilitate engagement

with Indigenous participants. For instance, Zaman et al. (2015) explored the use

of sketching to induce design ideas. Another example of co-design and community

engagement was the "crocodile friend" project built alongside the Kukku Yalanji com-

munity in northern Queensland, Australia (Taylor et al., 2020). This project described

the "Design Non-Proposal" method, an engagement method that involves presenting a
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portfolio of existing technologies to show participants the field of possibilities.

While cross-cultural collaboration is challenging, building a design with machine

learning or high performance computing at its core adds a level of complexity. It has

only been a few years since the issues regarding the lack of accessibility between

machine learning and user experience were raised (Loi et al., 2019). While some

research has addressed explainable AI (XAI) for more comprehensible model visuali-

sation (Gunning, 2017; Hohman et al., 2019; Mohseni et al., 2021), these models are

usually designed for AI scientists (Miller et al., 2017), and few efforts are made to

extend these designs to a non-technical public (e.g. Benjamin et al., 2020). Increased

comprehension of the mechanisms behind machine learning models could help the

application of these models in real-life situations (e.g. Ayobi et al., 2021).

2.4.2 Technologies and language work

Research into minority languages follows two different trends. We aim to (1) docu-

ment languages to record them before they become extinct or to prevent their loss, or

(2) develop learning software with a language preservation or revitalisation perspective.

NLP pursues these two agendas through the creation of sub-tasks. The predominant

trend is to create processes that generalise across languages, taking advantage of the

available data from other languages (e.g. Eskander et al., 2022; Gupta, 2022; Lee et al.,

2022; Li et al., 2020a). While less common, language-specific projects are emerging

to address classic NLP tasks. These include the creation of language-specific Part-

Of-Speech (POS) taggers (Finn et al., 2022; Lamb and Danso, 2014), morphological

modelling (Lane and Bird, 2019; Pugh and Tyers, 2021; Schwartz et al., 2019; Tyers

et al., 2019), syntactic parsing (Dyer, 2022; Zhang et al., 2022), machine translation

(Góngora et al., 2022; Nicolai et al., 2021), and speech synthesis (Harrigan et al.,

2019; Pine et al., 2022b). Recent universal solutions have also been used to solve

language-specific problems (e.g. Siminyu et al., 2021). This raises the question of the

extent to which these projects are translated into community-based projects.
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A limited range of tools has dominated the field of documentary linguistics.

Among the most used, are ELAN (Sloetjes et al., 2013), a multimodal annotation

software, and Praat, a speech annotation and processing software. Both of these tools

contain computational components that support annotation (such as the automatic

detection of silences [Praat]) and allow post-processing (e.g. language-specific POS

tagging [ELAN]). While the complexity of these tools has been the subject of much

criticism, responses have been provided through the creation of simpleELAN, for

instance, or tools that are better adapted for fild linguistics (cf. Section 2.4.1). The

NLP processes contained in these tools remain very generic. The tools are designed

to be robust in any language, which makes language-specific solutions limited to a

few high-resource languages.

Efforts to translate speech recognition models for language documentation appli-

cations have been limited. There is a common assumption that speech recognition is

probably not accurate enough to benefit oral languages (Section 2.5.1). The ELPIS

software (Foley et al., 2018b) is the main example, which encapsulates the Kaldi

pipeline (Povey et al., 2011) in a user-friendly interface. However, there is a paradox

in that a certain amount of expertise is required to run a speech recognition pipeline,

particularly in terms of data requirements, and people with such expertise are probably

already familiar with Kaldi. To my knowledge, speech recognition for language

documentation has been attempted using a two-stage process whereby a system is

trained, and, subsequently, the output is post-edited by language experts (Shi et al.,

2021). Speech recognition is language-specific, so the construction of a universal

tool that works for any language is unlikely to occur. The best option would be to

insert pre-trained or fine-tuned models into a language-specific transcription app.

For instance, Lane and Bird (2020) developed a transcription interface following the

sparse transcription model (Bird, 2020b), which incorporated voice activity detection,

phone recognition and word discovery to support manual transcription in Kunwinjku.

Both this and the ELPIS project have potential for real-world applications. However,

as with much NLP research, a solution is provided without a real-life implementation.
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The potential of a given method is described without involving or considering the

potential users. Consequently, whether these tools can be adopted by real users is

uncertain.

Several researchers have been exploring the intersection between speech technol-

ogy and language documentation through a decolonial framework (Prud’hommeaux

et al., 2021; Liu et al., 2022b). Engagement with the speech community for language-

related software is, however, more often considered for language learning software

from a revitalisation perspective. Regarding language technologies and community en-

gagement, noteworthy projects include those focused on speech synthesis for language

acquisition in a Canadian context (Pine et al., 2022b), as well as the development of

linguistic resources (Tyers and Henderson, 2021; Schwartz et al., 2021).

Computer Assisted Language Learning (CALL) refers to any instance in which a

computer is used to facilitate language learning (Stickler and Shi, 2016). In such a

context, success is usually defined as a person’s ability to enhance their skills in the

target language, such as pragmatic, creative, and lexical acquisition (e.g. Culbertson

et al., 2017; Rankin and Edwards, 2017; Zhang et al., 2018). People are at the core

of the evaluation, and engagement with the target community is therefore mandatory.

The design of language learning software is a small but committed area of research in

which careful attention is given to cultural components to ensure the design is relevant

to the target users (Bontogon et al., 2018; Xu et al., 2022), and where co-design

approaches are even more relevant (e.g. Hardy et al., 2016). In response to the lack of

flexibility of language learning software using a predefined set of questions, answers,

and exercises, research in ICALL (Intelligent Computer Assisted Language Learning)

has tried to incorporate language technology into software design. For instance,

Bontogon et al. (2018) and Kazantseva et al. (2018) have used Final State Transducers

to facilitate the learning of polysynthetic structures in Plains Cree and Kanyen’héha,

respectively. Xu et al. (2022) have used a POS tagger in their Irish Gaelic learning

software to facilitate error induction. The language processing component is not used

as an end but instead to facilitate the primary goal of the design: learning the language.
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While supporting the user’s goal and enabling language preservation, collecting data

is not part of the design. However, combining gamification and data collection has

been used for high-resource languages, where user responses are used for research

projects (Lafourcade, 2007; McNaught and Lam, 2010). Introducing such methods in

Indigenous spaces could respond to the wishes of the speech communities and collect

the data needed to enhance language technology in a virtuous cycle where more data

leads to better design performance.

2.5 Speech Recognition

In this section, I explore the range of speech recognition technologies and their

applicability to oral languages. I first detail the main traditional Automatic Speech

Recognition (ASR) methods and the ways in which they are not adequately suited for

oral languages. I then briefly explore the potential of phone recognition and finish

by presenting the latest research around spoken term detection and its potential for

transcription.

2.5.1 Traditional automatic speech recognition

Traditional ASR pipelines are based on Hidden Markov Models (HMMs), which rely

on a large amount of speech data aligned with an orthographic transcription and a

pronunciation lexicon. The required data includes a large vocabulary, clear speech,

and a wide range of speakers. The outcomes of this pipeline are an acoustic model that

associates speech features (discussed in Section 2.5.3) with linguistic units (commonly

phones), and a language model that represents the likelihood of a given sequence of

words (usually based on n-grams). Toolkits such as Sphinx (Lee et al., 1990) or Kaldi

(Povey et al., 2011) have facilitated this process, allowing for the creation of models

based on Gaussian Mixture Models (HMM-GMM) or hybrid models based on Deep

Neural Networks (HMM-DNN). These models are progressively being replaced by
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end-to-end architectures based on transformers, bypassing the need for a pronunciation

lexicon (Watanabe et al., 2018).

As mentioned earlier (in Section 2.3), creating such models requires a large

amount of data that is often not available for oral languages. A branch of the speech

recognition literature has addressed modelling for languages with limited data, often

referred to as low-resource.

Most papers that apply an ASR pipeline on low-resource languages have at least

ten hours of training speech. The lack of data for such languages has led to alternative

strategies. For example, some projects have taken advantage of the resources available

in better-resourced languages (Anoop et al., 2021; Baevski et al., 2021; Gupta and

Boulianne, 2020a). The use of self-supervised speech features extracted from models

trained with high-resource languages has also enabled the reduction of training data

(Baevski et al., 2021). Other projects have used voice distortion methods for data

augmentation (Matsuura et al., 2020; Thai et al., 2019) or the use of data in closely

related languages (Juan et al., 2015; Samson Juan et al., 2014). While probably

outperformed by multilingual pretraining, strategies have been adopted to cope with

speaker variability such as Vocal Tract Length Normalisation (VTLN; Tüske et

al. (2014)) or the feature-space maximum likelihood regression speaker adaptation

method (fMLLR; Gales (1998) and Gauthier et al. (2016b)). In terms of general

system architectures, systems for low-resource languages tend to follow the example

of systems for higher resource languages by deploying HMM-GMM and HMM-

DNN (Gauthier et al., 2016b), Bi-directional Long Short Term Memory (BiLSTM;

Pulugundla et al. (2018)), or end-to-end (Shetty and NJ, 2020; Shi et al., 2021).

However, in the case of limited data ASR, there doesn’t seem to be a perfect

architecture that fits all contexts (Morris et al., 2021), and methods that have proven

effective with some data can result in high Word Error Rates (WER) in other contexts

(e.g. Gupta and Boulianne, 2020a; Gupta and Boulianne, 2020b).

There are a variety of different performances for ASR applied to low-resource

languages that are not informative. While the size of the datasets in high-resource
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settings erases many biases in the final models, low-resource settings do not have

that chance. The size of the lexicon, the typology of the language, the number of

speakers, the mode of recording or the noise are parameters to take into consideration

while evaluating a system. While experimenting on the low-resource spectrum, the

information related to the data is often limited to the duration, the number of utterances

and sometimes the number of speakers. While great progress is being made to address

the lack of data for acoustic modelling, no robust ASR system is possible without a

large vocabulary if a transcription at the word level is expected.

2.5.2 Phone recognition

Phone recognition methods have been applied to spoken languages, with system

architectures providing a low phone error rate (PER) (Adams et al., 2018; Michaud

et al., 2018). Increasingly better performances have been achieved, with systems

relying on multilingual training where less and less data is required (Li et al., 2019;

Li et al., 2020a; Li et al., 2020b; Thompson et al., 2019). The justifications behind the

use of a phone recogniser include bypassing the need for a pronunciation lexicon and

a language model. Automatic phone transcription can provide a canvas transcription

for manual correction (Adams et al., 2018; Michaud et al., 2018). The linguist can use

the phone transcript to then provide a corrected phone transcription and the associated

translation (e.g. Michaud et al., 2018). Such methods have been explored to support

linguists as some training is required to be able to access and produce phonemic

transcripts and the final products serve primarily scholars’ interests.

Most spoken languages only have a recently developped orthography, often con-

ceived by linguists, based on language phonology. Recent frameworks have attempted

to enable transliteration from phones to graphs, and vice versa, using rule-based

algorithms (Pine et al., 2022b) or more complex language-specific statistical models

(Mortensen et al., 2018). Combining universal phone recognition and phone-to-graph

mapping offers opportunities for under-resourced languages that have barely been
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explored (e.g. Leong and Whitenack, 2022).

2.5.3 Spoken term detection

Spoken term detection is a sub-category of ASR which consists of the search and de-

tection of isolated terms in a speech collection. Spoken term detection is traditionally

used for high-resource languages to enable the detection of keywords in noisy speech

collection where traditional ASR would provide high error rates.

In evaluation campaigns for spoken term detection systems, the standard architec-

tures usually have three components: an indexing component that relies on traditional

ASR a detector and a decision-maker subsystem (Tejedor et al., 2019). The ASR

subsystem outputs word lattices stored as indexes. The detector searches for potential

hits in the index, and the decision-maker will then filters out the hits based on a

confidence measure.

As we have seen in Section 2.5.1, traditional ASR is hardly applicable to oral

languages both because of the lack of aligned speech and text when training an

acoustic model and the lack of textual data when training a language model. For

this reason, research around spoken term detection for under-resourced languages

has mainly focused on ASR-free methods. Such methods have an advantage over

traditional spoken term detection systems in that they are not restricted by language

models and rely purely on acoustic features.

We can find two distinct research directions for spoken term detection for under-

resourced languages. One focuses on search algorithms, the other on the exploration

of speech features. Research in this area also mostly focuses on query-by-example

(QbE) approaches, the detection of terms from a spoken example.

Dynamic time warping (DTW) (Sakoe and Chiba, 1978) is a method of alignment

between two sequences with a non-linear time normalisation effect. It is usually

used to find the optimal alignment between two-word exemplars expressed as vectors.

In terms of spoken term detection, the DTW algorithm can be used as a similarity
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measure between two acoustic sequences (Park and Glass, 2005). A basic approach

to spot terms using DTW is to slide a query term over utterances both converted

into acoustic features, with a given step. In doing so, we can use the DTW score

to estimate the locations of new exemplars of the terms we try to retrieve. More

complex methods based on DTW have been described. Park and Glass (2005), for

instance, introduce segmental DTW where the search segments are sliced into smaller

segments and then compared with the query term. Jansen and Van Durme (2011) use

the Locality Sensitive Hashing and Point Location in Equal Balls algorithms to enable

a pre-selection of similar terms before applying DTW.

The growing interest in neural architectures has led us to new methods for recog-

nising terms based on statistical models. The main idea is to train models to convert

terms expressed as speech features into fixed-dimension acoustic word embeddings.

From there, it is possible to spot words by applying simple cosine distances between a

query term and segments of audio to estimate the position of possible new exemplars

of the query term.

The main research direction has been to use existing data in the target language

to train a classifier based on a Siamese architecture (Mazumder et al., 2021; Settle

and Livescu, 2016; Settle et al., 2017). Classifiers are usually trained from pairs of

similar terms with a same-different loss function to create clusters of similar words.

While some research has tried to reduce the amount of training data (Mazumder et al.,

2021), a lot of pairs of terms are required, which constrains the application of such

architectures. Other papers have explored unsupervised learning of acoustic word

embeddings. Among the popular methods, we can find embedding extractors based

on encoder decoder recurrent neural networks (Chung et al., 2016; Kamper, 2019)

trained on similar speech segments in the input and output.

Spoken terms detection based on DTW has been considered as the state-of-the-art

method for oral languages (San et al., 2021). From there, another path in the literature

has been exploring speech features applied on DTW for spoken-term detection. Mel-

Frequency Cepstral Coefficients (MFCC) is often used as a baseline. They are based
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on the inverse Fourier transform of the log-spectrum (Davis and Mermelstein, 1980).

A few authors have explored using AutoEncoders (AE) for feature extraction (Kamper,

2017; Menon et al., 2018; Menon et al., 2019), using a feed-forward encoder-decoder

network. The model was trained with the same speech features (generally MFCC)

at the input and the output and then use the representation created by the last hidden

layer as final speech features.

The concept of correspondence Auto Encoder (cAE) was introduced by Kamper

et al. (2015) using the same kind of architecture but trained with similar segments

identified in an unsupervised fashion using the algorithm of Jansen and Van Durme

(2011). Similarly, other projects have focused on multilingual Bottleneck Features

(mBNF). Regular Bottleneck Features (BNF) are features extracted from the lower

dimension layer of a neural network trained on acoustic features (MFCC or filterbanks).

Large multilingual corpora are used to then obtain mBNF (Fer et al., 2017; Silnova

et al., 2018). A combination of cAE and mBNF is the apparent the state-of-the-art

in speech representation for spoken term detection purposes in almost zero-resource

settings. Yet, over the past few years, a new variety of speech representation has

emerged based on predictive coding (Baevski et al., 2020; Conneau et al., 2021;

Schneider et al., 2019). The efficiency of such features has mostly been shown for

ASR pretraining purposes, allowing a reduction of the amount of data necessary for

acoustic modelling. While use of these features with QbE methods does not seem

conclusive (San et al., 2021), they appear to allow great efficiency for some ASR-

based spoken term detection methods in very-low resource settings (Macaire et al.,

2022).

Spoken term detection alone, while responding to possible indexing problems of

Indigenous languages, does not address the transcription bottleneck. The absence of a

language model does not allow for dense transcriptions, transcriptions where every

item is transcribed. As seen in Section 2.3.1, the documentation of most low-resource

languages remains ongoing which means that the recognition of every term is not an

accessible goal. Bird (2020b) introduces the sparse transcription model, a framework
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which combines speech technologies and manual intervention to support transcription

in an iterative process. The core idea is to take advantage of what can be automated

(identification of breath groups or recognition of known lexical items) and leave those

parts of the data that cannot be automatically annotated to be annotated manually.

2.6 Conclusion

Identified in this literature review, are the several key gaps and research opportunities

that are addressed in this thesis.

2.6.1 Performance: real-life speech recognition

Research in speech recognition has been divided into low-resource and high-resource

language domains. As seen in section 2.3, while the term "low-resource" is not

informative, it leads scholars to provide a single computational solution for a large

variety of languages, or to provide language-specific solutions without context of

usage. Languages are often solely considered in terms of available resources, with no

clear definition of what resources mean. Several different solutions can be imagined

depending on the amount of labeled and unlabeled resources, the amount of written and

spoken resources, and the variety of data collected. characterising a language using

only the the term "low-resource" also ignores the language community’s strength.

The performance of a method is often only considered in terms of scores. NLP re-

searchers compute BLEU for automatic translation, ROUGE for automatic generation,

and a combination of ROC, AUC, F-scores, precision, and recall for other processes.

Due to the familiarity with the socio-political context of high-resource languages, it

is easy to see the benefits of a given method at a larger scale, for instance, speech

recognition for voice dictation software.

The tasks applied to these languages are often mapped to low-resource languages,

ignoring their socio-political status, as well as the needs and agenda of the language

communities.
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Focusing on a specific category of languages (Bininj Kunwok on level 6a/b

of the EGIDS scale), this thesis explores to what extent theoretical computational

frameworks can be mapped to this specific context. The sparse transcription model

(Bird, 2020b) proposes a new conception of language development where the language

community is included. The co-design of an implementation of this model in a

small language community presents a unique opportunity to show the potential of

speech recognition in a community-based approach. Doing so goes outside traditional

evaluation methods by considering a system evaluation in partnership with the users.

2.6.2 Comprehension: explainable natural language processing

Several research fields have decolonised their research practices by adopting Indige-

nous methodologies. These methods have been explored, from data collection through

Yarning, for instance, to implementing public health programmes respecting the

community’s body of knowledge and self-determination. Human-Computer Inter-

action has been the leading computer science discipline to interact with Indigenous

communities, focusing on designing culturally appropriate technologies.

Regarding co-design technologies with Indigenous stakeholders, very few details

are given regarding the extent of their participation or the negotiation process. Yet

cross-cultural design poses many challenges. As explained in Section 2.2, Indigenous

communities have different ways of knowing and transmitting knowledge that can

make western research methods hard to use. Consequently, working at the intersection

of technology design and the Indigenous space can be challenging, and technological

literacy should not always be assumed. Besides a few research methods to facilitate

community engagement, such as design sketching or design-non-proposal, we are

navigating in murky water. Extra challenges are added when computing or machine

learning components are added, which have a complexity hardly explainable even in a

western context.

There is a clear lack of research in technology design, specifically with speech
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recognition components, in Indigenous spaces. Following the community-based

practices, we can explore engagement methods with Indigenous communities around

language documentation and technology design. To properly respond to the lack of

documentation in this area, documentation of unsuccessful experiences would also be

beneficial.

2.6.3 Engagement: community-based natural language process-

ing

Speech recognition for low-resource languages has often been a self-contained field,

producing research projects that only serve other research projects without concrete

benefits for the language community. Models are trained to that yield a score that

outperforms previous models or systems. However, once the models are created, they

neither return to or present a clear benefit for the community.

The primary pretext given for the creation of speech recognition models, language

documentation is bound to language description (Hanke, 2017). However, there is no

clear evidence that either of these fields have an influence on preventing the loss of

languages (Nathan and Fang, 2013). With a history of western scholars describing

Indigenous knowledge, it is time to render unto Caesar that which is Caesar’s. A

lack of collaborative language documentation methods has been acknowledged in the

past (First Languages Australia, 2014). the use of speech technologies for language

documentation purposes in a community-based fashion could be the starting point

from which to initiate a discussion about their use in Indigenous contexts. It could

also be an opportunity for providing examples of decolonising methods for research

around speech technologies.



43

Chapter 3

Research Contribution

3.1 Introduction

This chapter presents the primary contributions of the thesis, which are focused on

four conference articles (see Figure 3.1). The PhD journey begins with the newly

published sparse transcription model (Bird, 2020b), and its first simulation is discussed

in Section 3.2. Section 3.3 describes the deployment of the model in Bininj Country

and the insights gained from it. Building upon these insights, Section 3.4 aims

to improve computational efficiency by proposing a new method for spoken term

detection based on phone recognition. Section 3.5 is a direct response to the lessons

learned in Section 3.3, employing the method developed in Section 3.4.

FIGURE 3.1: Concatenation of the four contributions
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3.2 COLING 2020: Simulation of the sparse transcrip-

tion model

Éric Le Ferrand, Steven Bird and Laurent Besacier. Enabling Interactive

Transcription in an Indigenous Community. In Proceedings of the 28th

International Conference on Computational Linguistics (COLING 2020).

pp. 3422-3428, Barcelona, Spain

Research process

When this PhD project started in 2019, it began with two observations: although

there are increasing numbers of research projects that address oral languages, none of

this progress is translated into real-life applications in Indigenous northern Australia.

Thus, the main motivation behind most of these projects in NLP was to support the

work of linguists rather than the community agenda. As mentioned in Caselli et al.,

2021, my paper was one of the only ones in the ACL anthology to mention community

engagement at that time.

It has been noted that the model of a sole linguist documenting an entire language

is not sustainable (Hanke, 2017). The language community is often available for

such work, and people are generally willing to be involved in documentation work.

However, research on community-based language documentation is significantly

limited. The newly published sparse transcription model appeared to be a good

starting point for enabling community participation.

In 2019, speech features based on predictive coding emerged (Schneider et al.,

2019). While most of the papers discussing spoken term detection were focused on

feature exploration, this new kind of feature presented an excellent opportunity to

explore a community-based language transcription pipeline and its potential in our

transcription setting.
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Abstract

We propose a novel transcription workflow which combines spoken term detection and human-
in-the-loop, together with a pilot experiment.

This work is grounded in an almost zero-resource scenario where only a few terms have so
far been identified, involving two endangered languages. We show that in the early stages of
transcription, when the available data is insufficient to train a robust ASR system, it is possible
to take advantage of the transcription of a small number of isolated words in order to bootstrap
the transcription of a speech collection.

1 Introduction

In remote Aboriginal communities in Australia, many efforts are made to document traditional know-
ledge including rock art, medicinal plants, and food practices. While it may be relatively straightforward
to capture spoken content, transcription is time-consuming and has been described as a bottleneck
(Brinckmann, 2009). Transcribing is often seen as an obligatory step, to facilitate access to audio.
Efforts have been made to speed up this process using speech recognition systems, but the amount of
data available in Indigenous language contexts is usually too limited for such methods to be effective.

Recent research has shown the efficacy of spoken term detection methods when data are scarce
(Menon et al., 2018a; Menon et al., 2018b). Taking advantage of the transcription of a few words
would allow us to propagate it through the speech collection and thus assist language workers in their
regular transcription work. So-called “sparse transcription” would be also a way to navigate a speech
collection and allow us to be selective about what needs to be transcribed (Bird, 2020). Several tools exist
for manual transcription, such as Elan and Praat (Wittenburg et al., 2006; Boersma and Weenink, 1996).
However such transcriptions are often made in isolation from the speech community (First Languages
Australia, 2014), and so we miss out on the opportunity to take advantage of the interests and skills of
local people to shape and carry out the transcription work.

We present a fieldwork pipeline which combines automatic speech processing and human expertise to
support speech transcription in almost-zero resource settings. After giving the background, we detail the
workflow and propose a pilot experiment on two very low-resource corpora.

2 Background

Existing approaches to automatic transcription of endangered languages involve methods that have been
developed for automatic speech recognition. While a few hours of transcribed speech can be enough
to train single-speaker models (Gupta and Boulianne, 2020b), speaker-independent models require a
large amount of training data to produce useful transcriptions (Gupta and Boulianne, 2020a; Foley et al.,
2018). Moreover, they draw language workers and speakers into the time-consuming task of exhaustive
transcription, forcing them to transcribe densely, including passages that may be difficult or impossible
given the early state of our knowledge of the language. A more suitable approach, we believe, involves

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/.
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beginning with stretches of speech where we have the greatest confidence, and only later tackling the
more difficult parts.

Spoken term detection involves retrieving a segment in a speech collection, given an example. With
this method, it is possible to sparsely transcribe the corpus, i.e., take advantage of an existing transcription
(or a list of spoken words) and identify tokens throughout the collection (Bird, 2020).

Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978) and its more advanced versions (Park and
Glass, 2005; Jansen and Van Durme, 2011) can be used to match a query in a speech collection, but they
can be computationally expensive. DTW “aligns two sequences of feature vectors by warping their time
axes to achieve an optimal match” (Menon et al., 2018a). A common method is to compute DTW, sliding
the spoken query over each utterance in the corpus. In addition, several speech representations have been
considered in the literature for the task of word-spotting. Kamper et al. (2015) and Menon et al. (2019)
explore feature extraction from autoencoders (AE) and correspondence autoencoders (cAE) and show
how top-down constraints can improve the quality of the hidden representation for spoken term detection
tasks. Schneider et al. (2019) introduce wav2vec, a self-supervised model for speech representation
learning which is based on contrastive predictive coding, and apply this to supervised ASR.

3 Proposed Workflow

3.1 Interactive and Sparse Transcription
The key idea of sparse transcription is to use spoken term detection methods to sparsely transcribe a
speech collection, beginning with a small collection of spoken terms.

A spoken term is defined as a chunk of speech considered meaningful by a speaker, which may be a
morph, a word, or a multiword expression. This collection of terms can be a list of keywords (or morphs)
recorded in isolation by a speaker. Equally, it can be obtained by extracting audio clips from a speech
collection.

We set up the workflow as shown in Figure 1. We begin with a lexicon of size s and a speech collection
(Fig. 1a). This lexicon is composed of speech terms and their orthographic transcriptions w1 . . . wn. We
use a spoken term detection method to retrieve speech terms in the collection that match those in the
lexicon (Fig. 1b). The system presents the n most confidently identified terms and presents them for
verification (Fig. 1c). False positives are corrected, i.e., erased from the transcription (Fig. 1d). We
clip out from the utterances the speech terms correctly retrieved and add them to the lexicon as extra
samples of a given entry (Fig. 1e). We allow a single entry to have maximum of m extra examples.
We manually collect new speech units with a speaker, add them to the lexicon (Fig. 1f) and start a new

(a) Starting point (b) Spoken term detection (c) Manual confirmation

(d) Confirmed hits (e) Extra examples added to lexicon (f) Expanded lexicon

Figure 1: One iteration of our Interactive Sparse Transcription Workflow
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iteration (Fig. 1b). We apply this for i iterations with a lexicon growing each time. The size s of the
lexicon, n number of words checked, maximum m of extra examples for each word, and number i of
iterations are hyperparameters which vary according to the contingencies of the fieldwork.

4 Pilot experiment: simulating this interactive scenario

Speech data. We apply the pipeline to two corpora. The first one is a 4h30m corpus in Mboshi1 (Godard
et al., 2018), a Bantu language spoken in Congo Brazaville (ISO mdw). It consists of 5,130 utterances
sentence and word-aligned with an orthographic transcription. The utterances are elicited from text.
This corpus contains only three speakers, of which one is responsible for 70% of the corpus. The second
corpus is a very small (0h20m) corpus in Kunwinjku, an Australian Aboriginal language (ISO gup). It
consists of 301 utterances aligned with an orthographic transcription. A forced alignment at the word-
level has been created using the MAUS aligner (Kisler et al., 2017). The corpus contains 4 guided tours
of the same town and one guided tour of another Aboriginal site. Each tour has been produced by a
different speaker. To create initial and expanded lexicons, we select the 100 and 60 most frequent words
bigger than 3 syllables for Mboshi and Kunwinjku respectively, in order to avoid words which are too
short. A speech occurrence of each entry is extracted from the speech collection using the word-level
alignments.

Acoustic features. In this interactive process, we explore several speech representations to identify
those that are most suited to the pipeline, namely mel-frequency cepstral coefficients (MFCC) and
perceptual linear prediction (PLP) features. We also use the hidden representation of an auto-encoder
(AE) and correspondence auto-encoder (cAE). For this we use architecture of (Kamper et al., 2015) to
self-train a 5-layer stacked AE (instead of 8) on 4h of Mboshi and 2h of Kunwinjku (YouTube videos).
The cAE is trained using similar segments extracted from the speech collections with an unsupervised
term discovery tool (Jansen and Van Durme, 2011). Finally we also use wav2vec representations
(Schneider et al., 2019). The wav2vec model is either trained from scratch on Mboshi and Kunwinjku
(w2v mb and w2v kun) or it is adapted from an original English model (w2v en mb and w2v en kun).
We experiment with these features, with and without mean and variance normalisation (MVN) (Strand
and Egeberg, 2004).

Sparse transcription experiments. The workflow described in section 3.1 is applied for 5 iterations
for Mboshi and 3 iterations for Kunwinjku with an initial lexicon consisting of 20 words. 20 new words
are added at the lexicon at each iteration. We end up with a 100 word lexicon for Mboshi and 60 words
for Kunwinjku. The 10 best hits per word are checked (n = 10) and a maximum of 5 extra examples
per word (m = 5) are added to the lexicon for both corpora. In addition, in order to avoid unnecessary
verification in case the DTW score is too low, the worst score of the correct words checked during the
first iteration is used as a threshold for the following iteration. To simulate human verification (Fig. 1c)
we directly compare the hits output by the system with the gold transcriptions of the corpora.

5 Results: impact of speech feature representations in the workflow

We report the results of this new workflow in Table 1. The average precision scores (AP) correspond
to the mean of the precision of the workflow computed at each iteration. The final recall is defined as
the number of items retrieved from the full corpus X out of the number of all retrievable items in the
corpus, i.e., the intersection of the lexicon L and the corpus C, X/(L ∩ C). In other words, this recall
corresponds to the coverage of the lexicon related to its tokens in the speech collection. The impact
of MVN is detailed only for the basic representations (PLP and MFCCs) since normalisation did not
show any major influence on the neural representations (AE, cAE and w2v). We can make the following
comments from the results shown in Table 1: (a) mean and variance normalisation (MVN) is important to
improve results of basic (PLP and MFCC) features. Figure 2 shows that normalisation improves retrieval
when the query term and the search term are pronounced by different speakers; (b) neural AE and cAE
features are normalized-by-design but do not lead necessarily to better performance than PLP and MFCC;

1https://github.com/besacier/mboshi-french-parallel-corpus
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Features MVN AP final recall

mfcc no 23.87 16.78
mfcc yes 32.67 23.37
plp no 23.89 16.86
plp yes 31.64 23.03
w2v mb no 24.57 16.88
w2v en mb no 19.23 13.72
AE no 31.93 21.51
cAE no 27.31 20.70

Features MVN AP final recall

mfcc no 15.42 30.82
mfcc yes 20.82 42.84
plp no 15.21 32.67
plp yes 22.55 44.89
w2v kun no 5.39 15.72
w2v en kun no 5.45 15.87
AE no 22.07 45.30
cAE no 21.88 40.37

Table 1: Results for the Mboshi corpus (left) and for the Kunwinjku corpus (right)

and (c) representations provided by wav2vec are not efficient. The small size of the corpora might be the
main obstacle when training efficient self-supervised models for learning speech representations.

(a) (b)

Figure 2: Proportion of same-speaker/different-speaker retrieval for each representation

Speaker diversity in the two corpora (Sec. 4) has an impact on the final results. For Mboshi 70%
of the words to be retrieved in the speech collection are pronounced by the same speaker in the final
lexicon and 37% for Kunwinjku. Figure 2 reports the proportion of tokens retrieved between same
speakers and different speakers over the total number of tokens retrieved for Mboshi and Kunwinjku.
The first observation is that the pipeline mostly retrieves terms pronounced by the speaker. It is clear
that MVN improves performance for both same-speaker and different-speaker retrieval. We also note
that, while wav2vec representation is overall less performant, it seems promising for extracting more
speaker-independent representations, as illustrated by the results obtained with w2v en mb features.
Future work will investigate this by leveraging more raw speech in Mboshi and Kunwinjku for training
better self-supervised (wav2vec) models.

Regarding false positives (Table 2), the first errors we can observe are different spellings of words
(in the gold transcription) referring to the same meaning (e.g., namekke / nemekke “that one”). Since

Query False Positive query translation hit translation

nahne mahne it (pronoun) this (demonstrative)
nemekke namekke that one that one (other spelling)
balanda balanda-ken white man of the white man (genitive)
bininj bininj-beh man from the man
nemekke yekke that one dry season
mahni mahne this (demonstrative) this (other spelling)

Table 2: Top false positive generated by the spoken term detection system in Kunwinjku
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(a) screenshot of the app (b) deployment of the app

Figure 3: Lexical confirmation app

Kunwinjku is primarily a spoken language, variable spellings are common. Moreover, because of the
morphological complexity of the language, many of the top false positives are actually inflectional
variants of the query term (e.g., balanda / balanda-ken “white man / from the white man”). Allowing
matching at a smaller granularity could be a way to achieve wider coverage of the speech collection.

6 Deployment

Building on prior work developing mobile tools for language documentation (Bettinson and Bird, 2017),
we have begun to explore methods for deploying the pipeline in a remote community. While the first step
of identification of new words is straightforward, the task of lexical confirmation might be much more
complex to apply. The members of an Aboriginal community might not be familiar with technologies
and they are not necessarily literate (in the narrow western sense). Taking into account these constraints,
we built a lexical confirmation app and trialled it on a small lexicon (Fig. 3).

The idea would be to load the output of the spoken term detection system into the app. Then a speaker
can listen to the query, listen to the utterance where we expect the query to be found, and confirm if the
utterance contains the query, (Fig.1c)

7 Conclusion

We investigated the use of spoken term detection methods as an alternative to the usual methods that
have been inspired by automatic speech recognition, and which require exhaustive transcription even for
passages which exceed the present state of our knowledge about the language. Instead we devised a
workflow based on spoken term detection, and simulated it for two small corpora: one in Mboshi, one
in Kunwinjku. The simulations of this workflow show that, with well chosen speech representations,
we may have a viable approach for rapidly bootstrapping transcriptions of large collections of speech in
endangered languages. The next step of this work would be to design methods to involve Indigenous
people in tasks such as the construction of the lexicon or the confirmation of the output of our system for
a deployment of this workflow in a remote community.
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Retrospective view

(A)

(B)

FIGURE 3.2: Proportion of same-speaker/different-speaker retrieval
for each representation

Following the publication of the paper, an error in the results was discovered.

The wav2vec model was not properly used. First, the benefit of such a model was

its multilingual aspect, which allowed the leveraging of the small amount of data

available with oral languages. Training a model from scratch with the limited amount

of data available did not make much sense. Additionally, we realised we had misused

the feature extraction function. While the impact of our mistake was not significant

for Mboshi, it had a major influence on Kunwinjku. We report the speaker analysis in

Figure 3.2 and the updated results, with the previous results labelled as old, in Table

3.1. The results for wav2vec trained on individual languages have been replaced by

results provided with the original model trained in English, and the results with the

English model fine-tuned have been replaced by the results after the corrected feature

extraction function.
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Features MVN AP final recall

mfcc no 23.87 16.78
mfcc yes 32.67 23.37
plp no 23.89 16.86
plp yes 31.64 23.03
w2v_en no 25.28 19.45
w2v_en_mb no 25.67 20.16
w2v_mb (old) no 24.57 16.88
w2v_en_mb (old) no 19.23 13.72
AE no 31.93 21.51
cAE no 27.31 20.70

Features MVN AP final recall

mfcc no 15.42 30.82
mfcc yes 20.82 42.84
plp no 15.21 32.67
plp yes 22.55 44.89
w2v_en no 27.20 52.54
w2v_en_kun no 27.39 52.54
w2v_kun (old) no 5.39 15.72
w2v_en_kun (old) no 5.45 15.87
AE no 22.07 45.30
cAE no 21.88 40.37

TABLE 3.1: Results for the Mboshi corpus (top) and for the Kunwinjku
corpus (bottom)

The difference in performances between Mboshi and Kunwinjku can be explained

by the speaker distribution in each corpus. In Mboshi, one speaker was responsible

for 70% of the utterances of the corpus and about the same number of terms to

be retrieved and query terms in the lexicon were pronounced by the same speaker.

Conversely, the corpus in Kunwinjku was much more balanced and most of the

terms to be retrieved in the corpus were pronounced by a different speaker in the

lexicon. The use of features based on the spectrum provide better performances for

same-speaker recognition, while the use of features based on multilingual pretraining

slightly decreased the performances in same-speaker recognition but improved it in

different speaker recognition.

The configuration of the current workflow presents a few limitations in terms

of performance and efficiency. Firstly, all the speech representations used provided
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low accuracy (between 20% and 30%). Future studies would benefit from exploring

different optimisation strategies to achieve accuracy that could be suitable for a human-

in-the-loop workflow, even if the final recall is decreased. Additionally, DTW is slow

to compute, particularly with wav2vec features of 512 dimensions. In Mboshi, one

iteration would take between 20 minutes (to spot 100 terms in 5 hours with normalised

MFCC) to 9 hours (to spot 800 terms in 5 hours of speech with wav2vec). Finally,

query-by-example approaches restrict the coverage of the transcription. Methods

relying on acoustic comparison are to some extent biased by speaker information and

more generally by the quality of the query terms. A careful selection of those terms is

necessary to ensure decent performance, and the selection of those terms takes time.

In our case, we semi-automatically extracted the spoken lexicon from the transcribed

data with the forced alignment. A forced aligner is not available in all languages, and

while such a tool helped with the selection of the terms, manual verification of the

terms was necessary to ensure quality.

Ethical collaboration in an Indigenous context involves a phase of negotiation. If

the shape or purpose of an activity is not satisfactory of all parties, it seems logical

that some stakeholders refuse to be involved. A technology to support language docu-

mentation should consider this. The selection of the query terms and the computing

time of DTW are two elements that can cause major obstacles to the deployment of

such methods on the field.
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3.3 ACL 2022: deployment of the sparse transcription

simulation

Éric Le Ferrand, Steven Bird and Laurent Besacier. Learning From

Failure: Data Capture in an Australian Aboriginal Community. In Pro-

ceedings of the 60th Annual Meeting of the Association for Computational

Linguistics (ACL 2022). pp. 4988–4998.

Research process

After designing the first sparse transcription simulation and its associated prototype,

the next logical step was to replace simulated manual verification with actual verifica-

tion by Indigenous participants. In July 2019, we visited Bininj Country for a week,

starting in Gunbalanya and then moving to Kabulwarnamyo, to present and discuss

our work with the Traditional Owners of the land. We returned to Gunbalanya a few

weeks later to test our initial app design. We recorded a few videos at the time but we

did not analyse them immediately.

A year passed before we could return to Bininj Country due to Covid-19 re-

strictions. In September 2020, we travelled to Kabulwarnamyo and Manmoyi for a

two-week trip with the aim of further testing the app with a wider range of participants.

Josh Yang, a final year undergraduate student, joined us for this trip and recorded

videos of the participants’ interactions with the app. As the paper explains, the work

was unsuccessful, and we ceased this deployment.

Initially, I was hesitant to write about this experience as it involved interdisciplinary

work and described a negative outcome. It did not have a place in HCI conferences that

were already familiar with cross-cultural design, and its anthropological component

was not a good fit for NLP conferences. However, the special theme track organised by

ACL 2022 provided a unique opportunity to reflect on this failure and offer the NLP
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research community a real-life perspective on the application of speech processing

technologies in Indigenous contexts.

A former colleague in the HCI field encouraged me to write about this experience.

Cross-cultural interactions involving technology are rare and can provide valuable

insights for the community to pursue more meaningful work. I transcribed all the

videos we recorded, including verbal and nonverbal interactions, and began a thorough

analysis of my failures.
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Abstract

Most low resource language technology devel-
opment is premised on the need to collect data
for training statistical models. When we follow
the typical process of recording and transcrib-
ing text for small Indigenous languages, we
hit up against the so-called “transcription bot-
tleneck.” Therefore it is worth exploring new
ways of engaging with speakers which generate
data while avoiding the transcription bottleneck.
We have deployed a prototype app for speak-
ers to use for confirming system guesses in an
approach to transcription based on word spot-
ting. However, in the process of testing the
app we encountered many new problems for
engagement with speakers. This paper presents
a close-up study of the process of deploying
data capture technology on the ground in an
Australian Aboriginal community. We reflect
on our interactions with participants and draw
lessons that apply to anyone seeking to develop
methods for language data collection in an In-
digenous community.

1 Introduction

For decades, the work of collecting data for In-
digenous languages has been the province of docu-
mentary and descriptive linguistics (Bouquiaux and
Thomas, 1992; Vaux and Cooper, 1999; Meakins
et al., 2018). This work has involved various kinds
of elicitation, e.g. of word lists, phrases, etc, to sup-
port description of the phonology, morphosyntax,
and grammar of the language. It has also involved
the collection of unrestricted text, through record-
ing and transcription. In most cases, the result
is audio with aligned text. Many software tools
have been developed for supporting these activities
(Boersma, 2001; Clark et al., 2008; Hatton, 2013;
Sloetjes et al., 2013).

Within the field of natural language processing,
established practice is to support the linguist’s work
(Michaud et al., 2018; Seifart et al., 2018; Foley
et al., 2018; Cox et al., 2019). In some cases, this

includes the participation of speakers in activities
using apps controlled by linguists (Bird et al., 2014;
Hanke, 2017; Bettinson and Bird, 2017). However,
the premise is basically the same: obtain a substan-
tial quantity of audio and transcribe it, or post-edit
the output of an automatic transcription system.

We believe that these approaches do not ade-
quately address a fundamental reality of small lan-
guages: they are oral. There may be an official
orthography, but it has no place in the local lan-
guage ecology where any written business takes
place in a language of wider communication. As a
result, local people are usually not confident in the
orthography of the language. Furthermore, there
may be low confidence in using computers and text
editors, and inadequate support for the language in
terms of keyboarding and spelling correction. Add
to all this the fact that the whole space of render-
ing an oral language into standardised orthography
can be alienating (Dobrin et al., 2009; Hermes and
Engman, 2017).

There is no particular reason for NLP ap-
proaches to Indigenous languages to follow the
long-established practices of linguists. After all,
there is an equally long history of algorithmic ap-
proaches being profoundly different to the human
tasks they replicate. For instance, a human sorting a
hand of cards may use insertion sort, but a machine
might use Quicksort, with better average-case com-
plexity (Levitin, 1999). Computational approaches
may be inspired by analogy, e.g. simulated anneal-
ing, genetic algorithms, neural networks, but they
are not required to adhere to the human defined
process. Accordingly, we can ask, what is an id-
iomatic computational approach to collecting data
for Indigenous languages that is a better fit to the
capabilities of human participants? In the case of
associating text and speech, we believe that the an-
swer might be keyword spotting. This is because,
in our experience, speakers and learners are attuned
to identifying whole words, rather than obsessing
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about the idiosyncratic phonetic makeup of individ-
ual tokens as required for phone transcription (cf.
Bird, 2020b, 718f).

Accordingly, we investigate an approach to tran-
scription based on word spotting known as “sparse
transcription” (Bird, 2020b). This would seem to
be an easier, less specialised task than direct, con-
tiguous transcription. If more people can partic-
ipate, we can hope to establish a virtuous circle
with more data, better models, less correction, even
more data, and so on. The idea is that transcrip-
tion can be accelerated by identifying the tokens
of high-frequency terms all at once, then playing
them back in quick succession for confirmation by
participants.

This paper reports on the deployment of a lexical
confirmation app which supports human confirma-
tion of system hypotheses. We begin by describing
the background to this work (Sec. 2), including
related work on designing technology for use in
Indigenous places. We also describe the site where
we work and the design of the lexical verification
app. Next, we report what happened when we de-
ployed the app in two field tests, including detailed
accounts of interactions with participants (Sec. 3).
In the discussion section, we reflect on the field
experience from a variety of perspectives, trying to
draw out lessons that may be applicable to other
places where NLP researchers seek to design tech-
nologies for language data collection (Sec. 4). The
paper concludes with a summary and prospects for
further research.

2 Background

2.1 Designing in an Indigenous context

Designing in the Indigenous space is a small but
growing area within the field of Human-Computer
Interaction (HCI). Projects in this space often begin
with ethnographic research to identify local priori-
ties. Co-design is advocated as a way to establish
a “culturally-tailored, culturally-enriched and trust-
worthy environment for participation” (Peters et al.,
2018). The focus of this work includes traditional
knowledge (Verran, 2007), language revitalisation
(Hardy et al., 2016) or media sharing (Soro et al.,
2017). Recent research mentioned the need to in-
volve stakeholders in a system design (Lynch and
Gregor, 2004) highlighting the challenges related
to the transparency of the mechanism of a given
system, specifically when machine learning is in-
volved (Loi et al., 2019) and the difficulty to ex-

plain to the users such mechanism (Abdul et al.,
2018). The lack of published accounts of experi-
ences collecting language data in Indigenous con-
texts, specifically in the intersection of NLP and
documentary linguistics, makes it difficult for new-
comers like us to devise approaches that are likely
to work. We address this shortcoming by reporting
and reflecting on our field experience.

Deploying speech technologies in remote Abo-
riginal communities is challenging, not primarily
because of low technological literacy on the part
of local people, but because of low interactional
literacy on the part of NLP researchers who enter
indigenous places to gather data.

2.2 Working in an Indigenous place

Our work is grounded in Bininj country in Arnhem
land in the north of Australia. The biggest town is
Gunbalanya with 1,100 inhabitants where we can
find primary and secondary schools in which teach-
ing is done in English. A few remote satellite com-
munities, or “outstations,” can be found throughout
this country in which education of young people
takes place in a bi-cultural environment both in
Kunwok and English.

Kunwok (ISO gup) is the main language of com-
munication here, and Kunwinjku is the prevalent
dialect. It is spoken by some 2,500 people and is
one of the few Australian languages which is gain-
ing speakers (Evans et al., 2003). While a standard
orthography exists, most community members do
not write at all. When pressed, some of them are
able to leverage their knowledge of English literacy
in order to decode Kunwok texts (cf. Feinauer et al.,
2013; August et al., 2009).

In prior work in Bininj country, we discussed
our work with traditional owners (heirs of a given
tract of Aboriginal land and leaders of the com-
munity). We described and demonstrated prior
work involving transcription, and how it can be
used to transcribe Kunwok. They raised their con-
cerns about intergenerational knowledge preserva-
tion and transmission and access to the resources
created by westerners. While it is not clear to us
that the nature of our work had been thoroughly
understood, we could identify through this interac-
tion topics which are addressed by current speech
processing and HCI research projects (San et al.,
2021; Taylor et al., 2020). Our work took place in
Gunbalanya and Manmoyi, a remote community
situated 5 hours drive from Gunbalanya.
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Australian Aboriginal communities are far from
uniform. The experiences and challenges we de-
scribe here may be relevant for the Australian Top
End, but they cannot be directly applied to Indige-
nous communities in other places.

Figure 1: Screenshot of the Spoken Term Detection
based Lexical Verification App

2.3 Lexical verification app

We designed a lexical verification app that bridges
the output of a spoken term detection system to
people. It was built following the design of Bet-
tinson and Bird (2017). We focused on a simple
design without any textual component besides the
transcription of the query term. The idea is to first
load in a web app the query/utterance pairs gen-
erated by our spoken term detection system. We
then ask speakers of the target language to confirm
for each pair if the query word (i.e. the term we
are trying to retrieve) is pronounced in the search
utterance (i.e. the sentence in the speech collection
in which the query term was detected).

The participants have six buttons available to
perform the task. They have two play buttons at
the bottom left: One to play the query term, the
other to play the search utterance. Once the two
audio files have been listened to, two feedback but-
tons appear at the bottom right to allow the user to
confirm if the query term is included or not in the
utterance. We also added two arrows on each side
of the top of the screen to allow the user to jump to
the previous or the next example. When a new ex-
ample is displayed on the screen, the query term is
played automatically When the utterance is played,
the transcription of the query term is highlighted
around the timestamps in which the query term
was detected. The terms are spotted in the utter-
ances beforehand following the parameters of the
sparse transcription simulation proposed by Le Fer-
rand and Bird (2020). Because of the challenges
posed by the remote Aboriginal context such as
the lack of reception or proper working facilities

(e.g. a table), we needed to find solution in terms
of data storage and activity design. Based on the
work of (Bettinson and Bird, 2021), we stored the
query/utterance pairs output by our spoken term
detection system in a JSON file and loaded them
in a Raspberry Pi with the app. The Pi acts as a
WiFi hotspot to which any device can connect. We
can then then connect a tablet to the Pi and, doing
so, the feedback provided by the participant can
directly be stored in the associated database.

3 Fieldwork

We tested our approach with two trials in two Abo-
riginal towns, with three people in each place.
While the number of participants seems small,
larger trials are difficult to arrange in Aboriginal
contexts due to the small number of speakers. At
the beginning of each elicitation session, the first
author explained our intention to teach a machine
to transcribe the language automatically, and that
we wanted help to correct system guesses. There
is actually no direct translation of transcription in
Kunwok and the concept is usually given by the for-
mulation karribimbun kure djurra, “we’re drawing
on paper”.

In both places, we recruited the participants with
the support of two local institutions, the art cen-
tre in Gunbalanya and the ranger organisation in
Manmoyi. At the start of our trips, the first au-
thor introduced himself to the communities and
explained that he was looking for people to support
him for language work. Then the people interested
came to find him throughout the day. Each session
lasted approximately 15 minutes and was part of
other language work including recordings or lan-
guage learning. Each participant was paid at the
regular rate for language work.

3.1 Trial 1: Gunbalanya

For our first trial, we recorded source audio from
a three hour guided tour of a local site. We tran-
scribed a few minutes of this recording and used
this transcription to build a lexicon. We used voice
activity detection to segment the recording into
breath groups. Finally, we automatically spot-
ted terms from the lexicon in these breath groups.
Since the speaker of the lexicon and the speech
collection overlap, most of the terms spotted by the
system were correctly retrieved. In the data pre-
sented to participants, the query term was present
in the supplied phrase in 57% of the instances.
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This configuration was tested with three Gunbal-
anya residents: SB (20s), TM (30s), and RB (40s).
This last participant was also the speaker of the
recordings.

SB appeared nervous and said little in response
to our explanations and questions. When an audio
clip was played, he translated, even though this
was not the instruction. It was as if he projected his
assumption about the purpose of the task, namely
for the researchers to understand the content. At
one point he respoke the query term and the tar-
get phrase in a single utterance, before explaining
his knowledge about the associated place. The in-
terface itself was not legible to him: faced with a
choice of two play buttons – one for the query term
and one for the phrase – he was never clear which
one to press. He never used the thumbs up/down
feedback buttons.

Here is an example of the confusing situation set
up by our approach (we use “App” to indicate audio
produced by the app, along with speaker initials,
and ELf for the first author. “Play1” refers to the
button that plays the query term and “play2” the
utterance).

ELF <press play1>
App manyilk
ELF <press play2>
App menekke mandjewk karuy
ELF manyilk? larrh. Because he says mand-

jewk
SB manyilk, first <press play1>
App manyilk

Notice that the query term manyilk “grass” is
not contained in the utterance menekke mandjewk
karuy “this wet season he dug it”. When we demon-
strate the use of the app by giving the expected
response of larrh “no”, SB asserts that manyilk is
present, contradicting us. He presses on the query
term play button to show us.

The following day, when we discussed with an-
other participant, we heard that SB thought that our
task was an attempt to test his memory.

RB was more confident than SB. He seemed
intrigued at hearing his own voice on the device.
For each audio segment we played, RB gave an
interpretation of the content. We offered the de-
vice to him to control, but he declined. After we
pressed the two play buttons, he waited, and we
had to follow up with overt questions: “does he say
<query term>?”, or “can you hear <query term>

in this sentence?” He answered as expected, with:
“yes, <query term>” or “no, he doesn’t say <query
term>.” Consider the following example:

ELF <press play1>
App marnbom (“he made”)
ELF <press play2>
App kumekke artist marnbom kadi
ELF do you hear marnbom?
RB marnbom that’s painting making the

painting
ELF but do you hear marnbom in the sen-

tence?
RB yeah

Unlike SB and RB, TM readily took the device
and used the controls. Sometimes, when the query
term was not contained in the utterance, he not
only translated the audio, but he also offered an
example sentence containing the query term. In the
following example, “confirm” refers to one of the
feedback button which automatically display the
next example and play the query term:

TM <press confirm>
App karrikadjung (“we follow it”)
TM karrikadjung, (“we are following”)

<press play2>
App karrikadjuy road (“we followed the

road”)
TM he says karrikadjuy, it means we went

this way road, he should have say we are
following this one, karrikadjung

In this case, the difference between the query
term karri-kadju-ng “we-follow-PRES” and the
utterance karri-kadju-y “we-follow-PAST” is only
in verb tense. The whole query term appears in the
sentence, except for the tense marker. Should the
speaker say yes or no? This points to a shortcoming
of the task definition.

When the term was correctly retrieved, TM
would respeak the audio and press the thumbs-up
button. When the term was not correctly retrieved,
TM offered extensive explanations.

3.2 Trial 2: Manmoyi

For the second trial, we visited the Manmoyi out-
station. We used five short audio recordings from
previous fieldwork, including guided tours and tra-
ditional stories. One of the recordings was tran-
scribed and we extracted the words to use as our
lexicon. As before, we segmented the source audio
into breath groups and ran word spotting against
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this set.
Since the speaker of the lexicon and those of

the rest of the collection did not overlap, there was
much lower precision; often a query term matched
noise or mumbling. In the data presented to partic-
ipants, only in about 10% of cases was the query
term present in the supplied phrase.

This configuration was tested with three resi-
dents of Manmoyi: LY (60s), LB (50s), RG (50s).

LB and LY participated together, with LB taking
an active role and LY only participating by talking
to LB during the task. With each round, LB listened
to the query term and the utterance then appeared
to associate them as a single linguistic event, and
he would recount a story that included both the
term and the utterance. After this, he would give
feedback (thumbs up or down) depending on how
easy he found it to link the two semantically:

LB <press play1>
App wirrihmi (“dislike/wrong”)
LB that’s “wrong one”
LB <press play2>
App wanjh manjbekkan manmanjmak
LY it tasted sweet
LB it tasted like you know this, it might have

been a little bit funny or something like
that

LB yeah like for us they say: “no I can’t eat”
because he tasted it and they say “try it”
and they gave it, and he says “aah yeah
it tasted nice”

LB yoh, that’s the one, that’s good, kamak

LB often interpreted the audio segment. At one
point, he recognised the speaker for the queries,
and he told us about her and began to recount the
same story:

ELF <press play1>
App nawernwarre (“big brother”)
ELF <press play2>
App birribonguni birri... (“they were drink-

ing, they...”)
LY nawernwarre
LB yoh, nawernwarre
LY nawernwarre, or manekke might be...

lonely boy (story)
LB lonely boy yoh that’s the lonely boy

(story)

Towards the end of the session, we asked about
LB’s understanding of the task:

ELF Can you tell me in English what do you
think I am trying to do?

LB You are trying to... you are making like
Kunwok and English translating, but if
you are making straight like Kunwok
you’re making straight and English mak-
ing straight, that’s the all same.

ELF well, not really
LB no it’s real, we are talking, we know ev-

erything. Not all these, we’ve seen these
people, they don’t know anything about
it, myself and LY we know everything
about it.

LB understood this to be a translation activity.
When we disagreed, he re-asserted his standing as
a knowledge authority. Later, we explained our
ultimate purpose of automatically transcribing the
language. LB rephrased transcription as “make it
together.” We realised afterwards that LB may have
been referring to his semantic linking process.

RG was our final participant, and this session
revealed many issues. Given the low number of
correct query-utterance pairs, we found ourselves
needing to manually skip over utterances that were
too hard to understand out of context. Each time we
abandoned a round and moved on to the following
round, the next query term played automatically
(this feature was added before any testing with the
assumption that it would speed up the verification
process).

Such automation turned out to be confusing for
RG. For a few instances, RG responded “yes” when
the query term was not literally present in the ut-
terance, maybe because the query term was mor-
phologically related to a term that was present,
e.g. birri-m-h-ni “they-towards-immediate-were”
(query) and birri-ni “they-were”. Another interpre-
tation of this behaviour is that RG was focussing
on meanings not forms. In this and other cases, it
seems that RG was not clear about what we were
asking for.

RG The old woman is talking about country
and the young fellow is talking about
what creation was.

RG It’s all a bit confusing. They are not even
saying kunred it means home, the young
other fellow is talking about dreamtime
story, so it is not, well it’s connect but it
is not pronouncing.

Sometimes, RG asked about the speakers and the
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overall context of the out-of-context audio segment,
asking, e.g. “Is this <name> speaking? I don’t
know what they’re talking about here.”

Figure 2: Use of the Word verification app

4 Discussion

There were many issues in the design and conduct
of this elicitation activity, and it is clear that our
approach need to be completely rethought. In this
section, we analyse the above interactions and try
to identify some principles to inform NLP elicita-
tion methodology, hoping to avoid such problems
occurring in future.

Task motivation. SB, RB and LB understood
us to be interested in interpreting the content. SB
thought we were testing his memory. TM offered
detailed explanations. LB said things that we in-
terpret as asserting authority. It appears that our
attempt to explain our purpose in automatic tran-
scription, and the activity of confirming or refuting
system guesses, was unsuccessful.

Task definition. Participants were not clear about
what we were asking of them. The notion of “word”
was not clearly defined, and there were a variety of
responses when the query term was not identical
yet morphologically or semantically similar to a
word in the corresponding utterance.

Naturalness of the task. When it comes to col-
laboration with western language workers, Aborig-
inal people in these communities are accustomed
to participating in interviews, recordings, transcrip-
tion, and translation activities. This may explain
people’s readiness to respeak or interpret the con-
tent or supply additional cultural information. We
entered with a different task, one where the overt
activity of human confirmation/rejection of system
guesses was not transparently related to a recognis-
able transcription task. We explained and demon-
strated the activity, but TM was the only participant
to instantly grasp this task. Even so, he provided
extensive explanations when the system guess was
wrong in an effort to teach us.

Utterance context. From our perspective, the
components of the device were clear. We have a
query term that needs to be detected, and an ut-
terance that should contain the query term. From
this, we just need two feedback buttons to confirm
whether the query term is included in the utterance.
However, to the participant listening to the audio
produced by the app and not following our use of
the controls, the query term and utterance may be
perceived as a single utterance. Everything put
into the aural space appears to be concatenated by
listeners, and our non-conventional metalinguistic
context is not interpretable. When endeavouring to
explain the task in Kunwok, we were hampered by
the lack of words for “word” and “sentence”.

Teaching. The participants generally provided
much more information than the simple yes/no re-
sponse we requested. Each instance was another
opportunity to teach us about the language or the
country. The design of the task only limited the
space for this style of participation. The activity
itself was not particularly engaging, taking utter-
ances out of context and asking for a mechanical re-
sponse to a seemingly pointless question. It seems
to be a kind of resilience that participants made the
most of the opportunity to pursue their own ends
of educating newcomers. Further discussion with
community members highlighted their concerns
about knowledge preservation, access to archival
recordings, and learning literacy.

Knowledge transmission. George et al. (2010)
explains that the way in which westerners and Aus-
tralian Aboriginal people transmit their knowledge
varies in that one extracts, identifies and, catego-
rizes while the other needs the information to be
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embedded in a system of kinship relationships. For
example, in Bininj country, every individual has a
kinship relationship to every other individual, and
they address each other accordingly (Glowczewski,
1989). Stories do not exist in isolation but are
connected to an individual who tells them, and the
country it comes from. We ran up against this when
participants needed to connect isolated utterances
back to their rightful cultural context, not just con-
sider them as arbitrary linguistic material for which
they can answer an unmotivated question: “does
this utterance contain this word?” We can see this
in Trial 2 where LB ignores the utterance and uses
his knowledge of the speaker of the query term to
link the content back to the story.

Yarning. Recent fieldwork methods research has
shown that adopting Aboriginal-led approaches
leads to more culturally appropriate practices and
better feedback from Aboriginal consultants (Louro
and Collard, 2021). Yarning has been described
as a research method and the traditional way for
Aboriginal people in Australia to pass knowledge.
It can be defined as “a conversational process that
involves listening to storytelling that creates new
knowledge and understanding” (Terare and Raw-
sthorne, 2020). Adopting this to engage with partic-
ipants could lead to better participation and a more
appropriate way to collaborate. Here, the Aborig-
inal consultant would occupy a teaching role and
the function of the technology would be to capture,
support, and organise natural ways of transmitting
knowledge.

Spoken term detection performance. The spo-
ken term detection method delivered markedly dif-
ferent results in the two trials. Presenting data
with 50% accuracy (first trial) makes the user’s
task seem most worthwhile, otherwise, the user
is mostly confirming or refuting system guesses
(refuting in 90% of cases in the second trial). If
this reasoning is correct, then we predict that a trial
involving 90% accuracy would also be challeng-
ing to motivate and teach. The low accuracy of
the system probably contributed to the challenges
encountered during the second trial. However simi-
lar behaviour in both trials was observed (e.g. the
systematic translation after an audio was played
or the semantic linkage process) which makes us
think that the sole performance of a system is not
the main source of the misinterpretation of the task.

App design. The design of the app was based on
preliminary thinking about how collection could
proceed fluidly. We did not consider the confu-
sion that might be caused by having two play but-
tons on the screen (one for the query term, and
one for the corresponding utterance). In the inter-
ests of efficiency, with each new round, the query
term was played automatically. It was as if the
thumbs up/down button from the previous round
caused playback, and this turned out to be confus-
ing. When we wanted to skip forward by a few
examples using the right or left arrow keys at the
top of the display (Fig. 1), the app would play a
series of seemingly random words. Such automa-
tion should have been avoided, specifically in the
early stage of our work when there was a lot of
uncertainty regarding people reaction towards our
activity.

Design improvements. Besides the elements we
already mentioned, a few paths can be explored
to address the challenges we have faced. Remov-
ing the query play button could have the effect of
reducing the number of contexts and avoid the link-
age process we have observed with LB and SB.
Limiting the activity to a single story and playing
the utterances in chronological order can make the
context clear, and the participant would not need
to clarify it. Using bottleneck features instead of
MFCCs to spot words could improve the precision
of the system (Menon et al., 2019).

Such modifications, however, cannot address
the biggest flaw of our proposed task: it does not
respond directly to people’s agenda in terms of
language work, but simply tries to leverage peo-
ple’s skills to respond to westerners’ expectations.
Pushing the proposed pipeline for several iterations
would risk alienating our participants and compro-
mising further collaboration. We believe that a
complete reshaping of our method is necessary to
enable a sustainable and community-based model
for language and knowledge documentation.

5 Further Reflection

Our first attempt in this space was unsuccessful on
many levels. Most superficially were issues with
the task definition and the app interface. The task
focused on the notion of “word” and on deciding
whether a given word occurred in a given utterance.
Yet the notion of word was not established; as an
oral language, there was no a priori shared under-
standing between the participant’s notion of spoken
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word and our notion of orthographic word.
Throughout our interactions with participants,

our attempts to explain the method and the purpose
were unsuccessful. Local perception was fixed on
the idea that we had entered the community to learn
the language and culture, and that the purpose of
participating in the study was to teach us and to
interpret the texts for us.

Consequently, the narrow focus of our activity on
eliciting a binary, thumbs up/down response was
unsuccessful. This is hardly surprising as many
people have noted that engaging Aboriginal people
with direct questions requiring a yes or no response
is seen as testing people’s knowledge or memory,
and potentially irritating (Maar et al., 2011; Ober,
2017). We observed this ourselves, when SB re-
ported that he felt like he was being tested, or when
LB responded as if his authority was being ques-
tioned.

Clearly, our style of engagement was not the ex-
pected kind of collaboration on a linguistic task.
Aside from one participant (TM), no one would
participate in the abstract and apparently pointless
task of confirming whether a word was present in a
sentence. Instead, all participants sought to create
meaning from any language fragments they were
presented with. On the basis of an isolated word,
and person, place or story would be detected, and
people would seek to teach us about these aspects
of their lifeworld. This took various forms: re-
peating, paraphrasing, translating, interpreting, or
offering extensive cultural commentaries.

In retrospect, this response to our approach
comes across as resilient and generous. In com-
parison, our narrow focus on data collection, and
on getting across the specialised task of lexical con-
firmation may have come across as disconnected
from local interests, and potentially disrespectful.

Of course, we can hope to recruit more people
like TM. However, the story about scalable creation
of language resources involves working with who-
ever is available. The tasks need to be locally com-
prehensible and motivating. In moving forward,
we believe it is necessary to rethink the collabo-
rative transcription task. The starting point is to
understand local participants as teachers and cul-
tural guides, occupied with their own knowledge
practices and with passing these on. Special focus
need to be given on the creation of a third space
between the several stakeholders of a project with
benefits that serve both Indigenous participants and

external actors (Bird, 2020a). Could we view the
task of putting an audio recording into textual form
as a way to help a newcomer make progress with
the language and culture, and with getting the pro-
nunciations and meanings correct? The answer to
this question depends on further research.

6 Conclusion

Outside the major languages, the development of
language technologies is considered to be held up
by the general lack of data (Krauwer, 2003). In the
case of the world’s small, oral languages, the usual
approach has been to follow the long-established
practice of linguists and record and transcribe audio
and elicit wordlists and paradigms. Many compu-
tational tools were developed to support this ap-
proach. However, algorithmic approaches to work-
ing with small languages do not need to be limited
by these past practices, and so we believe it is worth
considering other approaches to data collection that
might simultaneously support computational meth-
ods while engaging effectively with members of
the speech community.

Accordingly, we took a recently proposed ap-
proach to transcription based on keyword spot-
ting, and developed an app for confirming system
guesses. We anticipated that this app would be
more accessible to local participants than the con-
ventional linguist-driven tasks. We ran trials in two
Aboriginal towns, with speakers of the Kunwok
language.

In this paper, we report the description of the
several interactions we had with locals around a
lexical verification activity. We present the many
challenges we encountered, including a reflection
around the technical and cultural issues of the task
design, and the flaws around our general approach
in terms of collaborative language work.

For the present, we offer our findings as a candid
report on the experience of deploying data capture
technology in an Indigenous community, in the
hope that others will succeed where we have failed.
We hope others will also follow our lead and share
their own experiences of data collection, and make
visible more of the real work of NLP (cf. Star,
2007). Perhaps it is possible for an externally-
defined task such as transcription to be aligned
to local agendas. Just as often, we expect that it
will be necessary to let go of such tasks and do
something different. Something that makes sense
locally.
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Retrospective view

We faced much criticism during the process of publication of this paper, including,

during the first round of reviews, comments about its alleged lack of ethics. The

encountered failures have been attributed to shortcomings in the design of the meth-

ods, such as inadequate consideration of contextual factors, as well as suboptimal

communication with the community, which, according to the reviewers, could have

been mitigated by engaging the services of an interpreter. The discomfort reported

by community members has been regarded as an ethical lapse, stemming from a

failure to convey the full scope of the project to stakeholders in a clear and transparent

manner. While writing this paper, I was sceptical about the relevance of such work

as community engagement and community-based practices have been explored in

other fields, such as HCI, linguistics, or even public health. This failure could have,

indeed, simply been the result of a shallow scientific approach and a poor design of

the app and activities. Yet, as seen in Section 2.4.1, the extent of the participation of

the community in projects involving co-design is often unclear, and the experience

we went through was probably not avoidable. What I have been calling failure was

an excellent opportunity to learn about the community. The audio used during the

activity allowed us to initiate conversations and learn more about the local culture.

The footage made of the interactions also turned out to be a great help to our

understanding of the community’s ways of knowing. Descriptions of the Aboriginal

epistemology can be very technical for non-experts (cf. Foley, 2003; West, 1998).

Moreover, related work is very theoretical, making real-life applications of this

knowledge difficult to envisage.
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Research process

Several lessons have been learnt from the deployments of the lexical verification

app. We first started to reflect on the technical side and on the obstacles linked to

DTW. We needed to find a method that was more precise, more robust to speaker

variability, but also quicker to process and more flexible in terms of the needed data.

Several phone recognition systems based on multilingual pre-training were released

during the course of this project including Allosaurus (Li et al., 2019). Allosaurus

allowed us first to take advantage of the data available to fine-tune the model and,

secondly, to take advantage of the direct mapping between phones and graphs. We

initially compared the results of our approach with the results obtained in Section

3.2, arguing that the proposed methods outperformed MFCCs. The release of the

Shennong Library (Bernard et al., 2021), which made possible the extraction of

multilingual bottleneck features, allowed us to compare our method with another

multilingual approach. While the difference of performance was not outstanding, it

was interesting to see the difference of benefits between the two approaches and their

complementarity.
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Abstract
We investigate the efficiency of two very differ-
ent spoken term detection approaches for tran-
scription when the available data is insufficient
to train a robust speech recognition system.
This work is grounded in a very low-resource
language documentation scenario where only
a few minutes of recording have been tran-
scribed for a given language so far. Experi-
ments on two oral languages show that a pre-
trained universal phone recognizer, fine-tuned
with only a few minutes of target language
speech, can be used for spoken term detec-
tion through searches in phone confusion net-
works with a lexicon expressed as a finite
state automaton. Experimental results show
that a phone recognition based approach pro-
vides better overall performances than Dy-
namic Time Warping when working with clean
data, and highlight the benefits of each meth-
ods for two types of speech corpus.

1 Introduction

Efforts are made across Australia to preserve, doc-
ument and revitalize Aboriginal languages. These
languages exist primarily in spoken form, and even
if there often is an official orthography available, it
is not widely used by local people. Making record-
ings of speakers has been a widespread practice
for documenting traditional knowledge. However,
such recordings are often not transcribed, making
them hard to access.

Manual transcription is time consuming and
is often described as a bottleneck (Brinckmann,
2009). While automatic speech recognition (ASR)
has seen great improvements in recent years (Povey
et al., 2011; Watanabe et al., 2018), it relies on a
large amount of annotated data. Attempts to build
ASR systems for low-resource languages end up
with high word error rate or single-speaker models
making them of limited use in Indigenous contexts
(Gupta and Boulianne, 2020a,b).

Such methods assume that everything should be
transcribed. Bird (2020) describes a sparse tran-
scription model where we only transcribe the words
we can confidently recognize, using word-spotting,
while leaving the transcription of more difficult sec-
tions for later, perhaps when a speaker is available
(Bird, 2020). Based on this model, Le Ferrand et al.
(2020) proposed a workflow which combines spo-
ken term detection and a human-in-the-loop to sup-
port transcription in under-resourced settings. Such
a workflow avoids the use of a language model
which requires too much textual data, data that
we cannot find in most Aboriginal contexts, and
which only needs a few spoken terms to be anno-
tated. While they show through their simulation the
capability of iterative transcription in remote com-
munities, the precision of their method depends on
the quality of the spoken queries, and the density
of the resulting transcription is limited by the size
of the lexicon.

Automatic phone recognition has seen progress
with minimal data (Gupta and Boulianne, 2020b;
Li et al., 2020). While Bird (2020) argues that pho-
netic transcriptions do not stand in for the speech
data and cannot be segmented to generate the re-
quired higher-level word units, we can nevertheless
view phone transcriptions as a speech encoding,
retaining our commitment to the sparse transcrip-
tion model. Such an approach has an advantage
over traditional query-by-example methods in that
a simple word list can be used instead of a spoken
lexicon which can be challenging to collect. In this
paper we show how this can be done, and compare
it with dynamic time warping (DTW) (Sakoe and
Chiba, 1978) commonly used for keyword spot-
ting for Indigenous languages. We consider both
methods as applied to two very low-resource lan-
guages, Kunwinjku (gup) spoken in the far north
of Australia and Mboshi (mdw) spoken in Congo
Brazzaville.

70 Chapter 3. Research Contribution



2 Background

Traditional ASR systems are not well suited to Abo-
riginal languages. The lack of data for such lan-
guages does not allow us to train an acoustic model
or a language model. Additionally, the type of data
usually recorded is often spontaneous and noisy
which makes it difficult to transcribe, regardless of
the amount of annotated data available.

Bird (2020) describes the sparse transcription
model, which combines spoken term detection with
a human-in-the-loop, in an iterative process. Using
spoken term detection as a transcription method
allows us to avoid traditional components of an
ASR system, specifically the language model, to
focus only on the recognition of isolated words.

Traditional Spoken Term Detection systems rely
on text-based search in lattices extracted from ASR
systems (Lleida et al., 2019; Saraclar and Sproat,
2004). Attempts to train ASR systems in low-
resource contexts have so far provided poor results
for single speaker systems (Gupta and Boulianne,
2020a,b). This makes traditional spoken term detec-
tion approaches questionable in very low-resource
settings. A few papers linked to the Babel Project
have explored lattice search using ASR systems
trained in low-resource settings (Gales et al., 2014;
Rosenberg et al., 2017). However, they work with
much larger data collections than what is available
in Indigenous contexts.

Query-by-Example methods have been preferred
in very low-resource contexts since they only rely
on acoustic comparison between spoken queries
and utterances. Le Ferrand et al. (2020) explore
feature representation using DTW in an iterative
pipeline following the sparse transcription model
(Bird, 2020), and have been able to transcribe up to
42% of a lexicon in their speech collections. This
method, however, has shown limitations in terms
of robustness in the face of speaker variability. Re-
search around speech features for spoken term de-
tection has explored the use of bottleneck features,
or the hidden representation of an auto-encoder
(Menon et al., 2019; Kamper et al., 2015, 2020).
Such research highlights the benefits of multilin-
gual approaches for spoken term detection when
transcribed data are limited in the target language.
Others have exploited neural approaches to train
word classifiers from word pairs using a Siamese
loss (Settle and Livescu, 2016; Settle et al., 2017),
however pairs of words are required, limiting the
selection to words that can be searched.

Query-by-example relies on a spoken lexicon
and, by extension, a comparison between two
acoustic vectors. A difference of speakers or
recording channel between the query term and the
speech collection has an influence on the likeli-
hood of a given term to be retrieved. Moreover,
a spoken lexicon is not simple to gather and this
therefore limits the amount of terms we can re-
trieve. Using a lexicon made of terms recorded in
isolation for spoken term detection purposes will
lead to poor precision. Another solution would
be to manually extract the terms of the lexicon
from a speech collection which is time-consuming.
Phone recognizers, like ASR systems, also need a
few hours of annotated speech to provide accept-
able performance (Gupta and Boulianne, 2020b;
Adams et al., 2018). However, recent work has
shown how multilingual phone recognizers can be
fine-tuned with minimal data to work on a new lan-
guage (Li et al., 2020). Raw phone transcriptions
are hard to obtain as they require the skills of a
trained linguist, and they cannot help directly for
retrieving higher level-units (Bird, 2020). However,
the orthography of most Indigenous languages is
based on their phonology and there is usually a
simple mapping from graphemes to phonemes can
be obtained to train a phone recognizer, even with
a shallow knowledge of the phonology. A spoken
term detection method based on a phone recog-
nizer could allow us to rely only on written queries
following a traditional lattice-search method.

3 Methods

We begin with a lexicon of size s consisting of au-
dio clips of spoken words, along with orthographic
transcriptions, plus a speech collection in which
more instances of those words may be found.

Two spoken term detection approaches, involv-
ing a multilingual component, are investigated here:
(a) a baseline method based on DTW applied on
multilingual BottleNeck Features (mBNF); and
(b) a method based on a textual search in phone con-
fusion networks extracted from a universal phone
recognizer (P2W).

3.1 Baseline: Sparse Transcription using
DTW

We first extract acoustic features from both the cor-
pora and lexicons. Based on general performance
scores reported in the literature, and in order to
compare our method with another multilingual ap-
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proach, we have chosen multilingual bottleneck
features. These are extracted from a model trained
on the Babel corpus and consist of 80 dimension
acoustic vectors. They have been extracted with
the Shennong library.1 We slide each term of the
lexicon along the utterances of the corpus with a
step size of 30 milliseconds. We then select the
best matches for each utterance-word pair based
on DTW distance and retain all matches above a
threshold m for evaluation.

3.2 Sparse Transcription using Phone
Recognition (P2W)

Li et al. (2020) introduced Allosaurus, a univer-
sal phone recognition system which combines a
language independent encoder and phone predic-
tor, and a language dependent allophone layer
with a loss function, associated with each lan-
guage (Fig. 1). Allosaurus models are trained using
standard phonetic transcriptions and the allovera
database (Mortensen et al., 2020), a multilingual
allophone database that can be used to map al-
lophones to phonemes. The model first encodes
speech with a standard ASR encoder which com-
putes the universal phone distribution. Then an
allophone layer is initialized with the allophone
matrix and maps the universal phone distribution
into the phoneme distribution for the given target
language. The resulting model can be fine-tuned
and applied to unseen languages.

Figure 1: Allosaurus model (Li et al., 2020)

In the current context, since we only have an or-
thographic transcription for Kunwinjku, we translit-
erate it into IPA with the mapping shown in Table 1.
The transcription contains some English words
which will be mapped as if they were Kunwinjku
words (e.g., school is written /sPkool/ instead of

1https://docs.cognitive-ml.fr/shennong/

graphs a b d h e i ch y o k dj s r rr
phones A b d P E i S j O k é s õ r
graphs ng rd rl nj rn u f l m n w p t
phones N ã í ñ ï u f l m n w p t

Table 1: Grapheme to phoneme mapping for Kunwin-
jku

/skUl/). For Mboshi, the orthographic transcription
already mostly matches the corresponding phonetic
transcription.2

We fine-tuned the original pretrained model with
the training and validation subsets described in Sec-
tion 4 following the mapping described above, re-
sulting in one new phone recognition model per
language. We used the resulting models to automat-
ically extract phones in confusion networks from
the validation and test sets of the two languages
(Mboshi and Kunwinjku) (Fig. 3).

The graph extracted is a confusion network
(confnet) and consists of a size s sequence of
phones and the top k likely alternatives for each
phone (see Fig. 3). For each phone in the graph
a probability score between 0 and 1 is assigned.
We also map the lexicons into phones and convert
them into a finite state automaton (FSA) in which
each final state corresponds to the end of a given
word (Fig.2). We explore, in the confusion net-
works related to our collection, every path which
corresponds to a valid transition in the FSA and
has a probability strictly greater than zero. If a path
reaches a terminal state in the FSA, we extract the
word and a score corresponding to the mean of the
accumulated likelihood scores. Like the baseline
with DTW, we then select the best match for each
pair utterance/word pairs based on the likelihood
score and keep for evaluation the matches above a
threshold n. For both systems, we do not keep for
evaluation the pairs which correspond to the query
instances used to build the lexicons.

4 Data

We are using a corpus of spontaneous speech in
Kunwinjku built from several sources. The train-
ing, validation and test set are described in Table
2. The training and validation sets are built from
transcribed recordings made for language descrip-

2The tones are marked in the orthographic transcription
but this feature is not taken into account in the Allosaurus
model. We thus decided to treat the orthographic transcrip-
tion as a phonetic transcription so the accentuated vowels are
considered as new phones.
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Figure 2: Example of lexicon converted into a FSA

Figure 3: Example of search in a graph confusion net-
work

tion purposes around language and emotion. They
also contain some recording of guided tours of an
Aboriginal town. The test set contains exclusively
guided tour recordings. The orthographic transcrip-
tion has been force-aligned using the MAUS forced
aligner (Kisler et al., 2017). The train and valida-
tion sets contain the same 5 speakers and the test
set has a non-overlapping set of 5 speakers.

We are also using a corpus of Mboshi speech
which consists of 4.5 hours of speech elicited from
text with orthographic transcription and a forced
alignment at the word level (Godard et al., 2017).
Training, validation and test sets have been ex-
tracted from the corpus and are described in Table
2. The same three speakers are represented among
the three partitions.

The lexicon queries (for spoken term detection)
are made of 100 words for Mboshi and 60 words
for Kunwinjku. We randomly selected in the test
set words which occur at least 3 times in the cor-
responding corpus. For each word, we manually
selected examples clearly pronounced, respecting
the speaker distribution of the test set (Table 3 and
4), and clipped them out.

Partitions train valid test
Kunwinjku 35min45 7min39 19min43
Mboshi 21min10 10min03 3h56min

Table 2: Partition duration

Speaker RB TG GN SG MM
Distribution 10% 25% 15% 38% 12%

Table 3: Speaker distribution across Kunwinjku lexicon

Speaker AB KO MA
Distribution 63% 33% 4%

Table 4: Speaker distribution across Mboshi lexicon

5 Results

5.1 Phone Error Rate (PER)

We first evaluate the PER for both languages on
the validation set. For Kunwinjku the PER started
at 55.45%, and we obtained 38.82% after the sys-
tem early stopped at the 24th epoch. For Mboshi
the PER started at 59% and reached 38.72% at the
29th epoch. Although the PER is low consider-
ing the small amount of data used for fine-tuning
Allosaurus, we would expect a bigger difference
between Kunwinjku and Mboshi considering that
Mboshi is read speech without foreign words and
Kunwinjku is spontaneous speech containing En-
glish words. To estimate the performances for each
language, we computed the PER on the test set
between the top 1 phones generated by Allosaurus
and the gold standard. For Kunwinjku the PER is
at 39% and for Mboshi at 44%.

5.2 System performances

We evaluate the proposed methods using precision,
recall and F-score.

We provide for each language the scores based
on a threshold that is optimized on the respective
validation sets. For the P2W method, the optimized
threshold is set at 0.77 for Kunwinjku and 0.631
for Mboshi. For the DTW baseline, it is set at 0.217
for Kunwinjku and 0.174 for Mboshi. The results
are detailed in Table 5. In Mboshi, the method out-
performs the baseline with DTW with recall and
precision. In Kunwinjku, the method does not out-
perform the baseline in terms of F-scores. We can
see that while the baseline brings more candidates
than P2W, our method is more precise. While it is
clear that a phone recognition based method pro-
vides better overall performance on clean speech,
the gap between the F-scores of each method in
Kunwinjku is small which can make them both
beneficial.

The Kunwinjku corpus contains spontaneous
speech. We can observe elision phenomenon and
fast speech which are not well supported by an ap-
proach based on recognition of canonical, lexical
phone sequences. Figures 4 and 5 show that, while
our approach seems to be more consistent across
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Figure 4: F-scores for Mboshi with variable thresholds
on validation set

Figure 5: F-scores for Kunwinjku with variable thresh-
olds on the validation set

recall precision F-score
DTW mb 14.55% 20.46% 17.01%
P2W mb 22.61% 45.97% 30.31%
DTW kun 42.09% 22.81% 29.59%
P2W kun 17.41% 62.50% 27.23%

Table 5: Performance of spoken term detection on the
test set with the optimized threshold

thresholds, it is less efficient than DTW for noisy
and spontaneous speech corpora.

We present in Table 6 the top 5 false positives
across methods and languages. We could only re-
port the top 4 for P2W in Kunwinjku since most
of the errors were isolated cases. We can see for
P2W that the errors are made between very similar
words. For Mboshi, the top 5 only includes tonal
differences between the query and the hit. For
Kunwinjku, the errors are made between similar
words, some of which are morphologically related

(balanda (man), balandaken (of the man); karrire
(we-INCL go), ngarrire (we-EXCL go)). For DTW,
the errors are not as consistent and the hits seem to
only match subparts of the query terms (wa, wáre;
marnbolh, bonj).

5.3 Speaker analysis

Le Ferrand et al. (2020) pointed out the limitation
of their method in terms of cross speaker spoken
term detection. To compare the two approaches on
this aspect, we analyze each true positive that is out-
put by each system: we check if the word matched
is pronounced by a same or different speaker that
the query term. Even if we only use the written
forms of the queries for P2W, we also make the
same analysis.

Figure 6: Proportion of same-speaker/different-speaker
retrieval in Kunwinjku

Figure 7: Proportion of same-speaker/different-speaker
retrieval in Mboshi

Figures 6 and 7 present the proportion of spo-
ken terms retrieved from same-speaker or different-
speaker For a fair comparison, we also compute the
distribution of same/different speaker between the
lexicons and all the words to be retrieved in the cor-
pora (reference). We can see that P2W method
follows the general distribution in the corpora
while the baseline DTW retrieves mostly terms
pronounced by the same speaker.
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Mboshi P2W Kunwinjku P2W Mboshi DTW Kunwinjku DTW
Query Hit Query Hit Query Hit Query Hit
ádzá ádza balanda balandaken abvúa wa munguyh bonj
ádzá adzá birrimarnbom birrimanbun mwána wa kahdi konhda
ngala ngalá mani yiman mvúá wa kunak konhda
ngaa ngáa karrire ngarrire wáre wa kunred konhda
okándá řkándá ngaa ngá marnbolh bonj

Table 6: Top 5 false positives

6 Combining the methods

We mentioned in Section 2 that DTW and P2W
each have their own strengths. As we know, DTW
will cope more easily with spontaneous speech and
co-articulation effects such as assimilation and eli-
sion. Phone recognition allows us to avoid gather-
ing spoken queries and retrieving terms with exact
matching between written forms. To highlight the
complementarity of the methods, we analyse the
intersection of their true positives in Figure 8. We
show that across both corpora the intersection of
the true positives is small, and so combining the
two methods can help us increase the coverage of
the transcription to reach up to 49.99% for Kun-
winjku and 32.16% for Mboshi.

Figure 8: Relative coverage of the combined methods

We analysed the most common terms retrieved
by DTW which have been ignored by P2W. For
Kunwinjku, the glottal stop and doubled conso-
nant are the phones the least properly recognized
(wanjh written wanj kunwardde written kunwarde
for example). More generally, since the data used
in Kunwinjku is spontaneous speech, most of the
missed hits by P2W are due to highly mistaken
phone transcriptions by allosaurus. For Mboshi, be-
yond the main easily-confusable phones (o / ω, e /
ε for instance) the main missed hits are due to tones
or long vowels not being correctly recognized.

The baseline provides a match for every utter-
ance/query pair if no threshold is applied. However,
since P2W is restricted by the phones output by the

phone recognizer, we have a limited amount of
candidates regardless of the threshold. As men-
tioned before, this has the advantage of being more
precise, but can easily miss a match if the phone
lattices contain many mistakes. In view of this,
we combine the two methods as follows. For each
utterance/query pair brought by P2W, we first keep
for evaluation the candidates which have a score
greater than the P2W threshold. Then we send to
evaluation every pair having a distance less than
the DTW threshold. We provide in Table 7 the re-
sults for the same optimized thresholds mentioned
before.

recall precision F-score
comb mb 24.89% 45.54% 32.19%
P2W mb 22.61% 45.97% 30.31%
comb kun 35.76% 31.48% 33.48%
P2W kun 17.41% 62.50% 27.23%

Table 7: Performance of the combined methods

The described way of combining the methods
outperforms both P2W and DTW approaches in
terms of F-score. For Mboshi, we can observe a
small increase of the recall with a precision barely
affected. For Kunwinjku, the results are less clear.
While the F-score outperforms both the baseline
and P2W, combining the methods double the recall
but decreases by half the precision.

7 Conclusion

This paper compares two methods of spoken term
detection, one based on DTW with bottleneck fea-
tures, and one based on on phone recognition.
Both methods have been applied on two very low-
resource languages, namely, a corpus in Mboshi
recorded in a controlled environment, and a corpus
of spontaneous speech in Kunwinjku recorded in
remote communities. Experimental results shown
that a few minutes of transcribed speech can be
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used to fine-tune a universal phone recognizer.
Then searching terms in a confusion network with
a lexicon expressed as a FSA outperforms the base-
line for Mboshi but not for Kunwinjku.

A text-based approach has the advantage over
traditional Query-by-example that a set of written
queries is easier to gather than spoken queries. Fur-
ther analysis has shown that the proposed phone
recognition approach is more robust to speaker vari-
ability and tends to be more accurate than DTW
overall. However, the baseline seems to have a
better coverage over the corpora and to be more
suitable with noisy data.

One method relies on canonical orthography
while the other relies on acoustic comparison. Both
methods have their own benefits depending on the
type of data they are applied to. Experimental re-
sults have shown that it is possible to take advan-
tage of both methods to increase the overall recall
while maintaining precision at an acceptable rate.
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Retrospective view

While the proposed method did not provide outstanding performance in terms of

f-score, it did respond to our prerequisites. Our method is more precise than DTW,

and more robust to speaker variability. It is more flexible as it does not require the prior

collection of spoken queries (only written) and is quicker to process. The publication

of related work, such as the use of a phone recogniser for the identification of named

entity (Leong and Whitenack, 2022), or the creation of a toolkit of the conversion

between phones and graphs (Pine et al., 2022a) also gave credibility to our approach.

The evaluation of the paper primarily focused on statistical evaluation, which

occluded the main benefit of the proposed method: its flexibility. First, it allowed

us to properly use the available data to train our model (i.e. a very small amount

of spontaneous narrative transcribed at the sentence level). The size of our spoken

lexicon no longer limited us, and we no longer needed to extract the queries for pre-

recorded utterances or record them manually. A simple written request was enough.

Then, once the model was trained (which did not take longer than a day), spotting

terms in the test sets was much faster than DTW. This difference allowed us to directly

incorporate the spoken term detection step inside the activity and obtain instant results

(Section 3.5).

In terms of precision and recall, a recent publication appears to highly outperform

our method (Macaire et al., 2022). As with our method, their amount of training

data was small, and their retrieval mechanism relied on written queries. While their

experimental setup is bounded to creole languages, it would be interesting to see if

such results are reproducible with the data we used and what processing time is to be

expected.
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3.5 COLING 2022: second attempt participatory lan-

guage development

Éric Le Ferrand, Steven Bird and Laurent Besacier. Fashioning Local

Designs from Generic Speech Technologies in an Australian Aborigi-

nal Community. Proceedings of the 29th International Conference on

Computational Linguistics (COLING 2022). pp. 4274–4285, Gyeongju,

South Korea

Research process

This final paper presents the conclusions drawn from the lessons learned in Section

3.3 and the potential offered by the spoken term detection method proposed in Section

3.4. Our goal was to enable community-based language documentation using spoken

term detection to overcome possible issues with literacy. As a spoken lexicon was no

longer necessary, I opted for syllable spotting to avoid over-interpreting the isolated

words observed in Section 3.3. Constructing a spoken lexicon would have been a

significant investment of time, and there was no guarantee of success. Since we were

uncertain whether the syllable-spotting approach would be well-received, we designed

a basic interface (with Tkinter1) for the pilot study.

1https://docs.python.org/fr/3/library/tkinter.html
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Abstract

An increasing number of papers have been
addressing issues related to low-resource
languages and the transcription bottleneck
paradigm. After several years spent in North-
ern Australia, where some of the strongest
Aboriginal languages are spoken, we could ob-
serve a gap between the motivations depicted
in research contributions in this space and the
Northern Australian context. In this paper, we
address this gap in research by exploring the
potential of speech recognition in an Aborig-
inal community. We describe our work from
training a spoken term detection system to its
implementation in an activity with Aboriginal
participants. We report here on one side how
speech recognition technologies can find their
place in an Aboriginal context and, on the other,
methodological paths that allowed us to reach
better comprehension and engagement from
Aboriginal participants.

1 Introduction

A consistent theme in recent NLP research has
been doing more with less (Wiesner et al., 2022;
Gao et al., 2021; Baevski et al., 2021; Schneider
et al., 2019; Menon et al., 2019). It is popular to
describe new pipelines to solve a wide range of
tasks for under-resourced languages (Godard et al.,
2018; Anastasopoulos et al., 2018; Settle et al.,
2017; Mitra et al., 2016; Lane and Bird, 2019).
However, the motivations behind the design of a
computational method are not systematically well
justified according to the needs of the target speech
communities.

The category of under-resourced languages en-
compasses a wide range of contexts, not simply in
terms of the quantity of data available but also in
terms of local speech communities’ sociolinguistic
and political situation (Bird, 2022). Often, the fo-
cus has been to generalise a given method across
languages, where the proposed system is at the
core of the argument instead of the benefits that it

could have for the speakers. We could ask whether
the same language technology would be equally
applicable to Marathi, spoken by millions in a ma-
jor metropolis, and Miriwoong, with only a few
elderly speakers in a remote Australian Aboriginal
community (cf. Kuhn, 2022).

Universal solutions dominate NLP: research and
results are often provided without taking into ac-
count the global situation of the languages involved
or the views of the speech communities about the
preservation of their language. Instead, it is com-
mon to assert that an improvement in Word Error
Rate yielded by a given speech recognition sys-
tem is the answer to the transcription bottleneck
and, therefore, the problem of scaling up language
documentation (van Esch et al., 2019; Foley et al.,
2018).

Most of the world’s languages are primarily oral
(Ong, 1982; Walsh and Yallop, 1993). Writing is
often not a priority, and very few people are skilled
in transcribing their language. Written resources of-
ten only exist in limited spaces where there is a col-
laboration between westerners and local communi-
ties, such as schools, ranger programs, tourism, and
academia. In such cases, writing would seem to pri-
marily serve institutional agendas (cf. Dobrin et al.,
2009; Perley, 2012; Nevins, 2013). Accordingly,
we must ask ourselves to what extent automatic
transcription technologies have a place in research
that respects local self-determination. Bird (2022)
calls for a local turn, for the need to work with local
speech communities from the ground up. In other
words, outsiders who enter communities with their
expertise need to begin with local concerns and
local knowledge practices, and only later begin to
explore ways in which language technologies can
be added into the mix. For example, a local person
might want non-indigenous colleagues to learn and
use the local language, rather than assuming that
all work is conducted in English. We have found
that such an approach enlarges the opportunities
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for collaboration, while simultaneously generating
language resources.

This paper extends our previous work on collabo-
rative transcription (Le Ferrand et al., 2022), where
the language documentation pipeline we designed
failed. We were confronted with different ways of
knowing and different expectations in terms of lan-
guage work. In this work, learning from our past
failure, we describe our approach, from the training
of a transcription system to the design of collabo-
rative transcription activities with Aboriginal par-
ticipants. We first describe our speech recognition
method based on syllable spotting. We then present
the design of the app used that bridges the output
of the syllable spotting system to the people, taking
into account existing practices. We also explain our
method to engage with participants to address their
interests in terms of language work. Finally, we
detail the application of the proposed transcription
activities and discuss the success and flaws of this
work.

2 Background

2.1 Decolonising practices
Research contributions around speech processing
for low-resource languages have often followed
the work of documentary linguistics, where some
automation is added to support manual annota-
tions (Adams et al., 2018; Godard et al., 2018;
Foley et al., 2018). The 7000+ world languages
are often mentioned and language technologies ap-
pear as a way to prevent their loss (Adda et al.,
2016; Duong, 2017; Jimerson and Prud’hommeaux,
2018). Special workshops like the zero resource
challenge1 and the introduction of a surprise lan-
guage have pushed in this direction allowing the
creation of computational solutions that bypass the
need of the speech communities of language ex-
perts. Recent studies have also shown that the
languages (Schwartz, 2022) or the speech commu-
nities (Caselli et al., 2021) are rarely ate the core of
the argument in the ACL anthology’s publications.

Documentary linguistics is often the preliminary
step of language description and analysis (Hanke,
2017). Documentation and description commu-
nicate with each other to allow western scholars
to have a better comprehension of Indigenous lan-
guages. There are no clear benefits for the speech
community, and extra work needs to be provided
to share the benefits of a research project (Chelliah

1https://www.zerospeech.com/

and De Reuse, 2010). The NHMRC Guidelines2

for Ethical Conduct in research with Aboriginal and
Torres Strait Islander Peoples and Communities set
out principles of equity and reciprocity, where the
outcome of the research should benefit both parties.
Recent research practices, including documentary
linguistics, started to fully commit to these stan-
dards by adopting a community-based approach
(e.g. Rodríguez Louro and Collard, 2021; Ryder
et al., 2021; Taylor et al., 2020). Community-based
research has the community at its core and is meant
to be conducted for and with the participation of
community members (Rice, 2011).

2.2 Community-based projects

Community-based research around software de-
sign is a small but growing area. Projects have
been based on research Human-Computer Inter-
action (HCI) or NLP from a language learning
perspective. On the HCI side, research has con-
tributed to responding to local issues by designing
tools in collaboration with the community (Soro
et al., 2017; Hardy et al., 2016; Leong et al., 2019).
Cross-cultural collaboration is challenging. From
this kind of project have also emerged engagement
methods to facilitate the conversation with Indige-
nous communities about technology design (Za-
man et al., 2016; Taylor et al., 2020). On the NLP
side, the research contributions have been language-
specific or bounded to a specific context. For in-
stance, Pine et al. (2022) have described speech
synthesis systems in several Indigenous Canadian
languages responding to a call from the language
learners. Projects that did not initially have a
community-based component sometimes ended
up serving community-based projects. Uí Dhonn-
chadha and Van Genabith (2006) for instance, cre-
ated a POS tagger for gaellig Irish. The system
has been then incorporated into an Irish learning
game (Xu et al., 2022). In either case, the majority
of the work done in this area is based on writing
(e.g. Lane and Bird, 2019; Schwartz et al., 2019;
Finn et al., 2022). The only speech-based projects
are around speech synthesis (Harrigan et al., 2019;
Pine et al., 2022). Speech recognition seems to be
rarely involved in community-based projects.

2https://www.nhmrc.gov.au/about-us/re
sources/ethical-conduct-research-aborigi
nal-and-torres-strait-islander-peoples-a
nd-communities#block-views-block-file-at
tachments-content-block-1
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2.3 Context

Our work is grounded in Bininj country in West
Arnhem, Northern Territory in the Australian Top
End. Bininj country is part of the Indigenous Pro-
tected Area of Arnhem Land where the land and sea
are managed by Aboriginal groups.3 The main lan-
guage of communication is Kunwinjku (ISO gup)
which is spoken by approximately 2500 people
(Marley, 2021). There is a standard orthography
that has been introduced by linguists but it is not
widely used by the members of the community.

The first and second authors have several years
of experience with the Bininj community, have
some expertise in Kunwinjku, the local language,
and have both been adopted by Traditional owners
of the land. In this case, adoption means the attri-
bution of a skin name that connects an individual to
the rest of the community (cf. Christie, 2008, p.35).

2.4 Learning from failure

This work is the continuation of Le Ferrand et al.
(2022). We previously designed a spoken term de-
tection prototype to detect whole words in untran-
scribed speech collections in Kunwinjku. We then
used an app to bridge the output of our prototype
to the people to allow local communities to verify
the guesses of our system and therefore be part of
transcription works. We faced many challenges
that we tried to build on in this work.

This previous work focused on the collection of
data to enhance the performance of the system. The
design ended up being irrelevant and redundant for
the participants. From here we realised the need
for further discussion with the community to set up
activities that are relevant to their agenda, interests
and practices.

The app presented displayed only four buttons:
one to play the query, one to play the utterance
and two to give a feedback on whether the query
has been spotted in the utterance or not. While
testing the app, we realised how the audio files ex-
tracted from their contexts were confusing for the
participants. Besides, the fact of validating system
guesses in random utterances was disconnected
from the idea of transcription which led most par-
ticipants to overthink the task.

In projects around cross-cultural technology de-
sign, shallow information is provided about the
extent of the collaboration and the challenges en-

3https://www.awe.gov.au/agriculture-l
and/land/indigenous-protected-areas

countered. Yet, studies have described ways of
knowing in Indigenous communities that differs
from the western approach to knowledge (Descola,
2005; Foley, 2003). Such differences appear as the
main reason behind the failed attempt of app design
where the proposed task lose all meaning in Bininj
context.

From our first failed attempt, the challenges were
two-fold. We first needed to figure out a way
to solve the comprehension issues we have faced.
Then, we needed to improve the relevance of this
work for Bininj participants. The key was to find
out how to design transcription technologies based
on existing practices. From the language learning
sessions we had with some of our Aboriginal col-
laborators, we noticed, for instance, how they teach
us breaking down words into syllables to decom-
pose the pronunciation of a given item. This led
us to think about replacing word spotting with syl-
lable spotting, allowing participants to reproduce
their word decomposition strategy to build up the
transcription from the syllables spotted. From here,
the focus needed to be given on incorporating this
transcription strategy into an activity that matters
to the people.

3 Transcription by syllables

3.1 Data

To build the system, we are using a corpus in Kun-
winjku built from several sources. The training
and validation sets consist of 35.45 min and 7.39
min respectively of spontaneous speech made of
guided tours of Aboriginal towns and utterances
for language description purposes. Two different
sets are used for testing: one set of 19.43 min of
spontaneous utterances and one set of 4.43 min of
elicited words recorded in isolation.

To build our list of valid syllables, we used a
word list built from the Bible in Kunwinjku. We
then applied on each word syllable segmentation
rules resulting in a set of 584 unique syllables with
relative frequency values associated.

3.2 Experimental setup

Le Ferrand et al. (2021) introduced a method of spo-
ken term detection for very low-resource languages
based on phone recognition. Their method is based
on Allosaurus (Li et al., 2020), a universal phone
recognizer. We preferred this method in this work
due to its flexibility in terms of query selection
and its speed compared to Dynamic Time Warp-
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ing, which is usually used for very low-resource
languages.

We first trained the phone recognizer using our
train set and generated confusion matrix from the
validation and test sets. A confusion matrix con-
sists of a phone transcription and the top k (we
use k=5) most likely alternatives per phone with
a likelihood score associated. To spot syllables,
we expressed the syllables extracted from the bible
as a finite state automaton after conversion from
graphs to phones and explored every possible path
in the phone matrix that corresponded to a valid
transition in the lexicon. Ultimately we extracted
the resulting syllables with the mean of the phones’
scores that are used as a likelihood measure to filter
the syllables spotted based on a threshold T.

To increase the accuracy of the method of Le Fer-
rand et al. (2021) which only relies on the like-
lihood scores output by allosaurus, we used the
frequency information in our syllable list to more
precisely select our candidates. To do so, we aver-
age the likelihood score Ls of a detected syllable
with its unigram probability Ps weighted with a
constant α as:

Ls + αPs (1)

We then optimised, on the validation set, α vary-
ing a range of values between 0 and 10 with a 0.1
step and a syllable detection threshold T between
0 and 10 with a step at 0.01. We then spotted syl-
lables on the test set with the parameters which
provided the best F-score on validation. We also
report results without the frequency where only the
threshold T is optimized on the validation set.

3.3 Experimental results

Our best results on the validation set have been
obtained with T = 0.39 when unigram probability
is added. For our baseline without unigram prob-
ability, the best threshold has been obtained with
T = 0.35 We report the results in Table 1.

We can see here that the frequency information
has an impact on the overall performances in both
scenarios with an F-score nearly 4 points higher in
the results with frequency. Better performances are
obtained on the test set made of utterances. Two
elements can explain it. First, the phone recogni-
tion model has been trained on similar data to the
utterance test set which leads to better phone recog-
nition performances. Then, the chance of a given
syllable being pronounced several times is higher

Results with likelihood score alone
Sets Recall Precision F-score
Words 41.71% 24.40% 30.79%
Utterances 47.21% 36.26% 41.02%
+ unigram probability
Sets Recall Precision F-score
Words 43.08% 28.09% 34.23%
Utterances 46.56% 41.50% 43.88%

Table 1: Experimental results (syllable spotting) on the
two test sets

in longer utterances which means that it has higher
chance to be spotted.

4 App design

4.1 Prototype

We designed a simple interface to display the syl-
lables from our spoken term detection systems to
our participants (see Figure 1). Our goal here was
not to design a final product but to present a sim-
ple interface that works well enough to see if the
proposed syllable concatenation mechanism makes
sense from a Bininj perspective. We bridged the
output of the system to a transcription interface
by creating one button per syllable spotted for a
given audio recording. The buttons display the or-
thography of the syllables spotted. They play the
corresponding pronunciation when clicked. There
is one play button to play the audio to transcribe
and one text area with an associated play button to
look for syllables that have not been spotted. The
user needs to use the keyboard to make guesses on
missing syllables and needs to click on the play
button to check the pronunciation of their guesses.

Figure 1: Preliminary version of the app

We organised a testing session with one partici-
pant in Gunbalanya: IG, a 25 year old local artist
and tour guide. We spotted syllables in a 3.35min
recording made of elicited speech of Bible stories.
Because of the quality of the audio, most of the
syllables were correctly spotted. We explained to
IG that we wanted to write down Kunwinjku and
we needed his help to spell the words.

IG rapidly understood the task and started point-
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ing syllables on the screen while we were writing
with pen and paper IG’s feedback. He clicked sev-
eral times on the different syllables displayed and
progressively gave feedback. When a syllable was
not spotted, he could with some hesitancy, write
with the keyboard syllables guesses in the text area.

The main observations made during the pilot
study were IG’s quick comprehension of the task,
his hesitancy while using the keyboard and his con-
fidence while reporting the orthography. At the end
of the activity, he told us that he was expecting the
text area to produce a new syllable button he could
use.

4.2 Design and features
The quick comprehension of IG showed the poten-
tial of the proposed transcription mechanism which
made us pursue this direction. Based on the first
trial, we designed a proper transcription interface
based on syllable spotting (see Figure 2). The core
of the interface was the same that our first trial: we
have a play button on the top of the screen playing
the target audio to transcribe. We have one button
per detected syllable associated with a wav file con-
taining their pronunciation. The syllables can be
dragged and dropped to the black box at the bot-
tom of the screen. The user can listen to the final
concatenation of the syllables with the associated
play button and validate the transcription created
with a thumb up button.

We needed to find a way to allow the user to
add undetected syllables manually. To do so, we
initially added a side menu accessible through a
plus button on the side of the screen. The menu
consisted of a scrolling list that contained the 584
syllables. We added a text area at the top of the list
that allowed the user to retrieve a syllable from its
first letters (see Figure 3). Following the principle
of the regular syllable button, the user could click
on the syllable to hear the pronunciation and click
on the associated plus button once their choice was
made. The syllable was then added as a regular
syllable button. To avoid the use of the keyboard,
we changed this syllable search mechanism by re-
moving the text area and by replacing the list of
syllables with expandable sub-lists labelled with
the first graph4 of the syllables it contains (see Fig-
ure 4). The user can then search for a syllable by
expanding the lists and select a syllable by listening

4We are not talking in terms of individual letter but graph
or group of graphs that correspond to a single phone in Kun-
winjku

to it and clicking on the associated plus button. The
app and databases were stored in a laptop accessed
remotely by a tablet with wifi.

Figure 2: Final version of the app

Figure 3: Initial syllable search mechanism

Figure 4: Updated syllable search mechanism

5 User testing

Due to Covid-19 restrictions, no trips to remote
communities were possible. However, we have
been able to work individually with Kunwinjku
speakers in transit in Darwin at the university. We
incorporated our syllable spotting based transcrip-
tion task in a more global resource creation work-
flow. We could test it with two participants from
Bininj country. In order to engage with the par-
ticipants, we organised the testing phase in two
sections. In the first one, we discussed and elicited
knowledge about topics of interest based on previ-
ous conversations, in the second, we used the inter-
face to transcribe the knowledge recorded. There-
fore, besides the focus given to the design of the
app and spoken term detection system, time of this
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project has been dedicated to the study of cultural
elements to enable more efficient collaboration.

5.1 Activity description
Elicitation of knowledge

Ngabenbekken nahni wurdwurd nawu
kabirrihre minj Kundebi kabirrikarrme.
Burrkyak. Kabirridjalngeybun. Minj
kabirridebikarren, burrkyak.

“I hear these children going about – they
don’t have Kundebi. No. They just use
people’s names. They don’t use Kundebi
with each other, no.” (Etherington, 2006)

Language shift is not a new phenomenon. Lan-
guage variation in Kunwinjku has been the subject
of recent research (Marley, 2021) and has been
one of the concerns raised by Bininj Elders. Kun-
debi specifically has been described as a language
feature that the community is proud of and that is
being progressively lost by the young generation
(Garde, 2013; Etherington, 2006). It has also been
mentioned in the same terms by some Elders during
some of our fieldtrips. Kundebi refers to the way a
speaker A refers to an individual C while talking to
an addressee B. For example, a speaker A is talking
to their elder sister’s child B about their elder sister
C. A is usually referring to B using the term djedje
“nephew” and to C using the term yabok “sister”.
Listener B however usually refers to C using the
term morlah “mother’s elder sister”. The kundebi
term berlunghkowarre is then used to summarize
these three relationships and could be translated as
“my sister, your mother’s elder sister, you are my
sister’s child” (Garde, 2013).

In order to respond to people’s priority in terms
of language work, we have decided to first focus
the activity on the creation of written resources
around Kundebi. To do so, while working with a
Kunwinjku speaker, we would talk about common
acquaintances, identify the way we both would
refer to them and then identify and record the cor-
responding Kundebi terms. We used an activity
sheet (see Figure 5) to draw the relationships we
wanted to elicit (for instance, E for first author,
G for the participant and J for the person we are
talking about). The recording is directly stored on
our laptop. The speed of the pipeline, described
in Section 3.2, also allowed us to directly spot the
syllables in the audio. Some of our participants
expressed the fact that they were not confident with

Figure 5: activity sheet filled

Kundebi and would feel more comfortable talking
about Kunbalak. Kunbalak is a sub-language used
for forbidden relationships to show respect. It is
identical to regular Kunwinjku syntactically but
would use different lexical items. For instance Bir-
riwam “they went” becomes birridokang in Kun-
balak (Manakgu, 1996). To elicit Kunbalak we
would just ask for the conversion of regular Kun-
winjku terms.

Use of the app
After recording a few terms with a speaker, we

presented the transcription interface to them. The
terms previously recorded and the syllables spot-
ted have been automatically loaded into the app
database. After showing the interface’s different
features to the participants, we asked them to drag
and drop the syllables to build the transcription of
the previously recorded terms. After actively work-
ing around Kunwinjku and building expertise about
the proper way to write the language through the
years, we let the participants use their own exper-
tise on what they think is the orthography without
questioning their authority.

5.2 Fieldwork

We tested our pipeline with two participants. JB
(30s) and GB (30s).

We could present our activity to JB on three dif-
ferent occasions. We could identify and record
some kundebi terms during the first trial. The activ-
ity has then been interrupted by upset child. Dur-
ing this first trial, she briefly started to point sylla-
bles on the screen without properly using the app.
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She told us afterwards that the kundebi terms we
recorded should be double-checked by an Elder,
and she would feel more confident talking about
Kunbalak instead. During the second and third
trials, we could easily identify and record some
Kunbalak terms. While using the app, we faced mi-
nor technical difficulties with the manual syllable
addition feature. However, JB could take control of
the tablet to transcribe some of the terms recorded.
One of the issues we faced was the playback of
syllables that include a glottal stop which was hard
to identify in syllables in isolation (the difference
between ma and mah, for instance). The activity
was trialled with the first version of the syllable
search (see Figure 3). The keyboard generated by
the text area would take most of the space on the
screen. JB needed to ask for our support to know
how to proceed. At the end of the second trial,
while no instruction had been explicitly given, she
started to drag and drop the syllables available on
the screen to explore the different words that are
possible with them. We asked about her thoughts
about the activity, and she responded that she liked
it and would like to get more confident in writing
in Kunwok and download the app later.

We could test the activity with GB, the second
participant. We first recorded a few Kundebi terms.
We wrote on paper the relationship to elicit, which
made him understand the activity was about con-
structing a word list. After recording a few terms,
we gave GB the tablet and asked him to transcribe
the words. For each term, he listened to the au-
dio first and pressed the syllable displayed on the
screen. He was able to add new syllables manu-
ally without too much difficulty. For one particular
term: nayaw, we discussed rather the term should
be written nayaw or nayawu. While listening for
a given syllable, he sometimes asked for confir-
mation about what he heard (for instance, “Is this
ka?”). We discussed his thought about the task
at the end of the activity. He showed enthusiasm
about the incremental construction of the transcrip-
tion. During the activity, he rephrased the syllable
concatenation process by “putting pieces of lan-
guage together”.

No more participants were available for the time
for this project. However, to sustain this work in
the future, we deployed it in a laptop to be brought
to the community by future scholars or language
workers, as soon as COVID-19 restrictions are
eased.

Figure 6: Picture of a participant using the app

6 Discussion and Limitations

The design and testing of the activity have shown
promising results among a few participants, which
gave us a glance at the potential of syllable spot-
ting for the design of language related activity for
Aboriginal people.

Syllable Spotting: It has been shown in the lit-
erature that traditional ASR is hardly applicable to
Aboriginal languages due to the lack of resources
available to train robust systems. Sub-word de-
tection has been seen as a way to avoid out-of-
vocabulary (Szoke et al., 2008; Parlak and Saraclar,
2008; Van Heerden et al., 2017) and, in our case,
to allow a denser transcription than word spotting
specifically for a polysynthetic language like Kun-
winjku. Adding information on frequency, not sur-
prisingly, allowed us to boost our performance (F-
score) from 40% to nearly 44% for the syllables
displayed on the screen for a given utterance.

Enabling mutual comprehension: Our main
objective, starting from our previous work, was to
enable a better comprehension in our cross-cultural
setting. Part of this process consisted of getting
familiar with cultural components that have been
raised by the community (namely, Kundebi and
Kunbalak). This also consisted of finding methods
to trigger a conversation about these topics. For
the rest, strategies have been found to help the
participants to understand our contribution is this
work. For instance, the support of the activity sheet
made clear that the ultimate goal of the activity was
to build a word list. Then the syllable concatenation
mechanism allowed the participants to leverage
existing language patterns from the aural space
into writing.

Aligning agendas: Asking the participants
about traditional knowledge allowed them to di-
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rectly use their expertise and navigate in familiar
territory. Talking about Kundebi and Kunbalak
gave a sense of clarity regarding our function in
Aboriginal land because of the continuation be-
tween previous conversations and the current activ-
ity. Yet the extent of our contribution being seen
as beneficial for Bininj people from a language
preservation perspective is still unclear. Writing in
language is not a traditional practice in this com-
munity. People are often literate in English but
not in their language. We then needed to find a
space where the orthography made sense (Lewis
and Simons, 2016). Documents written in Kun-
winjku exist in Bininj country through the ranger
program, the schools or in facilities where exists
an interaction between Bininj and westerners (art
centres, clinics, etc.). While we thought that the
proposed activity could enable the continuation of
the creation of these resources by Aboriginal partic-
ipants, the proposed app has probably mainly been
seen as a way to enhance writing skills.

App design: There were two main challenges
related to the design of the app. The first one was
enabling syllable concatenation, prioritising infor-
mation from the oral space. Then we needed to effi-
ciently retrieve syllables that had not been spotted.
The first challenge was easily solved by the syllable
playback features possible with the progressive col-
lection of syllables throughout this project. Then
we designed a basic search mechanism. The first
search mechanism to add new syllables relied on
the keyboard, which we knew was problematic (cf.
Section 4.1). We believe that the new design would
lead to better efficiency, but it could not be properly
tested.

Activity flaws: The lack of good quality data
available in Kunwinjku did not allow us to build
a robust speech synthesis system that would have
been relevant to the interface. Instead, we recorded
in isolation syllables which sometimes lacked clar-
ity. While ultimately, some of the most common
syllables have been recorded by a native speaker,
many were still pronounced by the first author,
whose pronunciation might not be accurate. For
instance, in the pilot study, while writing the word
djurra (IPA djura) “paper”, first author’s pronuncia-
tion of the syllable rra has not been accepted by IG
and selected instead “da” which was closer to the
pronunciation of the word according to him. The
case of the glottal stop has also been mentioned as
a challenge in the literature (Wigglesworth et al.,

2021). The glottal stops included in some syllables
were not clearly audible out of context, which made
them hard to differentiate from similar syllables
without glottal stops (ma and mah, for instance).

Limitations: There is a limited number of Kun-
winjku speakers, and recruiting a large number of
participants for such work was not easy. The cur-
rent pandemic did not facilitate our work, and we
know that it is hard to draw final conclusions with
activities conducted with only three participants.
Further research needs to be done, including proper
testing in Bininj country to consolidate our obser-
vations. The activity setup was also grounded for
JB and GB in an academic environment with ac-
cess to facilities that we do not necessarily have
access to in remote locations (access to the internet,
workplaces etc...). Besides, we can ask ourselves
about the sustainability of such a work grounded in
an interaction between Aboriginal participants and
scholars in a very controlled environment. To be
sure that our methods can be used in the long term,
we imagine setting up a remote server to enable
remote access on tablets so that people can keep in-
teracting with the app without outside intervention.

7 Conclusion

Generic speech recognition methods for under-
resourced languages offer the potential to support
small speech communities. Yet the translation of
such methods into community-based projects is
rare. We have presented a study on the creation and
testing of a syllable spotting-based transcription
interface to enable the creation of written resources
by the members of an Aboriginal community in
the Australian Top End. Based on the challenges
encountered in previous work, we went from word
spotting to syllable spotting to reach a denser tran-
scription and enabled a transcription method closer
to existing practices. With the help of collabo-
rators, we designed a transcription interface that
allowed the users to build the transcription of given
audio using the syllable spotted by our system. We
reported the testing of the app with three partici-
pants at different stages of development, including
lessons learnt from their interaction with the tran-
scription activity and the app design.

Research guidelines push scholars to decolonise
their practices and to go towards self-determination.
Yet the translation of guidelines to real-life appli-
cations is unclear, specifically in cross-cultural col-
laborations with different ways of knowing. This
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work allowed us to highlight methodological paths
that improved the engagement and comprehension
of the participants. The activity sheet, for instance,
made clear that the activity was about creating a
wordlist which was not necessarily clear based on
our explanation. Dividing the activity between an
elicitation part and a transcription part allowed us
to hook the interest of the participants with a task
they were familiar with and allowed us to clarify
the context of our work in contrast to the sparse
transcription of random sentences explored previ-
ously (Le Ferrand et al., 2022). All participants
frequently used the playback of the syllables in
isolation and their concatenation, confirming its
engaging aspect.

Documentary linguistics has often been under-
taken by non-indigenous linguists where the col-
laboration with the community did not go fur-
ther than the collection of spoken data (First Lan-
guages Australia, 2014). In this work, we initially
wanted to counterbalance these practices by en-
abling community-based language documentation.
Yet keeping a language strong does not need to
be about language documentation, and Bininj peo-
ple who took part in this work did not seem to
buy into documentary linguistics practices. In-
stead, they seemed to see the interface as a literacy
learning tool. Keeping language strong is seen as
building capabilities instead of creating and stor-
ing language material. Community-based implies
an active role of the community in the work we
conducted, and following their view in terms of
language work is then crucial. The cross-cultural
challenges we encountered required extra work
to enable a common ground we could build on.
Now that comprehension issues are solved, that we
have a better comprehension of people agenda and
COVID-19 restrictions start to be eased, more iter-
ation can happen to allow the community to take
control of the design of the proposed tool to better
fit their agenda and practices.
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Retrospective view

This final research contribution was completed simultaneously with the writing and

submission of this thesis. Although it is difficult to reflect on this work without

repeating what has already been discussed, it can be contextualised with the other

three contributions. Initially, our aim was to facilitate community-based work that

was separate from the linguist’s workflow, but this work shifted towards traditional

language documentation. This final contribution helped us to realise the gap that

exists between our conception of language preservation and what the Bininj people

considered beneficial. Ultimately, the feedback we received from the participants

highlighted the potential of this work, which can now be advanced to develop local

capacity.
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3.6 Conclusion

Despite the collaborative effort in co-designing and implementing the sparse transcrip-

tion model, we encountered various challenges during our interactions with Bininj

participants. I began this project by designing and deploying the sparse transcription

model, initially following the linguist’s workflow and employing a spoken term detec-

tion method based on DTW. However, it became clear that the initial study did not

align with the Bininj community’s goals. By redesigning the spoken term detection

method and learning from my initial shortcomings, I conducted a new study in the

Bininj community that aligned more closely with their needs and desires.
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Chapter 4

Discussion and Conclusion

4.1 Introduction

This chapter provides a summary and discussion of the contributions to knowledge

made by this thesis, as well as the conclusion for this project. This project was

based in northern Australia, in Indigenous communities with strong identities and

cultures, which have bodies of knowledge and ways of knowing that do not always

align with western approaches to knowledge. Following a long history of unethical

research practices in Indigenous contexts, research undertaken in these communities

has started to adopt community-based methodologies and co-design approaches that

aim to promote community self-determination.

Natural Language Processing research addresses some Indigenous topics, usually

under the "low-resource" label. Many of these research contributions promote the use

of data to provide solutions designed by external experts to solve local issues. In this

thesis, I aimed to counterbalance established NLP research practices by exploring

ways to enable computer-assisted and community-based language development.

I began this project with the sparse transcription model, designing the first simula-

tion of a speech transcription workflow combining spoken term detection and human

expertise (Section 3.2). This model enables the participation of the community in

language-related work with the support of some automation. Following this first

simulation, we conducted several trials in remote Indigenous communities using a
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web app to bridge the output of our spoken term detection system to Indigenous

participants (section 3.3). Throughout these trials, the challenges associated with

cross-cultural research were evident, particularly with respect to speech transcrip-

tion and technologies. Building on the obstacles we faced, we designed a phone

recognition-based spoken term detection method that allowed for better efficiency

and flexibility than our previous method based on Dynamic Time Warping (Section

3.4). Following on from this new method and the lessons learned in Section 3.3, we

designed a syllable spotting-based transcription interface. We introduced this interface

into a larger activity combining discussion about cultural topics with transcription

work (Section 3.5).

With the emergence of research contributions that advocate decolonising methods,

principles of respect or reciprocity seem obvious in projects involving Indigenous

participants. Yet, beyond general recommendations dictated by ethical research

guidelines, the application of ethical obligations to real-life actions is not always clear.

Cross-cultural research has expanded to provide solutions for more ethical practices.

For instance, in Australia, traditional Indigenous research methods have been adopted

by scholars for data collection purposes, while health practitioners aim to co-design

health program construction (Section 2.2). Following decolonising research principles,

this research aims to contribute in the area of community-based NLP by exploring

ways to use speech recognition for language development purposes in partnership

with an Australian Indigenous community.

Following up on the research questions detailed in Section 1.2, the contributions

of this thesis are articulated around three main themes. First, Performance, where

we try to rethink the notion of performance and usability of speech technologies in

Indigenous contexts. Second, Comprehension, where we detail strategies to organise

information to build a common ground for efficient collaboration. Last, Engagement,

where we summarise our approach to engage the community towards sustainable

language development practices. In Section 4.5, we report the limitations of this work

and discuss future research opportunities.
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4.2 Performance: Technological strategies to facilitate

transcription

Data availability is rarely a concern for dominant languages, but this is not always the

case for others. Research on speech recognition has the potential to provide solutions

to real-life issues. For example, automatic sub-titling (Palaskar et al., 2018), ASR

systems for smart homes (Desot et al., 2019), and chatbots (Belenko et al., 2019) all

have unique requirements in terms of training data or system architectures.

A branch of NLP has explored ways to apply processes for low-resource languages

for which we do not have the data necessary to perform a given task in the standard

way. The main context provided for these languages is the language documentation

workflow and the transcription bottleneck. The documentary linguist records speech

data, in many cases in an Indigenous language, then transcribes it and analyses it.

Manual transcription is described as an onerous task and speech recognition methods

are therefore applied to support this work. Experiments are then conducted, generally

on sanitised corpora made for NLP experiments, to reduce a Word Error Rate, or to

increase recall or precision. The translation of experimental outputs into concrete

applications is barely explored.

Research contributions around speech recognition for Indigenous languages gen-

erally only mention the lack of data by which to justify their methods. However,

Indigenous contexts might have other kinds of constraints. As seen in Section 2.3.1,

many languages are not traditionally written, which makes solutions based on writ-

ten resources questionable. In Section 1.3.1, it is explained that many Indigenous

communities can be found in remote locations with few facilities and limited access

to the Internet, which complicates the deployment of large computational models.

Fieldwork often happens outdoors, with the language data recorded often being of

poor quality as it includes background noise. Finally the willingness of the Indigenous

communities to record speech data will limit the amount of non-transcribed speech

available.
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In this thesis, I attempted to follow decolonising methods in reviewing how speech

recognition can be applied in response to the needs of an Indigenous community. To

do so, we used the sparse transcription model (Bird, 2020b) by combining spoken

term detection and human expertise to iteratively transcribe a speech collection. The

goal was to allow the speech community to be involved in the documentation of

their language by verifying the guesses of a speech recognition system. The first

contribution was the design of a transcription pipeline where we tried to automatically

detect isolated words from a spoken lexicon. To do so, we used DTW and explored

several speech features. We rapidly questioned the proposed pipeline while trying

to apply it in Indigenous contexts, facing obstacles we describe in detail in Section

4.3. These obstacles pushed us to reconsider our initial approach: instead of spotting

words, we decided to use phone recognition to spot syllables instead. Among our

justifications for this switch in direction, two main issues were identified, lack of

consistency and real-life application.

4.2.1 Lack of consistency

Throughout this project, we conducted spoken term detection experiments on two

different corpora, using two different algorithms to explore a set of different types of

speech features. Throughout the experiments described in Section 3.2 and 3.4, we

were able to determine which method was better based on quantitative metrics alone.

While for dominant languages, the amount of language resources available allows a

given system to generalise correctly; this is not the case for low-resource languages.

Two corpora were explored: one in Bininj Kunwok (also called Kunwinjku),

recorded across several trips in Bininj Country was made up of spontaneous speech

from various guided tours with six speakers, and one in Mboshi made up of speech

elicited by only three speakers, including one responsible for 70% of the corpus. This

second corpus allowed us to compare the results obtained for our target language in
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another corpus collected for NLP purposes. The difference in the speaker distribu-

tion between the two corpora and the mode of recording (spontaneous/read) led to

inconsistency in the evaluation.

On the computational side, two methods have been explored. The first one is based

on DTW, which is a dynamic acoustic comparison of speech features. The second

method is based on a universal phone recognition system and Finite State Automata,

and is detailed in Section 3.4.

A method based on DTW, applied to features extracted from wav2vec models,

provides the best results for Kunwinjku, due to the robustness of these features

to speaker variation. However, in Mboshi, these features were less efficient than

normalised MFCCs, which were more robust for same-speaker recognition.

In a second set of experiments, we compared the performance of DTW applied

to multilingual bottleneck features1 and our proposed method based on phone recog-

nition. Although we cannot definitively state that one method was better than the

other, the difference in performance across our two corpora was more pronounced

with DTW than with the phone recognition-based approach. Overall, the phone

recognition-based approach provided better precision, making it more reliable.

When we went to the field, we realised how the lack of consistency was prob-

lematic. A simulation on a given data set was not enough to draw conclusions and

a change of corpus or lexicon could drastically affect the final results. The phone

recognition-based approach was not better overall, however, it was more consistent

than DTW.

4.2.2 Real life application

Speech recognition covers a range of different architectures or algorithms that can

be applied to different kinds of tasks with varying requirements. In our case, we

1We chose not to use wav2vec due to the unsuccessful results we initially obtained.
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were targeting transcription. After facing the challenges described in Section 3.3, we

encountered several obstacles imposed by DTW.

A comparison between acoustic sequences takes time to process. This time

increases depending on the size of the speech collection, the spoken lexicon, or the

size of the speech representation. For instance, spotting words in the Mboshi corpus

with a lexicon of 20 items using the wav2vec representation would take nearly 2 hours

on a single GPU. Dynamic Time Warping alone does not involve any learning, which

means that new computing is necessary each time a new term is added to the lexicon

or the speech collection grows. This computing time was not initially an issue since

the scripts were running in the background before the activities were conducted with

the Bininj participants.

Changing direction for an elicitation and transcription workflow, DTW was no

longer a valid method. We could not anticipate what people would be keen on doing

beforehand, and the method used to spot terms needed to take into account this

unpredictability. While switching to the syllable spotting-based interface, spotting

syllables on a single word with the entire syllable lexicon would take a few minutes,

which can be constraining when it occurs in the middle of an activity.

The second constraint imposed by DTW was the data requirements: it needed a

spoken lexicon. For transcription purposes, the density of the final transcription was

restricted by the size of the lexicon. Clipping out terms from the speech collection

requires manual work when a forced aligner is not available in the target language.

Recording terms with a speaker also takes time and is restricted by people’s availability

and willingness to be recorded. In the specific case of syllable spotting, because most

of the data recorded was spontaneous, clipping out clearly pronounced syllables was

not easy because of co-articulation effects. While we were changing direction for

syllable spotting, gathering a clear lexicon of spoken syllables was difficult. We

eventually needed such a lexicon for the design of the app, and we gathered it during

several trips. An hour of work with one speaker was not enough to record the whole

syllable set, and we ended up filling the gaps with recordings made by ourselves. Use
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of the phone recognition-based method described in Section 3.4 allowed us to bypass

the need for spoken queries and use a syllable list instead.

Ultimately, none of the methods used were universally better for oral languages.

Implicitly, DTW appeared to be the more suitable method since it is based on acoustic

features comparison and does not rely on a standard orthography. However, such

a method does not allow for much flexibility regarding computing time and data

requirements. Changing to a phone recognition-based approach allowed us to bypass

the need for a spoken lexicon and then to incorporate the syllable spotting algorithm

inside the transcription workflow, which enabled the freedom to create a wider variety

of resources than word spotting.

4.3 Comprehension: Computer-assisted transcription

for an oral language

Most Indigenous languages are only spoken, and their speakers are not necessar-

ily skilled in writing in their language. Organising transcription with Indigenous

participants might sound counter-intuitive. Yet, written content in these Indigenous

languages still exists in limited contexts. In Bininj Country, there is written Kunwinjku

for educational purposes at school, for tourism purposes at the art centre, and for tradi-

tional knowledge documentation purposes in the ranger program facilities. Bringing

transcription activities to people could have multiple benefits, such as participating in

the creation of written material or building writing skills.

As with many other Indigenous peoples in Northern Australia, the Bininj People

have a history of western researchers coming to their land for fieldwork. In this

context, they have been involved in recording sessions, interviews, and storytelling

activities to support scholars in Indigenous contexts. Some contributions , for more

ethical and ecological research methods, have started to use Indigenous approaches

for data collection, in archaeology, anthropology, and more recently, public health
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and linguistics. Yarning, for instance, is an Indigenous Australian method for data

collection, based on storytelling. Such a method has been used more frequently

to enable culturally appropriate interaction with local communities (Carlin et al.,

2019; Geia et al., 2013; Ryder et al., 2021). Navigating in familiar territory allows

Indigenous collaborators to thrive, whereas western methods impose unnecessary

barriers that compromise collaboration. The different fields of computer science are

unlikely to have a place in the different Indigenous bodies of knowledge. If a given

project is likely to have components that are associated with Indigenous epistemology,

computational aspects can present challenges that need to be addressed. Human-

Computer Interaction has been a precursor with engagement methods such as ’design

non-proposal’, where a portfolio of existing prototypes is presented to a community

to illustrate possible achievements (Taylor et al., 2020).

When entering Indigenous space as a white European researcher, I had many

assumptions about what research in this context should look like. Initially, I adopted a

the simpler, the better approach when designing the activities for the first trips, building

on people’s feedback. However, my first mistake was assuming that simple means the

same thing everywhere. In western perspectives, simplicity is often conceptualised

as fewer features, fewer buttons, and a simple design. However, in the Indigenous

community, this approach increased the complexity on their side, resulting in an

abstract activity that was disconnected from their assumptions about language work

and sprinkled with meaningless cultural items. After realising this, we incorporated

the community’s feedback to design an activity with a more complex app that was

closer to their practices.

Our first approach was to present a lexical verification app to the community,

which takes the output of a spoken term detection system to enable manual verification.

Initially, we opted for a simple design to initiate a discussion with the community

around NLP themes. We believed that the activity would trigger some curiosity

and reflection, allowing us to work progressively towards co-design while the app

design was still preliminary. However, the activity was unsuccessful, frustrating, and
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irritating for both us and the community. In Section 3.3, we detail the possible reasons

for the failed trials of this first work, and in Section 3.5, the strategies explored to

address these issues. Among the several reasons we provided, we identified two main

aspects: a failure to design from the ground-up and a lack of attention to the need for

approaches that work in the real world.

4.3.1 Designing from the ground-up

As previously explained, the first proposed activity was too far removed from the usual

work in which Bininj people have participated while collaborating with scholars. The

comprehension issues encountered while presenting the app pushed the participants

to return to their usual practices of storytelling and translation, among other things.

Consequently, there was a clear need to rethink our methods to address comprehension

issues. Other research has argued the need to start from the ground-up when designing

projects with Aboriginal communities, building on what has already been done

(Christie, 2013b; Waller, 2016). This raises the question of how to translate ground-up

principles into a speech recognition-related topic. Transcription tasks are generally not

widely spread in Indigenous areas, although the Bininj People are familiar with such

work through helping with transcription for linguists and transcription workshops

organised through the ranger program. Reflection on language themes typically takes

place during teaching sessions between westerners and Bininj. People from the

community would occasionally yell hyperarticulated words at me, broken down into

syllables, in order to learn the proper way of pronouncing a given term. We have

incorporated these two elements into a syllable spotting-based transcription interface.

In contrast to the first design, this new interface allows the participant to maintain

their teacher-student position whilst teaching westerners about pronunciation, this

time using the app as a support. Additionally, this interface allows the participant to

take control of language transcription using their expertise in the aural space.
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4.3.2 Working in the real world

The final product that we wanted to make was transcribed speech. Yet, in the first

activity design, this product was not visible anywhere. The transcription was built

up in the background through manual verification. For the same reason, this manual

verification was almost never understood, as the verification did not have any visible

effect. We considered that the proposed activity lacked context. This issue has also

been seen in different contexts, such as the need to reconnect an utterance to the

overall story. In a retrospective view of this work, it is ironic to consider an activity

about transcription and, at the same time, try to avoid written content. We did learn

from this first mistake in the revised app described in Section 3.5. We realised the

need for the activity to make sense in the real world, making obvious the participants’

contribution. Methodological strategies such as the use of activity sheets and the

report of people’s feedback with pen and paper allowed us to make clear the purpose

of the collaboration. The syllable concatenation strategy has also been understood as

‘putting pieces of language together’.

In section 3.3, we reported the obstacles we faced in the first design and then in

section 3.5, we detailed a success story built on what we learned from our failure.

This last contribution is the result of a year and a half of interaction and relationship

building with the Bininj People. While the failure of the first proposed design was

hardly avoidable due to the lack of documentation around community-based NLP, the

collaboration was too preliminary, and our knowledge of the Bininj context was too

shallow. Ultimately, we did not try to make people understand our purpose. Speech

recognition is just a tool to solve a given task. It was not our place to set the goal but

only to see how speech recognition could be incorporated into existing agendas. We

tried to build, in collaboration with the community, a mutual understanding in order to

have a common ground from which to enable deeper collaboration. On our side, we

needed to understand what the community wanted in terms of language preservation.

On their side, we needed to make clear what our contribution could be.
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4.4 Engagement: towards community-based and sus-

tainable practices

Descriptive linguistics is often the motivation behind language documentation and a

linguist doing fieldwork (Hanke, 2017). The data collected serves the description of

some linguistic phenomena that hardly aligns with the community’s agenda. Research

around speech recognition has often followed this language documentation agenda

in designing methods to facilitate the transcription of speech resources. The data

required by speech processing does not focus on the content of the audio, but rather

on its quality, for example, clear speech without noise and meta-information such

as the number of speakers and the size of the vocabulary. While the output of a

research project around descriptive linguistics needs to be negotiated, the desire of

the speech community in terms of language work and the goals of speech recognition

can be complementary. The main obstacle was engaging people in a transcription task

when transcription was not part of their usual practices. Yet, written language exists

in places where there is a collaboration between Indigenous people and westerners.

Speech recognition could therefore find its place in the Bininj context for language

development purposes.

The NHMRC Guidelines for Ethical Conduct in research with Aboriginal and

Torres Strait Islander Peoples and Communities (NHMRC n.d.) state that there should

be a notion of reciprocity while doing research in Indigenous space where “research

outcomes are equitable and of value for Aboriginal and Torres Strait Islander people

and communities”. The community has also the right to define what benefits mean

according to them (cf. Section 2.2).

Coming from an NLP culture, I jumped into this project, focusing too much

on the data I could gather to bring Bininj Kunwok a little closer to well-resourced

languages. This spirit has been translated into this first design proposal, where the

community would contribute on the creation of data that could be used to create a

better speech recognition system. We followed this intention during the first trips
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to Bininj Country, the Elders of the communities discussed their agenda, and we

could demonstrate our prototypes. I assumed that this principle of reciprocity was

respected since a better speech recognition system would indirectly respond to their

expectation for the production of resources. The mistake we made was that the first

contributions only addressed the data collection from an NLP perspective without

considering the community’s desires and their view regarding what benefits mean

to them. One of the main flaws of the first activity was that it was not engaging.

Instead it was grounded in an NLP-based framework where the manual verification

part was abstract, confusing, and redundant. Most of the participants found strategies

to provide, through the activity, knowledge based on their assumptions about our

work, a knowledge that could not be channeled by the first design. We ultimately

designed a second activity where the participation of the community was visible and,

while following their expectations in terms of language work, were providing data

valuable to the improvement of our system. The engagement strategies we detailed in

Section 3.3 and 3.5 can be summarised in two main aspects, people’s authority, and

people’s agenda.

4.4.1 People’s authority

Whilst entering Bininj Country for the trials of our first design, the relationship with

the community was biased. We were introduced as scholars looking for Indigenous

consultancy to work around language topics. This general introduction built false

expectations from the participants across the project. In the worst-case scenario,

people would come to us asking if we were paying people to tell stories. More

commonly, the interactions were grounded in a teacher-student context where the

Indigenous participants wanted to teach us language and cultural knowledge. This

kind of interaction was probably due in part to a desire on the part of the Indigenous

community that westerners learn the language and the culture in order to behave

appropriately. Whilst it was not originally designed like this, our first activity design
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ended up perpetuating the usual NLP story where the scholar provides the solution to

local issues. We wanted to use speech recognition to create resources in languages

but ended up trying to teach the participants the western way of doing so. This

was due to a lack of mutual understanding, as described in Section 4.3. We were

trying too hard to push a technology and an activity to solve a very specific task

that had not been negotiated and did not allow us much flexibility. The second

activity design allowed us to solve comprehension issues and properly collaborate

with the community regarding relevant topics. People’s knowledge authority has

been accidentally questioned through the first design. In the second, we focused on

establishing more fluid communication by introducing a design that could capture

what the participants were teaching us. As explained in Section 4.3, the primary

strategy was to build on existing practices so that the participants could confidently

use their skills to support transcription activities. A more concrete example was the

use of playback buttons in the syllable spotting-based transcription interface, where

the participants could use their knowledge of the language’s pronunciation to guide us

through speech transcriptions.

4.4.2 People’s agenda

Language is above all, a vessel for sharing knowledge among individuals. Whilst

talking to people in the communities, we quickly realised that they were not particu-

larly interested in abstract linguistic concepts such as morphemes, noun incorporation,

or polysynthesis. It was particularly evident that while presenting a task about word

verification, participants were automatically trying to explain or translate the content

of the recordings or link them to stories. In Bininj Kunwok, there is no metalinguistic

vocabulary; everything is language. A sentence like "Can you hear the word in the

sentence?" is translated into yibekkan namekke kunwok kure kunwok (Can you hear

the language in the language?). The discussion needed to be about knowledge. While

the second app design enabled better comprehension and was more aligned with
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people’s practices, we needed to make a connection between language and traditional

knowledge in order to pique people’s interest.

In conversations we had with both Elders and participants through the several

activities we conducted, the recurrent topic was the inter-generational language gap,

where the younger generation was progressively losing the traditional way of speaking.

Just as English children need to learn how to write and speak English properly to be

more easily accepted in modern society, wurdurd (children) need to learn kundebbi,

kunbalak or kunkurlah to address members of the community properly and fit within

Bininj social order. We addressed this topic by incorporating transcription into a larger

workshop where these concepts were discussed, and lexical items were identified,

recorded, and transcribed. However, as seen in Section 3.5, participants did not buy

into the usual language documentation work and preferred using the final app design

as a literacy learning tool. Language documentation tends to preserve languages by

creating material and storing it. Keeping language strong in the Bininj context appears

to be done by building capabilities such as writing skills.

Western research has a long history of unethical practices, where scholars have

been compared to mosquitoes – who suck blood and leave – to illustrate the lack of

reciprocity in their methods (Cochran et al., 2008). Throughout this project, while

facing occasional misunderstandings, we maintained ongoing discussions with the

community and sought their feedback to ensure our research remains relevant. Once a

mutual understanding has been established, we incorporate people’s comments into

the app design or activity, progressively following recent HCI practices and working

towards co-design.

4.5 Limitations and opportunities for future work

This project is multidisciplinary, with a focus on computational, linguistic, and

anthropological aspects. Regular visits were organised to Indigenous land to build

and maintain relationships with the Bininj community and ensure efficient, ethical,
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and sustainable achievements. This was the plan when I flew to Australia in 2019.

However, about eight months after the start of the project, Covid-19 began to spread

worldwide, and the Australian border were shut down. Access to Indigenous land was

restricted to Indigenous people and essential workers, and Indigenous people were

advised to stay on their land to limit the risks of community spread. Between 2020

and 2022, restrictions fluctuated, allowing us to organise a few trips and for people to

visit the university. However, during this period, visits were still restricted by local

institutions to limit the risks. The core of this project depended on collaboration with

Indigenous consultants, and the Covid-19 pandemic significantly affected the conduct

of this project.

Alongside the difficulties linked to the sanitary situations, working within an In-

digenous context requires building relationships and spending time in the community,

which may not necessarily yield research outcomes that are immediately apparent. In

fact, entire trips were devoted solely to immersing ourselves in the local way of life,

which included activities such as bushwalking, fishing and having informal conversa-

tions. This was crucial for establishing trust and creating a conducive environment for

the project stakeholders, as well as gaining an understanding of the local customs and

practices. While this time was essential, it may not be readily apparent in the final

contributions of the thesis.

The community was also small, with around 2,500 individuals speaking a dialect

of Bininj Kunwok across Bininj Country. Throughout the three-year duration of this

project, only a dozen Bininj people were involved. We intended to explore more

directions than were feasible within the three-year time frame, such as expanding the

proposed work to include more discussion on community engagement, sharing this

work with other communities with varying needs, and enhancing this work from a

technical standpoint.
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4.5.1 Extension

A recurring criticism we received about this work was its unfinished or preliminary

nature. Naive thinking might expect a testing pipeline like the one seen in some HCI

publications or in large companies during the design of new technologies. However,

in the context of a PhD thesis, large-scale testing was simply not possible for the

reasons mentioned above. Nevertheless, the trials of the first design exceeded our

expectations in terms of the number of participants, considering the size of the

community. Deployment on a similar scale was planned for the second design, which

was ultimately compromised. Although my involvement in this project as a PhD

student is now over, algorithms and interfaces have been left in Darwin to ensure the

continuity of this project. The addition of more stakeholders will ensure its validity

with greater participation. During the few interactions we had with people during the

trials of the second design, feedback was given on the design and the topic addressed

for elicitation. Co-design has been described as the way forward for the deployment of

technologies in Indigenous spaces. However, the limited visits to the community did

not encourage full commitment to this project. In future work, it would be beneficial

to continue the conversation with the community and enable future stakeholders to

reshape activity and app design to fit their vision. Most of our attention was focused

on real understanding of the task to enable proper collaboration. While we may have

reached that point in this project, a major component that has not been addressed is

the question of access to the data created. An extension of this project could address

this question through discussion with the community regarding how they want the

resources to be organised and accessed.

4.5.2 Generality

Bininj Country stands out for its strong cultural and language identity, connection to

traditional practices, position in protected Indigenous land, late exposure to western

culture, limited number of local institutions, and the lack of a physical language
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centre. Other contexts can be found in the Australian Top End, such as the YolNu

communities in East Arnhem land or the communities in Tiwi islands, or Groot

Eylandt. Their languages would be situated at Level 6 of the EGIDS scale, where

orality is still prevalent, and an appropriate direction would be sustainable literacy

(Lewis and Simons, 2016). Many languages across Australia have experienced

significant language loss, but revitalisation programmes are underway in language

centres to revitalise these languages alongside the communities (Olawsky, 2010;

Roman and Harvey, 2003). While currently only relevant in the Bininj context, it

would be interesting to explore to what extent our syllable spotting-based approach is

applicable in contexts where language vitality is lower.

4.5.3 Improvement

Research in NLP, and specifically speech processing, progresses quickly, and a given

method is rapidly outperformed. When the project started, while we could find a

variety of different methods, the main one was still DTW. However, in 2020, new

methods such as allosaurus (Li et al., 2019) and wav2vec (Baevski et al., 2020) were

released, offering opportunities for improvement over DTW for spoken term detection.

Projects like Leong and Whitenack (2022) or Macaire et al. (2022) have explored

these new methods, which could have found their space in the scope of this project.

A parallel project was also taking place in the Bininj Kunwok area, specifically the

creation of a morphological analyser and morph completion algorithm (Lane and

Bird, 2019; Lane and Bird, 2020). The incorporation of such technologies into our

workflow could have improved the performance of the spoken term detection system,

especially considering the possible alternate orthography.

4.6 Concluding thoughts

Coming from an NLP background, my mind was fixated on the idea of performance

where a precision, a recall, and an F-score need to be improved for low resource
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languages. Coming into the Bininj Country, building on existing literature, designing a

human-in-the-loop framework appeared to be a great opportunity by which to address

the famous transcription bottleneck. Yet the time of this project has been underlined

by a succession of unfortunate events. The three themes around which I tried to

summarise this research are an attempt to address a tendency of over-generalisation

of the world’s languages. We tried to go outside the usual paradigm of the linguist

using speech technology to support manual transcription. Instead we went towards the

speech community, and realised that performances were not to be understood simply

in terms of quantitative metrics, that mutual comprehension is not straightforward

and needs to be built, and that language development goes beyond the translation

of speech into text and discussion, and that negotiation with the speech community

needs to take place to ensure sustainable engagement.

The research directions taken during this project are bound to Bininj Country

and community. While using a syllable spotting method, worksheets, or eliciting

kinship terms made sense in Bininj Country, other challenges may occur in different

contexts that may lead to other solutions. However, throughout this specific context,

this work has been an opportunity to show the obstacles and challenges one can

face while applying speech recognition in a cross-cultural setting. The translation

of ethics guidelines or research theories into real-life action is not straightforward.

In this thesis, we could adapt computational methods into real-life scenarios with

specific restrictions. We could examine how to accommodate NLP concepts to a

different system of knowledge. We could explore how speech technologies could fit

into local agendas. Bininj Kunwok, Gumatj, Plains Cree, Mboshi, Bislama, and many

other languages have been called "left-behind" as they do not possess the data that

mainstream NLP processes need to function (Joshi et al., 2020). Yet, a man who does

not have a car is still able to walk. Research usually follows a linear trend where

projects are built from other projects. The BERT model, for instance (Devlin et al.,

2019), was built following opportunities given by the transformers architecture (Wolf

et al., 2020). From BERT emerged FlauBERT in French (Le et al., 2020), PhoBERT
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in Vietnamese (Nguyen and Tuan Nguyen, 2020), and even gaBERT for Irish Gaelic

(Barry et al., 2022). Yet, we can wonder if a KunBERT would really make sense here

or whether we could redesign the way we conduct the research. Instead of building

from the technologies to the languages, we started from the ground and saw what

made sense.

There is a risk that when working in NLP on languages in the low-resource

spectrum, we will put on a white saviour suits and design fancy computational models

in attempts to save languages before their extinction. The NLP community tends

to believe implicitly in the universality of its systems and approaches – i.e., that

these systems and approaches can cope with all the world’s languages. A fictional

physicist once said that the universe is super asymmetrical (Lorre et al., 2018), and I

believe this is the same thing for languages. Certainly, the NLP community has made

great progress at a general, universal level, without always taking into account the

particularities of the different communities and the context in which their languages

exist in order to be able to design real-life solutions to real-life problems.
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Fer, Radek, Matějka, Pavel, Grézl, František, Plchot, Oldřich, Veselỳ, Karel, and
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BUT/Phonexia Bottleneck Feature Extractor. In: Odyssey, pp. 283–287.

Siminyu, Kathleen, Li, Xinjian, Anastasopoulos, Antonios, Mortensen, David R,

Marlo, Michael, and Neubig, Graham (2021). Phoneme Recognition through Fine

Tuning of Phonetic Representations: a Case Study on Luhya Language Varieties.

In: Proceedings of Interspeech 2021.

Simoulin, Antoine and Crabbé, Benoit (2021). Un modèle Transformer Génératif Pré-

entrainé pour le _ français. In: Traitement Automatique des Langues Naturelles.

ATALA, pp. 245–254.

Singer, Judy, Bennett-Levy, James, and Rotumah, Darlene (2015). “You didn’t just

consult community, you involved us”: transformation of a ‘top-down’ Aboriginal

mental health project into a ‘bottom-up’ community-driven process. In: Aus-

tralasian Psychiatry 23.6, pp. 614–619.

Sloetjes, Han, Stehouwer, Herman, and Drude, Sebastian (2013). Novel developments

in Elan. Paper presented at the Third International Conference on Language

Documentation and Conservation, http://hdl.handle.net/10125/

26154.

Smith, Linda Tuhiwai (1999). Decolonizing Methodologies: Research and Indigenous

Peoples. London, Engalnd: Zed Book Ltd.

Soro, Alessandro, Brereton, Margot, Taylor, Jennyfer Lawrence, Hong, Anita Lee, and

Roe, Paul (2017). A cross-cultural noticeboard for a remote community: design,

deployment, and evaluation. In: IFIP Conference on Human-Computer Interaction.

Springer, pp. 399–419.

Stickler, Ursula and Shi, Lijing (2016). TELL us about CALL: An introduction to

the Virtual Special Issue (VSI) on the development of technology enhanced and

computer assisted language learning published in the System Journal. In: System

56, pp. 119–126.

http://hdl.handle.net/10125/26154
http://hdl.handle.net/10125/26154


138 Bibliography

Stuker, Sebastian, Besacier, Laurent, and Waibel, Alex (2009). Human Translations

Guided Language Discovery for ASR Systems. In: 10th International Conference

on Speech Science and Speech Technology. Eurasip, pp. 1–4.

Taylor, Jennyfer Lawrence, Aboriginal Shire Council, Wujal Wujal, Soro, Alessandro,

Esteban, Michael, Vallino, Andrew, Roe, Paul, and Brereton, Margot (2020).

Crocodile Language Friend: Tangibles to Foster Children’s Language Use. In:

Extended Abstracts of the 2020 CHI Conference on Human Factors in Computing

Systems, pp. 1–14.

Tejedor, Javier, Toledano, Doroteo T, Lopez-Otero, Paula, Docio-Fernandez, Laura,

Montalvo, Ana R, Ramirez, Jose M, Peñagarikano, Mikel, and Rodriguez-Fuentes,

Luis Javier (2019). ALBAYZIN 2018 spoken term detection evaluation: a multi-

domain international evaluation in Spanish. In: EURASIP Journal on Audio,

Speech, and Music Processing 2019.1, pp. 1–37.

Terare, Mareese and Rawsthorne, Margot (2020). Country is yarning to me: Worldview,

health and well-being amongst Australian First Nations people. In: The British

Journal of Social Work 50.3, pp. 944–960.

Thai, Bao, Jimerson, Robert, Arcoraci, Dominic, Prud’hommeaux, Emily, and Ptucha,

Raymond (2019). Synthetic data augmentation for improving low-resource ASR.

In: 2019 IEEE Western New York Image and Signal Processing Workshop (WNY-

ISPW). IEEE, pp. 1–9.

Thieberger, Nick, Margetts, Anna, Morey, Stephen, and Musgrave, Simon (2016). As-

sessing annotated corpora as research output. In: Australian Journal of Linguistics

36.1, pp. 1–21.

Thompson, Jessica AF, Schönwiesner, Marc, Bengio, Yoshua, and Willett, Daniel

(2019). How transferable are features in convolutional neural network acoustic

models across languages? In: International Conference on Acoustics, Speech and

Signal Processing (ICASSP). IEEE, pp. 2827–2831.

Tüske, Zoltán, Golik, Pavel, Nolden, David, Schlüter, Ralf, and Ney, Hermann (2014).

Data augmentation, feature combination, and multilingual neural networks to



Bibliography 139

improve ASR and KWS performance for low-resource languages. In: 15th Annual

Conference of the International Speech Communication Association. Citeseer,

pp. 1420–1424.

Tyers, Francis and Henderson, Robert (2021). A corpus of K’iche’annotated for

morphosyntactic structure. In: Proceedings of the First Workshop on Natural

Language Processing for Indigenous Languages of the Americas, pp. 10–20.

Tyers, Francis M, Washington, Jonathan N, Kavitskaya, Darya, Gokırmak, Memduh,

Howell, Nick, and Berberova, Remziye (2019). A biscriptual morphological

transducer for Crimean Tatar. In: Proceedings of the Workshop on Computational

Methods for Endangered Languages. Vol. 1, pp. 74–80.

Tébéo. Télé Bretagne Ouest (n.d.). URL: https://www.tebeo.bzh/ (visited on

10/28/2022).

UNESCO (2011). Atlas of the world’s languages in danger. Tech. rep. UNESCO.

VanderBurgh, David, Jamieson, Rachel, Beardy, Jackson, Ritchie, SD, and Orkin,

Aaron (2014). Community-based first aid: a program report on the intersection

of community-based participatory research and first aid education in a remote

Canadian Aboriginal community. In: Rural and Remote Health 14.2, pp. 215–222.

Verran, Helen (2007). The educational value of explicit non-coherence. In: Education

and Technology: Critical Perspectives, Possible Futures, pp. 101–124.

Walker, Melissa, Fredericks, Bronwyn, Mills, Kyly, and Anderson, Debra (2014).

“Yarning” as a method for community-based health research with indigenous

women: The Indigenous women’s wellness research program. In: Health Care for

Women International 35.10, pp. 1216–1226.

Waller, Lisa (2016). Australian indigenous public spheres: from the ground up. In:

Critical Arts 30.6, pp. 788–803.

Wanambi, Gawura, Bulkanhawuy, Joy, Dhamarrandji, Stephen, and Gundjarranbuy,

Rosemary (2021). Caring for YolNu and Ways of Life During COVID-19. In:

https://indigenousx.com.au/caring-for-yolnu-and-ways-

of-life-during-covid-19.

https://www.tebeo.bzh/
https://indigenousx.com.au/caring-for-yolnu-and-ways-of-life-during-covid-19
https://indigenousx.com.au/caring-for-yolnu-and-ways-of-life-during-covid-19


140 Bibliography

Watanabe, Shinji, Hori, Takaaki, Karita, Shigeki, Hayashi, Tomoki, Nishitoba, Jiro,

Unno, Yuya, Soplin, Nelson-Enrique Yalta, Heymann, Jahn, Wiesner, Matthew,

Chen, Nanxin, Adithya, Renduchintala, and Tsubasa, Ochiai (2018). ESPnet: End-

to-End Speech Processing Toolkit. In: Proceedings of Interspeech 2018, pp. 2207–

2211.

West, Japanangka Errol (1998). Speaking towards an Aboriginal philosophy. In: 1st

Conference on Indigenous Philosophy, ‘Linga Longa’ Philosophy Farm, Rollands

Plains, Australia.

Westhuizen, Ewald van der, Kamper, Herman, Menon, Raghav, Quinn, John, and

Niesler, Thomas (2022). Feature learning for efficient ASR-free keyword spotting

in low-resource languages. In: Computer Speech & Language 71, p. 101275.

Wigglesworth, Gillian, Wilkinson, Melanie, Yunupingu, Yalmay, Beecham, Robyn,

and Stockley, Jake (2021). Interdisciplinary and Intercultural Development of an

Early Literacy App in Dhuwaya. In: Languages 6.2, p. 106.

Winschiers-Theophilus, Heike, Virmasalo, Veera, Samuel, Marly M, Stichel, Brit,

and Afrikaner, Helena (2020). Facilitating design for the unknown: An inclusive

innovation design journey with a San community in the Kalahari Desert. In:

Proceedings of the 6th International Conference on Design Creativity (ICDC

2020), pp. 263–270.

Wolf, Thomas, Debut, Lysandre, Sanh, Victor, Chaumond, Julien, Delangue, Clement,

Moi, Anthony, Cistac, Pierric, Rault, Tim, Louf, Rémi, Funtowicz, Morgan, Davi-

son, Joe, Shleifer, Sam, Platen, Patrick von, Ma, Clara, Jernite, Yacine, Plu, Julien,

Xu, Canwen, Scao, Teven Le, Gugger, Sylvain, Drame, Mariama, Lhoest, Quentin,

and Rush, Alexander M. (Oct. 2020). Transformers: State-of-the-Art Natural

Language Processing. In: Proceedings of the 2020 Conference on Empirical Meth-

ods in Natural Language Processing: System Demonstrations. Association for

Computational Linguistics, pp. 38–45.

Woodbury, Anthony C (2003). Defining documentary linguistics. In: Language Docu-

mentation and Description 1.1, pp. 35–51.



Bibliography 141

Xu, Fan, Dan, Yangjie, Yan, Keyu, Ma, Yong, and Wang, Mingwen (2021). Low-

Resource Language Discrimination toward Chinese Dialects with Transfer Learn-

ing and Data Augmentation. In: Transactions on Asian and Low-Resource Lan-

guage Information Processing 21.2, pp. 1–21.

Xu, Jin, Tan, Xu, Ren, Yi, Qin, Tao, Li, Jian, Zhao, Sheng, and Liu, Tie-Yan (2020).

Lrspeech: Extremely low-resource speech synthesis and recognition. In: Proceed-

ings of the 26th ACM SIGKDD International Conference on Knowledge Discovery

& Data Mining, pp. 2802–2812.

Xu, Liang, Dhonnchadha, Elaine Uí, and Ward, Monica (2022). Faoi Gheasa an

adaptive game for Irish language learning. In: Proceedings of the 5th Workshop

on the Use of Computational Methods in the Study of Endangered Languages,

pp. 133–138.

Zaman, Tariq, Winschiers-Theophilus, Heike, Yeo, Alvin W, Ting, Lai Chiu, and

Jengan, Garen (2015). Reviving an indigenous rainforest sign language: digital

Oroo’adventure game. In: Proceedings of the 7th International Conference on

Information and Communication Technologies and Development, pp. 1–4.

Zero resource speech challenge (n.d.). URL: https://www.zerospeech.com/

(visited on 10/28/2022).

Zhang, Borui, Kazemzadeh, Abe, and Reese, Brian (2022). Shallow Parsing for Nepal

Bhasa Complement Clauses. In: Proceedings of the 5th Workshop on the Use of

Computational Methods in the Study of Endangered Languages, pp. 61–67.

Zhang, Eda, Culbertson, Gabriel, Shen, Solace, and Jung, Malte (2018). Utilizing

narrative grounding to design storytelling gamesfor creative foreign language

production. In: Proceedings of the 2018 CHI Conference on Human Factors in

Computing Systems, pp. 1–11.

Znotins, Arturs and Barzdins, Guntis (2020). LVBERT: Transformer-Based Model for

Latvian Language Understanding. In: Baltic HLT, pp. 111–115.

https://www.zerospeech.com/

	Abstract
	Acknowledgements
	Remerciements
	List of Figures
	List of Tables
	List of Abbreviations
	Introduction
	Introduction
	Research questions
	Fieldwork
	Bininj Country and language
	Skin name and relationship

	Positionality statement
	Research scope
	Thesis outline

	Literature Review
	Introduction
	Community oriented research
	Research practices in Indigenous contexts
	Decolonising methods

	Languages and documentation
	Language classification
	Language documentation

	Technology design and Indigenous communities
	Cross cultural design
	Technologies and language work

	Speech Recognition
	Traditional automatic speech recognition
	Phone recognition
	Spoken term detection

	Conclusion
	Performance: real-life speech recognition
	Comprehension: explainable natural language processing
	Engagement: community-based natural language processing


	Research Contribution
	Introduction
	COLING 2020: Simulation of the sparse transcription model
	ACL 2022: deployment of the sparse transcription simulation
	ALTA 2021: towards more flexible spoken term detection
	COLING 2022: second attempt participatory language development
	Conclusion

	Discussion and Conclusion
	Introduction
	Performance: Technological strategies to facilitate transcription
	Lack of consistency
	Real life application

	Comprehension: Computer-assisted transcription for an oral language
	Designing from the ground-up
	Working in the real world

	Engagement: towards community-based and sustainable practices
	People's authority
	People's agenda

	Limitations and opportunities for future work
	Extension
	Generality
	Improvement

	Concluding thoughts

	Bibliography

