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Abstract of thesis entitled

Proactive Mobility, Naming, and Caching in the

Context of Future 5G Networks

Submitted by Oussama SERHANE

for the degree of Doctor of Philosophy

at University of Mustapha Stambouli Mascara

The explosive growth of today’s connecting devices, and massive traffic
demands, increased the load on current Internet infrastructure, promotes re-
thinking in a novel design of networks paradigm. The 5G and beyond net-
works ambitions are not restricted to support such momentum, but also it will
provide massive data exchange with high reliability. Nevertheless, IP-based
communication is still the predominant Internet communication method, it has
never been designed to address such a new requirements, and most patches
are complex and may fail over time. Information-Centric Networking (ICN),
on the other hand, is a new candidate paradigm, which aims at addressing
different inherent problems in the current host-centric model. ICN improves
network performance by providing ubiquitous caching capabilities at the net-
work layer. Although numerous efforts have been made to integrate ICN with
the 5G network, most of them are either violate the ICN native design or do
not consider the nature of the 5G architecture as Core/Edge separation. In this
thesis, we study and investigate the possibilities to use ICN as a communi-
cation enabler for the 5G network. Inspired by the extensive research results
in the 5G-based ICN network area, we provide a detailed and systematic re-
view of this merger. This dissertation proposes a series of enhancements for
different ICN aspects (i.e., naming, mobility, and In-network caching) to pro-
vide seamless and efficient 5G-based ICN networks. Qualitative analyses and
extensive experiments prove the efficiency of our schemes that outperform the
existing solutions and exhibit better system performance with less overhead.

Keywords: 5G Networks, Content Centric Network (CCN), Internet of
Thing (IoT), Information Centric Network (ICN), Complex Network, Named
Data Networking (NDN).
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Abstract

La croissance explosive des dispositifs de connexion d’aujourd’hui et les
demandes de trafic massives ont augmenté la charge sur l’infrastructure Inter-
net actuelle et incitent à repenser une nouvelle conception du paradigme des
réseaux. Les ambitions des réseaux 5G et au-delà ne se limitent pas à soutenir
un tel élan, mais elles fourniront également un échange de données massif avec
une grande fiabilité. Néanmoins, la communication basée sur IP reste la méth-
ode de communication Internet prédominante, elle n’a jamais été conçue pour
répondre à ces nouvelles exigences, et la plupart des correctifs sont complexes
et peuvent échouer avec le temps. Information-Centric Networking (ICN),
d’autre part, est un nouveau paradigme candidat, qui vise à résoudre dif-
férents problèmes inhérents au modèle actuel centré sur l’hôte. ICN améliore
les performances du réseau en fournissant des capacités de mise en cache om-
niprésentes au niveau de la couche réseau. Bien que de nombreux efforts aient
été faits pour intégrer ICN au réseau 5G, la plupart d’entre eux violent la con-
ception native ICN ou ne considèrent pas la nature de l’architecture 5G comme
une séparation Core/Edge. Dans cette thèse, nous étudions et étudions les
possibilités d’utiliser ICN comme catalyseur de communication pour le réseau
5G. Inspirés par les résultats de recherche approfondis dans le domaine du
réseau ICN basé sur la 5G, nous fournissons un examen détaillé et systéma-
tique de cette fusion. Cette thèse propose une série d’améliorations sous dif-
férents aspects ICN (nommage, la mobilité et la mise en cache dans le réseau)
afin de fournir des réseaux ICN transparents et efficaces basés sur la 5G. Des
analyses qualitatives et des expériences approfondies prouvent l’efficacité de
nos systèmes qui surpassent les solutions existantes et présentent de meilleures
performances système avec moins de frais généraux.

Mots Clés: Réseaux 5G,Réseau centré sur le contenu (CCN), Internet des
objets (IoTs), Réseau centré sur l’information (ICN),Mobilité, Réseau Com-
plexe, Réseau par nommage de données (NDN).
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Chapter 1

Introduction

In the coming decade, there will be tens of billions of connected devices includ-
ing smartphones, laptops, and IoT, etc. A recent statistic from Cisco [1] predicts
that more than 25 devices will be connected in the near future, while this num-
ber is expected to rise exponentially. Such tremendous numbers of connected
devices more users’ demands for content and compute-intensive services. In
parallel, this explosive growth will considerably increase the traffic in mobile
networks, leading to a significant paradigm shift in future cellular network-
ing design. On the other hand, the current problems of Internet are a natural
consequence of its architecture, it was intended to address simple communica-
tion demands as audio and file transmission, in a period when a network was
required to share expensive and rare resources, such as long-distance commu-
nication links, and mainframe computers [2].

In fact, Internet model was developed many years ago to allow connectiv-
ity between specific end-points or devices using unique Internet Protocol (IP)
addresses. Hence, most Internet communication happens between a client and
a well-known server host based on their predefined IP addresses. However,
the current user’s interests have since changed, where they are more linked
to data sharing rather than end-to-end connectivity. Moreover, the tremen-
dous growth of Internet users with the appearance of new applications has
given rise to new requirements from the architecture perspective, such as sup-
port for scalable content distribution, security, mobility, energy efficiency, etc.
Although numerous add-ons have been developed to support these new func-
tionalities, most of those patches increased the complexity of the overall archi-
tecture while others proved to be only temporal solutions.
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1.1 Motivation

Today’s Internet is invading all life’s areas. It has become impossible to dis-
pense with the services it affords to the various sectors of society, e.g., the
economic sector, business, education, etc. Wireless communication, notably
cellular communication, has established its meriting due to its ease of use.
It is witnessing an exponential growth of connected devices that acts as the
main factor that drives and pushes the world to new communication platforms
where zero-latency communication is required.

The 5G network appears as a robust technology solution that aims to ful-
fill these requirements. Ubiquitous wireless access with high-speed wireless
communications is the prominent feature of the 5G in order to address the
high traffic demands. Such a new technology aims to provide a nearly zero
round trip latency, low delay, and broad wireless coverage. However, the tra-
ditional host-centric model does not, at least in part, fulfill the requirements of
today’s usage and user demands. This model has been refined to be adapted
to the current complex communication system where security, mobility, and
flexibility are challenging requirements.

Information-Centric Networking emerged as a powerful enabling tech-
nology for the provisioning of scalable and efficient real-time services. It repre-
sents a revolutionary communication paradigm for the Future Internet [3]. Dif-
ferent from the current IP-based communication model, ICN poses the atten-
tion on content to be exchanged (i.e., information or exchanged data), instead
of the need to establish an end-to-end connection between involved peers (i.e.,
host or server). As content is independent from the location, in-network caching
can be applied during communication by caching the content more closer to
consumers, which improves data retrieval and reduce network traffic. More-
over, ICN natively supports the users’ mobility, simply by re-issuing any un-
satisfied requests. Furthermore, ICN provides easy data retrieval based on a
request-reply exchange model, content-based security by attaching all security-
related information within the data itself, and native support of multicast.

On the other hand, most of the communication patterns, in current ap-
plications and usage, inherently follow a content oriented paradigm [4]. By
analyzing the change in users’ behavior, we can easily distinguish between
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the earlier and the current communication usage. Users are interested in con-
suming the requested data from the network irrespective of knowing who is
providing such data. For instance, use cases such as watching video content
or update mobile applications with recently published content (e.g., Push no-
tification), are mainly focusing on the content as the main element instead of
building an entire communication session with the content provider.

Indeed, ICN design and features can facilitate 5G realization [5]. Specifi-
cally, ICN switches the address-based Internet architecture to a named-content-
based. Hence, name abstraction enables seamless integration and interaction
among the different network entities (e.g routers, access points, users’ devices,
etc), in-network content caching improves the content availability in the net-
work that enhances the quality of service, data-embedded security mechanism
enforces security and privacy by focusing on the content and not the commu-
nication channel, finally, the clean ICN design improves network performance
by reducing network congestion. Thus, we believe that ICN is a suitable com-
munication paradigm that can be used in 5G networks. Although ICN attracts
various researchers, it is still in its earlier stage before being widely deployed.
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1.2 Problem Statement

Regardless of the enormous efforts in this area; that strive to provide ICN
as a communication enabler for the future 5G network, by merging the ICN
paradigm with the 5G ecosystem, it still has had various aspects that need to
be studied and considered. In fact, the performance and the effectiveness of
such an integration stringently relied on the underlying ICN architecture. To
date, various ICN research projects have been proposed in the literature such
as Data Oriented Network (DONA) [6], Publish Subscribe Internet (PURSUIT)
[7], Network of Information (NetInf) [8], Content Centric Networking (CCN)
[9], and Named Data Networking (NDN) [10, 11]. Although these projects
have different designs and architecture, they share an identical mechanism;
addressing the data content by its name rather than the network address of the
hosting node.

ICN aims at decoupling the content from its original location. Hence,
the network layer becomes responsible for content delivery by applying in-
network caching [12]. This feature enhances content distribution and avail-
ability, decreases communication latency, overcomes a single point of failure
issues, and enhances the overall network performance. However, it is essen-
tial to ensure that the caching scheme: (1) does not affect the ICN principle
design, (2) pushes popular content near to consumers with less resource usage
and lower cost, (3) and does not cache redundant copies in the 5G network.

Besides, 5G deployment will rely on establishing numerous Small Base
Stations (SBS) [13], which may rises mobility management issues due to in-
curring huge signaling overhead, notably for the IP-based model. Although
the ICN receiver-driven mechanism enhances the users’ mobility and reduces
the handover time, seamless mobility for real-time applications still demands
a control plane. Designing a mobility control mechanism for the 5G-ICN net-
work is extremely required.
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1.3 Contributions

The main goal of this thesis is to study the applicability of ICN as a commu-
nication model for 5G and beyond networks. Our purpose at designing suit-
able supports to achieve 5G-ICN adaptation, intending to achieve a full benefit
from ICN features.

We start by covering the built-in 5G ecosystem [14], then highlight the re-
search gap that brings the utility of using ICN as a communication paradigm.
We identify the existing key challenges and classify them into two main classes:
The naming-related issues and the caching management problems. we pro-
pose four contributions detailed as follows:

The first contribution addresses distributed caching management. We
propose Cache and Splite (CnS) [15] a distributed cache strategy. In this strat-
egy, each node decides to keep/split the content to their connecting nodes
neighbors. The algorithm considered content popularity as a value of content
freshness, distance factor, and demand rate in order to decide whether to cache
or push the content downstream to their neighbor nodes. This solution aims
to improve the content distribution over the network as well as maintain cache
utilization. Our simulation results, considering multiple scenarios, reviled that
CnS overpass the compared strategies.

The second contribution addresses future massive growth devices, no-
tably IoTs. In such a case, a management plan of large-scale caching is fun-
damental and required. We have proposed a Profit-based Cache Placement
Scheme (PbCP) as a centralized cache scheme [16]. In our scheme, we for-
mulated content placement as an optimization problem. The objective is to
maximize the utility function, formulated considering multiple factors that in-
fluence caching efficiency. Therefore, we adapted the Tabu search algorithm
in order to achieve optimal solutions. The simulation results show a consid-
erable improvement, especially in terms of resource utilization, data transmis-
sion time, content diversity ratio, and the number of cache replacement oper-
ations.

The third contribution addresses the energy efficiency issue, in future 5G,
that plays a significant role on both sides, network operator by increasing their
profit; client by extending device energy, e.g., enhancing their battery life. In
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this context, we propose an Energy Efficiency-based Caching scheme (EaCP)
[17]. In order to achieve the best energy resource utilization, our strategy aims
to make a trade-off between transport energy and caching energy. The exten-
sive simulation shows that our proposed scheme records a noteworthy energy-
saving with low data replication while increasing the cache hit ratio.

The fourth contribution addresses solving an inherent 5G-ICN shortcom-
ing, the producer mobility issue. In this work, we first identify the mobility-
related challenges, then we propose a Label based Producer mobility support
(LbPM) [18]. In this design, the purpose is to achieve a location free for the
producer and its generated content. We proposed a labeling solution in order
to prevent the widespread, in case of producer handover occurs, of up-date the
routing tables. Our solution not only reduces the network congestion but also
enhances end-to-end content delivery, therefore significantly reducing latency.

1.4 Thesis Outline

In this chapter, we have started the research problem, highlighted the motiva-
tions, and discussed our contributions. The remainder of this thesis is orga-
nized into six chapters as follows:

Chapter 2 provides the background of this thesis. We first start by provid-
ing an overview of the 5G ecosystem, then presenting the ICN paradigm and
its features. We also present the working principle of NDN, discuss the feasi-
bility of using ICN in the 5G network, and state different research efforts. This
chapter also presents in-depth state of the art of ICN solutions in three main
parts. The first part deals with ICN solutions from the aspect of naming. The
second part deals with the existing 5G-ICN efforts for caching schemes. The
last part, states the 5G-ICN mobility supports.

Chapter 3 introduces the first contribution, which is related to the dis-
tributed caching management for the 5G-ICN network. This chapter is orga-
nized as follows; we first highlight the requirements and challenges for content
cache placement in ICN. Then we present the system model and formulate the
data caching placement problem. Next, we detail the proposed scheme from
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both theoretical and practical aspects. Finally, we describe the implementation
and discuss the obtained results.

Chapter 4 provides a centralized content caching scheme. It first presents
the requirements of an efficient caching strategy and highlights the underling
challenges. Then, it exhibits in detail the proposed design, the formulation of
the profit model, and the adaptation of the optimization algorithm. Then, it
discusses the implementation and evaluation against other strategies.

Chapter 5 introduces the third contribution, which is related to the caching
energy improvement for the 5G-ICN network by considering IoT application
as the main use case. This chapter is organized as follows; we first highlight
the requirements and challenges for an energy efficiency caching placement
in ICN. Then we present the system model and formulate the IoT placement
problem. Next, we detail the proposed scheme. Finally, we describe the imple-
mentation and discuss the obtained results.

Chapter 6 presents A Label-based Producer Mobility Support for the 5G-
ICN network. It starts by highlighting mobility requirements and challenges
in 5G-based ICN networks. Then, it presents the specification, for producer
mobility issues, and discusses the label-based naming scheme in detail. Later,
it discusses the implementation and evaluation.

The last chapter concludes the thesis and all the work carried. It reca-
pitulates the challenges, contributions, and summaries our findings. It also
presents future perspectives that can be followedup by this thesis.
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Chapter 2

Information-Centric Networks for
5G: State of the Art

2.1 Introduction

Historically, and almost every ten years, mobile access technology goes through
a revolutionary development resulting in significant enhancement. This rapid
change is a response to the enormous demands generated by the pervasive
growth of data. 5G network, has emerged as the next phase of mobile telecom-
munications standards, resulted from an evolution of various ancestor gener-
ations of the wireless network. This new standard provides advance wireless
communications leveraging technologies to connect people-to-people, people-
to-data, people-to-everything, and everything-to-everything in order to achieve
unified connectivity. Indeed, like all new technologies, the 5G is pushed with
specific qualifications. According to The 3rd Generation Partnership Project
(3GPP) [19], 5G consists of a set of classes ( Detailed in Section 2.2.1) including
enhanced mobile broadband to connect everyone to everything with high cov-
erage area. Besides, the Ultra-Reliable Low Latency Communication (URLLR)
provides not only a high data rate with low latency links but also an extremely
ultra-reliability and high level of security.

The 5G network is an application-driven architecture [20], aims at sup-
porting the network functionalities by providing content caching and compu-
tation capabilities at the network near to consumers. In order to enable the
next-generation 5G networks, several technologies have been proposed to fill
the deficit and reach the needed requirements by offering easier management
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and low-cost deployment meanwhile ensuring both Quality of Service (QoS)
and Quality of Experience (QoE). One of the most essential standards in the
5G ecosystem, the Mobile Edge Computing (MEC) paradigm [21], describes
the platform that has the ability to perform computation and executing ser-
vices close to consumers. This is achieved by enabling computation offloading
from the cloud’s data centers to the edge servers. On the other hand, Software
Defined Networking (SDN) technology [22] introduces agile management by
leveraging a global network’s view. The data plane and the control plane in
SDN are separated. Therefore, a centralized hardware entity is used to rep-
resent the central controller, which is directly programmable. SDN is mostly
associated with Network Function Virtualization (NFV) [23]. The latter aims
at reducing the deployment cost by decoupling the networks’ hardware enti-
ties and their dedicated software, then running software on a single platform
aiming to provide a single softwarization of network function entity. Each of
these technologies tends to provide ultra-reliability communication for the 5G
network.

The main focus of the researchers is to find an alternative solution by
pushing the communication to a new dimension with high reliability and high
data rate aiming at satisfying all the necessities. 5G network is not only a new
wireless network, but a global ecosystem that has the ability to provide all the
requirements and needs, starting from high coverage tends to connect every-
thing to everything, to high bandwidth and low latency achievement.

The forthcoming 5G era will significantly reshape today’s information so-
ciety, it is obvious that 5G seeks to meet the exponential growth in the de-
mand for communications and data exchange in a wide range of areas, includ-
ing healthcare, manufacture, agriculture, transportation, etc. However, there
are still challenges to support the stringent quality-of-service and quality-of-
experience requirements from emerging use cases and applications [24]. More-
over, the current communication model is failing to reply to the current users’
needs and requirements and it needs some tuning. This motivates the explo-
ration of new network designs in order to overcome the inherent limitations of
conventional IP-based technologies [25]. Recent data-driven approaches such
as Content-Oriented Networks and Information-Centric Networking [26] may
fix the above issues.
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The communication is now shifting towards the Information-Centric Net-
working (ICN) paradigm [27]. ICN, uses simple content names to derive com-
munication. It decouples the content from its original location, adopts content-
based security that secures the content and not the communication channel,
and hence applies in-network content caching at the network level. These fea-
tures make ICN a simple yet efficient communication paradigm for today’s
Internet [2]. The primary impulse of ICN architecture is to tackle the short-
comings of IP-based networks [28]. ICN changes the concept of host address-
ing to content naming and enables naming abstraction in order to facilitate the
integration of new network functions [29, 30]. ICN also adopts a clean com-
munication model where the content is considered the first-class citizen rather
than the host or the owner, which brings new opportunities and features by
allowing a simple and ubiquitous in-network content caching, mobility, mul-
ticast, etc.

In the current communication model, the consumer should beforehand
know the provider’s Internet Protocol address (IP) to maintain a session and
start the communication. Most of the communication features (e.g., security,
mobility, management, etc.) are not built-in [25]. Adding new features and ser-
vices ends up by designing a complex communication protocol suite that may
fail at time and overhead the network resources, which literally affects the net-
work performance and scalability. Thus, different benefits will be achieved in
5G networks if ICN is adopted as a communication enabler. ICN paradigm
has attracted intensive interests and been considered as a promising direction
for realizing 5G networks. Moreover, 5G solution should support mobility on
demand for many scenarios, ranging from very high mobility to low mobil-
ity or stationary devices. ICN provides a set of features such as abstraction
of content from the location through names [19, 31], consumer mobility sup-
port [21], in-network content caching, and content-based security [22]. In this
chapter, we provide the background of this thesis Figure 2.1 provides a general
organization and taxonomy used.
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Figure 2.1: State of Art: Organization and taxonomy.
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2.2 5G Networks

Driven by each era’s requirements, the wireless telecommunications world has
evolved from one generation to another. In the beginning, the human tended
to communicate without wire. The first footprint on wireless communication
was the 1G that intended to provide voice communication based on the analog-
ical mode. However, the poor quality of audio transmission pushed to change
the transmission system, hence, paved the way for a second generation. The
2G came as a successor generation that digitized communication to provide
better voice quality. This evolution has contributed to deliver not only a good
voice quality but also Internet data. In that era, the massive evolution of the re-
ceived devices, consuming more data streams, added a burden to this technol-
ogy. The 3G helped keep pace with the evolution of users’ devices, including
smartphones and tablets, while the ecosystem is witnessing a massive growth
in the number of connected devices, new exchange content type as videos, ris-
ing demands and bandwidth [32]. These challenges led to the development of
4G, which took it upon itself to provide new services and uses cases.

With regard to the technological evolution behind wireless communica-
tions, it is strongly associated with the growth of connecting devices. Nowa-
days, the massive explosion of the devices and their usage so far has coincided
with the increased cravings of bandwidth consumption accompanied by the
massive data generation, result in poor QoE and QoS. On the other hand, the
rapid development of the communication pattern reviles to new communica-
tion usage, e.g., M2M communication, which requires low latency access. The
main focus of the researchers is to find an alternative solution by pushing the
communication to a new dimension with high reliability and high data rate
aiming at satisfying all the necessities. Unlike the 4G cellular network, the
new 5G network is not only a new wireless network, but a global ecosystem
that has the ability to provide all the requirements and needs, starting from
high coverage tends to connect everything to everything, to high bandwidth
and low latency achievement.
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2.2.1 5G Requirements

According to International Telecommunication Union (ITU) [33], the funda-
mental use cases of 5G networks, as presented in Table 2.1, are summarized
in three essential points: Enhanced Mobile broadband (EMb), Machine to Ma-
chine connectivity (M2M), and UltraReliable and Low-Latency Communica-
tions (URLLC).

The EMb describes the different use cases that fall into the massive data
delivery that requires a high data rate, especially in vast coverage areas. The
5G network highly dependents on different radio access technologies includ-
ing the higher density of Base Stations (BS), Small Base Station (SBS), heteroge-
neous networks, and WiFi access in order to ensure high area coverage as well
as increasing the network throughput [34, 35, 36]. This allows the 5G wireless
network to be promised as a technology to replace the current wire access[37]

M2M communication contains the state of communication between mul-
tiple machines without human intervention. These use cases introduce a new
communication model among different devices equipment, including IoT sen-
sors and actuators, that communicate with each other [38]. Therefore, the 5G
network depends on new communication techniques, e.g., Millimeter Waves
and Massive MIMO, taking into account the sensitivity of communication be-
tween these machines. Finally, the URLLC category is the fundamental el-
ement of 5G networks. It may contain more use cases from other classes.

Table 2.1: Use cases covered in 5G networks.

Use Case Example Enabled Technologies

EMb • High speed video deliv-
ery
•Massive coverage
• Huge device connection

• Small Base Station
• Heterogeneous net-
works
•Wi-Fi access

M2M • IoT device interaction
• Intelligent sensors
• Vehicle-to-Vehicle

•Millimeter waves
•Massive MIMO
• Beamforming

URLLC • Robotics controlling
• Tactile Internet
• self-driving car

• Core & Edge Network
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Indeed, this class aims at providing low latency and extremely high reliabil-
ity. The network task lies to provide low latency for various time-sensitive
applications, and hence, leveraging with new radio access technologies and
the MEC paradigm and robust core management technologies. The impact of
the 5G networks (compared to the previous technologies) appears in provid-
ing better service at a lower cost and supporting the new emerging applica-
tions, e.g., Augmented Reality, Virtual Reality, Gaming, as well as enhancing
multimedia services such as Ultra-High Definition display, Multi-View High
Definition display. The 5G may rely on a promising solution in order to fulfill
these requirements. That solution can be represented in bringing the computa-
tion and caching more closer, this means integrating them inside the network
itself rather than the far Cloud servers. Hence, a set of new standards and
paradigms are promising to achieve these goals. In the rest of this part, we
present the key enabling technologies that contribute to the success of the 5G
ecosystem.

2.2.2 Mobile Edge Computing (MEC)

Mobile Edge Computing [39], also known as Multi-access Edge Computing,
refers to the platform that performs computation and caching services, close
to end-users, at the edge of the network [40]. Figure 2.2, depicts a high-level
design of MEC functionality within a 5G network, including different inter-
actions between the MEC/Could and MEC/Devices. MEC empowers the 5G
network to support the ever-increasing amount of mobile applications and the
pursuit of endeavors URLLC by offloading some services from the cloud the
edge server [41].

In early 2012, cisco present the Fog computing standard [42]. Fog comput-
ing is considered as an extension of the cloud computing paradigm along the
delivery path from the core of the network to the edge of the network [43]. It is
a virtualized platform that aims to provide computation, storage, between end
devices and traditional cloud servers. In contrast to Fog computing [44, 45],
MEC is limited to the mobile cellular network and may not provide comput-
ing along the entire communication path. In MEC, the radio access network
may share its resources to provide fast data delivery, reduce communication
latency, and decrease network congestion. MEC is a suitable paradigm for a
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range of today’s Internet applications [46], such as low latency content deliv-
ery, data analytics, and computation offloading [47, 48, 49]

The Emergence of MEC: Cloudlet [50] is considered as the initial design of
edge computing. The University of Carnegie Mellon has proposed it in 2009.
The idea behind Cloudlet is to install computer hardware at the edge of the
network that provides computing capacity. Thus, the connecting devices use
the Cloudlet platform to perform computation rather than reaching the cloud.
Although Cloudlet proves its worth, it is not designed for completely mobile
infrastructure. In particular, Couldlet is supposed to be mostly accessed by
connecting devices through WiFi connection, which impacts the mobility of
users. Industry Specification Group (ISG) within the European Telecommuni-
cations Standards Institute (ETSI), on the other hand, has developed the MEC
concept, in 2014 [51]. MEC describes the framework that has the ability to offer
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cloud computing capability and an Information technology services environ-
ment at the edge of the 5G network, by offloading computation tasks from
connecting devices to the MEC platform.

Features of MEC In multi access edge computing paradigm, cloud com-
puting services are expanded to the edge of the network. The computational
tasks, from mobile devices to the MEC server, do not only enhance QoE and
maximize battery life on the user side, but also reflect on the whole network.
The unique advantages that are potentially offered by MEC can be summa-
rized as follows:

• Efficiency: MEC server will be closely integrated with connecting de-
vices systems to enhance overall efficiency and performance. Based on
real testbed by the computation offloading to the MEC platform, Dolezal
et al. [52] demonstrate that the energy consumption of the user device’s
reach up to 93%, besides a decrease of the latency up to 88%.

• Low-Latency: MEC provides powerful computing from the nearest loca-
tion to user devices, thus reducing the need to transfer processing tasks
to the remote cloud through the core network, especially for real-time ap-
plications requirement. Thus, MEC reduces communication latency and
decreases network congestion

• Security: The proximity of MEC to users’ devices leads to a reduction in
the distance that information needs to traverse, which helps in diminish-
ing the chance of eavesdropping.

• Cognition: In MEC, the radio access network may share its resources
and pool resources along the edge. MEC can distribute computing power
and control functions anywhere in the 5G network and connect devices
to take full advantage of the resource’s availability.

Benefits of MEC MEC technology is one of the keys that tends to reduce
the backhaul link’s congestion while achieving the latency requirement for the
5G network. Thus, there will be diverse prospects and features for the MEC
platform. From the end-users’ point of view, MEC provides offloading services
for different use cases (e.g., Virtual Reality, M2M, driving assistance system) to
enhance QoE by improving the energy efficiency, reducing the deployment
cost and achieving the required data delivery deadlines. Moreover, the MEC
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platform enhances the network performance by providing optimization appli-
cations to reduce the load on the backhaul link, especially during peak hours.
Furthermore, form the 3rd party services’ perspective, MEC empowers the big
data interpretation for different treatments. MEC can also contribute to the
effectiveness of the network resources, for example, extending the caching ca-
pacity of the memory nodes size towards comprising some content [53].

2.2.3 Software Defined Network (SDN)

The fundamental equipment of today’s network infrastructure are routers and
switches. These devices are mainly responsible for packets switching, forward-
ing, and routing. Managing and controlling a large number of these devices
may end up with different issues in terms of scalability and maintenance. SDN
[54] is a new paradigm that aims to shifts the way of network management
from the distributed controller to single entity decision making. To do so,
SDN decouples between the control plane and the data plan. The data plan
is simple forwarding switches, and the control plan consists of the controller
entity hardware. The controller has a global view of the network, and its pur-
pose is to inject the routing rules into the connecting switches. In other words,
the device entity becomes simple data (packet) forwarding called SDN switch,
where the forwarding decisions are flow-based. This controller provides an
efficient control to the whole network via software-based programming in-
terfaces (i.e., southbound interface and northbound interface). Network de-
vices become simple forwarder switches while the centralized controller [55]
decides all routing/forwarding rules. The use of SDN makes the network
management easier and more efficient, improves the overall performance, and
facilitates network evolution.

According to the Open Networking Foundation (ONF)’s white paper [56],
a reference SDN architecture may consist of three layers, as shown in Figure 2.3
and explained below:

• Management Plane: It is the upper layer in the architecture and known
as the application layer. It provides an access point in various forms,
such as Application Programming Interfaces (API). An SDN application
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can conveniently access the global network view. Thus, SDN offers a
Platform-as-a-Service (PaaS) model for networking [57].

• Control Plane: It is the middle layer in the architecture and known as
the core layer. It serves as a bridge between the two other layers via
the Southbound Interface and Northbound interface. The control layer
consists of a centralized controller with the responsibility of downward
flows, controlling and collect network status from the infrastructure layer,
and provide a global view of the network to the application layer. In the
upward flow, the controller takes requests from the application layer to
manage the network devices in the infrastructure layer [54].

• Data Plane: It is the lowest layer in the architecture and known as the in-
frastructure layer. It consists of SDN switching devices. These elements
are interconnected with each other to formulate a single network aim-
ing at collecting the network status, storing this information temporally,
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sending them to the controllers, and processing packets based on rules
provided by the controller [58].

One of the promises of the 5G network is to enhance mobile broadband. In
doing so, the SDN must handle a large geographical area in a distributed fash-
ion. Each SDN controller maintains two additional interfaces: East and West-
bound Interface introduced to support multiple SDN controllers. By leverag-
ing these interfaces, the SDN controllers inter-communicate to share network
information and coordinate their decision-making process. Various implemen-
tations of distributed SDN controller has been proposed including Onix [59],
Disco [60], ElastiCon [61], and ONOS [62]. Each architecture has a dedicated
approach. Some of them use a distributed file system in order to maintain
a logically centralized and distribute the control plane, while others apply a
master/slave communication style.

SDN Features: SDN delivers numerous features to the 5G network since
the network entities (switch/router) became a simple packet forwarding de-
vices that flow the injected flow rules. This can help in:

• SDN not only provides the ability for networks to be programable but
also unifies the multi-vendor and multi-technology environment. This
enables network operators and service providers to innovate faster and
allow software-based innovation [63].

• SDN provides high transmission speed since SDN switches do not need
to perform any matching or packet inspection to make a forwarding deci-
sion for each packet. This simplifies their tasks and provides the efficient
use of network resources [58].

• The network administrator has the ability to alter and manage the needed
characteristics to nodes from a central location. This overrides the con-
figuration for each router separately, especially for large-scale networks
[57].

In SDN architecture, the northbound APIs connect the centralized con-
troller with the services and applications running over the network. The main
job of this component lies to transfer the needs for each application, e.g., stor-
age, bandwidth, etc. where the network tries to satisfy the request of each
application.
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2.2.4 Network Function Virtualization (NFV)

Among the essential components of today’s network are the embedded hard-
ware appliances that afford essential network functionality. These appliances
are also known as Middleboxes as they are integrated to provide network
services such as Deep Packet Inspection (DPI), Firewalls, Network Address
Translation (NAT), Load Balancers, etc. The network operators pay high costs
to deploy and manage these Middleboxes in order to meet the network ser-
vices requirements. However, the new services’ innovation raises new chal-
lenging problems such as providing these services in the required dedicate pe-
riod. Moreover, these appliances still face manageability problems that result
in high expensive deployment costs and are time-consuming, in which, service
providers consider it as a failure modes [64]. To overcome the aforementioned
issues and problems, NFV has been introduced as an emerging paradigm that
aims at extracting the software from its installed hardware and therefore pro-
viding flexibility and agility to the networks’ services [65].

NFV, firstly introduced in October 2012 [66] authored by over twenty of
the world’s largest telecommunications operators, including Deutsche Telekom,
American Telephone, British Telecom, etc. They formed an Industry Specifica-
tion Group (ISG) within the European Telecommunications Standards Institute
(ETSI) to bring the NFV’s philosophy to reality. Figure 2.4 depicts the transfor-
mation model from the physical model towards the NFV system. In traditional
mechanisms, the data packet must be handled by multiple dedicated hard-
ware and servers that offer multiple services respecting sequential and logical
chaining. The NFV-based system aims at accelerating this process based on the
virtualization technology that improves the end-to-end interconnection.

NFV, technically, tends to decouple between the software and the dedi-
cated hardware. Therefore, this software becomes a virtual function instance
or Virtual Network Function (VNF) [67] , that runs on a virtual machine in a
dedicated server, e.g., standard commercial off-the-shelf servers (COTs). Func-
tions are chained together and orchestrated in order to provide a network ser-
vice [68] . Hence, NFV technology brings vital features, such as facilitating
network services provisioning and improving network scalability, flexibility,
and cost-efficiency.
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NFV Benefits The major benefits of NFV can be summarized as bellows:

• NFV contributes not only to reducing the middleboxes density in the net-
work but also in facilitating the creation, deployment, management of
services, and reduce the Capital Expenditure (CAPEX) and Operational
Expenditure (OPEX).

• By adopting NFV, the physical radio resources can be abstracted and
sliced into virtual network resources that hold certain corresponding func-
tionalities. Therefore, multiple parties can share the same infrastructure
with isolated network services.

• NFV tends to reduce end-to-end network interaction, which can reflect
on reducing the 5G round-trip latency and decreasing the network delay.

The NFV aims at optimizing the network functions, which bring potential
benefits to the network through enhancing service delivery and reduce cost.
SDN has the capability to handle decisions of massive infrastructure devices
(switches) from a single controller, which facilitates the network administra-
tion. Both SDN and NFV contribute to improve network flexibility and pro-
vide fast service deployment. The ONF published several white papers that
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describe the coexistence between the NFV and SDN. For instance, work in [69]
illustrates the architecture design and highlights its advantages.
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Figure 2.5: An Overview on next-generation network.

The 5G network promises on affording high-quality services with low la-
tency requirements and the highest reliability. In this regard, various tech-
nologies, as depicted in Figure 2.5, have been proposed and developed. The
application-driven nature of 5G networks contributes to sharing the same in-
frastructure between different services while achieving better resource exploita-
tion and enough QoE and QoS while taking into consideration diminishing in
the CAPEX and OPEX. A multitude of technologies lies behind the 5G revolu-
tion. The purpose is to invest in a new network architecture that implements
both computing/caching capabilities. Hence, leveraging next-generation net-
working, including MEC, is mandatory to improve cloud computing capabili-
ties and enhance the network edge. Besides, the merger of NFV and SDN may
contribute to reducing network management, enhancing services provisioning
[70], decreasing the complexity, and allowing for software-based innovation.
However, the need for agile content distribution highlights the major limits
of the IP based model. Moreover, total lean on the virtualization technologies
to deploy the 5G network brings the traditional Virtual Machine (VM) issues
such as VM migration [71] since traditional IP mobility management remains
a hard challenge to address.
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2.3 Information-Centric Networks

The Internet communication model is deeply routed in the Shannon-weaver
communication model. This model is basically a point-to-point-based com-
munication where there is no information regarding the exchanged content.
All that we have is a unidirectional link: the sender address, the used chan-
nel, and the address of the receiver. This type of networking cannot model
today’s Internet and applications, where there is a huge number of connected
devices, sensors, and routers that are forming the today’s Internet. The cur-
rent communication model is failing to reply to the current users’ needs and
requirements and it needs some tuning. Recent data-driven approaches such
as Content-Oriented Networks and Information-Centric Networking [72] may
fix the above issues.

ICN [72] is a new communication paradigm that promises to replace the
current IP concept. ICN is built upon the use of the content name as the pri-
mary network element rather than the host address (IP) [73]. To meet the
requirements of Future Internet Architecture (FIA) [74], various architectures
have been proposed, as shown in Figure 2.6, under the umbrella of ICN, in-
cluding DataOriented Network Architecture (DONA) [6], Content Mediator
Architecture for Content-Aware Networks (COMET) [75], Convergence [76],
MobilityFirst [77], Scalable and Adaptive Internet Solutions (SAIL) [78], Publish-
Subscribe Internet Technology (PURSUIT) [79], Nebula [80], eXpressive Inter-
net Architecture (XIA) [81], ChoiceNet [82], Content-Centric Network (CCN)
[83], Named-Data Network (NDN) [10] and Green ICN [84]. Although these
architectures have different design principles and implementions, all of them
are based on the use of the content name as the main network element to drive
the communication. Content-Centric Network and Named-Data Network, in
particular, are the most active ICN projects that use hierarchical human-readable
names to identify content. In the following, we will highlight the architecture
design of NDN/ICN and highlight their working principle.
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Figure 2.6: Historical overview of ICN projects.

2.3.1 ICN/NDN Architecture Overview

Content-Centric Network and Named-Data Network, in particular, are the
most active ICN projects that use human-readable names to identify content.
Next, we will illustrate the main components entities in ICN concept imple-
mentation. We will start from the packet design to the inside node structure
tables until the entire request and reply process. Then, we will illustrate the
ICN caching and naming features.

NDN Packet Design: The main focus on today’s networking is hosts bind
to IP addresses. Since in IP based networking that there is unnecessary lay-
ers [85], NDN idea to networking that changing this concept to content itself.
NDN suggests a new architecture model aiming to fits today’s networking
needs. Technically, a user or client just states its own want that is named in
protocol as Interest. Whenever a user needs data it sends an Interest packer
as depicted in Figure 2.7 (a), and the network is responsible to brings the data
back. In this fetching model, a user doesn’t connect to another user or server.
It is a defacto standard. On the other hand, the network actually pipes the
data also. The network reply to the user by sending a Data packet Figure 2.7
(b). The design of such a simple communication model provides more man-
ageability options (inside the network itself) as it allows content independent
from the original producer and allows for data classification, etc.

NDN Node Architecture: An NDN node maintains three data structures:
(a) Content-Store Table(CS): to temporary cache data and serve it for future re-
quests, (b) Pending Interest Table (PIT): to keep track of the unsatisfied interest
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and to deliver the data packets back to consumers, and (c) Forwarding Infor-
mation Base (FIB): to record the suitable interfaces for each reachable name-
prefix.

A. Interest Forwarding Process: After receiving an interest packet Figure 2.8,
the forwarding node consults its local CS to check if a copy of the requested
content exists. If a match is found in the CS, then Data will be returned from
the cache and is sent out via the same received interface and the Interest packet
is dropped. Otherwise, If cache miss, a PIT look-up is performed to verify if
a similar interest has been already forwarded. If a PIT match is found, the
node adds the received interface ID to the PIT entry (also referred to as inter-
est aggregation), returned data will be pushed to that interface and discards
the interest packet. If there is PIT misses, the Interest name will be added to
the PIT table, then checked in FIB. If not, it will be dropped or returned by
negative acknowledgment. Otherwise, if interest is suitable with FIB, it will be
forwarded by the Forwarding Strategy.

B. Data Forwarding Process: In contrast to the interest forwarding process,
only the PIT is involved in the Data packet forwarding Figure 2.9. When a
node receives a data packet, it checks the PIT to verify whether the associ-
ated request has been already forwarded via the node that receives the interest
packet or not. If no match is found in the PIT table, it means that no interest car-
rying this name has been forwarded and thus the data packet is considered an
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unsolicited packet and dropped immediately. Otherwise, the node forwards
the data to all listed interfaces in the PIT entry (multicast), and expunges the
PIT entry. In the meantime (according to the current caching placement strat-
egy), the data may or may not be cached in the local CS.

Name-based Forwarding: NDN is a receiver-driven architecture that im-
plements the Interest-Data exchange model. A consumer to request content
triggers an Interest message. This message carries out the requested content
name and is forwarded upstream using name-based routing rules. When the
Interest message reaches the original content producer or a replica node that
has the requested content, a Data message is delivered back carries the re-
quested content. By using the content name as the primary network element,
ICN decouples the content from its original location, which enables the net-
work layer to cache and serve content for future demands regardless of the
availability of the original content publisher [86, 87]. Moreover, ICN imple-
ments content-based security [88], which means all security-related informa-
tion is applied to the content and not the communication channel. These infor-
mation travel and cache with the content in all its usage cycle.
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Figure 2.9: Data Forwarding Plane.
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Figure 2.10 illustrates the ICN communication concept. Assuming the
node C1 is requesting content D, the ICN concept requires the consumer to
specify only the name of the requested content. The content is fetched from the
original producer P, and all intermediate nodes in the communication path are
able to keep a copy of the content in their content stores. When another con-
sumer, e.g., C2 requests the same content D, the demand will be satisfied by
R2’s content-store without the need to communicate with P. Besides, when
there is a content transmission error, the re-transmission process is assigned
to the closest node (replica node) that has cached the requested content. The
consumer does not need to make another request to the original producer P
[89]. Similarly, during node mobility, an ICN node is not required to request a
new IP address after connecting to the new network. Instead, it sends only the
unsatisfied requests using only the content name [90].
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2.3.2 In-network Caching Features

In ICN, each node can cache the frequently used content leveraging their em-
bedded memory [91]. ICN architecture built-in content caching management
services that enhance the end-to-end delay. The Interest can be satisfied with
intermediate nodes, which decreases the latency and reduces the network con-
junction. The in-network content caching maintains two main operations: con-
tent placement and replacement policy [92]. The former consists of selecting
which content to cache and at which node (placement). The latter aims at se-
lecting which content to remove from the content-store to keep room for the
newly arrived popular content (replacement).

2.3.3 Content-based Security

Unlike IP-based networks, ICN maintains security by applying a content-based
security concept [93, 94, 95] . Since the content is the first citizen in ICN archi-
tecture, ICN secures the content itself rather than securing the communication
channel. All security-related information is stuck with the content and travels
with him during the communication.

ICN decouples the content from its original location. It relies on a set of
built-in features such as location independent content naming and content-
based security. These features enable the network layer to provide pervasive
and transparent in-network caching. The caching feature tends to improve
content delivery, reduce load at the original provider, and efficiently distribute
content in the network [63].

2.4 Why ICN for 5G ?

The forthcoming 5G era will significantly reshape today’s information soci-
ety, it is obvious that 5G seeks to meet the exponential growth in the de-
mand for communications and data exchange in a wide range of areas, includ-
ing healthcare, manufacture, agriculture, transportation, etc. However, there
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are still challenges to support the stringent quality-of-service and quality-of-
experience requirements from emerging use cases and applications. This mo-
tivates the exploration of new network designs in order to overcome the in-
herent limitations of conventional IP-based technologies [96]. In the following,
we will list some limitations and describe why the IP-centric model is ill-fitted
to the new application and use cases of the 5G network. Then, we will argue
how the ICN model can handle such limitations.

2.4.1 IP limits

The Internet functionality is to deliver content (what) to serve the requested
needs of different applications. IP protocol names the endpoints, for instance,
server and client (where) in order to facilitate universal interconnectivity as
the current way to deliver data. This end-to-end communication principle has
a fundamental mismatch between data delivery and naming of the endpoint,
which leads to many embedded limitations as:

Security failures: IP protocol was originally designed with no security
support. Multiple solutions and patches were added later to secure the en-
tire communication channel e.g., TLS, IPSec [25, 97]. However, the security is
might be guaranteed only in the communication session that was established
and not all the time. Besides, most add-on security patches may fail over time.

Dealing with heterogeneous networks: The IP protocol names each at-
tachment point, which leads to binding with an underlying identifier, known
as the layer-2 identifier [98]. Therefore, such an approach makes it hard for
the IP-based network to support multi-homing and handle dynamic change
in dynamic topologies, for instance, ad-hoc scenarios. Thus, it is so hard to
build a steady end-to-end channel to ship bits, notably, in some heterogeneous
networks scenarios, e.g., sensors network, vehicle network, delay- torrent net-
work, etc.

New Functionalities Support: IP-based host-centric protocols work awk-
wardly in mobile environments. Hence, the IP model can not fit well the new
applications and use cases, in which the device position or identity is not that
important, such as IoT scenarios, sensor networks, vehicle networks, etc. For
these applications, the importance is to the content rather than the producer or
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source devices. Hence, the data is what interests and not the device location or
even device name. For example, a user may be interested in knowing the tem-
perature level in his house, if we consider multiple sensors can provide such
data, he doesn’t care which sensor can provide him such information more
than he cares about the information itself.

2.4.2 IP for 5G

Current research efforts and propositions on 5G network architecture adopt
different views and propositions. One of these views propose a 5G design cen-
tering on the evolved radio access network (RAN) while preserving 4G’s core
network architecture, but over a flexible network virtualization networking
(NFV/SDN)-based infrastructure. 5G also means to inherit the drawbacks of
the current IP architecture, with respect to:

• Complex core networking based on tunneling technology e.g BGP [99],
to support mobility and network heterogeneity.

• Complex techniques and solutions are deployed on top of IP protocol
to avoid security threats, most of these solutions result in significant re-
source usage high operational costs.

• A networking infrastructure that can not leverage the agility of comput-
ing and storage resources in the transport infrastructure.

• Lack multihoming support [100, 25].

2.4.3 ICN Capabilities

The clean and straightforward design of ICN architecture helps in implement-
ing a simple yet efficient communication platform for 5G by avoiding complex
protocols to ensure security, mobility, and data management [18]. Besides, the
use of content naming instead of host addressing helps in providing a unified
platform for different applications and use cases within the same application
programming interfaces. Moreover, employing in-network content caching
helps in affording content at the network layer regardless of the original pro-
ducer’s reachability and enhancing the quality of service and user experience
[15, 101]. Next, we will mention most of the features, which are built-in ICN
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by design, that promote a promising candidate, and can replace IP based in 5G
and beyond networks.

• Build-in data security: In ICN network, a producer authenticates the
content itself, e.g., its cryptographic signature, to each data piece that it
sends over the network. Therefore, a data consumer or user can easily as-
sess and checks the trustworthiness of the data. To this end, ICN secures
the data rather than the entire communication channel as the IP-centric
model, which makes communications much more secure and trustable.

• Efficient content delivery: ICN supports universal in-network caching,
data can be cached on any network elements along their transmission
paths. Each node including, router, SBS, gateway, user device, can cache
the frequently used content leveraging their embedded memory. By lever-
aging the build-in ICN caching management services, requests can be
fulfilled from the intermediate nodes, therefore, reducing the end-to-
end delay, decreasing the latency, and reducing the network conjunction.
Moreover, bringing the popular content toward the edge network leads
to a decrease in the backhaul-link consumption, reduces the network core
congestion, and reduces the Interest trips. Hence, the bandwidth used
for delivering content, especially the popular ones, can be significantly
reduced [102].

• Built-in users mobility support: mobility is one of the fundamental re-
quirements for future networks. ICN decouples between content and its
location. It allocates unique and location-irrelevant names to each net-
work node and data (e.g., devices, and services, content). As the name is
fully decoupled from the network location, an entity’s name would not
change when it moves.

2.4.4 ICN-5G

Each ICN-5G node (i.e, router, gateway, base station) will cache content travers-
ing the network while routing back the content to the requester. Therefore,
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ICN architecture built-in caching management services will enhance the end-
to-end delay; the Interest can be fulfilled from the intermediate node decreas-
ing the latency and reducing the network congestion. Thus, 5G-ICN architec-
ture based on the NFV/SDN framework can realize not only content distribu-
tion but also a top-down service-centric platform. Besides ICN-based service
delivery platform becomes a natural extension of the cloud into the network
infrastructure and benefits from MEC computing capabilities. Thus, open the
possibility to:

• ICN-5G can integrate computing, storage, and network virtualization on
the same resource platform.

• Possibility for an ICN-5G service delivery to orchestrate complex service
logic execution leveraging SDN and NFV and content processing at the
MEC.

• In a real-world testbed, ICN has proven its usefulness in ad hoc infras-
tructures and delivering unified IoT services over the 5G framework[103].

The 5G network promises on affording high-quality services with low la-
tency requirements and the highest reliability. The application-driven nature
of 5G networks contributes to sharing the same infrastructure between differ-
ent services while achieving better resource exploitation and enough QoE and
QoS taking into consideration diminishing in the CAPEX and OPEX. A multi-
tude of technologies lies behind the 5G revolution. The purpose is to invest a
new network architecture that implements both computing/caching capabil-
ities. Hence, leveraging next-generation networking, including MEC, which
is mandatory to improve cloud computing capabilities and enhance the net-
work edge. Besides, SDN and NFV contribute to rendering the agile network
management that facilitates innovation and network programmability. Finally,
the role of ICN communication is obvious as a clean model that contributes to
enhance content distribution and delivery and improve caching management.
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2.5 5G-enabled ICN Networks

Different benefits will be achieved in 5G networks if ICN is adopted as a com-
munication enabler. ICN paradigm has attracted intensive interests and been
considered as a promising direction for realizing 5G networks. As of this writ-
ing, several research efforts are attempting to adopt ICN within different 5G
entities. In this thesis, we classify these efforts based on the already existing
boundaries in the 5G network specification, for instance, Core and Edge net-
work.

2.5.1 ICN 5G Core Networks

5G-ICN core solutions aim to adapt ICN architecture to support 5G use cases
and new functionalities as network programming, network slicing, etc. Be-
sides the ICN features, such a new supported option will systematically re-
duce the in-network congestion. In the following, we will present an in-depth
analysis of the most recent works that follow this curriculum.

Liang et al. [30] combine ICN, NFV, and SDN to virtualize wireless ar-
chitecture in 5G networks. The main idea consists of taking advantage of the
virtual network created and managed by the NFV and SDN in order to in-
tegrate the ICN-based communication model. The objective is to allow the
network to share the same infrastructure (via virtualization) and embed con-
tent caching simultaneously, hence, reducing the redundant cached content
among different network slice. The architecture enables virtual resource allo-
cation (including content slicing, network slicing, and the flow slicing) with
the caching strategies as an optimization problem. The objective is to maxi-
mize the gain of the virtual network operations to improve the end-to end net-
work performances. Therefore, the authors suggest the interior point method
to solve the problem. Compared with the traditional approaches, the simula-
tion results show that the proposed scheme has a high ability to reduce pres-
sure on backhaul-link. However, it does not take into account user behavior,
e.g., mobility. Moreover, the caching strategy may need more investigation
since it is based only on content popularity. Similarly, Tian et al. [104] pro-
pose a 5G core network architecture based on ICN communication standard,
namely 5G@ICN. The authors start by analyzing some technical-related gaps
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and shortcomings, that inhibit a seamless integration of ICN in the 5G core
network, including name resolution problem, multihoming, multipath data
transmission, network slicing, and network programmability. Then, to address
these technical limitations, 5G@ICN architecture has been designed based on
the concept of network softwarization. The idea is to enable a programmable
data plane and leveraging a centralized controller for ICN. The experimental
results showed that the 5G@ICN prototype test can achieve QoS requirements
of drone control and live video streaming while considering mobility circum-
stances. However, the caching ICN manageability was neglected in this work.

2.5.2 ICN 5G Edge

Enhancing Edge capabilities improves the user quality of experience. Most of
the efforts in ICN-5G Edge-based solutions focus on leveraging ICN features
for the Edge platform. In the following part, we will present most of the works
in this area.

Li et al. [105] propose an SDN-based orchestration framework that merges
MEC functionalities and ICN/CCN capabilities at the edge network. The au-
thors use SDN framework to support both ICN and IP forwarding by decou-
pling the data plane and the forwarding plane. The management process is
assigned to a centralized SDN controller. The authors also design an SDN-
based forwarding strategy in order to support both ICN name-based forward-
ing and the conventional packet level flows. The simulation results show the
effectiveness of the proposed architecture that outperforms the conventional
structure. However, the proposed solution does not take the case of a large-
scale network where the transaction from IP to ICN and verse-versa become
substantial and challenging. Lertsinsrubtavee et al. [106] propose Picasso, an
ICN-based MEC framework. Picasso is designed to adapt within the high net-
work dynamic where service delivery can fail due to links’ instability. There-
fore, the authors exploit the ability of ICN to not only use for content deliv-
ery but also service delivery. The solution is based on the Docker platform to
create and deploy services. Picasso takes benefits from ICN features such as
caching the created services, fast service retrieval, and delivery. Compared
with the traditional IP-based MEC frameworks, Picasso achieves high traf-
fic accomplishments and low latency. However, the proposed solution may
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violate the simplicity of ICN architecture. It needs additional modifications
in the design principle to support additional communication models such as
push and pull traffic. Benkacem et al. [107] propose an ICN based Content De-
livery Network (CDN) that aims at enhancing the content delivery in the 5G
next-generation networks while reducing the core network conjunction. The
proposed architecture leverages MEC and NFV to joint both ICN and CDN to
provide an active content distribution service. The architecture consists of a
double level of content cache/distribution system. At the same time, the con-
sensus algorithm tends to connect between them (the CDN slice and the ICN
slices) at a specific getaway. The simulation results show that the proposed
platform outperforms the conventional IP-CDN based in terms of throughput,
publishing time, and content retrieval. However, the major drawback can be
the high overload at the ICN/CDN gateway regarding the size of the trans-
ferred content. The applicability of this architecture remains open questions.

2.5.3 ICN 5G with joint Edge and Core Networks

In the end-to-end data delivery, all the 5G parts were involved including the
core network and the network edge. However, focusing only on the core or the
edge will result in ignoring the entire end-to-end data delivery pipeline. In the
following, we will analyze the most cited works that attempt to consider ICN
as a communication protocol for both core and edge-based 5G networks.

Tourani et al. [108] propose an ICN-based Mobile Converged Network
(ICN-MCN) architecture. The authors use ICN in order to enhance the de-
vice’s multihoming when using different embedded interfaces in the users’
device. Hence, the network provides fast content retrieval and seamless node
mobility via both content and host multihoming. ICN-MCN aims at enhanc-
ing the user’s quality of service and quality of experience. The authors also
discuss some opening challenges to bring novel architecture in real-world ap-
plications, such as adopting the native support of multihoming in order to en-
able multi-interface and ensure fast transfer for the high volume content, the
need for an efficient caching and cache replacement strategy, and addressing
the producer mobility-related issues. However, such an architecture may need
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major modifications of heuristics algorithm to be adapted in high network het-
erogeneity and address the consumers’ behavior such as mobility and the di-
versity in demand for better bandwidth utilization. Zhang et al. [109] focus
on QoS provisioning for content transmission in 5G networks. The authors
propose an architecture that aims at guaranteeing massive data delivery un-
der delay-bounded. The architecture combines both NFV, SDN, and ICN in
which the latter plays a vital role due to its receiver-driven mechanism and the
pervasive in-network caching. NFV is mainly used to encapsulate the physi-
cal layer and SDN as global network management. The proposed architecture
aims at jointing the needed resources to select the optimal delivery path that
fulfills the QoS requirements. In doing so, three scenarios of virtual network
selection and transmit power allocation schemes have been presented, includ-
ing a single requester, multiple requesters, and under non-cooperative gaming
theory among all requesters. The results prove the efficiency of the solution.
The non-cooperative game strategy shows a high convergence over the nash
equilibrium. However, the proposed schemes may be foolproof in the wired
connection, but the instability of the wireless communication link may pose
some issues.

Zhouet al. [110] propose an integrated framework to support caching, com-
puting, and communication within the 5G next-generation networks. The es-
sential components of the proposed architecture are MEC to provide compu-
tation, ICN to enable caching capability, and SDN to act as a global virtual
network manager. The objective is to provide a virtual network on-demand
service with specific requirements, e.g., virtual network with only computing,
only caching capability, or with both. To do so, the authors consider all possi-
ble elements interaction use cases between MEC and ICN (the framework us-
ability includes MEC-assists ICN and/or ICN-assists MEC).They then adopt
a distributed Alternating Direction Method of Multipliers (ADMM) algorithm
[95] to trade-off between caching, communication, and computing resources.
The simulation results prove the hypotheses of the need to jointly computa-
tion and caching and using them to assist each other. Although the architec-
ture allows better use of resources on the same infrastructure, the security and
privacy aspects have not been covered.
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Each work of the studies mentioned above attempts to provide a differ-
ent solution that joins the ICN within the 5G network. Some of these efforts
consider the content to be allocated as a network resource, and others tend
to optimize the bandwidth based on the in-network content caching feature,
etc. Besides, the majority of these works try to enhance the 5G network perfor-
mance by leveraging ICN as a communication enabler. Therefore, this can be
achieved based on its fundamental elements which are content naming, and in-
network content caching. In the following two parts, we systematically review
the existing content naming and in-network caching schemes in 5G-based ICN
networks.

2.6 ICN Content Naming and In-network Data Caching

In this section, we will cover the most essential pieces of ICN architecture.
Content naming and data caching, the former provides content identification
and a routing mechanism, which leads to improving content retrieval and en-
hancing the latency, and the latter increases the content availability and en-
sures fair data distribution.

2.6.1 Content Naming

The content name is the key element in ICN, since the fundamental concept
of the ICN is to switch the address-based Internet architecture to a named-
content-based. An ICN name should be a unique identifier of each content
object, which permits either the user or the intermediate nodes to locates the
best content holder. It should also be persistent to validate the content. The
used naming scheme must be scalable and allows name aggregation. Naming
schemes in ICN introduces four main types of naming schemes:

• Hierarchical Name: consists of multiple components to identify the ap-
plication and describe the services. It has a similar structure to current
Uniform Resource Identifiers (URIs) and may originate user-friendly and
convey meaning names to users. Hierarchical naming enhances scalabil-
ity since name prefix can be aggregated. However, the main drawback
appears in the small content size where the content name becomes much
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larger than the content itself. Figure 2.11(a) depicts an example for con-
tent name prefix in a hierarchical format.

• Flat Name: is mainly obtained through hash algorithms applied to con-
tent. There is neither a semantic nor a structure behind a flat name. The
generated name is not human-friendly and can hardly be assigned to dy-
namic content that is not published yet. Flat naming has scalability issues
since it does not support routing aggregation. Figure 2.11(b) shows a flat
name for the hierarchical name in Figure 2.11(a). This result has been
obtained by using the MD2 hashing algorithm.

• Attribute-Value based Name: has a collection of attributes; each attribute
has a name, a type, and a set of possible values (creation date/time,
content type and location, version, etc.). Collectively, they represent a
unique content and its properties. Attribute-value based naming scheme
supports an easy searching process by using known content keywords,
which means it is quite possible to find many contents against one search
request. Hence, it is hard to ensure naming uniqueness and find unique
content in a short period.Figure 2.11(c) illustrates attribute naming scheme’s

 /app/service/movies/2009/3D/main.mp4

(a)

6a69dfe882ea327b86050a9224b4f6ca

(b)

  FileType <String>: mp4
  Title <String>: main 
  Duration <Integer>: 162 
  Nbr Chunks <Integer>: 200
  Organization <String>: century studios
  Year <Integer>: 2009

(c)

/app/service/7595fb58/3D/049db7d1

(d)

Figure 2.11: ICN naming schemes for the same content.
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example.

• Hybrid Names: It combines at least two of the previously discussed
schemes or all of them. The idea is to take advantage of the base scheme’s
best features to improve network scalability, performance, and enhance
security and privacy. For example, taking advantage of name aggrega-
tion to enhance the lookup process, and the fixed length of flat names to
save space and attribute values to provides keyword searching and se-
curity/privacy. Since each content has a unique name identification, the
generation of the hybrid names may become a challenging issue, notably
for non-static and real-time generated content. Figure 2.11(d) depicts an
example of hybrid name.

Each ICN architecture uses different naming scheme that addresses spe-
cific issues. For instance, MobilityFirst [77] adopts flat names and combines
Broadcast and Content Based (CBCB) [111] while NDN [11] uses hierarchi-
cal names. Zheng et al. [112] presents notes about differences and similarities
between the naming in both IP and NDN architecture. The paper provides
clarifications regarding the prefix components for ICN structure including lo-
cation, address, locator, and route. The authors conclude that the ICN nam-
ing and routing communication model fits the appropriate communication ab-
straction than that in the IP model. Adhatarao et al. [113] present a qualitative
and quantitative comparison for both hierarchical and flat names. The authors
use different metrics in their study, including name lookup efficiency, name
aggregate feature, semantic of produced names, and namespace manageabil-
ity. The study proves that the forwarding performance is directly impacted by
the lookup time. Hence, flat name records a fast lookup, but the explosion of
content in real-world scenarios can create a real dilemma since each content
is identified with a unique name. On the other hand, the forwarding perfor-
mance on top of hierarchical names is mainly affected by PIT and FIB’s size.
However, hierarchical names support the name aggregation feature, which re-
duces the size of the tables and the lookup time. Hierarchical names also im-
prove multicasting that can send one packet to multi-users. Finally, the study
concludes that hierarchical names achieve a higher lookup complexity than
flat names since the lookup process requires parse and lookup for each name
component to determine the next interface.
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Name-based Routing Name-based Routing: The use of names to iden-
tify the content introduces a name based routing concept to discover and de-
liver the content to one or more requester without using any host identifica-
tion [114]. When a consumer triggers a request asking for specific content. A
discovery process will be started to find the content based on its name. The
request packet is forwarded hop-by-hop using name-based rules to specify
the next forwarding interface until reaching the original or a replica node that
has the requested content, hence the content will be delivered back to the re-
quester[112].

Figure 2.12 describes an overview of ICN content discovery and delivery
mechanisms. The consumers C1, C2, and C3 send requests to get different
content located at the producer P. First, the C1 starts requesting content (e.g.,
video) from P with interest name /P/Videos/V1.mp4. Then, the C2 sends an
Interest to get content (e.g., image) using the Interest name /P/Images/Img1.jpg.
Both Interest packets are routed towards the producer using the FIB table. In-
deed, the Interest carries the same name-prefix, which allows for the aggrega-
tion at router R5 and, thus, reduces the network traffic. The C3 needs a doc-
ument file by issuing an Interest with the name of /P/Documents/Book.pdf.
The Interest traverses the network hop-by-hop until the content-store of the
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Figure 2.12: Content discovery and delivery in ICN.
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router R2 and finds the desired content. Content caching reduces the distance
to travel and hence reduces the delay.

In a nutshell, the name-prefix is responsible for driving Interest packets to
content provider. Any changes in the naming scheme design can directly affect
the lookup performance, forwarding, and network performance in general. In
the following sections, we review the existing naming schemes by focusing on
their aim objectives, Table 2.2 provides a summary of this discussion.
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Table 2.2: Summary of ICN naming schemes.

Ref. Type Features Comparison Limitations Year

Latency

[115] • Hybrid • Short name length
• Lookup time improve-
ment

• Hierarchical
• NDN-HNS [116]

• Not human-
readable
• Ignore nodes mobil-
ity

2020

[117] • Hybrid • Avoid communication
loop
• Support push and pull
model

• Flat & Hierarchi-
cal

• Complex Interest
forwarding process

2018

[118] • Hybrid • Introduce Query sys-
tem

• ISC [119]
• HFHN [117]

• Extra Interest pro-
cessing time

2019

[120] • Hierar-
chical

• Introduce naming en-
coding
• Reduce lookup time

• NCT [121]
• LNPM [122]

• Lack of push and
pull model.
• Impact of Interest
decoding

2019

Scalability

[123] • Hierar-
chical

• Flexible naming
scheme

• Hierarchical • Content representa-
tivity
• Semantic issue

2016

Caching

[124] • Hierar-
chical

• Caching improvement • Focus on caching • Discard naming
scheme evaluation

2017

[125] • Hierar-
chical

• Content distribution
enhancement

• Focus on caching • No evaluation 2017

Mobility

[126] • Hierar-
chical

• Flexible naming
scheme
• Producer’s mobility-
aware

• Hierarchical • No evaluation 2014

[127] • Hybrid • Producer mobility sup-
port

• Hierarchical • No evaluation
• Additional signaling
overhead

2018

Security

[128] • Hierar-
chical

• Security reinforcement • CCVPN [129] • Affect on mobility
and latency

2019

Naming and Latency

During the Interest forwarding process, each node checks whether it has
the name-prefix on its PIT and FIB tables. This verification mechanism is
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called the lookup process. The required time to perform lookup directly im-
pacts the Interest delivery, which increases the network delay due to the ver-
ification time. In other words, design an appropriate naming scheme can re-
duce the lookup time, and hence reduce the network delay and the overall la-
tency. Nour et al. [115, 130] design a Multilayer Multi-component Hierarchical
AttributeValue naming scheme that combines prefix-labeling with variable-
length encoding methods. The authors use the Decimal Classification and Fi-
bonacci encoding schemes to identify the hierarchical location of the content.
Besides, they incorporate different attributes in each naming level with a set
of properties. The proposed scheme consumes less memory and provides a
short lookup time and routing process. However, the obtained names are not
friendly and use only numbers which are not human-readable.

Arshad et al. [117] propose a hybrid naming scheme that combines both
hierarchical and flat structure. The overall goal is to reduce the lookup time
by minimizing the name length. The scheme also tends to support the Push
and Pull communication models for specific uses cases. The hierarchical nam-
ing structure is used to describe the domain name, location, and task. The flat
name describes both device-name and data. The authors also design specific
algorithms for both Interest and Data packets forwarding based on hash func-
tions. The results prove the efficiency of the proposed scheme in different uses
cases (mobile and static nodes) in terms of loop avoidance and improve the
latency and the Interest aggregation while reducing the lookup delay. How-
ever, when an Interest packet reaches a node, the forwarding process time may
raise extra upstream delay. Therefore, it affects content retrieval time and QoS.
Similarly, Rehman et al. [118] propose a hybrid naming scheme based on hier-
archical and flat structure. The hierarchical prefix is mainly used to route the
Interest and Data packets. The core idea is to use a query system based on flat
names. The authors use a hash function and define specific keywords to in-
teract with smart building scenario. The proposed scheme may fill the gap of
smart interaction between different devices under different requirements and
communication models. The simulation results prove the efficiency of the pro-
posed scheme in terms of energy consumption, average delay, and the number
of packets processed per node. However, the applicability of a query system
as a naming scheme in general usage is an open question. Khelifi et al. [131]
focus on the name lookup process by designing a Name-to-Hash Encoding
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scheme. The authors tend to reduce the length of the hierarchical name by
encoding each component separately into a fixed hash using the CRC32 algo-
rithm and hence reducing the name length. The lookup is performed using
heuristic name matching based on the WuManber algorithm [132]. Their solu-
tion’s performance is based on CRC32 (e.g., encoding, collision, etc.) and the
heuristic matching process of the Wu-Manber algorithm. Although the scheme
reduces the size of the name, it does not support producer mobility. Moreover,
the upstream Interest decoding process may affect retrieval delay.

Naming and Scalability the original content producer or an entity that
controls names generates the application namespace. Any changes or updates
in the application namespace can directly affect the performance of content
delivery. Jung et al. [123] suggest adding an alias name to the application
namespace in NDN to enhance the namespace diversity and management,
such as updating, modification, joining, and adding. Since the content name
is strongly related to the routing in the hierarchical prefix, any management or
update operation in application namespace can affect the function of the rout-
ing/forwarding. The alias name has a global view of the application’s names-
paces. When a consumer requests content, the alias name is used as a translator
to the corresponding namespace. The proposed scheme eliminates the barrier
in the NDN routing, which can appear in multi-producer and multi-routing for
the same content in the specific application. At the same time, the namespace
management becomes more natural under the alias name controlling, hence
improving the application scalability and content retrieval. However, the main
problem with this alias is that it is not representative of the content and may
not carry any semantics.

Naming and Content Caching The content naming in ICN is very flex-
ible, and the design and convention of its semantic return to the application
developer to choose what is suitable for its usage. A name does not include
only features related to routing and mobility support, but it can also be used to
enhance the caching capabilities. Shan et al. [124] propose extending the nam-
ing scheme to comply with caching schemes. The authors propose to extract a
group of preferences related to the content name from the Interest packet. The
content item is modified to contain the content’s format attribute (e.g., text,
video, photo, etc.) and the theme attribute (e.g., news, sport, etc.). The edge
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node is responsible for extracting the content’s name attributes and calculating
the matching degree for all received Interests. Then, it makes the caching de-
cision based on the extracted information as well as content popularity. How-
ever, and from the naming perspective, some of the content may not fall into a
common theme that has not been taken into consideration in this work. More-
over, regardless of the increase of content over time, such classification may
raise computation overhead at the edge nodes. Kamiyama et al. [125] apply
a hash function to the content name in order to enhance the content diversity
in the network. The authors use different naming features to avoid content
redundancy in the network’s content-store. The core idea is to build a match-
ing between the hash value of the content name, and the candidate node name
that wants to cache the content. The mechanism is mainly based on the hash-
ing of the name, in which each node enables caching assigned with binary ID.
Therefore, the content name is hashed using a binary function. However, the
authors did not explain the hashing process, such as hashing collision and the
effect on routing/forwarding.

Naming and Security and Privacy ICN adopts a content-based security
concept by applying security mechanisms to the content itself, and using self
certification, such a technique can improve the security in the network, how-
ever, using plain-text and knowing the semantics of the name may pose differ-
ent issues. Jung et al. [128, 133] propose a naming scheme for NDN architecture
in order to improve the security of content naming in sensitive applications
and use cases such as military applications. The main idea is that the requester
uses a symmetric key to first encrypt a part of the content name in the Inter-
est packet. This allows a secure information exchange (the Interest and Data
packets) only between trusted nodes that are in the path while hiding the real
content name. A three-way handshake mechanism is used to transfer the key
between the intermediate nodes in order to decrypt the real content name. The
comparison with related schemes records a higher interest satisfaction since
the proposed approach supports the in-network caching feature. However,
such security reinforcement may affect latency and mobility.

The performance of any network is mainly based on the performance of
naming/addressing lookup. For instance, a DNS service lookup is the first step
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used to resolve an URL to an IP address. However, DNS is only used with ad-
dress resolution and does not support additional functionalities (e.g., content
placement and movement). In contrast, ICN expanses the naming function-
alities in order to promote different additional functions and semantics (e.g.,
mobility support, security, caching, etc.). Indeed, a few efforts have been made
in this area as different aspects were not considered in case of designing a new
naming application structure. Meanwhile, some field has not yet explored,
such as computation based naming.

2.6.2 In-network Data Caching

In 5G-based ICN networks, as illustrated in Figure 2.13, the network is aware
of forwarding the Interest towards any content-store that has the requested
content [134]. If the content is not cached at the core network, the Interest will
be forwarded upstream to the original provider or cloud. During the content
delivery phase, each node has the ability to cache the content, and serve it for
future demands in a fully transparent way aiming at improving the quality of
service [134].

In the case of the cache-store runs out of memory, the node evaluates the
worthless content in order to keep room for the newly arrived content, this
process called the content replacement policy. However, in the literature, these
topics have less attention from the research community. The most used con-
tent replacement policies are First In First Out (FIFO): that evacuates the first
entered content to keeping the newcomer one, Least Recently Used (LRU): that
attempts to remove the less recently used content, and Least Frequency Used
(LFU): that removes the content that has a smaller frequency rate.

The content cache placement is an active research topic where various re-
search efforts attempt to provide seamless and efficient schemes. In this con-
text, we differentiate two main concepts as illustrated in Figure 2.14: (i) Verti-
cal Management tends to select the optimal content cache placement to satisfy
a well-defined application scenario (e.g., video streaming), and (ii) Horizontal
Management tends to push the popular content towards the edge network to
satisfy as many users as possible. In this section, we provide a systematic re-
view of the existing cache placement schemes in the context of the 5G based
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Figure 2.13: Content caching in 5G-based ICN networks.

ICN networks. Table 2.3 provides a summary of main ICN cache schemes that
will be used as a reference in most of the reviewed solutions later.
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Figure 2.14: Taxonomy of existing content caching solutions.
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Vertical Management In the following, we comprehensively review the
existing content caching techniques that fit under the vertical management
concept for both edge and core networks. Based on the controlled nature
that influences the cache decisions, we classify the existing strategies into three
main categories: centralized, distributed, and collaborative.Table 2.3 provides
a summary of these techniques.

A. Centralized Caching Schemes: In centralized caching schemes, a con-
troller entity or a server is used as an imperative network element to decide the
cache placement. This entity is responsible for selecting a set of nodes in order
to cache a replica version of the content. Centralized schemes provide abso-
lute control over the number of copies of the content, which reduces the cache
redundancy and enhances the network [94, 145]. For instance, Liet al. [146]
propose a content cache strategy in order to avoid the miss-utilization of the
storage capacity in ICN nodes by decreasing the cache redundancy in the net-
work. The authors design a probabilistic approach to determine the matching
between the content popularity and the node level. The node level is obtained
by using different metrics such as the node’s betweenness centrality, node dis-
tance, and the node cache capacity. Then, they apply a Grey algorithm [147]
to ensure the correlation between the different node’s parameters. The pro-
posed scheme is designed to place the content in the appropriate place accord-
ing to the content popularity and the node level value. Popular content has
more probability of being cached at the edge nodes; meanwhile, less-popular
content is cached in the core nodes. Although the proposed scheme achieves
better efficiency compared to other strategies, the main drawback is the length
of the path. In other words, with a larger path with multiple hops, the process
will be more complex and require more computation overhead. Moreover, the
replacement policy at the node is not considered at all in this work.

Focusing on content distribution, Meng et al. [148] propose a cache strat-
egy that aims at enhancing content distribution in the network while reducing
data redundancy. In this strategy, nodes are extended with: (a) a statistical ta-
ble to collect the frequency demands for each content, and (b) a caching mecha-
nism that works as follows: it places all content at a centralized node along the
delivery path. The centralized node caches the popular content while storing
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Table 2.3: Main ICN content caching schemes.

Ref. Scheme Working Principle Feature Limitations Control

[135] Leave
Copy Ev-
erywhere
(LCE)

All routers cache all
passed content

• Reduce server
load
• Improve retrieval
delay
• Simple implemen-
tation

• Rise cache utilization
•High replacement op-
eration
• Low diversity ratio

Distributed

[136] Leave
Copy
Down
(LCD)

Moves the content
one hop from the
producer

• Reduce server
load
• Maintain cache
utilization
• Consider content
popularity

• Rise the Interest trip
• Increases the retrieval
time

Distributed

[137] Edge
Caching(
EC)

Only edge nodes
cache content

• Decrease latency
• Maintain cache
utilization
• Improve retrieval
delay

• Ignore the core enable
nodes
• Introduce content re-
dundancy

Distributed

[138] Betweenness Cache content with
maximum between-
ness centrality node

• Maintain cache re-
sources
• Enhance content
delivery

•More overhead on the
centralized nodes
• Ignore content popu-
larity

Distributed

[139] PropCache Decide the cache
based on probability
value (cache size
and path traffic)

• Reduce caching
redundancy
• Efficient uti-
lization of cache
resources

• Ignore content popu-
larity

Centralized

[140] Prob(α) Caches the content
based on given
probability model

• Reduce cache
utilization
• Reduce replace-
ment operation
• Efficient uti-
lization of cache
resources

• Ignore content popu-
larity
• May keep unpopular
content

Centralized

[141] WAVE Collaboratively
adjusts the content
chunk then progres-
sively push them
toward the edge

• Consider the
chunk level
• Increases hit ratio
• Consider content
popularity

• Introduce inter-traffic
overhead
• Complex implemen-
tation
• Rising replacement
operation

Collaborative

[142] Cache
Capacity
Aware
Cache
(CCAC)

Estimate the avail-
able cache capacity
to cache new com-
ing content

• Efficient uti-
lization of cache
resources
• High cache hit
ratio
• Cache store aware-
ness

• Ignore content popu-
larity
• Low diversity ratio

Distributed

[143] HighEst
Cost Item
Caching
(HECTIC)

Work at the chunk
level, group them
based on the chunk-
utility then make the
caching decision

• Reduce cache uti-
lization
• Increases hit ratio

• Algorithm complex-
ity
• Low diversity ratio

Centralized

[144] Random Cache the content in
one or more node in
the downstream

• Improve hit ratio
• Enhance content
delivery

• Unguaranteed effi-
ciency
• Ignore content popu-
larity

Centralized
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Table 2.4: Main ICN content caching schemes.

Ref. Scheme Working Princi-
ple

Feature Limitations Control

[135] Leave
Copy Ev-
erywhere
(LCE)

All routers cache
all passed content

• Reduce server load
• Improve retrieval de-
lay
• Simple implementa-
tion

• Rise cache uti-
lization
• High replace-
ment operation
• Low diversity
ratio

Distributed

[136] Leave
Copy
Down
(LCD)

Moves the content
one hop from the
producer

• Reduce server load
• Maintain cache uti-
lization
• Consider content
popularity

• Rise the Interest
trip
• Increases the re-
trieval time

Distributed

[137] Edge
Caching(
EC)

Only edge nodes
cache content

• Decrease latency
• Maintain cache uti-
lization
• Improve retrieval de-
lay

• Ignore the core
enable nodes
• Introduce con-
tent redundancy

Distributed

[138] BetweennessCache content
with maximum
betweenness
centrality node

• Maintain cache re-
sources
• Enhance content de-
livery

• More overhead
on the centralized
nodes
• Ignore content
popularity

Distributed

[139] PropCache Decide the cache
based on proba-
bility value (cache
size and path traf-
fic)

• Reduce caching re-
dundancy
• Efficient utilization of
cache resources

• Ignore content
popularity

Centralized

[140] Prob(α) Caches the content
based on given
probability model

• Reduce cache utiliza-
tion
• Reduce replacement
operation
• Efficient utilization of
cache resources

• Ignore content
popularity
• May keep un-
popular content

Centralized

[141] WAVE Collaboratively
adjusts the content
chunk then pro-
gressively push
them toward the
edge

• Consider the chunk
level
• Increases hit ratio
• Consider content
popularity

• Introduce inter-
traffic overhead
• Complex imple-
mentation
• Rising replace-
ment operation

Collaborative

[142] Cache
Capacity
Aware
Cache
(CCAC)

Estimate the avail-
able cache capac-
ity to cache new
coming content

• Efficient utilization of
cache resources
• High cache hit ratio
• Cache store aware-
ness

• Ignore content
popularity
• Low diversity
ratio

Distributed

[143] HighEst
Cost Item
Caching
(HECTIC)

Work at the chunk
level, group them
based on the
chunk-utility then
make the caching
decision

• Reduce cache utiliza-
tion
• Increases hit ratio

• Algorithm com-
plexity
• Low diversity
ratio

Centralized

[144] Random Cache the content
in one or more
node in the down-
stream

• Improve hit ratio
• Enhance content de-
livery

• Unguaranteed
efficiency
• Ignore content
popularity

Centralized
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a copy at the edge node. The popular content is known based on a thresh-
old value (frequency demands). At the same time, less popular content is also
kept at the edge node in order to improve the content’s availability. The sim-
ulation results show the efficiency of the proposed scheme in terms of content
diversity, cache hit ratio, and height hops reduction. However, this strategy re-
quires additional information to be stored for each content, which may affect
spacial complexity and management. Moreover, the replacement policy is not
considered in this strategy.

Zheng et al. [149] propose a cache placement strategy, namely Between-
ness and Edge Popularity (BEP) strategy, which is considered as an improve-
ment of the traditional betweenness strategy [150]. The latter selects the node
with a higher degree as the appropriate node to cache the content. This deci-
sion is justified as most requests pass through the node (e.g., common node in
the path). On the other hand, BEP aims at reducing the load on the server by
caching the content according to the node’s importance and content popular-
ity. The core idea is that the upstream edge nodes compute the content pop-
ularity and the node degree. The edge node computes the content popularity
with statistic technique taking the old and the current demands of content into
account. In the downstream, the BEP algorithm puts the contents according to
the node metric and the content popularity. Thus, the popular content will be
cached at the highest node degree. The simulation results show that BEP out-
performs other strategies in terms of hit ratio and server load reduction. How-
ever, by caching the highest requested content at a high degree, more cache hit
occurs, and extra overhead is generated, which may diminish the QoS. More-
over, the content replacement policy is not mentioned in this work, which is
vital to reduce the overhead on the node. Nguyen et al. [151] propose a Pro-
gressive Popularity-Aware Caching Scheme (PPCS) in order to avoid the cache
redundancy of the data cached at the network. PPCS works on the chunk level,
which is based on the received demands of content in a period of time. It then
decides whether the content is popular or unpopular compared to their access
rate with a defined threshold value. For popular content, PPCS caches the first
chunk at the edge node then progressively continues to put the rest of chunks
at the upstream according to the node level. When the access rate of a chunk
at the edge increases over time, PPCS progressively regroups all the chunks of
the requested content at the same edge. Besides, the related replacement policy
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in PPCS tries to remove the least served content obtained from the size of the
content over the received demands. The simulation results show that PPCS
reduces the load on the server, and outperforms the other strategies in term
of cache utilization and hops ratio. However, in the simulation testbed, the
popularity of the content follows Zipf distribution [152]. Zipf represents the
access demands for the web content; it is mentioned that the chunk level can
follow the Zipf distribution except that the chunks delivered in the sequential
order [153], which is not the case for all content in real-world networks. More-
over, the exchanged messages between nodes may create extra overhead and
congestion.

B. Distributed Caching Schemes: In a distributed caching scheme, there is no
centralized entity to control the caching decision. Nodes use local factors and
metrics to decide the content caching, which improves network efficiency by
reducing the exchanged information between nodes and/or centralized enti-
ties.

Ren et al. [154] propose a distributed caching strategy, namely Distributed
MAx-Gain (MAGIC). MAGIC aims at reducing bandwidth consumption and
avoiding unnecessary content replacement. In this scheme, both Interest and
Data packets are extended with gain attributes. During interest forwarding,
each node computes the local gain value and then updates the value in the
Interest packets only if it is bigger than the existing value in the Interest it-
self. The local gain is obtained by involving existing local information, such as
the demands rate, hop reduction, replacement penalty, etc. In the data delivery
process, when a node receives a data packet, it caches the content only if the lo-
cal gain equals to the maximum gain in the Data packet. The simulation results
show that MAGIC has more improvements compared to related schemes in
terms of hops reduction ratio, cache utilization, and caching operation. How-
ever, the design of this scheme is limited to one replica node selection along the
delivery path, which is not recommended in large-scale networks with high
content’s diversity, besides some content must be replicated to meet the mas-
sive demands from users. Banerjee et al. [155] design a greedy cache placement
algorithm in order to decrease content delivery latency. The designed strategy
runs in a distributed way where each node caches the content based on its pop-
ularity. The greedy algorithm constructs a directed acyclic graph by leveraging
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information from the nodes’ routing table. Then, it considers the missed de-
mands on the upstream for each router and extracts the content popularity by
computing the missed demands (along the communication path towards the
producer). The authors compare their algorithm with other strategies in di-
verse network topologies and multiple scenarios, including multi producers.
The obtained results show the efficiency of the proposed strategy in terms of
cache utilization, cache hit ratio, and hop reduction. However, the latency of
the lookup of content in the nodes is not considered. Moreover, the generated
graph may take more computational power, especially in the case where the
content is far away from the consumers, which may impact the speed of cache
decision making.

Similarly, Wu et al. [156] design a distributed probabilistic caching strategy
in ICN that aims at enhancing the efficiency of in-network content caching. The
authors integrate local information to decide the content caching. Each node in
the network takes individual decision to either cache the content or not using
a probabilistic formula. The probabilistic formula combines the content popu-
larity and the benefit metric, and generates a probabilistic value. The benefit
metric refers to the hop reduction between the requester and the cache store’s
node or the original server. The authors also propose a content popularity
prediction technique that estimates future content’s popularity based on the
stored historical demands locally at the node. The authors validate their solu-
tion in a testbed using diverse network topologies. Results show the proposed
solution is better than other strategies by caching popular content. However,
the popularity prediction technique is based only on local popularity without
considering the network perspective. This may influence the replication deci-
sion in other nodes for similar popular content. Moreover, storing historical
information (for popularity) for each content in the node excessively affects
memory usage and overhead the node.

Kamiyama et al. [157, 125] propose a distributed caching strategy, namely
Spatially Dispersed Caching (SDC), where each node makes an autonomous
cache decision. SDC aims at avoiding content duplication among nodes in the
same area and caching only the highest popular content. SDC works in four
main steps: (1) each router is assigned a single binary ID of - bit, while nearby
routers have different values in the higher bit; (2) setting a hash value for each
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content; (3) if the hash value of the content matches with the router ID, this
content is acceptable to the next phase; (4) based on the content popularity
the router classifies the accepted content into multiple classes and then caches
the popular one. By applying all these steps, SDC aims at guaranteeing the
content’s spread over the network. Although the idea is similar to [158], the
key addition is in the caching decision. Besides, for each acceptable content,
the SDC node classifies them into - ‚ 2 groups based on the content demands
rate, hence, the router differentiates the number of nodes that probability can
cache the content based on group popularity then changing the number of bits
checked if the node can host the content. The simulation results show that
SDC marks a considerable improvement in terms of cache utilization and hop
reduction compared with other strategies. However, in the case table of group
popularity inputs raising over time, it dramatically affects the node memory
as well as the time of the caching decision. The authors do not consider this
limit that can degrade the effectiveness of the node retroactively in the real
environment with massive content demands. Moreover, the question remains
open on its efficiency in the case of multi-provider scenarios.

C. Collaborative-based Caching Schemes: Nodes in the communication path
may build cooperation between each other and exchange information in or-
der to explore more capabilities and better use the network resource. In the
following, we review the existing caching schemes use this mechanism.

Micket et al. [159] propose a collaborative multi-hop caching strategy based
on a bloom filter technique that aims at enhancing content diversity and la-
tency while reducing intercommunication overhead between collaborative nodes.
In this strategy, each node assembles the cache information between = hops
reached nodes (neighborhood); then, the caching information is collected and
stored in a set of attenuated bloomfilters. Whenever a request reaches a node,
the node first checks the stored information regarding the neighborhood. If
the content does not exist, it forwards the Interest towards the producer. In
the meantime, to achieve content diversity and reduce content redundancy,
the eviction policy uses the forwarding information base in order to avoid the
caching content in near neighbors. The simulation results show the efficiency
of the proposed scheme in terms of the cache hit ratio and latency. However,
in large-scale networks, the probability of getting a false positive of the bloom
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filter technique is high, which may be considered the major drawback of such
an approach. Moreover, in the simulation setup, the cache utilization is ig-
nored. Huang et al. [160] design a collaborative cache strategy where nodes in
the delivery path collaborate to maximize the use of the network-embedded
caching. The authors focus on reducing the cost of traffic by considering both
the received demands and the content size. They propose a payoff solution
function Least Caching Utility (LCU), in order to solve the traffic minimization
problem. LCU is used as a content replacement policy along the delivery path,
which tends to evict the content with the least utility value taking the demand
rates and distance between the requester and the original content provider into
account. The node exchanges information about the content (Time Since Birth
– TSB) by injecting it into the Data packet. This mechanism improves the col-
laboration mechanism between the node while reducing the extra overhead
of the exchanged messages. Simulation results show benefits of the proposed
solution in terms of low communication overhead (i.e., exchange messages be-
tween nodes). However, such a policy may introduce a high redundancy of
content caching, especially in large-scale networks. Moreover, with the ex-
pectation of increasing the content in the network, checking the TSB for each
passed data packet affects the router’s processing resource and adds extra de-
lay.

Zhi et al. [161] propose Gain-Aware 2-Round Cooperative (GAC) caching
scheme to enhance the content diversity while reducing the data redundancy
in the network. In GAC, the node decides the content caching based on the
decisions made by other nodes along with the path delivery. GAC’s core idea is
that the upstream nodes compute the potential gain value and include it in the
Interest packet with their node ID. The potential gain value takes the number
of received demands and the number of hops reduction if the node caches
the content into consideration. In the data delivery path, the node computes
the final gain and takes the cache decision accordingly. If the gain value is
higher than a pre-defined threshold, the node updates the hop-value to 0 in
the Data packet. The hop-value describes the number of hops needed to get
the content from the replica node or the original producer. The simulation
results show the efficiency of the proposed scheme in terms of the cache hit
ratio, hop reduction ratio, and cache utilization. However, since the cache
decision must be line speed in ICN routers [140], the packet processing for each
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content may introduce a considerable effect on network delay, especially in the
case of multi-producer and massive contents requesting. Moreover, adding the
node’s ID to each packet is not feasible and may need changes in the nature of
ICN packet. Furthermore, defining an ID for each node is a challenging task
that needs more investigation to ensure a unique global ID, it also takes the
paradigm back to hostcentric networks.

Liu et al. [162] propose a collaborative Cache On Demand (COD) strat-
egy. COD tends to reduce the number of nodes that cache the content in the
network. COD operates based on the number of received demands and the
temporal patterns of content popularity. According to the study in [163], the
authors rely on the change of content popularity by applying two stages: (a)
the early stage, when requesting content in the initiator until up to the peak
in popularity; and (b) the late stage, the change and degradation of the popu-
larity of the content. Depending on a probabilistic formula, the node chooses
to cache the content or push it to the adjacent nodes with more cache size.
COD aims to keep the content in the early state close to the producer, and over
time, depending on the received demands, change the content to the late stage.
The authors provide several measures to show the efficiency of their solution
in terms of cache consumption, energy consumption, and content diversity.
However, this work is based on the popularity of the content that needs to
be known beforehand. The scheme is not applied to dynamic content or con-
tent generated based on demands. Besides, each node is obligated to compute
the content state periodically, which produces computation overhead. More-
over, the user’s mobility may create a major drawback of such a strategy since
the demands are not stable. Noh et al. [162] propose a caching strategy for
video streaming. The main objective is to provide a seamless video stream-
ing service. Firstly, the authors design an algorithm to create the meta-file for
each content that adapts with a multi-caching node environment in ICN. The
meta-file regroups information about content chunks as the priority and the
bandwidth requirement. In this strategy, each node selects its range of chunks
to cache using the associated content meta-file, therefore avoid the redundant
caching of the same chunk in the adjacent nodes. Nodes exchange information
about cached content using modified Interest/Data packets. At the reception
of this information, the proposed algorithm progressively adjusts the range
according to chunks’ priority hop number and demands rate. The obtained
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results show that the proposed solution provides seamless video streaming
by reducing network stress. Yet, this efficiency is at the expense of the cache
utilization, which not considers in this strategy. Moreover, creating meta-files
and exchanging information may produce more overhead on the network, es-
pecially in profoundly changing content’s popularity.

Horizontal Content Caching Management In this part, we explore the
management techniques that take advantage of its location (closer to the con-
sumer) to exploit the benefits of the powerful interaction between the Edge-
enabled caching node and the consumers. Table 2.5 provides a summary of
these techniques.

A. MEC-based Strategies: Several edge caching strategies have been de-
signed that use MEC servers and exploit their robust computation to provide
better content distribution at the edge network and enhance QoS for the end-
users. In this part, we review the recent existing works based on MEC founded
in the literature. For instance, Zhang et al. [153] propose an edge caching archi-
tecture for 5G networks that combines the caching and computing resources
of MEC and ICN-based edge nodes, including a base station, small base sta-
tion, and user nodes. The proposed architecture aims at enhancing the cache
performances within the global edge network. The main idea is to achieve a
tradeoff between computing cost and caching gains. In doing so, the authors
use MEC computing resources in order to compress the content. This will im-
prove the caching capability at the edge and, by consequence, improve the
content availability. The simulation results show a significant improvement in
both the cache hit and the round trip latency. However, the major drawback is
the high complexity of scheduling of all resources simultaneously, especially
when takes the nodes behaviors as mobility into consideration. Moreover,
some nodes are resource-constraints (e.g., IoT devices), hence using them as
content-stores may affect their performances while ignoring them may lead to
overhead computation.

Huang et al. [171] propose an Online Learning Framework (OLCB) that
aims to reduce the backhaul bandwidth consumption by enhancing the edge
nodes’ cache efficiency. The proposed strategy initially works to construct
the context by capturing the user group access behavior, including connect-
ing period and mobility trace. The Exploitation-Exploitation machine learning
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Table 2.5: Summary of horizontal content caching strategies.

Ref. Feature Comparison Evaluation Limitation Year

MEC Based Strategies

[53] • Improve caching
capacity
• Enhance content
availability

• Cache without
MEC

• Latency
improvement
• Cache hit
rate enhance-
ment

• Compression
overhead
• Computation
expenses

2018

[164] • Context integra-
tion
• User-behavior
aware

• PoPCache,
Greedy Algo-
rithm, MPC

• Cache hit im-
provement
•Considerable
running time

• Users’ privacy
• High complexity

2019

[165] • Recommended
system integration

• Random, LCE,
SVD Based

• High re-
trieval delay
• Cache hit
Ratio enhance-
ment

• Focus only on
video contents
• High computa-
tion overhead

2019

[166] • User location
aware
• Consider users’
mobility
• Content
prefetching

• FiFo, LRU,
LFU

• Cache hit
ratio improve-
ment
• Reduce ac-
cess time

• Users’ privacy 2019

[167] • Enhance MEC
resources
• Improve user en-
ergy

/ / • Ignore users’
behaviors
• Lack for the
practical part

2019

[168] • Improve video
streaming service

• Non-MEC
based

• Data re-
trieval im-
provement

• Ignore wireless
packets loss

2019

Other Edge Based Strategies

[124] • User preferences
aware
• Leveragr content
naming

• EC, Prob(α) • Efficient
cache hit ratio
• Latency
improvement

• Edge node over-
head
• Naming
schemes not
evaluated

2017

[169] • Include social
network knowl-
edge

• Random
caching

• Consider-
able caching
enhancement

• Ignore users be-
havior
• Extra computa-
tion overhead

2019

[170] • Employ deep
learning

• EC with differ-
ent replacement
strategies

• Cache hit
ratio enhance-
ment

• Learning process 2019

model is adopted to create a relationship between the requested content and
their specific context under a distinct time period and estimate the reward of
caching the content. The problem is modeled as a Knapsack problem, where
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each requested content is associated with a specific context that has a partic-
ular reward. The objective is to maximize the reward value under specific
node storage memory. In another work, Zeng et al. [164] propose an algo-
rithm to solve the knapsack problem leveraging branch and bound approach.
A smart caching a heuristic algorithm is proposed that applies the mining on
the central effect of consumer behavior in order to extract the consumer con-
tent preference in each time slot. Based on the user’s content preference, the
proposed scheme makes realtime learning-based caching decisions by predict-
ing the variety of content popularity that can share content preferences un-
der specific contexts. The authors simulate the scheme using a real dataset
of user records to show the efficiency of the cache hit rate. However, the dif-
ferences in demands for diverse content is questionable. The solution needs
more investigation to deal with context management which needs more com-
putation. Moreover, collecting data for learning purposes is challenging due
to the users’ privacy issues. Similarly, Tang et al. [166] design a cache strategy
scheme for mobile multimedia devices, namely Edge IoT equipment-Assisted
Caching Multimedia (EACM). EACM tends to improve the quality of experi-
ence. The overall idea is to cache the content at the edge node (e.g., SBS), taking
the importance of the requested content of the users’ group and the users’ mo-
bility into consideration. The proposed strategy benefits from the computation
capability of the edge by using Recurrent Neural Network (RNN) to predict
the next localization through learning the users’ trace. At the same time, the
FB-growth algorithm [172] is adopted to extract the common users’ group in-
terest. This coordination ensures to pre-fetching the common content from the
remote server and guarantees their distribution along with the edge nodes,
according to the users’ needs in a specific area. Furthermore, a hybrid LRU
and LFU policy are designed to combine and manage respective features, both
of them in the double queueing and handle cache-store decisions. The simu-
lation results show that EACM diminishes the load on the server-side, while
the replacement policy outperforms other policies, reduces the access time,
and optimizes the cache hit ratio. However, such an approach may create re-
dundancy for the popular content in the edge nodes, which is not taken into
account. Moreover, re-fetching the most requested content for each area may
create overhead demands on the remote server for the same content, which
increases the bandwidth consumption. Finally, any changes in the network
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setting can affect directly on RNN model’s precision [165].

Tang et al. [167] tend to enhance the memory of the MEC using the ICN
paradigm. In doing so, the authors assume that each edge node has specific
caching resources. The objective is selecting the nearest BS caching node to the
MEC. The chosen node is based on consumer proximity to the base station,
while the global objective is diminishing the user side’s energy consumption.
However, the users’ behavior (e.g., mobility) has not been considered. More-
over, the proposed solution needs to trade-off between the content popularity
and the memory resource selected by the MEC, which needs more investiga-
tion towards real implementation since the authors present only the theory
part. Han et al. [168] aim at improving video streaming delivery in the MEC
based ICN paradigm by enhancing the Forward Error Correction (FEC) mecha-
nism of ICN architecture. The authors propose a framework running on top of
MEC platform, in which FEC generates the packet loos at the network edge in-
stead of the remote server. A deep learning algorithm is then used to learn the
received information from FEC and use the FEC rate to monitor network states
(by deciding whether to correct the packet error or use the re-transmission).
Compared with conventional ICN (non-MEC based), the simulation results
prove the efficiency of the proposed. However, this framework treats only the
error transmission between MEC and the original producer, where some pack-
ets may get lost due to the interference.

B. Non MEC Based Strategies: In this section, we present an edge caching
solution that not consider the MEC server as a single caching management
entity. These works assume that each edge node (BS, SBS, User Equipment,
etc.) can use the computation and decision.

Shan et al. [124] propose a cache strategy based on the users’ group inter-
est preference. The proposed strategy aims at reducing the network delay by
caching the most preferred contents in the edge node. The authors use a clas-
sification model for the contents under the assumption that the content name
contains two attributes theme (e.g., sport, news) and a type (e.g., text, video).
The main idea is to ensure the matching between the preferred interest and
response data. The edge node extracts the user’s group interest from users’
requests. When data reaches the edge, it decides whether to cache the content
or not according to defined threshold judgment. The simulation results show
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the efficiency of the proposed strategy in terms of cache utilization and hop
reduction. However, this strategy uses only the edge node as the main node
to compute, store, and deliver content, which may lead, as a consequence, to
overhead and degrade the QoE, especially in the case of highly mobile users.
Moreover, due to the less storage memory at the edge node, the computation
and communication may congest the backhaul links. Liu et al. [169] propose an
analytical framework based on the ICN edge caching scheme. The proposed
framework aims at putting the commonly requested content at a nearby loca-
tion of the users. In the first stage, the framework records the user check-in
to get the connected edge node. The authors then leverage a location-based
social network technique that considers: the distance between users, the user
interest, and the contact rate. Since the problem is an NP-hard, a metaheuristic
simulated annealing algorithm [173] has been adopted to get near optimality
solution. Compared with other solutions, the proposed framework shows high
performance in terms of content propagation ratio. However, this framework
needs extra information about users. Moreover, this work considers only the
users’ common interests and ignore users’ behaviors. Wang et al. [170] propose
a caching scheme that tends to be adapted to the network environment. In do-
ing so, a deep reinforcement learning algorithm has been presented based on
an asynchronous actor-critic agent mechanism. A learning agent is evolved
(using the reward or punishment) during interactions with the network envi-
ronment. Hence, the framework decides whether to keep the requested con-
tent at the edge node or not. It also uses the substitution strategy in case the
cache is full. The decision is linked to learned network status. The simulation
results show the high performance of the proposed strategy, notably in terms
of improving the cache hit ratio. However, the results are strongly related to
the capacity of the user data in the learning process. Therefore, the relearning
of the model at each network may appear as a challenge.

Horizontal-based caching strategies at the edge are more resilient and flex-
ible as the cache hit is near to users. The content’s usefulness is strongly associ-
ated with how close it is to the consumer. Therefore, bring content closer to the
users comes with many profits, such as reducing retrieval time, decreasing the
backhaul traffic, etc. Exploiting the necessary methods to achieve this purpose
is the aim of most horizontal-based approaches. Their decisions have a strong
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dependency on the correlation between the consumer/interests and its behav-
ior. Using advanced techniques to achieve a better user/behavior adaptation
may be paved the road to the intelligent edge paradigm. The machine learn-
ing approaches are taken place near to the consumer at the network edge and
on the top of a powerful computation platform as MEC [174]. However, sev-
eral issues raised, including the choice of the appropriate model, the learning
process, and content privacy.
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2.7 ICN Mobility Support

The fifth-generation (5G) network is expected to support significantly a huge
number of wireless connections and a large amount of mobile data traffic.
5G solutions should support mobility on demand for many scenarios, rang-
ing from very high mobility to low mobility or stationary devices. With the
manned increase in the number of mobile devices, many efforts are looking to
provide seamless mobility management within the IP paradigm. All of these
efforts fall into high access rates due to there complexity. Which prompted the
search for a radical change of the communication manner. ICN provides a set
of features such as abstraction of content from the location through names [63,
20], consumer mobility support [21], in-network content caching, and content-
based security [22]. The content in ICN is decoupled from its original provider
by using a content name. The name is the basic communication element used
by the consumer. From the mobility perspective, two main questions occur:

• Consumer Mobility: the consumer sends an Interest packet to fetch con-
tent and then moves to another network or access point. The content is
sent back to the previous location of the consumer but not successfully
delivered.

• Producer Mobility: the content provider moves from a network to an-
other one. The issue is the network cannot locate the new location of
the provider and hence cannot deliver the request.

For ICN architectures that use flat names, the node’s mobility performance
is directly related to the used resolution service mechanism. Thus, it worth not-
ing that ICN, in such architectures, can handle more than 1012 billion content in
the near future [175]. Indeed, it can be seen as a drawback since the nodes’ mo-
bility management in such a design is directly related to how swift to handle
the object at the resolution services [100, 176]. On the other side, consumer mo-
bility may not impede ICN design that uses hierarchical naming. For instance,
NDN and CCN support consumer mobility by design but cannot handle pro-
ducer mobility issues. Wang et al. [177] show that CCN can handle up to 97%
of the requests during the consumer’s high mobility. Unfortunately, leverag-
ing a seamless consumers’ mobility feature increases the producer mobility
drawbacks. For this reason, researchers are trying to find cost-less methods to
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make additional support for producer mobility. The desirable method should
neither be complicated nor require fundamental changes in the naming prefix
or the working principle.Adhatarao et al. [178] propose a Network Mobility in
ICN (NeMoL) approach. The proposed focuses to reduce the signaling over-
head at each update mobility (for both producers and consumers) especially
in the case of the network on the move. The main idea is assigning a single
namespace to the target moving network in which each prefix is aggregated in
that namespace. A distributed name resolution agents exchange the routing
information about the current attached point of each namespace in order to
updates the routing path towards the target network at each node in the rest
networks’ nodes. Sivaraman et al. [179] propose a hop count based forwarding
strategy to support producer’s mobility in NDN. The authors suggest inject-
ing the number of hops traversed by the interest in the interest packet. The
core idea is whenever the interest reaches a router, the router decides either
to forward it toward the matched interface if it exists or broadcast the inter-
est to all available interfaces. The results show the efficiency of the proposed
solution in terms of network throughput and interests succeeded. However,
the proposed solution requires extra resources. The broadcast forwarding can
occur an extra overhead, especially in the case of producer handover between
different networks due to the heterogeneity. Azgin et al. [126] propose a mobil-
ity service targeting hierarchical naming in ICN. The solution aims at reducing
the time of content retrieval from a mobile producer. The overall idea is to pro-
vide a service that allows any entries in the hierarchical naming to be mobile.
The proposed system consists of many principal blocks that interact with each
other in order to reduce the Interest Flooding and redirect the Interest packet
towards the current mobile producer attached point. In addition to the high
complexity of their working principle, such an approach requires additional
material resources (servers), which increases the deployment cost.

Zhang et al. [127] introduce trace-based mobility support for NDN, namely
KITE. KITE tends to maintain the structure’s ease of the NDN paradigm, where
the mobile producer acts as a consumer for a fixed rendezvous server. At
each location/network changing, the mobile producer sends an interest to the
server in order to keep the trace of its new location. The server is responsible
for updating the forwarding rules in the FIB table of intermediate nodes in the
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network. In doing so, the authors suggest injecting a trace attribute in the rout-
ing prefix’s name to the content generated by the target mobile producer. For
the consumer’s side, if it finds the trace of the mobile producer during Interest
forwarding, it follows the trace to get the content. The simulation results prove
the efficiency of KITE in ensuring seamless producer mobility. However, the
architecture suffers from the overhead signaling by the producer, which may
create a network disaffection. Moreover, time-sensitive content may not fit
well with the proposed solution. Li et al. [180] apply a neural network ma-
chine learning to solve producer mobility issues. In order to predict the next
access point, the learning model holds the record of the historical movement of
the mobile entity. The intermediate router modifies the Interest packet in the
FIB table to route it towards the predicted producer location. However, due
to the privacy and security of the mobile node information, this approach may
not be applied in real-world networks. Besides, the main drawback of the neu-
ral network is that it is strongly related to the primary parameters, any change
in the parameter means a change in the results of the performance of the so-
lution. Korla et al. [180] propose to exploit the caching capability in network
nodes in order to improve producer mobility. The overall idea is to keep the
popular content at the edge node before the producer handover occurs pur-
pose to reduce the incoming Interest loss. However, such an approach may
not be suitable for real-time content delivery since it ignores unpopular con-
tent. Moreover, the efficiency of the proposed solution may directly be affected
by a decrease in cache size in some nodes due to the redundancy of content.
Auge et al. [181] propose map-me mobility support for ICN that tends to skip
the delay of FIBs update in ICN due to the producer’s movement. Map-me
consists of a pack of protocol purposes at a dynamic update of the FIBs. When
the mobile producer changes the attachment from one point to a new one,
Map-me tries to update the FIBs along the path between the previous and the
new attachment point. Although the simulation results prove the efficiency
of the proposed, it brings additional protocols on the top of ICN architecture
that may reduce its effectiveness. Hence, can draw us back to the actual IP
complexity.

User mobility is an essential aspect of the next 5G networks, especially for
time-sensitive applications. Although ICN has native support for user mobil-
ity, which may provide a seamless user movement, the frequency change of
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the user attachment point between multiple access technologies may impact
the QoE as well as QoS, which leads to service degradation. Furthermore, the
main drawback appears if the same user act as a producer (that produces a
certain content). In this case, the routing based naming process uses a flooding
Interest for path recovery. Thus, it increases the network traffic, which leads
to the network conjunction. In this regard, various works have been done
concerning producer mobility issue. However, none of them uses a flexible
naming scheme that supports multiple features, e.g., mobility support, secu-
rity enhancement, scalability, etc.

2.8 Conclusion

In this chapter, we have defined the building concepts used in this thesis,
mainly, 5G network and ICN architecture. We provided a comprehensive sur-
vey of different enabling technologies that come into this domain. We have
also presented different pieces related to the 5G networks. Then, we argued
the necessity and feasibility of the ICN paradigm within the 5G network. We
also provided an in-depth overview of the basic component of the ICN archi-
tecture, including the naming efforts and the caching strategies. We reviewed
recent and essential solutions that have been classified into different categories
based on their working principle. Finally, we have also detailed recent solu-
tions and architecture related to ICN mobility support and reviewed deeply
their working mechanism. We believe that ICN will provide an open view
of the 5G implementation by helping to realize the 5G missions and visions.
In the following parts, we will present our contributions within in network
caching management, naming, and mobility handling.
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Chapter 3

A Cache and Split Content Caching
Scheme

3.1 Introduction

Most of the current Internet use cases are now shifting toward the content cen-
tric paradigm, where the data content is the main element in the infrastructure.
The 5G-based ICN network will bring new opportunities and vision based on
a world built on fast communication. In this chapter, we design a cache and
split content caching scheme for the future 5G based ICN network. The pro-
posed strategy target distributed content placement problems for the next 5G
network and compared with the existing works it provides a set of builtin fea-
tures such as fair content distribution, efficient resource management, and re-
duce delivery delay.

This chapter is organized as follows; we first highlight the requirements
and challenges for content cache placement in ICN. Then, we present the sys-
tem model and formulate the placement problem. Then, we detail the pro-
posed scheme. Finally, we present the implementation and evaluation part.

3.2 Caching Requirements and Challenges

In 5G-based ICN networks, each cache store node contains a limited storage
capacity. The concept of content caching placement consists of choosing the
optimal place to cache the content. A set of nodes is selected to cache content
in order to bring it closer to consumers and hence improve the overall network
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performance. In order to design an efficient cache placement plane in 5G based
ICN network, various issues and challenges need to be addressed. We classify
these challenges into three main aspects:

• Optimality Challenge: 5G-ICN provides a transparent in-network cache
feature leading to enhance the overall network performance. Hence, data
can be placed anywhere in the network, which raises a variety of options,
for instance, (1) keeping the data close to the provider to reduce strain on
the server; (2) or placing the content close to the consumers in order to
improve the latency, and provide low delivery delay; (3) or even putting
the data in the core network will reduce the backhaul consumption. In
this regard, An efficient cache placement scheme should select optimal
content placement in the network.

• Scalability and Complexity Challenges: in a widely distributed 5G-ICN
network, that contains various connected devices, cache placement scala-
bility is a challenging aspect. A suitable cache strategy should be address
scalability and be distributed in nature. However, to fit the scalability is-
sues, a suitable solution might be a self-caching decision for each node.
Yet, due to the nodes’ resource constraints, the caching decision process
must be accomplished with low complexity overhead.

• Content Replacement-related Challenges: removing content for the con-
tent store to keep room for newly arrived content may lead to removing
the popular one, in case of the cache-store is full, the replacement pol-
icy may lead to removing the popular content, and hence, all future de-
mands should be fulfilled by the original producer. An efficient cache
replacement policy must remove only the nonpopular content.

3.3 Cache and Split Scheme

In the following, we define the system model, formulate the cache placement
problem, and describe the proposed scheme.
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Table 3.1: CnS List of used notations.

Notation Description

N Set of nodes
A Set of links
R R ⊂ N Set of cache-enabled routers
P P ⊂ N Set of content publishers
Q Q ⊂ N Set of consumers nodes
D Set of contents
Sr Cache memory size of node r ∈ R
Sd Size of content d ∈ D
φr

d Total number of demand for content d received by r
ρd Popularity of the content d
Cq,r Cost of content delivery between consumer q and router r
Hp,q Number of hops between producer p and consumer q
Hr,q Number of hops between router r and consumer q
xr

d 0 - 1 Response to data demand :
xr

d = 1 if the content d ∈ D is located in the cache store
of router r ∈ R and xr

d = 0 otherwise

3.3.1 System Model and Problem Formulation

We represent a 5G-based ICN network as a graph G = (N, A), where N is a
set of nodes and A set of links. A node can be a consumer q ∈ Q, an ICN
router r ∈ R with caching capabilities (including edge routers and SBS), or
a content publisher p ∈ P. Each cache-enabled node r ∈ R has a limited
cache memory Sr. We assume that all content chunks have the same size of Sd.
Content request issued by consumer d ∈ D may be satisfied by a cache router
xr

d = 1. Let φr
d denote the total number of demands for content d received by

the router r for a period of time, and ρd denote the content popularity. Table 3.1
summaries the most used notations in the paper.

3.3.2 Problem Formulation

In this work, our content caching problem is defined as a problem of dual-
objective optimization. These objectives are detailed as follows.

OBJECTIVE 1. Maximize the Cache Utilization: In order to maximize the
cache utilization, we need to maximize the content diversity in the network.
This can be done by caching as much as possible of different contents, in other
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words, minimizing the number of duplicated contents in the overall network.
Eq. 3.1 expresses this objectives by minimizing the number of involved routers
to cache the same content.

min ∑
r∈R

xr
d, ∀d ∈ D (3.1)

OBJECTIVE 2. Minimize the End-to-End Delay: In order to improve con-
tent retrieval, we need to place the content at a common point to server max-
imum number of demands and minimize the end-to-end delay between the
consumer(s) and the router that stored the requested content. Eq. 3.2 expresses
this objective by selecting the common routers with the minimum end-to-end
network delay.

min ∑
d∈D

xr
d . Cq,r, ∀r ∈ R, q ∈ Q (3.2)

Where Cq,r denote the cost of content delivery (e.g., end-to-end network delay)
between q and r.

GLOBAL OBJECTIVE FUNCTION: The global objective function can be
written as shown in Eq. 3.3.

min
(

∑
r∈R

xr
d + ∑

d∈D
xr

d . Cq,r
)

(3.3)

subject to:

∑
d∈D

xr
d Sd ≤ Sr, ∀r ∈ R (3.4)

xr
d ∈ {1, 0}, ∀d ∈ D, r ∈ R (3.5)

Constraint (3.4) imposes that the overall size of cached contents should not
exceed the maximum cache size of the router. While constraint (3.5) describes
the possible values of the variable decision xr

d.

3.3.3 Proposed Scheme

The overall idea of Cache and Split (CnS) scheme consists of two main steps.
The first step aims at calculating the content popularity and determining if its
worth to be cached (cache-able content) or not. The second step is executed
only if the content is cache-able, hereby we design three cache place actions
during the whole process:(a) cache the content at local cache-store, (b) push
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the content down, or (c) split the content and push it down to selected neigh-
bors. All the three options contribute to reducing the content redundancy in
the network, moving the content as closely as possible to consumers, and im-
proving the network performance. Figure 3.1 illustrates the big picture of CnS
concept in 5G-based ICN networks.

Figure 3.1: Virtual Network Topology based on CnS Strategy.

It is worth nothing to highlight that the term split, in this context, does
not mean splitting the content into chunks. It rather means splitting the cache
responsibility to more than one cache-store.

3.3.4 Content Popularity

In the first step, the caching plane is required to calculate the content popu-
larity factor (ρd). In this work, we use three main parameters to calculate the
content popularity:

• Content Freshness ( f ): Since the content popularity changes over time
and during the content lifetime, we combine the content published time
tp and current time of requesting/consuming content tn (both in hours)
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to express the content freshness in the interval [0− 1], as shown in Eq. 3.6.

f =
1

|tn − tp|
(3.6)

• Distance Factor (η): The diversity of contents in real-world scenarios is
one of the major challenges for content caching, especially for equal pop-
ularity contents. CnS distributes the content based on the number of de-
mands. Hence, the position of the content in the network is an important
factor (e.g., popular content should be cached at the edge, less-popular
at the core network). We measure the distance based on the producer,
cache-store, and requesters’ position, as shown in Eq. 3.7.

η =
Hp,q − Hr,q − 1

Hp,q − 1
(3.7)

where Hp,q denotes the number of hops from the original producer p to
the farthest consumer q, and Hr,q denotes the number of hops from the
cache-store r to the farthest consumer q.

• Access Frequency Rate (χ): Satisfying demands from the cache-store means
that the content is placed at a desirable place (even if not the optimal
one). The access frequency rate aims at measuring how many times de-
mand has been fulfilled from the cache-store, and thus deciding to push
it down towards consumers to reach an optimal place. Eq 3.8 expresses
how χ is calculated.

χ =
φr

d
φr (3.8)

where φr
d denotes the total number of demands received for the content

d in the cache-store r, and φr denotes all demands received on node r.

The popularity factor is defined by ρd = α f + βη + γχ, where α, β, and γ are
weight parameters used to tweak the model based on the network needs, in
which their sum equals to 1.

3.3.5 Cache Decision Process

It is worth noting that content placement is an NP-Hard problem. Hence, we
tend to design a cache placement scheme that achieves better results with less
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cost. In this process, we note two points of view: Theoretical and Practical.
Each point of view is illustrated respectively in Figure 3.1 and Figure 3.2.

Theoretical Point of View Figure 3.1 depicts the big picture of CnS strat-
egy. ICN demands are spread upstream searching for the desired content from
the requester side to the core network and up to the cloud/Internet level.
When the content if found in a cache-store or the original content producer, a
data packet is forwarded downstream towards the requester. During the data
delivery path, the first intermediate node (i.e., R1) who receives the content
calculates the content popularity (ρd) and checks if the content is cache-able
(depending on the popularity). Based on ρd, the intermediate node performs
one of the following operations:

• Push the content down towards the downstream forwarder only if the
current router has one forwarding interface where the demand has been
received (e.g., R1→ R2).

• Split the cache decision to all forwarding interfaces (downstream) in case
the demand has been received from multiple interfaces. The current
router is involved to decide the most desirable interface(s) to push the
content down based on the number of received demands (e.g., R1→ R6
and R1→ R3).

• Cache the content in the local cache-store in case all downstream neigh-
bors are full (e.g., R5 and R7).

This process is executed in all intermediate routers upon the reception
of each content downstream. Doing so, the popular contents will be pushed
down towards the edge routers, while less-popular content will remain in the
core network.

Practical Point of View Figure 3.2 depicts the overall CnS cache plane
process. Here, we have three main modules: (i) Cache Placement: to decide the
content caching, (ii) Push & Split: to decide if the content should be pushed
to one neighbor downstream or split the cache decision to a list of neighbors,
and (iii) Cache Replacement: to decide which content should be evicted from
the cache-store. The overall CnS process is summarized in Algorithm 1 and
detailed as follows.
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Figure 3.2: CnS Cache Plane.

Algorithm 1: Cache and Split Algorithm
Input: d: data packet.
Output: Output

1 calculate ρd;
2 if (ρd > ρk) then
3 if (neighbor is consumer) then
4 local cache policy();
5 end
6 if (demands come from single interface) then
7 if (neighbor can cache) then
8 push data down();
9 else

10 local cache policy();
11 end
12 else
13 select interfaces with highest demands();
14 if (selected interface can cache) then
15 split & push down();
16 else
17 local cache policy();
18 end
19 end
20 end
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1. Cache Placement Decision: In the first step, we tend to decide the content
caching based on its popularity, then decide if the content should be cached
locally or pushed down towards the edge network.

2. Split & Push Decision: The second step tries to split the cache decision
towards the downstream routers and determine the suitable neighbor nodes
depending on the number of demands. In such a case, we differentiate two
cases:

• Single Interface Case: in this case, the node is connected to one neighbor.
This means placing the content at that neighbor cache-store is better than
the current node. Hence, we push the content down and cache it,

• Multiple Interfaces Case: if there are many interfaces received the de-
mand, we must select a set of neighbor cache-stores based on the number
of received demands and split the cache decision over them.

3. Cache Replacement Decision: The step consists of selecting which content
should be evicted from the cache-store to retain room for the arrived content.
The new arrived content dn should have a higher popularity value (merit to be
cached) and also its popularity must be higher than the evicted content.

Figure 3.3: Popularity-based Content Replacement Policy.

The overall replacement policy is illustrated in Figure 3.3. All content in
the cache-store are sorted based on their popularity values in a descending
order. We place the content dn in the appropriate place in the sorted list and
then remove the content at the tail. Although this process is similar to LRU,
we incorporate content popularity as the pillar decision factor.
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3.4 Implementation and Evaluation

In this section, we describe the performance evaluation of our proposed caching
scheme against different existing strategies in a large-scale network topology.

3.4.1 Simulation Setup

We have implemented CnS using Python 3 programming language. We have
used Cogent1, a large-scale network topology that connects most of the Euro-
pean countries with the USA. The network consists of 190 routers placed over
Europe and USA cities. We have also used Zipf distribution to model the de-
mands from end-users. Table 3.2 provides a summary of the simulation setup.

Table 3.2: CnS Simulation Parameters.

Parameter Value

Number of routers 100 / 195
Size of content chunk 64MB
Number of content providers [1 - 10]
Average size of cache store [20 - 50]
Demand’s distribution Zipf

Furthermore, we have proposed two different scenarios:

• Single Content Provider: In this scenario, we used only one content provider
and all demands are initially satisfied by this provider.

• Multiple Content Providers: In this scenario, we used a random number
of content providers, range from 1 to 10, that provide different contents.
This scenario is more realistic and model today’s Internet behavior.

3.4.2 Evaluation Metrics

To evaluate the performance of CnS, we have measured, for each scenario,
different metrics including: average network delay, cache utilization, and hop
reduction ratio.

1The Internet Topology Zoo: www.topology-zoo.org
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• Network delay: is the required time duration to satisfy demand issued
by the consumer. In the simulation, we calculate the average network
time over all demands.

• Cache utilization: is the total number of packets cached in all network’s
cache-stores. In the simulation, we calculate the average cache utilization
over all demands and all routers.

• Hop reduction ratio: is the required number of hops that a demand tra-
versed to fetch content from the cache-store over the provider. In the
simulation, the hop reduction ratio is calculated as the average number
over all demands.

Moreover, we have benchmarked CnS against different caching strategies
such as LCE, LCD, and EC. We assume all contents have the same size.

3.4.3 Results and Discussion

In this following, we describe and discuss the results obtained by performing
extensive simulation and analysis.

Single Content Provider Figure 3.4 presents the evaluation performance for
single content provider scenario.
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Figure 3.4: Performance Evaluation using single content provider.

Figure 3.4(a) shows the average network delay. As long as LCD depends
on caching a copy of the content one hop from the producer, the content re-
mains far away from the consumer which reflects on the considerable network
delay. EC caches the content near to consumers by storing a copy on the edge,
while LCE replicates the content in each node in the delivery path including
the edge router. Hence, we observe that the network delay of LCE and EC is
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almost overlapping. On the other hand, CnS works in pushing the popular
content down. It produces a large delay at the beginning of the process, but
it converges towards a small delay when the content is placed at the optimal
place.

Figure 3.4(b) depicts the cache utilization based on the number of ICN
nodes. LCD has a small cache utilization it only one cache-store is involved
in the process. Similarly, EC caches the content at the edge node, hence we
can notice that the cache utilization is semi-stable. On the other hand, LCE
exploits all cache-stores in the communication path, hence its cache utilization
is exponentially increased when the number of nodes increases. In CnS, the
node decides to retain only the most popular content, then decides to cache
or split the decision to one of more neighbors until reaching the edge router.
Hence, it has a higher cache utilization compared to EC and LCD. Besides, it
exploits the core routers by leaving the less-popular contents to ensure more
cache hits.

Figure 3.4(c) shows the hops reduction ratio. We observe that LCD achieves
a low hop reduction since the content is moved only one-hop from the pro-
ducer. EC satisfies the requests of one-hop far from the consumers, where LCE
satisfies any request from any node in the network depending on where the
content is located (usually at the edge). Hence, both strategies achieve a re-
markable level of hop reduction. CnS brings the popular content to the edge,
holds over the less-popular in the core network, thus it gains better hop reduc-
tion after a set of pushing operations.

Multiple Content Providers Scenario Figure 3.5 presents the evaluation per-
formance for multiple content providers scenario. Here, we increased the
number of providers to 10, in which they provide different content.

Figure 3.5(a) shows the cache utilization versus the number of ICN nodes
and the producers. For LCD, whenever the number of producers increases, the
cache utilization increases. Since only one cache-store is used in LCD when-
ever the number of ICN nodes increases, LCD consumes low cache memory.
Similarly, EC uses only the edge router as a cache-store, which explains the rea-
son that their cache utilization is semi-static. LCE, on the other hand, consumes
more cache utilization as it exploits all cache-stores. Its memory is drastically
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(a) Cache Utilization performance. (b) Network Delay performance.

Figure 3.5: Performance Evaluation using multiple content providers.

increasing as the number of ICN nodes and producers increase. CnS reduces
the cache redundancy in the network and increases the content diversity even
if the number of producers or nodes increases due to the use of split decision
and push operation.

Figure 3.5(b) depicts the network delay versus the number of ICN nodes
and producers. LCD registers the highest network delay, due to the long dis-
tance between the requester and the selected cache-store. LCE satisfies re-
quests from any node in the network, including the edge router, where EC
meets the demands at the edge. Given the principle of its operation that re-
duces the distance, we note that both strategies achieve less delay than LCD.
CnS exploits both edge and core network resources. Therefore, we observe that
it achieves lowest network delay when the content converges towards the edge
(during the content pushing). Hence, the increasing number of ICN nodes or
producers may not affect the performance of CnS even in large-scale networks.
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3.5 Conclusion

In this chapter, we designed Cache and Split (CnS) cache placement scheme.
CnS aims at moving the popular content from the provider level towards the
edge nodes closer to consumers while keeping the less-popular content at the
core network. CnS is based on splitting the cache responsibility with the suit-
able neighbor cache-stores by pushing the popular content downstream. We
evaluated the proposed scheme in large-scale topology and compared it with
other strategies. Obtained results prove the efficiency and scalability of CnS in
terms of network delay, cache utilization, and hop reduction ratio. In the next
chapter, we will address the large scale content caching problem with a focus
on IoT use case in 5G based ICN network.
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Chapter 4

A Profit-based Cache Placement
Scheme

4.1 Introduction

In-network content caching is a performance improvement mechanism that
consists of replicating content in multiple places/nodes, named cache-stores.
These cache-stores fulfill future demands rather than forwarding them to the
original producer, and result in diminishing the congestion at the core net-
work, decreasing the load at the original producer, and reducing the content
delivery delay.

This chapter is organized as follows: we first highlight the requirements
and challenges for an efficient large scale cache placement place in 5G based
ICN network. Then, we detail the proposed cache placement strategy. Finally,
we present the implementation and the performance evaluation part.

4.2 Large-Scale Caching Requirements

In-network caching is one of the fundamental components in 5G-ICN network.
Such a mechanism operates to keeps and or delivers the data from the net-
work layer in a fully transparent manner. Content requests may get satisfied
from the cache stores of the intermediate node without being forwarded to
the content publisher/provider [182]. Hence, the cache will enhance the over-
all network performance, avoid a single point of failure, improve the content
distribution in the network, and reduce the network load as well as latency.
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However, consider a large scale network with dynamic changes in the content
distribution and their demands, a huge amount of the cached content in the
network give rise to two main challenges: (1) deciding which content should
be cached and (2) at which node. Hence, these challenges are the principal
motivation behind this work. Thus, by capitalizing on this improvements, we
will maintain a centralized caching management scheme that considers both
data properties and network characteristics.

4.3 Profit-based Cache Placement Scheme

4.3.1 System Model and Problem Formulation

In this section, we describe our system model to build an optimal cache place-
ment scheme for ICN networks. We elaborate the profit design as a building
block to make the content caching decision.

4.3.2 System Model

In ICN network, we denote the set of original content objects by O = {oi | i =
1, 2, . . . , N}, where N denotes the number of content objects. We assume that
all content objects have the same size So, and each content object has a pop-
ularity value ρo. Moreover, we denote the number of routers in the system
by R, out of which L ⊆ R = {lj | j = 1, 2, . . . , M} is the set of cache-enabled
routers where M denotes the number of cache-enabled routers. Each cache-
enabled router l ∈ L has a limited cache size Sl, while the available cache size
is denoted Sl. Let ψl denote the cache capacity function in terms of cache ratio,
processing, and memory performance, and λl denotes the content replacement
rate. Table 4.1 summaries the most used notations in the work.

4.3.3 Profit Model

The profit model describes the gain that the network may get after caching con-
tent at a specific place. Indeed, this model incorporates multiple parameters
such as content caching value, the cost of content delivery, and the content re-
placement reward. Moreover, this model can be used to decide which content
might be evicted in case the cache store reaches the memory limits.
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Table 4.1: PbCP List of used notations.

Notation Description

O Set of content objects
R Set of routers
L Set of cache-enabled routers
N Number of content objects
M Number of routers
So Size of content
Sl Total size of cache store
Sl Available size of cache store
ψl Cache capacity
λl Cache replacement rate
ρo Content popularity
kl

o Cache placement variable
ζo,l content caching value
ωo,l content delivery value
χo,l cache replacement reward

PROFIT VALUE (P): For a given content object o ∈ O, the Profit Value (P)
is calculated as the sum of all content chunks’ profit. The function is derived
with respect to the content caching value, content delivery value, and cache replace-
ment reward. The content caching value (ζo,l) evaluates the profit of caching
the content o at the router l and is calculated according to the cache capacity,
content popularity, and content replacement rate. The content delivery value
(ωo,l) evaluates the profit of moving the content o from the publisher to the
cache store at the router l and is calculated based on the end-to-end network
delay to deliver the requested content between the publisher (or another cache
store) to the current cache store regarding the set of consumers. The content
replacement reward (χo,l) evaluates the reward that the network may gain by
removing a content from the cache store l and replace it with the new received
content o and is calculated based on the size of the cache store and content to
cache. Eq. 4.1 defines the profit value function.

P =
N

∑
o=1

M

∑
l=1

kl
o . (ζo,l + ωo,l + χo,l) (4.1)

where kl
o expresses the cache placement variable, if kl

o = 1: the content o is
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cached at l, otherwise kl
o = 0; ζo,l expresses the content caching value; ωo,l

expresses the content delivery value; and χo,l expresses the cache replacement
reward. More details about these factors are given in the next subsections.

The main benefits of using such a function is to assigning to each cache
placement a profit value, this profit is directly related with wining cost of cache
and delivery the content and affected by the cache replacement operation(s)
when evicting another content in case of full memory. Hence, the profit value
tends to select the best cache position for popular content with highest chance
to serve large number of consumers, highest chance to select stable cache store
with less replacement operation, and short end-to-end delay.

1. CONTENT CACHING VALUE (ζ): The main purpose of using the con-
tent caching value (ζo,l) is to evaluate the profit of caching a content object on
certain cache store, it is the pillar factor in the formula and plays an impor-
tant rule to select the optimal cache store. This value is highly depended on
both cache store characteristic (due to the diversity of router’s configuration)
and the content itself (due to the diversity of content’s popularity). We design
the content caching value as a function of cache store capacities (ψl), content
popularity (ρo), and cache replacement rate (λl).

(a) Cache Store Capacity (ψ): The cache store capacity can be expressed
based on multiple functions. Eq. 4.2 expresses a general definition of cache
store capacity for n functions. Φ(k)

l represents the kth function which is calcu-
lated in a time period, and θk the corresponding weight parameter.

ψl =
n

√
n

∑
k=1

θkΦ(k)
l (4.2)

In this work, we integrate three main functions that have a direct impact
of the cache store capacity:

• Available Cache Ratio: the available cache ratio shown in the next equa-
tion is necessary to calculate the cache value. It depends on the propor-
tion of available caching space in a continuous manner.

Φ(1)
l =

ν̇l −min(ν̇l)

max(ν̇l)−min(ν̇l)
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where ν̇l =
Sl
Sl

, Sl denotes the total size of cache store and Sl is the avail-

able cache size. If Sl = 0, then ν̇l = 0 and Φ(1)
l converges to zero.

• Processing Performance: the processing performance, as expressed in
bellow, is an important factor to judge the overall performance of a router
and how fast is it to execute operations. Routers with highest perfor-
mance are always preferable for content caching.

Φ(2)
l =

ν̄l −min(ν̄l)

max(ν̄l)−min(ν̄l)

where ν̄l denotes the Million Instructions per Second generated by the
router l in a period of time.

• Memory Performance: the memory performance, expressed in the next
equation, is also an important factor to show how fast and efficient the
access to content in the cache store is. It is represented in terms of aver-
age memory access time. Routers will small memory performance may
affect the content delivery performance and hence degrade the quality of
service.

Φ(3)
l =

ν̂l −min(ν̂l)

max(ν̂l)−min(ν̂l)

where ν̂j denotes the Average Memory Access Time in the cache store.

(b) Content Popularity: The content popularity is as important as the cache
capacity. It is used to decide the cache placement, caching popular content
near to consumers drastically enhances the cache utilization and cache hit ratio
by satisfying most demands from the near cache store. On the other hand,
the popularity of the content must be used to select which content to evict.
Popular content should be kept in the cache store for a long time, less popular
content can be placed some hops far away, while non popular content can be
removed from the cache store. Eq. 4.3 represents the content popularity, which
is depending on the request frequency of all content chunks. It is important
to highlight that content popularity can be changed during its life-time, for
example a new movie or news are popular for the first appearance period, and
can be not popular after some period.
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ρo =
fo

∑N
o=1 fo

.
1

τnow − τlast
.

1
(τlast − τf irst)/ fo

(4.3)

where fo is the number of request; and τf irst, τlast, and τnow denote the first
time, the last time the content has been request, and current time, respectively.
The first terms in the equation ( fo

∑N
o=1 fo

) denotes the request frequency of con-
tent object, (τnow − τlast) denotes the recent content request time interval, and
((τlast − τf irst)/ fo) denotes the average time interval of content requests.

(c) Content Replacement Rate: The cache replacement operation refers to the
operation of removing content from the cache store when it is full of memory,
and to cache the new arrived content. According to the cache store configura-
tion and the distribution of content, a node may frequently replace contents. If
content is removed from the cache store, all future demands will be forwarded
upstream toward the publisher. Multiple cache replacement operations result
in extra cost to the communication and the overall system. Therefore, caching
content on a cache store with high cache replacement rate has more probabil-
ity to get evicted soon. Hence, it is always preferable to cache content at a
cache store will lower cache replacement rate. Eq. 4.4 expresses the content
replacement rate.

λl =
1
Sl

.
k

∑
j=1

Sj (4.4)

where k is the number of cache replacement times and Sj is the size of the
content to be replaced in the jth replacement operation.

The content caching value can be expressed as shown in Eq. 4.5. Here, we
recall that we prefer to cache content with highest popular content ρ at cache
store with highest capacities ψ; thus, these values are directly proportional.
While we try to avoid cache stores with highest replacement rate λ; hence, it is
inversely proportional to cache capacity and content popularity.

ζo,l =
ρo . ψl

λl
(4.5)
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2. CONTENT DELIVERY VALUE (ω): The content delivery value (ωo,l) eval-
uates the profit of moving content o from the publisher level to the cache store
l in terms of the communication cost from the point of view of number of con-
sumers. This value can be evaluated based on the communication distance
(e.g., number of hops), the required delivery time (e.g., end-to-end network
day), or resources (e.g., bandwidth). To serve a large number of consumers
with the minimum cost, a content should be cached as near as possible to con-
sumers (typically at the edge level). However, the distribution of demands,
position of consumers, and the available cache resources may not always be in
the benefits of the edge nodes. Hence, the selection of the suitable cache store
must take the content delivery cost along with the aforementioned factors in
consideration. Eq. 4.6 expresses the content delivery value.

ωo,l =
avg(h({c}, l))
avg(h({c}, p))

(4.6)

where avg(h({c}, l)) and avg(h({c}, p)) represent the average end-to-end net-
work delay to deliver the content chunk between a list of consumers and cache
store, and consumer and the publisher, respectively. It is important to high-
light that we ca use the number of hops or the required bandwidth in place of
end-to-end network delay to measure the cost.

3. CACHE REPLACEMENT REWARD (χ): The cache replacement reward (χo,l)
evaluates the profit of caching a content o when evicting another content o′. In-
deed, evicting a popular content from cache store l leads to not satisfy future
demands for the evicted content from the local cache store, and fundamentally
forward these demands upstream toward the publisher according the routing
rules. On the other hand, evicting a non popular content and replace it with a
new popular content helps to provide fast data delivery, and enhance the over-
all network performance. This eviction leads to a reward value as expressed in
Eq. 4.7.

χo,l =


0 , if So ≤ Sj

So
BW(l,l′)

, if ρo ≥ ρo′

− So′
BW(l,l′)

, otherwise

(4.7)
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where So is the size of content to be cached, So′ is the size of content to be
evicted, Sj the available size in the cache store, and BW(l, l′) the required band-
width between the current cache store and the publisher or a near in-path
cache store that has the evicted content.

Eq. 4.7 describes the reward based on the size of the cache store and the
content popularity. If the cache store l has enough memory to cache the arrived
content o without evicting any content then χo,l = 0. If the popularity of the
arrived content ρo is higher than the popularity of the content to be evicted
ρo′ then the reward is the required time to download that content o from the
publisher. Otherwise, the reward will be a negative value and is depending of
the content size of the evicted content o′ and the bandwidth between the cache
store l and content provider l′ (i.e., content publisher or replica node), which
refers to the required time to download the content from the provider.

4.3.4 Problem Formulation

Based on the presented profit model, we formulate the content caching prob-
lem as follows. For a given ICN network, list of contents, and the distribution
of demands, we find the optimal cache store that maximizes the profit value. In
another words, find the best cache placement that satisfies as much as possible
of demands with less number of eviction operations, and places the popular
content near to consumers by serving maximum number of consumers. Eq. 4.8
describes the objective function.

maximize P (4.8)

subject to:
N

∑
o=1

kl
o ≤ Sl, ∀l ∈ M (4.9)

1 ≤ |{l | kl
o = 1, ∀o ∈ O}| ≤ M (4.10)

kl
o ∈ {0, 1}, ∀o ∈ N, l ∈ M (4.11)

Constraint (4.9) imposes the overall cached content size should not exceed
the maximum caching size of the cache store. Constraint (4.10) enforces that
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the maximum number of cache stores that may be involved should not exceed
the overall number of cache-enabled routers. Constraint (4.11) indicates the
possible values of caching decision variable. The complexity of the presented
optimization problem is exponential and depending on the number of content,
number chunks that construct that content, number of cache-enabled routers,
and distribution of content popularity and demands. It can not be solved with
traditional optimization solutions.

Theorem 1. The problem is NP-hard.

Proof. The goal of cache placement strategy is to maximize the profit value
of content caching. The problem formulated in (4.8) can be represented as
a Knapsack problem which is an NP-complete problem. Therefore, the pre-
sented problem is NP-hard.

4.3.5 Proposed Scheme

In this section, we propose a Profit-based Cache Placement (PbCP) scheme
using an inspiration algorithm known as Tabu Search. The search space size of
the presented optimization problem is exponential in terms of the number of
content objects, the popularity of the content, and the number of cache-enabled
routers. The required time to solve such kind of optimization problems is quite
long even for small-scale networks. Therefore, a heuristic algorithm is needed
to provide an efficient cache placement in large-scale networks. Tabu Search
meta-heuristic is promising to find a near optimal solution. Hence, we exploit
it in ICN cache placement problem.

Tabu Search (TS) [183] is an iterative search algorithm. It starts by explor-
ing the search space for an initial local minima solution aiming at converging
with the global optimal solution. Hence, it performs a set of transactions (i.e.,
moves) in the space of the neighborhood’s current solution. In another word, it
selects a better solution (from the perspective of the current solution) from the
neighborhood based on an aspiration criterion (a criteria to decide if a move
leads to promising solution). The process is repeated until the termination cri-
terion (if the process reaches a total number of iterations or the best solution
was found) is satisfied. Tabu Search maintains a short-term memory to avoid
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retracing/cycling the previous solutions. The idea consists of recording recent
transactions in a list in order to prevent previous transactions from being re-
peated. In the following, we explain the major parts of the proposed PbCP
scheme as outlined in Algorithm 2.

Algorithm 2: Profit-based Cache Placement Scheme.
Input: O: Set of content objects; L: Set of cache-enabled routers.
Output: < o, l > optimal cache placement

1 for (o ∈ O) do
(1) Construct Initial Solution

2 κ ← 0
3 for (l ∈ N (Publisher)) do
4 Calculate ζo,l ; ▷ According to Eq. 4.5
5 Calculate ωo,l ; ▷ According to Eq. 4.6
6 Calculate χo,l ; ▷ According to Eq. 4.7
7 P← ζo,l + ωo,l + χo,l ; ▷ Profit Value
8 if (κ ≤ P) then
9 κ ← P;

10 I0 ←< o, l >;
11 end
12 end

(2) Short-term Memory
13 TL← list();
14 i← 0;
15 I ← I0;
16 I∗ ← I0;

(5) Termination Criterion
17 while (i < NIter.) do

(3) Neighborhood Solution
18 Select I ′ ∈ N (I);
19 I ← I ′;

(4) Aspiration Criterion
20 if (P(I) > P(I∗)) then
21 I∗ ← I ;
22 end
23 TL.append(I);
24 if (length(TL) > MAX_LEN_TABU_LIST) then
25 TL.pop(0);
26 end
27 end
28 end

(1) Construct Initial Solution: TS process starts with an initial solution (I0).
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The starting point consists of finding the list of neighbor cache-enabled routers
that are directly connected with the content publisher. Then, and according
to the number of received demands, PbCP calculates the Content Caching Value
(ζ), Content Delivery Value (ω), and Content Replacement Rate (χ) for each content
o ∈ O and each neighbor cache-enabled router l ∈ N (Publisher), where N is
function that returns the cache-enabled neighbor routers. Then, it calculates
the corresponding profit value (P) and selects the cache placement with the
highest value.

(3) Neighborhood Solution: PbCP performs a transaction to a new solution
(I ′) by exploring the neighborhood of the current solutionN (I). This process
refers to a local search mechanism and aims at finding a local improvement of
the solution. A transaction can only be performed if the profit value of caching
content at the neighbor cache-enabled router (I ′) is better than keep caching it
at the current node (I).

(4) Aspiration Criterion: Aspiration Criterion defines how PbCP evaluates
and recognizes the best solution. Indeed, it aims to decide how the transac-
tion from the current solution to a new solution can be profitable. Thus, we
use the Profit Value defined in Eq. 4.1 as the main criteria to evaluate the con-
tent caching value, content delivery value, and the cache replacement reward.
Hence, recognize the best solution in the search space.

(5) Termination Criterion: The algorithm is terminated when the best so-
lution (I∗) does not improve for a certain number of iterations (NIter.). The
number of iterations is fine-tuned to find a trade-off between the quality of the
cache placement and algorithm execution time.

4.3.6 Complexity

The required time to construct the initial solution is O(N × M) and the re-
quired time for Tabu search to achieve the optimal cache placement is O(NIter.×
N2). Therefore, the overall complexity is not exponential rather it is polyno-
mial and the execution overhead is relatively negligible O(NIter. × N2), where
N is the number of contents, M the number of cache-enabled routers, and NIter.

the number of iterations required by the core Tabu Search algorithm.
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4.3.7 Optimality

PbCS converges from local optimal solution to a global optimal solution. To
prove this optimality convergence, we conduct simulation using a tree with
the high of 5. The root is the content publisher and the leaves are requesters.
We have used two different scenarios: in the first scenario, all demands are
coming from the same network (i.e., same tree branch were all requesters are
connected to the same edge router), in the second scenario, demands are com-
ing out from different networks (i.e., different branches), two of these networks
have a common router at level 2, while all of them are connected via router of
level 3.
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Figure 4.1: Optimal solution convergence.

Figure 4.1 illustrates the obtained results. In the first scenario, after 7 de-
mands, the content is placed at the edge router which is the optimal cache
placement. Hence, all future demands have the same data transmission time.
However, content is cached at the first common router (at level 3) after 5 de-
mands. This core router is the optimal place that handles all demands from all
connected networks with the optimal data transmission time.

4.4 Implementation and Evaluation

In this section, we evaluate the performance of PbCP scheme under various ex-
perimental settings. We implemented PbCP using Python programming lan-
guage and Gurobi optimizer to solve the cache placement problem. The rest
of this section is organized as follows. First, we present the simulation setup
for benchmarking PbCP against other caching strategies. Second, we describe



4.4. Implementation and Evaluation 99

the evaluation metrics. Then, we evaluate Tabu Search against Gurobi solver.
Last, we discuss the obtained results for PbCS evaluation.

4.4.1 Simulation Setup

The experimental environment, shown in Figure 4.2, consists of content pub-
lisher(s), a set of forwarder routers (without caching feature), and a set of
cache-enabled routers. All content demands are coming from requesters con-
necting via the leaf routers (omitted in the figure for simplicity purpose).

R5 R6 R7 R8

R9
R11 R12

R3 R4

R2

R1

P

R10

R13

Figure 4.2: Simple network topology.

Table 4.2: PbCP Simulation Parameters.

Parameter Value

Size of content chunk 64MB
Number of unique contents [100, 1000]
Zipf parametres (α) [1.6, 2.5]
Number of caching enable node [20, 190]
Node memory capacity [100, 1000] Giga



100 Chapter 4. A Profit-based Cache Placement Scheme

4.4.2 Evaluation Metrics

We evaluated the performance of PbCP against different cache placement strate-
gies including Leave Copy Everywhere (LCE), Edge Caching (EC), and Be-
tweenness centrality. Each experimental has been executed 10 times, and the
average value has been plotted. This will help to validate the effectiveness of
the cache placement decision and improve the reliability of results. The metrics
that we have evaluated are:

• Average Cache Size: expresses the frequent changes within the cache
memory inputs at the cache-enabled nodes. In the simulation, we focus
to highlight the effects of the cache size on the proposed by progressively
increase the value of the cache memory from 100 Giga up to 1 Tera.

• Average Cache Capacity: indicates the total of the overall size of all cache
nodes. In the simulation, we study the impact of the cache capacity rising
a number of caching nodes.

• Average Number of Content Chunks: represents the available content
located in the producer, can be requested by consumers, and can also be
cached by the intermediate nodes. Thus, changing the number of these
chunks can reveal how far the manageability of the cache strategy. In the
simulation, we progressively increase the number of available content.

• Average Content Popularity: in real-world networks, the changing of
the content popularity varies over time, this phenomena can be approx-
imated with a Zipf law distribution [152]. By using a Zipf law, we can
distribute popularity values for a set of available content. At the same
time, demands propagation amount the edge nodes follow Poisson dis-
tribution law [184].

Each metric has been evaluated in terms of:

• Hop reduction ratio: is the ratio of the reduced hops that a request might
be crossed to get content. In other words, it describes how many hops
that the content is pushed toward the consumer.

• Number of cache replacement: is the total number of operations where
the content store evicts content in order to keep a room for the new arrival
content.
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• Cache utilization: measures the number of copies of each content at the
network overall. Ensuring a good content distribution means a fair of
content replication and good memory usage.

• Data transmission time: indicates the needed time for the request to be
sent and satisfied either from the original producer or content store.

4.4.3 PbCS Evaluation

We study the impact of cache size, cache capacity, number of data chunks, and
content popularity on cache hit ratio, number of cache replacement operations,
cache utilization, and data transmission time.
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Figure 4.3: Impact of cache size.

Impact of cache size In the following, we study the impact of cache size
on PbCS strategy and other caching strategies. Figure 4.3 depicts the obtained
results.

Figure 4.3(a) shows the cache utilization per number of nodes. We observe
that the rate of cache utilization in all strategies is growing proportionally with
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Figure 4.4: Impact of cache capacity.

the number of nodes. In fact, LCE records the highest cache utilization since
it caches all processed content. Oppositely, Betweenness strategy shows the
lowest level of cache utilization as it chooses only the high node degree to
cache the content. EC, on the other side, has less cache utilization since it
involves only the edge nodes as content stores. PbCP records a slight increase
in cache utilization than EC strategy. Yet, it maintains the cache utilization by
keeping only the content that has a high profit and pushing them near to the
consumer, only one node is used as a content store with a lowest probability
that multiple nodes cache the same content. This is proven in Figures 4.3(b)
and 4.3(c), where PbCP has an excellent hop reduction ratio compared to the
other strategies and an improved data transmission time, respectively. Finally,
Figure 4.3(d) depicts the number of replacement operations versus the cache
capacity. We observe that LCE has an excessive increase in the cache operation
due to the huge number of cache decisions to provide room for the newly
arrived content. Betweenness and EC record almost the same cache operation
ratio and this is due to the limited set of the used content-store. However,
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PbCP reduces the cache replacement operation since it selects only popular
content to cache.
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Figure 4.5: Impact of number of data chunks.

Impact of cache capacity In the following, we study the impact of the
node’s memory size of the cache decision and performance. In the simulation,
we fixed the number of nodes to 160 and then we progressively increased the
cache capacity of each node at the network. The obtained results are plotted in
Figure 4.4.

Specifically, Figure 4.4(a) shows the variants of the cache utilization while
increasing the nodes’ cache capacity, as it is shown the LCE strategy records
a considerable memory utilization while the betweenness strategy records the
lowest utilization. At the beginning EC and PbCP seem almost overlapped,
thereafter, the PbCP starts steadying. As long as the PbCP caches only the
highest content profit, it improves the hop reduction ratio which is depicted in
Figure 4.4(b). Besides, despite the excessive use of memory utilization in LCE,
it shows a non-optimal hop reduction ratio which is almost similar to the EC
strategy. While the Betweenness shows a weak hop reduction. Figure 4.4(c)
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Figure 4.6: Impact of content popularity.

shows the data transmission time versus the cache capacity. the PbCP out-
performs other strategies by reducing the delivery delay, resulting in a better
cache resource utilization even with high available capacity. In Figure 4.4(d),
LCE disgraces the cache replacement operation at every increasing step of the
cache capacity yet still records the highest rate. On the other hand, the other
strategies cover and show a significant replacement process.

Impact of number of data chunks In the following, we highlight the im-
pact of the number of chunks by increasing the number of the requested con-
tent, the results are shown in Figure 4.5.

Indeed, the high availability of the embedded content in the network lets
the cache strategy to rise an additional process of both the replacement process
and the cache utilization. Figures 4.5(a) and 4.5(b) depict the cache utilization
and the replacement process ratio versus the number of available content, re-
spectively. LCE shows the highest cache utilization since it uses a greedy cache
decision fashion accompanies with a high replacement rate. On the other hand,
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the Betweenness strategy uses only the node that has a top neighbors degree
to keep a copy of the content, hence reflects a low usage of the cache capacity
and minimum cache replacement operation. PbCP defeats the EC strategy in
the cache usage as well as the replacement rate. We observe that PbCP outper-
forms the other strategies and shows a considerable improvement in the hop
reduction, even with the rising of the number of content, since PbCP selects
only the highest profitable content and progressively pushes them towards
consumers (Figure 4.5(c)) which reflects to decrease the data transmission time
(Figure 4.5(d)).

Impact of content popularity The real-world content popularity is unsta-
ble and varying over time, this phenomenon affects the caching plan as well as
resource usage. We simulate the changes in the content popularity by varying
the Zipf α parameter. The obtained results are shown in Figure 4.6.

With the increase in content popularity distribution values, all content
start getting a low and close popularity level. Figure 4.6(a) shows the cache
utilization against the gradual reduction of content popularity. We observe
that all strategies start declining the cache usage in concur with Zipf α rising.
Notably, PbCP reduces the cache usage significantly than the EC since PbCP
keeps only the popular and the more profitable content. Besides, if we observe
Figures 4.6(b) and Figure 4.6(d), we can see that PbCP still outperforms other
strategies and records the best hop reduction rate while seems almost overlap
with EC and LCE in data transmission time even for the unpopular content. Fi-
nally, as shown in Figure 4.6(d), the content popularity approximation reduces
the replacement process for all of the strategies. In fact, PbCP shows a high
sensibility for content popularity. Also, it improves content diversity while en-
hances content availability at the network while guaranteeing the high level of
network resource usage.
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4.5 Conclusion

In this chapter, we focused on in-network data distribution and caching issues
in ICN networks. First of all, we designed PbCP, a profit-based cache place-
ment strategy, that integrates multiple influencing factors in order to deter-
mine the optimal cache placement for each content. Hence, our PbCP strategy
runs on a high level of abstraction using the content profit value as the main-
decision factor. We adopted a Tabu local search algorithm that tends to guar-
antee the optimal content distribution. In PbCP, the high profitable content is
always prioritized to be closer to consumers which reduces the delivery delay,
improves the quality of service, enhances the overall network performances.
Using a real-world topology as well as an exhaustive simulation considering
different related factors that impact the caching scheme, our cache strategy
maintained the memory resources and improved the data transmission time
while enhanced content diversity. From the obtained results it is clear that a
multi-metric strategy will help in placing the content at the right place which
will not only improve the network performance but also increase network uti-
lization, quality of service, and satisfy large number of demands with less net-
work overhead. In the next chapter, we will focus on the energy efficiency in
5G network and design an energy aware cache mechanism.
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Chapter 5

Energy-aware Cache Placement
Scheme for IoT-based 5G-ICN

5.1 Introduction

Over the past decade, IoT devices have gained extensive attention from both
the industries and academic sectors. We have witnessed a tremendous amount
of research effort dedicated to improving the quality of communication in such
an environment. Most of IoT devices are considered with resource-constrained
and limitations in processing, memory, and energy. Despite the existing efforts,
the explosive increase of IoT devices in the future 5G based ICN network will
open for IoT applications in terms of energy efficiency communication where
the later is a growing concern. Morover, The forecast for future ten years’
traffic demand shows a massive increase in connectivity with more than 100
billion connections from IoT devices [185], which imposes a big challenge for
5G based ICN communication technology in the future [55]. The communi-
cation industry is struggling in the challenges of huge capacity demand but
a low cost for future mobile networks. 5G-ICN paradigm is targeted to shed
light on these contradictory demands.

This chapter is organized as follows; we first highlight the requirements
and challenges for content cache placement in connected IoT with future 5G-
ICN environment. Then, we present the system model and formulate the en-
ergy placement problem. We detail the proposed scheme. Finally, we present
the implementation and evaluation part.
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5.2 Challenges and Requirements

The Internet of Things (IoT) is overrunning different domains and future emerg-
ing applications [186]. These heterogeneous devices generate a tremendous
amount of content. 5G-ICN networks aim to meet future users and applica-
tion requirements. The in-network caching is a fundamental feature supported
by design in 5G-ICN, which improves the network performance by provid-
ing ubiquitous caching in the network layer. Since most of IoT devices are
resource-constrained with limitations in communication, processing, energy,
and memory; the energy-efficiency is a prime concern in IoT deployment. Dif-
ferent factors may affect energy efficiency in ICN-based wireless IoT networks
such as transport (communication), caching, and energy limitation. In this re-
gard, the main challenges of an efficient cache strategy are to maximize energy-
saving, improve energy efficiency and address both content transmission en-
ergy, and content caching energy.

5.3 Energy-aware Cache Placement Scheme

In the following, we define the system model, formulate the cache placement
problem,and describe the proposed scheme

5.3.1 System Model

In order to design an efficient IoT network energy model, we split the model
into two essential areas: the network model and the energy model.

Network Model Fig. 5.1 illustrates a scenario of caching system model for
wireless IoT. An IoT network is represented as a graph G = (N ,A), where N
represents a set of nodes, andA set of links (wired and wireless). The network
is modeled as a multi-hop model, where nodes can be classified into: Access
Things (AT), Edge Things (ET), and intermediate routers (R) with the caching
capabilities. ATs represent IoT users, while ETs are the edge devices. We
assume that Rs are randomly placed in the network. A set of ATs connected
to the same ET is named IoT-Net.
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Table 5.1: EaCP List of used Notations.

Parameters of the Model

N Set of nodes
AT Set of Access Things
ET Set of Edge Things
R Set of routers with caching capabilities
L L = {R ∪ ET} Set of replica-nodes
F Content catalogue
Tl Number of content stored in the cache-store l
S f Content size
Ei,l, f Overall energy required to fetch f .
E c

i,l, f Energy required to cache f in l
ωc Required energy by the hardware.
Cmax,l The maximum cache capacity of the node l.
Qmax QoS assignments or link transfer capacity.
Di,l, f Data rate to fetch content from cache store l.
Di,l, f Data rate to fetch content from original producer p.
k f

l {0-1} Cache storage reachability:
k f

l = 1 if replica node l ∈ L can serve file f ∈ F
x f

l {0-1} Cache decision variable :
x f

l = 1 if node l ∈ L decides to keep the content f ∈ F

IoT-Net #1
IoT-Net #2

Figure 5.1: Caching System Model for Wireless IoT.
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We define L = {R ∪ ET} as a set of nodes who can cache and offer
contents (replica-nodes), and F content catalogue. We assume that content
chunks have the same size. Each l ∈ L has a finite cache-size Cmax, in which
the occupied size is defined by Tl∈L × S f∈F , where Tl denotes the number of
contents stored in the cache-store, and S f denotes the content size. Moreover,
each link al ∈ A is restricted with max capacity Qmax according to the link
transfer capacity or available QoS assignment.

Energy Consumption Model In IoT network, each user i ∈ AT might be
assigned at least to one ET . User request Req may be satisfied by any replica
node l in the IoT-Net or the original producer p.

Two primary factors influence the energy consumption in the IoT net-
work: the content transmission energy (when performing the process of re-
quest or delivering the content); and the content caching process( when caching
the content at the local node).

Content Transmission Energy: The content transmission energy varies de-
pending on the content availability place: (a) the content is satisfied in the net-
work by any cache-store, (b) the request reaches the original producer where
the content is delivered back to the requester. In doing so, we denote kd

l as the
content storage reachability.

k f
l =

1 if file f is served by cache-store l.

0 else.
(5.1)

When the content is satisfied by a cache-store l ∈ L, we define the data rate by:

Di,l, f = log2(1 + SINR(i, l, f )) (5.2)

where SINR(i, l, f ) describes the signal to interference noise ration.

Otherwise, the request must be forwarded to fetch the content from the
original producer p. The energy consumption in such a case is defined as:

Di,p, f = log2(1 + SINR(i, p, f )) (5.3)
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where SINR(i, p, f ) describes the signal to interference noise ratio in the sys-
tem. Furthermore, as long as content delivered is imporrant, we define T T as
the total throughput to fetch content f ∈ F requested by the user i ∈ AT over
the network by:

T T = (k f
l ×Di,l, f ) + [(1− k f

l )×Di,p, f ] (5.4)

Content Caching Energy: Let E c
i,l, f denote the required energy to cache con-

tent f in node l. The cache energy consumption E c
i,l, f can also be defined based

on the occupied cache size, as below:

E c
i,l, f = S f ×ωc (5.5)

where ωc denotes the required energy by the hardware in watt/bits, while S f

defines the occupied cache size. We also denote x f
l as the cache decision vari-

able:

x f
l =

1 if node l decides to cache the content f .

0 else.
(5.6)

Hence, let T E represent the caching energy required as follow:

T E = x f
i E

c
i,l, f (5.7)

Global Energy Consumption: Finally, the total IoT-Net energy consumption
can be calculated as follow:

EE = ∑
l∈L

∑
f∈F
T T + T E (5.8)

5.3.2 Problem Formulation

From the ICN perspective, the total consumed energy is defined by the sum
of both transport energy and cache energy. The former includes the energy
consumption to forward the content from the original producer to the cache-
store(s) as well as from the cache-store(s) to the consumer(s). The latter relies
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on the wasted energy to cache the content, and it depends on hardware tech-
nology (e.g., SSD, TCAM, DRAM, etc).

Our concern is then to extend energy efficiency by minimizing the total
consumed energy, which is described as follow:

min EE (5.9)

Subject to:

∑
i∈AT

k f
l Ei,l, f ≤ Qmax, ∀l ∈ L (5.10)

∑
l∈L

k f
l Di,l, f ≥ Dth, ∀i ∈ AT (5.11)

∑
f∈F

x f
l Tl S f ≤ Cmax, ∀l ∈ L (5.12)

|ET|

∑
e=1

k f
l ≤ M, ∀ f ∈ F (5.13)

x f
l ∈ {0, 1}, ∀l ∈ L (5.14)

k f
l ∈ {0, 1}, ∀l ∈ L, ∀ f ∈ F (5.15)

Eq. (5.9) represents the global objective function that aims to minimize the
overall energy consumption of the network. Constraint (5.10) indicates that
the energy to fetch the content f should be bounded by the maximum defined
transmission energyQmax (either from wired or wireless transmission capacity
or defined QoS border). While constraint (5.11) represents that the data rate to
cache a file f should be greater than the threshold Dth. Constraint (5.12) indi-
cates that the cache storage must not go beyond the maximum storage capacity.
Similarly, constraint (5.13) indicates that a file f can be cached at maximum on
M cache stores. Finally, constraints (5.14) and (5.15) imposes the non negativity
on node caching decision and cache storage reachability, respectively.
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5.4 EaCP: Energy-aware Cache Placement Scheme

The high diversity of real-world content embedded in the IoT networks re-
quires considering different factors that influence and impact energy saving
while ensuring a high energy efficiency level. In this section, we describe the
proposed caching strategy, namely EaCP.

Basic Metrics In this part, we highlight the basic metrics used by EaCP.

• Content Popularity Ratio (CPR): In IoT networks, content popularity varies
over time. Thus, let ζ

f
i denote the popularity value of content f at node

i. The CPR is obtained by dividing the received requests for content f ,
by all received requests at the node i, in a defined time period, which
described as follow:

ζ
f
i =

Number of received requests for f
Total of all received requests

(5.16)

• User Proximity Ratio (UPR): This value indicates the node’s position in
the network. UPR outlines the relationship linking the content size, node
degree (number of neighbors requesting the content), and the sum of the
arrival demands, which is described in the following equation:

ν
f
i =

i∂√
ςi

r . ς
p
r

(5.17)

• Content Caching Reward (CCR): This value is used to extract the reward
value relative to client satisfaction to keep the content cached. CCR aims
at making a balance among the content cache size, user satisfaction, and
node importance, as described in the following equation:

ϖ
f
i =

√√√√ i∂ ∗ ζ
f
i

S f . ζ
f
i

(5.18)

ϖ denotes the content caching reward, and i∂ denotes the node’s neigh-
borhood degree.
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Figure 5.2: EaCP working mechanism.

• Content Energy Reward (CER): This metric aims to generate the reward
energy value of content in the case of a caching decision. As shown in
Eq. 5.19, CER tends to balance the content fetching energy, the caching
energy, and user demand satisfaction by prioritizing the most requested
content.

ψ
f
i = 1− e

T T ∗ζ f
i

T E (5.19)

Working Mechanism In this part, we discuss the fundamental pieces of
EaCP scheme. For simplicity purposes, we divide its working mechanism into
multiple steps, as depicted in Fig. 5.2 and discussed below.

• Step 1. The process starts by collecting the node-local information, in-
cluding the content-cache capacity cost, received demands for the con-
tent, and node importance. Then, it obtains the neighbor-nodes-local
information (neighbors for each received request for the candidate con-
tent).

• Step 2. It aims to compute both of the required transmission energy to
fetch the content from the cache-store K or the original producer P, and
calculate the required energy to cache content as represented in Eq. (5.4),
and Eq. (5.7), respectively.

• Step 3. The process starts by calculating the popularity ratio (this mech-
anism aims to specify if the content is popular or not by comparing the
CPR value to the defined threshold at the concerned node), then matches
the content in multiple possible outputs in order to handle them on the
next phase.
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• Step 4. It tends to treat the different cases related to the caching decision.
The process starts by marking if the content is cache-able or not based on
different factors.

– Case 1: If the fetching energy is higher than the caching energy and
the content is popular, then mark the content as cache-able. The
node with the maximum UPR is cached.

– Case 2: If the content is not popular and the transmission energy
is low than the caching energy, then calculate the content caching
reward. The node with the maximum CCR is cached.

– Case 3: If the content is not popular and the transmission energy is
high than the caching energy, we use the energy reward to decide
the content caching where the node with maximum CER is selected.

– Case 4: If the content is not popular and the caching energy is high
than the fetching energy, we do not cache the content.

Due to the massive amount of content generated by IoT devices, the EaCP
scheme fits on multi-stage filtering rules, where the simplicity behind the EaCP
mechanism aims to make fluent and optimal cache decisions with low com-
plexity and overhead.

5.5 Performance Evaluation

In this section, we describe the performance evaluation of the EaCP caching
scheme against the most used caching strategies.

5.5.1 Simulation Setup

We have implemented the EaCP scheme using the Python programming lan-
guage. We have used the Barabasi network as a network core that connects
with multiple groups of IoTs networks. The distribution of IoT nodes among
these networks follows Normal Distribution low. We have also used Zipf dis-
tribution, which is suitable for this scenario, to model content requests’ den-
sity. Table 5.2 provides a summary of the simulation setup as well as the used
parameters.
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Table 5.2: EaCP Simulation Parameters.

Parameter Value

Size of content [512 Byte, 9 Kilobyte]
Number of unique contents [100, 1000]
Zipf parameter (α) [1.1, 1.5]
Number of node [20, 600]
Number of IoT-Net [4, 40]
Memory power efficiency 6.25× 10−12 (watt/bit)
Transport equipment (Core Nodes) 1.7× 10−8 (Joule/bit)
Transport equipment (Gateway nodes) 1.38× 10−7 (Joule/bit)
Transport equipment (Links) 5× 10−9 (Joule/bit)
Transport equipment (Edge Nodes) 2.63× 10−8 (Joule/bit)

5.5.2 Evaluation Metrics

• Cache Utilization: measures how many times the same content has been
duplicated in the network’s cache-store.

• Cache Hit Ratio: measures how many times a received request has been
satisfied by the local node’s cache-store than the overall received requests.

• Energy Saving: measures the saved energy by calculating the difference
between the energy consumption if the content is served from the origi-
nal producer or a replica cache-store.

• Energy Efficiency: shows the percentage of the saved energy compared
to the consumed energy during the cache replacement process.

5.5.3 Results and Discussion

To show the proposed strategy’s efficiency, we have bench-marked EaCP against
popular caching schemes in ICN. We have also conducted simulations consid-
ering different aspects such as memory usage and energy efficiency. In doing
so, we first started with a fixed content size and then extended it to a large-
scale scenario.

Identical Content Size Experiment. Fig. 5.3 shows the cache utilization
performance when the number of IoT nodes increases. We can observe the
number of data copies constantly increasing in each of the strategies. Since
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Figure 5.3: Cache Utilization.

LCD caches the content only on one node after the producer, we can notice
that the cache utilization increases slightly. Similarly, EC has more extensive
performance but imperceptibly different since we might have multiple edge
nodes (based on the network topology). Additionally, LCE has the worse cache
utilization since it caches content (high duplicated copies) along the communi-
cation path. Meanwhile, EaCP and Betweeness have similar output since they
select only nodes with the optimal placement. This is because of the identical
content size used in this experiment where it is an essential metric in deciding
the caching energy reward in EaCP.

Fig. 5.4 depicts the average of the cache hit ratio when the number of re-
quests increases. Both LCD and EC show a lower hit ratio performance due
to the small number of involved nodes to cache content. Betweenness and
LCE present considerable improvement. Besides that, EaCP shows better hit
ratio improvements.

Large-scale Network with Content Size Variation. In order to study the
performance of the proposed scheme in a large-scale network, we have in-
creased the number of nodes and used a content size variation instead of iden-
tical size. Here, the prime objective is to show the caching scheme’s real per-
formance in terms of energy usage and energy efficiency.
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Figure 5.4: Cache Hit Ratio.
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Figure 5.5: Energy Saving.

Fig. 5.5 shows the energy-saving ratio against the rising of content size. We
observe that the energy-saving varies for each data size value. EC and LCD
record the lowest energy saving among the rest of the strategies. Along with
it, we observe that for the first content size LCE, Betwennes and EaCP show
almost a little saving energy value and this is due to the small content size that
improves the content available at the network. However, when the content
size starts increasing, EaCP gives a high rise in energy saving.

Fig. 5.6 shows the obtained results for energy efficiency. We observe that LCE
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Figure 5.6: Energy Efficiency.

shows almost non-existent energy efficiency. Indeed, it performs a large re-
placement execution, which diminishes its efficiency. EC and LCD use a lim-
ited number of nodes that reflect to limited energy consumption. Furthermore,
Betwennes shows considerable efficiency, while EaCP is more efficient and out-
performs the other strategies. This proves that EaCP has a notable achievement
as it is able to save energy with low overhead.
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Figure 5.7: Cache utilization per data size.

Fig. 5.7 depicts the cache utilization against the rising of data size in a fixed
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number of network nodes along with the increase of the content size. Due to
the cache-store’s limited memory size, we observe a continuous decline in the
data replication for all of the strategies. More specifically, we notice that LCD
and EC start with low data replication and diminishing until stabilizing. In
this scenario, EaCP shows a low data replication compared to LCE and Be-
tweenness and reviles a wise memory usage.

5.6 Conclusion

In this chapter, we designed EaCP strategy in order to improve the energy effi-
ciency of IoT-based ICN 5G networks. EaCP tends to balance the caching cost
and the transmission cost in order to achieve a better content placement posi-
tion. To doing so, we considered content transmission and caching energy, the
node position. and content popularity. EaCP algorithm aims to achieve the op-
timal placement setting in a distributed fashion. In addition, we conducted an
in-depth simulation considering various metrics. The obtained results proved
the effectiveness of our schemes in terms of energy-saving, cache utilization,
and considerable improvement in the cache hit ratio. We believe that the EaCP
scheme is able to extend further the battery lives for IoT devices while strongly
reduce the communication overhead for 5G based ICN networks. In the next
chapter, we will focus on the mobility issues within the 5G-ICN network.
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Chapter 6

Conclusions and Perspectives

The current host-centric model still faces various difficulties, such as scalabil-
ity, mobility, security, etc., primarily due: the sharp increase in the number of
devices and variety of the new emerging use cases, the nature of applications,
and the focus for content by the users instead of the data location. In contrast,
ICN expanses add extra network functionalities and features in order to pro-
mote different additional functions and semantics (e.g., mobility support, se-
curity, caching, etc.). The 5G-based ICN network will bring new Internet usage
and vision based on a world built on fast communication. 5G can be realized
based on multiple new technologies, while ICN helps in realizing a clean and
efficient for this next-generation network. The content-centric paradigm gives
a fresh perspective to communication, by eliminating the need to find a specific
destination host in the network.

Summary of Our Contributions:

In this thesis, we presented and discussed the use of ICN as a communica-
tion enabler for the 5G network. We gave an overview of the 5G ecosystem and
the ICN paradigm and discussed the applicability of ICN in 5G from different
perspectives. Subsequently, we presented state-of the-art solutions in the area.

In the first contribution, we focused on distributed caching management,
and we proposed Cache and Splite Scheme for 5G based ICN network. The
scheme integrates different mechanisms and functionalities, including self node
decision making; it also considers the content characteristics such as content
popularity, the value of content freshness, distance factor, and demand rate.
The proposed scheme dynamically decides the content cache or split the de-
cision to downstream cache-stores. Obtained results prove the efficiency and
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scalability of our scheme in terms of network delay, cache utilization, and hop
reduction ratio.

Our second contribution addressed massive growth connected devices
and their huge generated data, we designed large-scale content caching schemes.
We presented the problem formulation as well as algorithm adaptation. The
simulation results showed a considerable improvement, especially in terms of
resource utilization, data transmission time, content diversity ratio, and the
number of cache replacement operations.

In the third contribution, designed and implemented the producer mo-
bility support for the 5G-ICN network. We highlighted the mobility related
challenges, and then proposed a label based producer mobility support. This
solution proves its effectiveness by reducing network congestion and enhances
end-to-end content delivery.

Perspectives and Future Directions:

Despite the existing 5G-ICN solutions proposed in the literature and our
proposed solutions in this work, there are still limitations and challenges in the
area of smooth integration between 5G ecosystem and ICN paradigm. In the
following, we list some perspectives that can give potential enhancements to
our study and future research directions for 5G based ICN networks.

Focus on content naming: Content naming provides content identification
and a routing mechanism, which leads to improving content retrieval and en-
hancing the security level. However, ICN naming may have several issues
related to the retrieval of real-time applications, including multimedia that re-
quested by millions of users every day. Potential solutions such as enhancing
the naming with attribute-value based names can help to solve this issue.

Focus on data caching: To perform adequate caching management, match-
ing user preferences, behaviors, and context is indispensable to ensure a reli-
able caching decision. Thus, system complexity could be very high. Deep Re-
inforcement Learning is an advanced machine learning technique that is con-
sidered a promising technology to handle a large amount of input data [187].
Such a solution may help to provide distributed and scalable caching schemes.
Besides, caching the frequently requested content (i.e., popular content) with-
out considering additional parameters (e.g., content size) leads to retention
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and accumulation of small-sized content. Consequently, it impacts the global
network caching performance, reduces caching capacity, overloads the lookup
process, and adds extra weights to the content store. Deep learning solutions
can help to predict content popularity by combing multiple attributes.

Focus on mobility: User mobility is an essential aspect of the next 5G net-
works, especially for time-sensitive applications. Although ICN has native
support for user mobility, which may provide a seamless user movement, the
frequency change of the user attachment point between multiple access tech-
nologies may impact the QoE as well as QoS, which leads to service degra-
dation. Furthermore, the main drawback appears if the same user act as a
producer (that produces a certain content). In such a case, the routing based
naming process occurs a flooding Interest for path recovery. Thus, it increases
the network traffic, which leads to the network conjunction. In this regard,
various works have been done concerning producer mobility issue. However,
none of them uses a flexible naming scheme that supports multiple features,
e.g., mobility support, security enhancement, scalability, etc.

Focus on emerging use cases and application: 5G-based ICN networks tend to
support multiple applications use cases. From this perspective, a few efforts
consider improving the naming schemes targeting specifics 5G applications
and use cases. For instance, some IoT actuators and sensors probably request
content with a larger name length, which affects the routing tables and lookup
performance. Therefore, a trade-off between naming schemes and the data size
should be considered. Applying encoding schemes can be a potential solution
without losing name semantic or structure.

Focus on In network Computation: The ICN-assist MEC approach can help to
enhance content caching and computation at the same level. A new research
question arises regarding the feasibility of cache computation of previously
executed services and not only content. This will help to avoid multiple com-
putations and, in result, enhance end-to-end delay. The computation reuse
paradigm can be applied at the MEC server without violating ICN primitives.
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