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Preface

The present manuscript is prepared for my Habilitation à diriger des recherches (HDR). Its purpose

is to provide a concise summary of research, with the stated scope of proving the candidate’s ability

to master a research strategy in a sufficiently broad scientific field, and their ability to supervise PhD

students.

The topic and results presented here are based on my research in the years 2017-2021, during

which I have investigated the application of the melonic large-N limit of tensor models in quantum

field theory. This work has been done in large part with various collaborators, among which the

following students, whom I have co-supervised:

• PhD students: Nicolas Delporte, Sabine Harribey, Davide Lettera. The first two currently have

a postdoc position, in OIST (Okinawa) and Nordita (Stockholm), respectively, while the last is

still in his PhD (in Heidelberg).

• Master students: Maciej Kolanowski, Ilaria Costa. Both have continued with PhD studies in

Poland and Germany, respectively.

I have decided not to cover my previous research work on quantum gravity, as it is older and

rather distinct from this more recent work. However, some background will be briefly mentioned on

the quantum gravity origins of the melonic limit, thus providing a conceptual link to my previous

endeavours. I have also decided not to include my most recent work, as it was only completed while

this manuscript was already in progress, and because it opens a new direction (on resurgence and

constructive field theory methods).

I will briefly describe in the concluding section a number of open questions that could provide the

basis of future work, in particular with PhD students. It goes without saying that unexpected new

ideas might take over and lead me to concentrate my efforts on yet newer directions.
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In order to provide a brief guide to their logical relations, I list them here, arranged by subject, and

with some brief commentary, for orientation. Links pointing both to the published versions and to the

equivalent arXiv preprints are provided. A full list of publications (without commentary) is provided

separately as part of the HDR dossier.

Combinatorial aspects
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traceless and the antisymmetric tensor models in rank three, Commun. Math. Phys. 371 (2019)
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We have proved that the large-N limit, in the case of tensors with three indices, is dominated by
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Chapter 1

Introduction

Quantum field theory (QFT) is the pillar of fundamental physics, providing the framework for the

Standard Model of particle physics, as well as its extensions. Even current approaches to quantum

gravity, such as string theory, asymptotic safety, and virtually any approaches based on a path integral,

rely heavily on the methods and ideas of QFT. Moreover, in the Euclidean version, much of the QFT

formalism applies also to statistical physics, in particular as an effective language for the theory of

critical phenomena. It is thus not surprising that exploring every possible corner of the QFT formalism

is a very active field of research, and it has been so since several decades.

Among the many ideas and methods elaborated within the QFT framework, the renormalization

group (RG) [1, 2] occupies a special place. It was developed through a cross-fertilization of ideas

between statistical and high-energy physics, leading to the modern understanding both of the theory

of critical phenomena, and of the relation between fundamental and effective field theories. One of

its most insightful outcomes is the idea that a special set of QFTs, the fixed points of the RG flow,

have a privileged status, as they define scale-invariant QFTs. Any other, non scale-invariant, QFT

is then viewed as a combination of relevant (unstable towards the infrared) and irrelevant (stable)

perturbations of such fixed points. In practice, we are only able to define such perturbations when

the fixed-point represents a soluble theory, i.e. a theory for which we know how to compute all

the correlators. Unfortunately, there are not so many exactly-soluble interacting theories which are

available to us, hence we usually define QFTs as perturbations of the free theory (Gaussian fixed

point).

For the so-defined QFTs, establishing the existence of interacting fixed points is a major chal-

lenge, as these might lie far from the Gaussian fixed point, where it becomes difficult to control the

perturbative expansion. One recent approach, known as conformal bootstrap, bypasses the problem

by exploiting the fact that, rather generically, the scale invariance of RG fixed points is promoted to

conformal invariance,1 hence we expect a fixed point theory to be described by a conformal field theory

(CFT). Therefore, in the conformal bootstrap, one tries to find directly such CFTs by constrining

the space of all possible CFT data with self-consistency equations, in many cases with formidable

results [5].

More traditional approaches to interacting fixed points are based on analytically continuing some

parameter of the QFT, so that one can reach a limit in which the interacting fixed point is under

control. For example, by analytically continuing the spacetime dimension d, one can go near the

1A full-fledged theorem in this sense has only been proved in two dimensions, and under perhaps too restrictive

conditions (in particular unitarity) [3] (see also the review [4]).
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2 CHAPTER 1. INTRODUCTION

critical dimension dc, so that the nontrivial fixed point becomes very close to the Gaussian fixed

point [6]. In this case, one uses ε = dc − d as an expansion parameter, and the challenge is to reach

ε of order one. A similar idea consists in analytically continuing the number of field components

N to reach the large-N limit, where often the problem of studying nontrivial fixed points becomes

tractable [7]. In a second step, one introduces corrections, leading to an expansion in powers of 1/N ,

and again the challenge is to reach finite N .

One intuitive reason why we can anticipate simplifications to occur in the large-N limit is based on

the central limit theorem of probability theory, according to which one expects that singlet composite

operators, i.e. sums of products of fundamental fields that are invariant under the symmetry group

of the model, will have small fluctuations as compared to the original fields [8]. Such idea is realized

very explicitly in the case of vector models, i.e. models in which the original fields form a vector

representation of the symmetry group (e.g. the fundamental representation of O(N)), as in that case

we have only few independent invariants and we are able to construct an effective theory for such

collective fields (either via intermediate field [9], change of variables [10, 11], or source method [12]).

Another perspective on the large-N simplification is given by the behavior of Feynman diagrams. For

vector models, the Feynman diagrams that typically dominate at large N are the so called cactus

diagrams (Fig. 1.1), i.e. trees of bubbles, which can easily be resummed, as the bubble amplitudes

factorize. The underlying tree structure becomes evident in the intermediate field representation, in

which the 1/N expansion reduces to a loop expansion [9].

Figure 1.1: A cactus two-point diagram for a model with quartic interactions. A bubble

attached by a vertex to an edge is often called tadpole or snale.

The restriction to cactus diagrams carries drastic simplifications, for example leading to a one-loop

structure of the RG beta functions, and to a vanishing anomalous dimension for the fundamental fields.

Nevertheless, it has served as a very instructive limit case, and besides the application to studying

nontrivial infrared fixed points (e.g. [7, 13, 14]), the large-N limit of fields in the vector representa-

tion has been used to tackle many problems, among which nonperturbative aspects of spontaneous

symmetry breaking and dynamical mass generation [15,16], the ultraviolet limit of nonrenormalizable

theories [17,18], and more recently an holographic approach to higher-spin theory [19,20].

The large-N limit becomes more intricate when the fields form a higher-dimensional representation

of the group, or when the symmetry group itself is not maximal (e.g. it is smaller than O(N), in the

case of N fields). The most physically relevant example is arguably that of fields in the adjoint

representation of SU(N), corresponding to Yang-Mills theory. As realized by ’t Hooft [21], the matrix

nature of the fundamental fields is such that the large-N limit restricts the perturbative expansion

to planar diagrams. This observation has had a huge impact on theoretical physics research, with

applications to quantum chromodynamics, statistical models, random surfaces, string theory and

AdS/CFT duality (e.g. [22,23]). One notices that the planar limit of a QFT is still very complicated:

although much less than all diagrams, the planar ones are still many, with arbitrary number of (non
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factorizable) loops, and essentially impossible to resum. Things are of course easier in zero dimensions,

i.e. for random matrix models, relevant to two-dimensional quantum gravity and string theory [24],

in which case many models are solvable in the large-N limit [25]. However, in general the planar limit

of higher-dimensional QFTs remains far from solvable, unless extra ingredients are brought in, such

as maximal supersymmetry, which in the case of N = 4 super-Yang-Mills leads to vanishing beta

functions and integrability [26].

While the large-N limit of fields in the vector and matrix representations has been studied and used

to a large extent, higher-dimensional tensor representations have been seriously considered only very

recently. Random tensor models have actually been introduced in the early 1990’s as a generalization

of matrix models in an attempt to construct a higher-dimensional theory of quantum gravity by

summing over simplicial manifolds [27,28], but for long time their large-N limit was not understood.

With hindsight, the reason for such a situation was twofold: from a sociological point of view, the

simplicial approach to quantum gravity was by far not the most popular, and the few who studied

it by Monte Carlo simulations found discouraging results [29–31], thus the large-N limit of tensor

models was simply not much investigated; from a technical point of view, the original models were

based on tensors in a reducible representation of the O(N) group, for which in fact the large-N limit

is ill-defined. The state of affairs changed drastically around 2010, when Gurau discovered that a

particular class of models with several interacting tensors, called colored tensor models, admitted a

large-N limit dominated by melonic diagrams [32–35] (see example in Fig. 1.2; a precise description

will be given later on). Subsequently, the melonic limit has been found to be quite general, with

several other versions of tensor models having such limit, in particular simpler models involving a

single tensor [36–39], even including models in tensor representations of the O(N) group, as long as

restricted to irreducible representations [40–43].

Figure 1.2: An example of melonic vacuum diagram for a model with quartic interactions,

obtained from a fundamental melon with two vertices, by repeated insertions of melonic two-

point functions (or sunset diagrams).

The discovery of the large-N limit of tensor models did not change the status of simplicial quantum

gravity, because, consistently with numerical simulation [29], the dominance of melonic diagrams

corresponds to a branched polymer phase [35, 44, 45], with no interesting large-scale limit. However,

it marked a significant development from a mathematical physics perspective, showing the existence

of a completely new large-N limit, dominated by a combinatorial class of diagrams of a new type.

Moreover, one might have expected that increasing the number of indices of the fields the complexity

of the limit would have increased as well. It turns out that this is not the case, as melonic diagrams

are a small subset of all the planar diagrams, with a precise recursive structure. The melonic limit

is therefore much simpler than the planar limit. At the same time, melonic diagrams are different,



4 CHAPTER 1. INTRODUCTION

and in some sense more complicated, than cactus diagrams. Therefore, they open the door to the

possibility of a new tractable limit in QFT.

The first realization that such a new (melonic) large-N limit could provide an interesting tool for

building CFTs came from an independent route. In 2016, a revised old model of random magnets

came into the limelight as a possible simple model of holography: the Sachdev-Ye-Kitaev (SYK)

model [46–49] (see also [50–52] for reviews). This is a quantum mechanical model of N Majorana

fermions with a q-body interaction (q > 2) mediated by a random tensor coupling. One of the main

features of the model is that melonic diagrams dominate in the large-N limit [53, 54], implying a

closed Schwinger-Dyson equation for the two point function, that can be solved exactly in the infrared

limit, with a conformal solution. The fact that in the SYK model the random tensor appears as a

random coupling means that one is dealing with a system having quenched disorder, which in turn

means that it is not a model for a fundamental theory and that it is not possible to get rid of the non-

singlet states by gauging its global symmetry group (as suitable for the AdS/CFT correspondence),

as this only emerges after quenching. However, as first noticed by Witten [55], one can overcome such

problems by choosing the Majorana fermions themselves to be in a tensor representation of a global

symmetry group, as in the original colored tensor model [33–35]. In this way, one obtains proper

quantum mechanical models with all the interesting features of the SYK model, minus the quenching.

A simpler model was proposed in [56], with fields in the tri-fundamental of O(N)3 , for which the

melonic dominance was proven in [38], and several other works on SYK-like tensor models have then

followed [57–68].

Once the step from zero to one dimension is done, i.e. from purely combinatorial models to

quantum mechanics, it seems only natural to move on to even higher dimensions, i.e. to QFT. And

in fact, several higher-dimensional versions both of the SYK model and of tensor models have been

explored [56,69–77]. And this will be the main subject of this thesis, of course with a strong focus on

the author’s own work, because of the purpose of the manuscript. For a review with a different focus,

see [78].

Plan of the thesis. We will begin in Chapter 2 with a brief review of the combinatorial aspects

of the new type of large-N limit at the heart of this work, exemplified by few concrete models: the

O(N)3 model, the rank-3 symmetric traceless or antisymmetric tensor models, and the U(N)2×O(D)

model. We will keep the presentation as minimal and streamlined as possible, in particular with no

proofs of the combinatorial results, for which we refer to the original papers. See also [79] for the

general combinatorial details on random tensors.

Chapter 3 contains a review of the construction of the two-particle irreducible (2PI) effective action

and its large-N limit, in the O(N) model, SYK model, and O(N)3 tensor model. The 2PI formalism

is a particularly well-suited tool for melonic theories, as in the large-N limit we can write the full 2PI

effective action in a finite number of terms, something which is very unusual for a generating functional

of an interacting QFT. It will then allows us to derive Schwinger-Dyson equations for two-point and

four-point functions in an easy way, as well as study the free energy, derive an effective field theory

for the infrared would-be gauge modes, and possibly it might provide a link to holography thanks to

its bilocal nature [80,81].

In Chapter 4, we will present an overview of what the melonic limit can achieve in a QFT, mostly

concentrating on a case study: the long-range O(N)3 model with quartic interactions, in dimension

1 < d < 4. The melonic limit leads to interacting fixed points, describing interesting CFTs, of

which we are able to compute nonperturbatively several elements, such as the two-point function, the
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Bethe-Salpeter kernel, the conformal dimensions of an infinite tower of operators, and the sphere free

energy. We also review a general result on the instability of CFTs with an operator of complex scaling

dimension d/2 + i r, with r ∈ R, as this appears in some melonic CFTs.

In Chapter 5 we will wrap up with some conclusions and an outlook on some open directions.
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Chapter 2

Melonic limit: combinatorial aspects

In constructing a large-N limit, symmetries play a crucial role, and in particular different represen-

tations of a symmetry group in general lead to different limits. Here, the variable N will be related

to the number of fields components, and by symmetry group we mean the group of field transforma-

tions, forming a representation of an abstract group, under which the action of the model is invariant.

Of special interest to us is the case of tensor representations of an internal global symmetry group.

Spacetime symmetries will play a usual role in partially constraining correlation functions, but are

irrelevant for the definition of the large-N limit itself.

So what do we mean by fields in a tensor representation? In order to fix ideas, let us consider,

as in most of this thesis, scalar fields in flat d-dimensional spacetime, in Euclidean signature. We

say that such fields form a representation of a group G if they collectively form the components (in

some basis) of a section of a (trivial) fiber bundle, with Rd as base space and a vector space V as

fiber, such that there exists a group homomorphism from G to GL(V ), the general linear group on V .

Vector models, correspond to the case of G being a simple Lie group, and V corresponding to the so-

called fundamental representation, also known as standard or defining representation, i.e. the smallest

faithful representation of the group. For example, scalar fields in the fundamental representation of

O(N) are N real scalars ϕa(x), with a = 1 . . . N , transforming as

ϕa(x)→ Rabϕb(x) , R ∈ O(N) , (2.0.1)

where R is an orthogonal N ×N matrix, and summation over repeated indices is implicit. The O(N)

model is defined by an action invariant under such transformation, and therefore we say that its fields

are in the fundamental representation of O(N).

When it comes to tensor fields, we will distinguish two cases: tensor representations of a simple

Lie group G, and fundamental representations of a direct product
∏r
i=1 Gi of simple Lie groups Gi. In

the latter case, a rank-r tensor field1 is essentially a function ϕ : Rd → ⊗ri=1Vi, where Vi is the vector

space corresponding to the fundamental representation of the group Gi. We denote its components

as ϕa1...ar (x), with x ∈ Rd and ai = 1 . . . Ni, where Ni = dim(Vi), hence the group acts by the

transformation rule:

ϕa1...ar (x)→
(

r∏
i=1

R
(i)
aibi

)
ϕb1...br (x) , (2.0.2)

1Notice that in the mathematical literature the rank of a tensor has typically a different meaning, generalizing that

of rank of a matrix. In physics, it is instead quite common to refer to the number of indices of the tensor as rank.

Whenever we will use the word rank here, we will mean it in the physics usage.

7



8 CHAPTER 2. MELONIC LIMIT: COMBINATORIAL ASPECTS

with the matrix R(i) belonging to the fundamental representation of the group Gi. Notice that even if

we have r copies of the same group, Gi = G for i = 1, . . . , r, the matrices R(i) can represent different

elements of it. When these are also restricted to be all equal, then we have a tensor representation of

the group G:

ϕa1...ar (x)→
(

r∏
i=1

Raibi

)
ϕb1...br (x) . (2.0.3)

However, this is in general a reducible representation, i.e. it can be decomposed in irreducible rep-

resentations, G-invariant linear subspaces of V which cannot be decomposed further. For example,

for r = 2 and G = O(N), the field ϕa1a2(x) can be decomposed in a trace part, which is invariant

(i.e. it is the trivial representation), a symmetric traceless part, ϕa1a2(x) + ϕa2a1(x)− 2
N δa1a2ϕbb(x),

and an antisymmetric part, ϕa1a2(x) − ϕa2a1(x). At r = 3, the decomposition includes three traces

transforming in the fundamental, a totally symmetric traceless tensor, a totally antisymmetric tensor,

and two tensors with mixed symmetry. We will not need more than this here.

The cases with r = 1 and r = 2 are special, and we refer to them as vector and matrix cases,

respectively. In this context we reserve the word tensor for the case r ≥ 3, in contrast with standard

usage in several areas of physics, such as general relativity and electrodynamics, where objects with

two (tangent space) indices are also referred to as tensors, but in line with the fact that for random

matrix models the word tensor has never been traditionally used.

2.1 Model building and melonic limit: O(N)3 models

In this section, we will restrict our focus on the arguably simplest models, that is, those based on

fields in the fundamental representation of O(N)3. In other words, the fundamental field is a rank-3

field ϕabc(x) transforming as2

ϕabc(x)→ R
(1)
aa′ R

(2)
bb′ R

(3)
cc′ ϕa′b′c′(x) , (2.1.1)

with R(i), i ∈ {1, 2, 3} being distinct orthogonal matrices. To fix ideas, we will also assume here that

ϕabc(x) is a scalar field (real in this case, and complex if O(N) is replaced by U(N)).

As usual, a specific model is defined by the (Euclidean) spacetime dimension d, and a choice of

invariant action, with which to construct perturbatively the partition function3

Z[J ] = eW [J] = N
∫

[dϕ] e−S[ϕ]+
∫
x
Jabc(x)ϕabc(x) , (2.1.2)

with W [J ] being the generating function of connected n-point functions, W [0] the free energy of the

model, and N a normalization that is fixed below together with the measure [dϕ].

In order to define the functional integration measure, and develop a perturbative expansion, we

separate the action in a free and an interacting part, as S[ϕ] = Sfree[ϕ] + Sint[ϕ]. The former is

quadratic in the fields,

Sfree[ϕ] =
1

2

∫
x,y

ϕabc(x)C−1(x, y)ϕabc(y) , (2.1.3)

2To be precise, this is not a faithful representation of O(N)3, but only of O(N)3/Z2
2, where Z2

2 is the subgroup of

O(N)3 acting trivially on ϕabc(x) (the subgroup Z2 of O(N) is represented by plus and minus the identity matrix).

This subtlety plays no role in our analysis and therefore we will generally be cavalier about it.

3Here and in the following we denote
∫
x =

∫
ddx,

∫
x,y =

∫
ddxddy, and so on in direct space, and

∫
p =

∫ ddp
(2π)d

in

momentum space.
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thus defining the Gaussian part of the measure, denoted dµC [ϕ], with covariance C(x, y), which we

define to be normalized such that:∫
dµC [ϕ]

n∏
i=1

ϕaibici(xi) = N
∫

[dϕ] e−Sfree[ϕ]
n∏
i=1

ϕaibici(xi)

=


1 if n = 0,

0 if n is odd,∑
P

∏
(i,j)∈P C(xi, yj)δaiajδbibjδcicj if n 6= 0 is even,

(2.1.4)

where P denotes all the pairings of n elements into pairs (i, j) (that is, distinct partitions of the set

1 . . . n into subsets of two elements), also known as Wick contractions. See for example [82] for general

properties of Gaussian measures.

For d = 0 the standard choice is C = 1, while the choice of propagator for d > 0 will be discussed

in the next chapters, and in particular in Sec. 4.1.

For the interacting part we take a polynomial in the fields, without derivatives, restricted by

invariance under (2.1.1). The invariance requires that tensor indices in the same position on different

tensors be contracted pairwise, implying also that invariants require an even number of fields. For

example, the so-called tetrahedron invariant is defined as

Itetrahedron = ϕa1a2a3ϕa1b2b3ϕb1a2b3ϕb1b2a3 . (2.1.5)

Given a set of invariants of this sort, we write the interacting part of the action as

Sint[ϕ] =

∫
x

∑
b∈I

λb

2qbN
3
2 (qb−1)+ρb

Ib

=

∫
x

∑
b∈I

λb

2qbN
3
2 (qb−1)+ρb

δ(b)
a1...a2qB

ϕa1
(x) . . . ϕa2qb

(x) .

(2.1.6)

Here, I is a set of labels that distinguishes the different invariants, and we have introduced a condensed

notation for the indices, ai = ai1ai2ai3, and an invariant tensor of rank 6q, δ
(b)
a1...a2q , which performs

the contraction of tensor indices corresponding to a given invariant. The λb are ‘t Hooft couplings (to

be held fixed in the large-N limit), and the scaling in N , in particular the parameters ρb, have to be

chosen in such a way that the large-N limit exists and it is non-trivial. We will get back to it after

having introduced a graphical representation for the perturbative expansion.

The generating functional of connected n-point functions now writes

W [J ] = ln

∫
dµC [ϕ] e−Sint[ϕ]+

∫
x
Jabc(x)ϕabc(x) . (2.1.7)

The goal of perturbation theory is to evaluate the coefficients of its power series in J (i.e. the connected

n-point functions) by expanding the integrand in powers of Sint[ϕ], and then using the defining prop-

erty of the Gaussian measure (2.1.4). As usual, it is convenient to introduce a graphical representation

for the interaction terms and their Wick contractions.

In the Feynman diagram representation, a monomial of order 2q in the field is represented by a

2q-valent vertex; while this is a useful representation for the spacetime integrals arising from Wick

contractions because all the fields in a monomial are at the same spacetime point, it clearly misses

the tensor structure, and it cannot help us in distinguishing different invariants built out of the same

number of fields. To take that into account, two types of representations are typically employed, in

which the perturbative expansion is represented by either stranded graphs or edge-colored graphs.
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The former is a natural generalization of the ribbon graphs of matrix models, but it can result in

rather heavy drawings, as each propagator is represented by three (or more, for higher rank models)

parallel lines. It is then more convenient to represent the tensor invariants as colored graphs [79]:

we represent every tensor field as a node (black and white for ϕ and ϕ̄, respectively, if the field is

complex) and every contraction of two indices as an edge. Each edge is assigned a color red, blue, or

green (or a label 1, 2, or 3) corresponding to the positions of the indices in the tensor. We call the

resulting graphs 3-colored graphs (or sometimes bubbles). The three different representations of the

tetrahedron invariant (2.1.5) are depicted in Fig. 2.1.

Figure 2.1: The tetrahedral vertex in three different representations; from left to right: the

Feynman diagram representation, the stranded representation, and the 3-colored graph repre-

sentation. In the last two, the colors label the different indices of a tensor.

In the perturbative expansion around the free theory, we represent the free propagators as edges of

a new color, connecting two different nodes (the two tensor fields whose Wick contraction leads to that

propagator). We choose the black color for the propagator lines, or equivalently, the label 0. When

representing the interaction bubbles as 3-colored graphs, the perturbative expansion is then captured

by 4-colored graphs. We give two examples of 4-colored graphs in Fig. 2.2, to be compared with the

respective standard Feynman diagrams in Fig. 2.3, obtained by shrinking the edges4 of colors from 1

to r. The latter offer a more intuitive representation of Feynman integrals, but the 4-colored graphs

Figure 2.2: Two 4-colored graphs in the perturbative expansion of the four-point function, with

tetrahedron interaction vertices drawn in red, blue, and green colors, and propagators drawn

in black. The resulting structure of index contractions of the external tensor are equivalent to

the pillow (left) and double-trace (right) invariants.

are necessary in order to identify the scaling in N . Indeed, in a 4-colored graph, each propagator

identifies all three indices on its two end tensors, whereas each edge of color i identifies only one pair

of indices between its end tensors. The indices of color i will then circulate along cycles of alternating

color 0i, which we call faces, and each face gives rise to a free sum, resulting in a factor N . The

amplitude of a vacuum Feynman diagram G (i.e. one from the expansion of W [0]) thus scales as

A(G) ∼ NF−∑b(
3
2 (qb−1)+ρb)nb , (2.1.8)

4The operation of shrinking a given edge is defined by deleting the edge and identifying its two endpoints.
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Figure 2.3: Two Feynman diagrams obtained from the two 4-colored graphs of Fig. 2.2 by

shrinking the colored edges. Half-edges are also added to keep track of the external fields.

with F the total number of faces in the associated 4-colored graph and nb the number of bubbles of

the interaction b. The existence of the large-N limit relies on the fact that the power of N is bounded

from above for an appropriate choice of ρb [38, 79]. Following [38], we take

ρb =
F (Ib)− 3

2
, (2.1.9)

with F (Ib) counting the total number of cycles of alternating colors i and j with i, j ∈ {1, 2, 3} in the

3-colored graph representing the invariant Ib. As shown in [38], this is the optimal choice of scaling

leading to a nontrivial large-N limit.

Melonic graphs and melonic diagrams. Melonic k-valent graphs are defined constructively start-

ing from the fundamental melon, i.e. the unique graph built out of two k-valent vertices without form-

ing self-loops (or tadpoles), and then iteratively inserting on any edge a fundamental melonic 2-point

graph, i.e. the graph obtained from the fundamental melon by cutting one edge (also known as sunset

diagram in the k = 4 case), see Fig. 2.4. An example of the final result was given in Fig. 1.2. Notice

that melonic k-valent graphs are always bipartite, and edge-colorable with k colors.

Figure 2.4: The fundamental melon (left) and the fundamental melonic 2-point diagram (right)

for a model with quartic interaction. In this case, the latter is also known as sunset diagram,

while for higher-order interactions sometimes the name banana diagrams is also used [83].

An important result in rank-r tensor models is that if one only allows for interaction bubbles which

are melonic r-valent graphs, then in the perturbative expansion the leading order vacuum graphs at

large N are melonic (r+1)-valent graphs [36]. However, it is important to notice that melonic (r+1)-

valent graphs do not correspond to melonic Feynman diagrams, i.e. they do not remain melonic after

shrinking the edges of colors from 1 to r. From the point of view of the Feynman diagrams, melonic

(r + 1)-valent graphs reduce to the same type of cactus diagrams appearing in the large-N limit of

vector models, and therefore field theories based on such interactions are not expected to lead to very

different results than vector models.5

Adding non-melonic bubbles, things get more complicated, and possibly more interesting. It was

proved in [38] that any O(N)3-invariant interaction bubble can be scaled in such a way that a 1/N

5They can nevertheless lead to new phases with patterns of spontaneous symmetry breaking which are impossible in

the vector case [84].
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expansion exists, to which it contributes at leading order, and that for some interactions (in that

specific example, the quartic tetrahedron interaction (2.1.5)) their leading-order Feynman diagrams

are melonic. The possibility of restricting the spacetime Feynman diagrams to the melonic type by

means of a large-N limit has been a main reason for studying tensor field theories in dimension d ≥ 1,

starting from [56]. In this respect, we mention a few interesting studies on the combinatorial aspects:

for interactions of higher order, in [85], the structure of diagrams at first leading orders has been

identified; in [39] it was proved that, with tensors of prime rank and for a particular class of complete

interactions (i.e. invariants corresponding to a complete graph), the dominant Feynman diagrams are

melonic; in [86], the different structures of complete interactions for tensors of odd rank have been

classified; in [87], melonic dominance in sextic subchromatic models (rank-3 and a particular rank-4

model) has been shown; lastly, for the O(N)3 model with tetrahedron interaction, all the diagrams

contributing at next-to-next-to-leading and next-to-next-to-next-to-leading order have been identified

in [88].

Our case study: the quartic model. For concreteness, we concentrate here, and in virtually the

whole thesis, on interactions which are at most quartic,6 resulting in the most studied version of the

potential:

Sint[ϕ] =

∫
ddx

1

2
m2ζ +

λt
4N3/2

+
λp

12N2

∑
col.perm.

+
λd

4N3

 .

(2.1.10)

Here, the first invariant is a mass term, while the second is the tetrahedron, which we have already

encountered, and which is the only complete interaction of order four; lastly, the third and fourth

invariants are known as pillow [92] and double-trace, respectively. The subscripts of the coup[lings

come of course from the name of the respective interaction bubbles. Notice that there are actually

three pillow invariants, distinguished by the choice of color on the vertical edges: by summing over

color permutations (which we have divided by a factor 3 for convenience), with the same coupling

λp, we enforce a color symmetry on the action, i.e. a permutation group S3 acting on the indices. In

general, bubbles which are composed of one or several connected components are referred to as single-

trace or multi-trace, respectively, for analogy with the matrix case, and bubbles Ib for which ρb = 0

are called maximally single trace (MST) [39], as each of their 2-colored subgraphs are connected, i.e.

they are like the graph of a matrix single-trace invariant. The mass and tetrahedron invariants are

the only MST bubbles in our action.

A sextic model. As an example of a different model, we consider a theory of complex scalars, with

U(N)3 invariance, and sextic interactions [93]. The MST invariant leading to melonic diagrams in

this case is the complete bipartite graph K3,3, resembling a wheel, hence we call this model the wheel

6Notice also that the number of possible interactions at higher orders grows very fast; for an explicit counting,

see [89–91], as well as [61].



2.1. MODEL BUILDING AND MELONIC LIMIT: O(N)3 MODELS 13

model. More explicitly, the latter has the following interacting action:

Sint[ϕ, ϕ̄] =

∫
ddx

 λ1

6N3
+

λ2

6N4
+

λ3

6N4

+
λ4

6N5
+

λ5

6N6

 ,

(2.1.11)

where the optimal scaling (2.1.9) is chosen, and a (normalized) sum over color permutations should

be understood, whenever it is non-trivial.

The 1/N expansion. For the model with interaction (2.1.10) the 1/N expansion was proved in [38].

In order to see it in the simplest possible way, let us first get rid of pillow and double-trace vertices by

observing that they can be obtained as radiative corrections from the tetrahedral vertex: the pillow

is a one-loop rung (Fig 2.2, left), and the double-trace is a ladder made out of two such rungs with

different color inside their loop (Fig 2.2, right). Replacing the pillow and double-trace vertices in a

graph by their minimal resolution in terms of tetrahedral vertices one associates with any graph G a

graph Ĝ having only tetrahedral vertices but the same scaling in N :

F (G)− 3

2
nt(G)− 2np(G)− 3nd(G) = F (Ĝ)− 3

2
nt(Ĝ) . (2.1.12)

Starting from Ĝ one can build three jackets [33, 38] J i, i.e. ribbon graphs7 obtained by ignoring

the faces of color 0i. Each jacket has a non-orientable genus k(J i) ≥ 0 and the number of faces8

F (J i) = nt(Ĝ) + 2− k(J i). As every face belongs to two jackets, the total number of faces of Ĝ is

F (Ĝ) =
3

2
nt(Ĝ) + 3− 1

2

∑
i

k(J i) . (2.1.13)

Denoting ω(G) = 1
2

∑
i k(J i) ∈ 1

2N0 the degree of the original graph G, the scaling with N of a

connected vacuum graph is

A(G) ∼ N3−ω(G) , (2.1.14)

and therefore the free energy W [0], divided by N3, has an expansion in powers of 1/
√
N .

Lastly, following the proofs in [35, 38, 56], one can show that G has degree zero if and only if Ĝ
is a melonic Feynman diagram (i.e. it is melonic on color-0 edges). In few sentences, the proof goes

as following: first, one notices that from the definition of degree it follows that ω(G) = 0 if and only

if all the jackets are planar; next, one proves that if ω(G) = 0 then there exists at least one face of

length two, i.e. for some color i there are two vertices belonging to a cycle of color 0i passing through

exactly two propagators (lines of color 0), and no faces of length one or three; lastly, one shows that

the graph is two-particle reducible on two pairs of the four remaining edges coming out of the two

vertices of the face of length two (see Fig. 2.5), and by iteration (on the graphs G1 and G2 of Fig. 2.5,

that are also leading-order two-point diagrams) a melonic structure is uncovered .

By such argument, the leading order diagrams are melonic after substituting all the pillows and

double-trace vertices by their minimal realizations in terms of the tetrahedral vertex. In terms of the

7The ribbon graphs are made evident in the stranded representation, where one replaces each black line and vertex

by three parallel red, green, and blue lines: a jacket J i is then obtained by simply deleting color i.
8It is at this point that one uses the fact that Ĝ has only tetrahedral vertices. This construction is slightly more

complicated on the original graph G, as the jackets of G are not necessarily connected [38].
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G1

G2

Figure 2.5: A face of length two (the internal black and red cycle) in a leading-order diagram,

with its two-particle reducible structure.

original interactions in G, one gets melon-tadpole diagrams [41], that is, diagrams obtained by iterated

insertions of melons or tadpoles into melons or tadpoles, see Fig. 2.6. Observe that all the tadpoles are

based on either pillow or double-trace vertices, while the end vertices of the melons are tetrahedral.

Figure 2.6: An example of melon-tadpole diagram, where all the invariants have been shrunk

to point-like vertices.
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2.2 The symmetric traceless and antisymmetric tensor models

In this section, we will review the case of combinatorial models with symmetric traceless and anti-

symmetric tensors. Such models might naively seem the simplest choice to start with, but they are

actually among the most complicated ones. The fact that also these models admit a melonic large-N

limit [40,41] was understood only several years later than for the colored tensor models [32–35]. This

was partially due to the fact that the first tensor models, introduced in [27,28], were built on tensors

of the type Sabc + iAabc, where S and A are totally symmetric and antisymmetric tensors, respec-

tively, and they were known to have “bad tadpoles” (see [41]), whose proliferation would arbitrarily

increase the power in N of a diagram, thus leading to no new interesting large-N limit. A break-

through came with the imposition of a tracelessness condition on the symmetric tensors [40], which a

posteriori seems rather natural: a general rank-3 symmetric tensor contains traces, which are in the

fundamental representation, and therefore tend to favor tadpoles. The formal proof for the melonic

limit of symmetric traceless and antisymmetric tensors was then given in [41], and later generalized

to the case of mixed symmetry irreducible representations in [42]. We review here the basic ideas and

main results of [41], without proofs, as they are rather long and technical.

Let us first consider real rank-3 tensors having no symmetry property under permutation of their

indices, thus having N3 independent components, and transforming in the direct product of three

copies of the fundamental representation of the orthogonal group O(N):9

Ta1a2a3 → T ′a1a2a3 = (O · T )a1a2a3 :=
∑

b1,b2,b3

Oa1b1Oa2b2Oa3b3Tb1b2b3 , O ∈ O(N) . (2.2.1)

Although similar to the models built out of the fundamental representation of O(N)3 of the previous

section, a tensor model built upon (2.2.1) differs from them in an important aspect: all the indices

of the tensor transform with the same orthogonal matrix, hence one can build invariants in which an

index in the first position on a tensor is contracted with an index in another position, say the third

position, on another tensor, or even on the same tensor.

We denote 1 the identity operator in the space of tensors 1a1a2a3,b1b2b3 = δa1b1δa2b2δa3b3 , and:

T1T ≡
∑

a1,a2,a3
b1,b2,b3

Ta1a2a31a1a2a3,b1b2b3Tb1b2b3 , ∂T1∂T ≡
∑

a1,a2,a3
b1,b2,b3

∂

∂Ta1a2a3
1a1a2a3,b1b2b3

∂

∂Tb1b2b3
.

The Gaussian integral with covariance 1, can be represented as a differential operator [79,94]; for

example, the free 2-point function is written as:

〈Ta1a2a3Tb1b2b3〉0 =

∫
[dT ] e−

1
2T1T Ta1a2a3Tb1b2b3 =

[
e

1
2 ∂T 1∂T Ta1a2a3Tb1b2b3

]
T=0

= 1a1a2a3,b1b2b3 ,

and its full contraction gives 〈T1T 〉0 = N3. The generic tensor model with tetrahedral interaction is

defined by the action:

S(T ) =
1

2

∑
a1,a2,a3

Ta1a2a3Ta1a2a3 −
λ

4N3/2

∑
a1...a6

Ta1a2a3Ta3a4a5Ta5a2a6Ta6a4a1 , (2.2.2)

where the sign of the coupling constant follows the usual conventions in matrix models [24]. The

explicit power of N in the interaction term is well known in tensor models and it is the only one which

9Here we use the symbol T for the tensor, rather than ϕ, as this is more standard in d = 0.
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can lead to an interesting large N limit [38, 40, 79]. The partition function and the (appropriately

normalized) first derivative of the free energy are:

Z1(λ) =

∫
[dT ] e−S(T ) =

[
e

1
2 ∂T 1∂T e

λ

4N3/2

∑
a1...a6

Ta1a2a3Ta3a4a5Ta5a2a6Ta6a4a1
]
T=0

,

F1(λ) =
4

N3
λ∂λ lnZ1(λ) . (2.2.3)

In order to simplify the combinatorics it is convenient to work with F1(λ), rather than the free

energy lnZ1(λ), but of course the latter inherits a large-N expansion from the former, once we have

established that.

As discussed at the beginning of this Chapter, unlike the fundamental representation of O(N)3,

which is irreducible, the direct product of three copies of the fundamental representation of O(N) is a

reducible representation. Therefore, a generic tensor transforming as in (2.2.1) can be decomposed in

irreducible components. This is achieved by removing its traces, and decomposing the rest in terms

of irreducible representations of the symmetric group S3, which commutes with the action of O(N).

The result is a decomposition of Ta1a2a3 into the following irreducible objects: a completely symmetric

and traceless tensor, a completely antisymmetric one, two tensors with mixed symmetry, and three

lower-rank tensors (the traces, which in our rank-3 case correspond to vector representations). Under

such a decomposition, the quadratic part of the action (2.2.2) partially diagonalizes10, while the

quartic interaction leads to a mixing between the various irreducible components. From the point of

view of model building, the traces lead to hybrid models, mixing different ranks, such as the models

studied in [95], and they would require a different scaling in N . The tensors with mixed-symmetry

have been considered in [42], but here we will restrict to the completely symmetric or antisymmetric

components. The two can mix in the quartic interaction resulting in a term with two antisymmetric

and two symmetric tensors; however, for the sake of simplicity, we will not consider possible mixing

between irreducible components, and we will deal with either completely symmetric and traceless or

completely antisymmetric tensors.

We denote A the orthogonal projector on antisymmetric tensors, and Σ the orthogonal projector on

symmetric traceless tensors, and generically P = A,Σ one of the two projectors. The tensor models

for symmetric traceless and antisymmetric tensors with tetrahedral interaction are obtained from

the generic model of Eq.(2.2.3) by allowing the propagation of only the antisymmetric (respectively

symmetric traceless) modes of the tensor:11

FP(λ) =
4

N3
λ∂λ ln

{[
e

1
2 ∂TP∂T e

λ

4N3/2

∑
a1...a6

Ta1a2a3Ta3a4a5Ta5a2a6Ta6a4a1
]
T=0

}
. (2.2.4)

Because only the projected modes PT propagate, one can either take Eq.(2.2.4) as definition and

consider that the tensor T still has no symmetry property under permutation of its indices, or one

can change variables to P = PT and write equivalently:

FP(λ) =
4

N3
λ∂λ ln

{[
e

1
2 ∂PP∂P e

λ

4N3/2

∑
a1...a6

Pa1a2a3Pa3a4a5Pa5a2a6Pa6a4a1
]
P=0

}
∂

∂Pa1a2a3
Pb1b2b3 ≡ Pa1a2a3,b1b2b3 , (2.2.5)

10Each of the two degenerate sectors of the two tensors with mixed symmetry and of the three traces remain internally

mixed.
11This is equivalent to giving an infinite mass to the orthogonal modes (1−P)T of the tensor.
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where this time the tensor P is antisymmetric or symmetric traceless. Observe that the second line

is a definition.

The 1/N expansion of the symmetric traceless and respectively antisymmetric tensor model in

rank 3 with tetrahedral interaction is encoded in the following theorem, the main result of [41]:

Theorem 1. We have (in the sense of perturbation series):

FP(λ) =
∑
ω∈N/2

N−ωF (ω)
P (λ) .

The nontrivial part is to show that the degree ω is non-negative. In order to prove that, we first

need to improve the naive perturbative expansion by performing a resummation of tadpole and melon

insertions. That is, one replaces the interaction term by a normal ordered one, and the propagator by

a resummed one:

FP(λ) =
4

N3
λ∂λ ln

{[
e

1
2 K(λ,N)∂TP∂T e

λ

4N3/2
:
∑
a1...a6

Ta1a2a3Ta3a4a5Ta5a2a6Ta6a4a1 :K(λ,N)

]
T=0

}
.

(2.2.6)

Here K(λ,N) is a renormalized covariance solving a quartic equation. For N large and λ small enough,

such equation admits12 a solution K(λ,N), which is a series in both λ and N−1/2, uniformly bounded

in both N and λ, such that limN→∞K(λ,N) is the generating function of the 4-Catalan numbers,

and

lim
λ→0

[
lim
N→∞

K(λ,N)
]

= 1 .

The subtracted interaction : T 4 :K is “Wick ordered” up to second order in λ with respect to the

measure with covariance KP. The perturbative expansion generates now Feynman graphs with no

tadpoles and no melons. As K(λ,N) is itself a series in N−1/2, the 1/N expansion in Theorem 1

follows from the following Proposition, whose proof is the most tedious part of [41]:

Proposition. Let Ŝ be a connected stranded graph with no tadpoles and no melons. Then ω(Ŝ) ≥ 0.

In a second stage, one can prove that the model is dominated by melon diagrams:

Theorem 2. The leading order contribution F
(0)
P (λ) is a sum over melonic stranded maps.

We refer again to [41] for the proof of this theorem.

12It is at this stage that the 1/N expansion fails for a symmetric tensor with no tracelessness condition: such a

function K(λ,N) does not exist in that case.
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2.3 U(N)2 ×O(D) multi-matrix models

An alternative point of view on tensor models has been advocated in [96], and further studied in

[39,97–102]. The main idea is that considering rank-3 tensors with two indices associated to a vector

space of dimension N and the third one to another space of dimension D, we can think of such

“rectangular” tensors as a collection of D matrices of size N × N . This offers the possibility of

a link to string theory, where the number of bosonic matrices usually corresponds to the number

of space dimensions transverse to the D-branes. In such setting, the matrix theory typically has

a global O(D) symmetry, and therefore it becomes possible to consider simultaneously the planar

large-N limit, and the large-D limit. The latter could serve as an implementation string theory of

the large dimension limit in general relativity [103]. However, as observed in [96], in order to obtain

an interesting large-D limit, one should borrow the scaling of couplings from the O(N)3 model [38],

appropriately redistributed in terms of N and D.

Besides the string theory interpretation, the introduction of the new parameter D is interesting

from a combinatorial perspective, and it might find new applications also in QFT. Clearly, the simul-

taneous large-N and large-D limit coincides with the large-N limit of tensor models; however, the

subleading orders are now arranged in a two-parameters series, in 1/N and 1/D, therefore providing

more control on the classification of the perturbative diagrams. This possibility was exploited in [100],

whose main ideas and results will now be reviewed.

We consider an O(D)-invariant complex matrix model in zero dimension. The basic degrees of

freedom are given by D complex matrices Xµ of size N × N : (Xµ)ab = Xµab with 1 ≤ µ ≤ D and

1 ≤ a, b ≤ N . Remark that writing the matrices Xµ in terms of their components Xµab makes it

evident that we can think of them as the components of a rank-3 tensor with indices having different

ranges. A fundamental quantity to be determined is the free energy

F(λ) = log

∫
[dX] e−S[X,X†] , (2.3.1)

with an action S[X,X†] to be specified, and a measure [dX] =
∏
µ,a,b dRe(Xµ)ab dIm(Xµ)ab. The

global symmetry group, under which the action is invariant, is assumed to be U(N)2 × O(D), with

the following transformation law

Xµ → X ′µ = Oµµ′U(L)Xµ′U
†
(R) , (2.3.2)

where O is an orthogonal matrix in O(D), while U(L) and U(R) are two independent unitary matrices

in two distinct copies of the group U(N), which we call left and right, respectively. As a result, the two

matrix indices (which we omitted in Eq.(2.3.2) and in the following, as standard matrix multiplication

is assumed) are distinguishable because they transform with respect to two distinct U(N) groups.

Models of this type have been studied in [39, 96–99]. Here, we focus on the following invariant

action:

S[X,X†] = ND
(

Tr
[
X†µXµ

]
− λ

2

√
D Tr

[
X†µXνX

†
µXν

])
, (2.3.3)

where the interaction term is of the tetrahedral type we encountered in previous sections. The coupling

constant λ has been scaled in such a way that it is kept fixed as N,D → +∞. Indeed, this is the right

scaling so as to obtain well-defined large N and large D expansions [96], as further detailed below.

The perturbative expansion in λ of the free energy F(λ) admits as usual a graphical representation

in terms of Feynman graphs. These Feynman graphs can be represented in three equivalent ways:
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• as connected 4-regular directed orientable maps (with self-loops/tadpoles and multiple edges

allowed) such that: each vertex has two outgoing and two ingoing half-edges, and furthermore,

the two outgoing (resp. two ingoing) half-edges appear on opposite sides of the vertex (see Figure

2.7, left panel);

• as connected 4-regular directed orientable stranded graphs, obtained from the above representa-

tion upon replacement of each edge by a triple of parallel strands: two external and one internal,

as illustrated in the top right corner of Figure 2.7. The external strands carry the indices of the

two U(N) symmetry groups, and can therefore be distinguished. An external strand is called

left (resp. right) if it is on the left (resp. right) side, with respect to the orientation, of an

edge connecting two half-edges. Besides, the internal strand corresponds to the O(D) symmetry

group. The contraction pattern of the three types of strands at each vertex follows from the

structure of the tetrahedral interaction (see Figure 2.7, right panel). It is such that a strand of

a given type (left, right, or internal) is always connected to another strand of the same type.

In a Feynman graph, the strands are closed into loops. The loops made out of external strands

correspond to the faces of the underlying 4-regular map, and together form a ribbon graph; we

call them L- or R-faces, depending on whether they are constituted of left or right strands. As

for the loops made out of internal strands, we will call them straight faces or O(D)-loops.

• as connected 4-colored graphs, obtained in the usual way as in tensor models [79]. From this per-

spective, the Feynman graphs can also be viewed as dual to discretizations of three-dimensional

pseudo-manifolds, but these are in general non-orientable [104].

This results in a nice geometric interpretation of the Feynman graphs. First, as in similar one-

matrix models, the ribbon structure generated by the propagation of U(N)2 indices is dual to quad-

rangulated orientable surfaces of arbitrary genus. Second, as the result of the O(D) symmetry, these

surfaces are decorated by specific patterns of cycles, referred to as O(D)-loops, which only intersect

at vertices. In this combinatorial space, the statistical properties of the genus are controlled by the

large-N limit, while the proliferation of O(D)-loops – captured by a second integer number [96] that

we call the grade – is directly tied to the large-D limit. This already suggests that, by suitably corre-

lating the two limits, one might be able to balance the interactions between topological (genus) and

combinatorial (O(D)-loops) aspects, in such a way that the model is driven to different universality

classes in the continuum.

Xµ1a1b1 Xµ3a3b3

X̄µ4a4b4

X̄µ2a2b2

µ1
a1

b1
µ3

a3

µ2

µ4a4 b4

b2 a2

b3

R L

L R

Xµ1a1b1 X̄µ2a2b2
µ1

b1

a1
µ2

b2

a2

R

L

Figure 2.7: Propagator and vertex in the map (left) and stranded graph (right) representa-

tions. For simplicity, the edge orientations are left implicit in the stranded representation (note

however that fixing the orientation is equivalent to choosing R and L sides).
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As first shown in [96], the free energy has a double expansion in 1/N and 1/
√
D, reading:

F(λ) =
∑
g∈N

N2−2g
∑
`∈N

D1+g− `2Fg,`(λ) . (2.3.4)

In this expression, g ∈ N is the genus of the Feynman graphs, which corresponds to the genus of the

4-regular maps, or equivalently, to the genus of the corresponding U(N)2 ribbon graphs. It is defined

through Euler’s relation

2− 2g = −e+ v + fL + fR = −v + f , (2.3.5)

where e is the number of edges or propagators, v is the number of vertices (e = 2v since the maps

are 4-regular), fL (resp. fR) is the number of L-faces (resp. R-faces) and f = fL + fR. The quantity

` ∈ N is another parameter associated with the Feynman graphs; it is related to the index (see below),

which was defined in full generality in [39]. In the present case, the parameter ` is given by:

`

2
= 2 + v − 1

2
f − ϕ , (2.3.6)

where ϕ is the number of straight faces or O(D)-loops. It can also be expressed, using Eq. (2.3.5), as

`

2
= 1 + g +

1

2
v − ϕ . (2.3.7)

As seen from Eq. (2.3.4), the parameter ` introduces an extra grading in the standard genus expansion

of matrix models. We therefore refer to it as the grade.13

The fact that the grade is non-negative is made evident by rewriting it as

`

2
= gL + gR , (2.3.8)

where gL (resp. gR) is the genus of the ribbon graph obtained from a Feynman graph in the stranded

representation, by deletion of the L (resp. R) strands. Since gi ∈ N
2 for i = L,R (the corresponding

ribbon graphs are not necessarily orientable), it follows that ` ∈ N.

Another important combinatorial quantity is the degree [37, 38]:

ω = g +
`

2
, (2.3.9)

a close relative of the Gurau degree [33, 34], also known as the index in the more general context

of [39]. For D = N , we recover the large N structure of U(N)2 × O(N) [37] and O(N)3 [38] tensor

models that we encountered in (2.1.14):

F(λ) =
∑
ω∈ N

2

N3−ωFω(λ) . (2.3.10)

Using equations (2.3.5) and (2.3.6), the degree can also be written as

ω = 3 +
3

2
v − f − ϕ , (2.3.11)

which does not refer to two-dimensional topology and coincides with the familiar expression found in

the tensor models literature.

13Notice that the parameter ` was called index in [96], while this name was used for a different quantity in [39]. In

order to avoid confusion, here we introduce a new name for it.
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We wish to reorganize (2.3.4) as

F(λ) =
∑
g∈N

(
N√
D

)2−2g∑
`∈N

D2− `2Fg,`(λ) , (2.3.12)

from which it is evident that if we keep

M :=
N√
D

(2.3.13)

fixed as we take N →∞ and D →∞, we obtain

lim
N,D→∞
M<∞

1

D2
F(λ) =

∑
g≥0

M2−2gFg,0(λ) ≡ F (0)(M,λ) . (2.3.14)

In other words, by allowing D 6= N , but keeping the ratio (2.3.13) fixed, we have a double-scaling

limit that selects Feynman graphs with ` = 0, but of arbitrary genus. Since such graphs are much

less than all the possible graphs, they can lead to a summable series.

As usual, we are interested in determining the critical point λc, which we do not expect to depend

on g, and the critical exponent γ(g), associated to a non-analytic behavior of the free energy such as

Fg,0(λ)crit ∼ (λ− λc)2−γ(g). Determining the critical properties of the model is interesting both from

the combinatorial and physical point of view: from the critical point and critical exponent we can

infer the asymptotic number of graphs for large number of vertices, which is a standard objective in

combinatorics; and from the physical point of view, the critical model determines the continuum limit

of the geometrical objects dual to the Feynman graphs, as in the limit λ→ λc the average number of

vertices typically diverges [24].

In principle, we could use F (0)(M,λ) as a generating function for Fg,0(λ), and use the latter to

define a continuum limit at fixed g. However, since we expect λc to be genus-independent, we can

also find a combination of M and λ − λc to keep fixed for a triple-scaling limit. More precisely, if

γ(g) = a+ bg, then we have

lim
M→∞
λ→λ−c

1

M2(λ− λc)2−aF
(0)(M,λ) =

∑
g∈N

κ2gfg , (2.3.15)

with κ−1 = M(λ− λc)b/2 fixed. Since the large-D limit selects for each genus g a subset of diagrams,

we expect that the series in Eq. (2.3.15) will have an improved convergence with respect to the usual

double-scaling limit of matrix models, which is not even Borel summable [24]. In fact, we find that

the triple-scaling limit leads to a series with a finite radius of convergence [100].

The main results of [100] are quite technical, requiring definitions of schemes [105,106], separating

and non-separating dipoles, and so on. Here, we limit ourselves to briefly summarizing the main

findings in words, and we refer to the original paper for details.

The first main result is the complete recursive characterization of Feynman graphs with vanishing

grade and arbitrary genus, which are precisely the ones that survive in a double-scaling limit where

N and D are sent to infinity while keeping the ratio N2/D finite.

Restricting attention to a particular subclass of graphs – the dominant graphs – which govern

the critical regime of this double-scaled theory, we established that they have a plane binary tree

structure. As a result, their partition function (which we obtain through a triple-scaling of the

multi-matrix model, as described above) has a critical point dominated by large trees, which however

describe orientable surfaces with a large genus, associated to the number of leaves of the tree. The

expectation value of the genus (or equivalently the size of the trees) diverges at criticality, and even
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though its samples look naively quite different from a tree, this ensemble converges in the continuum

limit to the universality class of branched polymers.

Besides the free energy, which can be viewed as the generating function of vacuum diagrams with

v vertices, it is quite natural in combinatorics to consider other generating functions, with further

restrictions. Restricting to the class of 3-edge connected graphs, also known in physics as two-particle

irreducible (2PI) graphs, forbids tadpoles and triple edges. On top of being an interesting class of

diagrams from the combinatorial point of view, the 2PI restriction is also natural in the context of

two-dimensional quantum gravity, where tadpoles and multiple edges are viewed as dual to degenerate

quadrangulations [107]. Surprisingly, with such a restriction in the triple-scaling limit, we found a

very different critical behavior, falling in the universality class of Liouville quantum gravity (or, in

other words, the Brownian sphere) [108–111]. This change of universality class resulting from the

2PI condition is an interesting new feature, not shared by the usual large-N limit, which in contrast

displays universality under such type of change of ensembles [112].

We finally note that, while some of the questions and results above are tied to the random-

geometric context, the general characterization of higher-genus leading-order Feynman graphs might

be of broader interest. In higher dimension, it might for instance provide an opportunity to embed the

melonic regime of SYK-like tensor/matrix quantum-mechanical models and large-N tensor quantum

field theory, into a genus expansion tractable enough to allow explicit computations (of e.g. quantum

corrections to operator dimensions).



Chapter 3

2PI formalism

As discussed in the introduction, a great boost for studying for studying QFTs with a melonic limit

came from the SYK model and the realization that tensor models provide a valid alternative to it,

notably without the quenched disorder [55].

While they coincide at leading order, the SYK model and its tensor analogues are quite different

at subleading orders [53]. Moreover, tensor field theories have many more covariant and invariant

(or singlet) operators [61, 80, 89, 90]. This has rather drastic consequences: one-dimensional tensor

models display a large number of light modes in the infrared [61, 62] which are absent in the SYK

model. In order to study these modes, and possibly to better understand the holographic dual of

such theories, it would be useful to have a bilocal reformulation of the theory. In fact, while the

construction of the bilocal action in the SYK model is a standard procedure for disordered systems

such as spin glasses [113,114], it is not tied to disorder and it can also be understood in a more general

context as a special case of the collective field method [10]. However, until now, no collective field

formulation has been found for tensor models (except in the few cases in which an intermediate field

representation is possible, but which do not have SYK-type behavior [73], or for a chosen subset of

invariants [80, 81]): in [62] a bilocal action is postulated but not derived, while in [61] the existence

of the new light modes is inferred from other arguments; in [115] a bilocal action is proposed for the

Gurau-Witten model [32, 55], but it leads to wrong Schwinger-Dyson equations. Actually, one can

expect that no simple and exact reformulation of tensor models is possible in terms of few collective

variables because the collective field method of [10] is based on the idea that one could rewrite a

theory with a certain symmetry directly in terms of its invariants; but while vector models have only

one possible invariant (and its derivatives), and matrix models can be reduced to eigenvalues, which

are much less than the original number of variables, tensor models have a much larger number of

invariants and no useful reduction to eigenvalues is available so far. Furthermore, for vector models

the collective field reformulation reduces the large-N expansion to a simple saddle-point (or loop)

expansion, which we do not expect to be the case for tensor models.

In [116] we have proposed to use the two-particle irreducible (2PI) effective action formalism [12]

(see [117] for a modern review) for tensor models and showed that it provides a useful version of

the bilocal reformulation. The 2PI formalism has been applied to a variety of problems (see for

example [118–121] and references therein) and it has been shown to be well suited for a 1/N expansion

in the case of the O(N) model [122, 123]. Nevertheless, it is not a very standard QFT topic, and

therefore we will concisely review it in Sec. 3.1, together with its large-N expansion for the O(N)

model in Sec. 3.2. The connection to the collective field formalism is in this case straightforward, as

23



24 CHAPTER 3. 2PI FORMALISM

we will explain in Sec. 3.2.1.

In order to elucidate the usefulness of the 2PI effective action it is worthwhile to apply it to the

SYK model first, as we will do in Sec. 3.3. It turns out that the 2PI reformulation reproduces exactly

the results of [49,124–126], up to the same order in 1/N without using the replica method, i.e. without

using the trick in Eq. (3.3.19). This being said, the 2PI reformulation in the SYK model has its own

drawbacks:

• it requires to know explicitly the graphs contributing to each order in 1/N . While this is

exogenous to the formalism, hence not very aesthetically pleasing, the graph analysis has already

been done and we are able to use this information to write the 2PI action up to the same order

as the usual replica based bilocal action.

• it also fails at higher enough orders in 1/N . This has nothing to do with replicas, although

it happens at the same order at which the replica diagonal ansatz breaks down: it has to do

with the lack of commutation between going on shell and taking quenched averages (this will be

explained in Sec. 3.3).

The main lesson to be drawn from the 2PI reformulation of the SYK model is that the leading and

next-to-leading orders in the 1/N expansion of the model are exactly the leading order and first loop

correction in a loop expansion of the bilocal theory of [49, 124, 126]. This structure does not survive

at higher orders: the 1/N expansion is a loop expansion in the annealed version of the model, but not

in the quenched one.

The main point of [116] is however that the 2PI formalism becomes much more useful in the

tensor case, where the issues with the quenched average are absent, and where we do not yet have an

alternative collective field reformulation. Among other things, its application to the Carrozza-Tanasa-

Klebanov-Tarnopolsky model [38, 56] puts on a firmer ground the result of [62] by showing that the

bilocal action that they postulated is in fact the leading-order 2PI effective action. Furthermore, in

the Gurau-Witten model, which we will not review here, we are able to expand the action up to fourth

order in the 1/N expansion, highlighting a similar structure among the three subleading terms: they

all have the form of a logarithm of a determinant, hence they can be interpreted as Gaussian integrals

over bilocal fields. Surprisingly, all such terms can be interpreted as the one-loop correction of an

auxiliary bilocal effective action.

3.1 General construction

Let us review the definition and properties of the 2PI effective action [12]. For practical purposes, we

consider a theory of real bosonic scalar fields ϕa with classical action S[ϕ], where in order to keep a

compact notation the index a denotes both a space time point and representation indices.1 In order

to simplify notation, we will sometimes omit the arguments of functionals, and therefore, to avoid

confusion with independent variables, we will denote functionals by capital boldface letters. Sums,

products, Kronecker deltas and traces include both flavor indices and space time points, and repeated

indices are summed. We define:

W[j, k] = ln

∫
[dϕ] exp

{
− S[ϕ] + jaϕa +

1

2
ϕakabϕb

}
, (3.1.1)

1For example, vector indices a when the fields form a vector representation of some group, and a triplet abc for a

rank-3 tensor. Later on, when useful, we will make the distinction between space time points and other indices explicit,

writing for example ϕa = ϕa(x).
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which is the generating functional of connected moments of a theory with shifted inverse covariance
δ2S

δϕaδϕb
[0] − kab. Observe that W[j, k] depends only on the symmetric part of kab which then is

assumed to be symmetric in its indices. Therefore:

δkab

δkmn
=

1

2
Sab;mn , (3.1.2)

where we have introduced the projector on symmetric matrices:2

Sab;mn =
1

2
(δamδbn + δanδbm) . (3.1.3)

To avoid cluttering, we will denote sometimes the functional derivatives as subscripts:

Wja [j, k] ≡ δW

δja
[j, k], Wkab [j, k] ≡ δW

δkab
[j, k] . (3.1.4)

Using two independent sources in (3.1.1) has the advantage that one obtains several expressions for

the correlations of the theory in terms of derivatives of the generating functions, which gives a certain

redundancy in the description of the theory in this language: derivatives with respect to kab are

related to repeated derivatives with respect to ja, the examples of one and two k-derivatives being

explicitly worked out below. Such relations could be used as consistency checks for truncations of the

generating functional which are performed in some approximation schemes where there is no small

parameter, but such checks will not be needed for more systematic approximation schemes, such as

the 1/N expansion that we are interested in here. In the following, we will use as much as possible

only derivatives with respect to the bilocal source to express the interesting correlations, hence we

will often put the local source on shell very early on. Alternatively one could start from the beginning

by introducing only the bilocal source k. This has the drawback that not all the correlations of the

theory can be obtained from the generating functional. However, all the ones which interest us in this

review can.

1-point and 2-point functions. We denote Φ and G the connected 1-point and 2-point functions

of the theory with sources j and k:

Φa[j, k] = Wja [j, k] , (3.1.5)

Gab[j, k] = Wjajb [j, k] = 2Wkab [j, k]−Wja [j, k]Wjb [j, k] . (3.1.6)

We are generally interested in the connected 1-point and 2-point functions of the theory without

sources, for which we introduce the following notation:

Φa[0, 0] = 〈ϕa〉conn ≡ φa
, Gab[0, 0] = 〈ϕaϕb〉conn ≡ Gab . (3.1.7)

Notice that Gab (hence in particular Gab) is symmetric in its indices.

For a free theory with covariance C we obtain:

WC [j, k] = −1

2
Tr[ln(C−1 − k)] +

1

2
ja
(
C−1 − k

)−1

ab
jb . (3.1.8)

and as a consequence:

ΦC
a [j, k] =

(
C−1 − k

)−1

ab
jb , GC

ab[j, k] =
(
C−1 − k

)−1

ba
. (3.1.9)

2In the case of Grassmann fields (for which we will typically use the letters ψ and Ψ instead of ϕ and φ) kab is

antisymmetric, hence the derivative evaluates to the antisymmetric projector: Aab;mn = 1
2

(δamδbn − δanδbm).
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Let {Ja[φ,G],Kab[φ,G]} be the inverse of {Φa[j, k],Gab[j, k]}. For a free theory they are:

JCa [φ,G] = (G−1)abφb , KC
ab[φ,G] = (C−1)ab − (G−1)ab .

The 1- and 2-point functions φ and G are then determined implicitly by the equations:

Ja[φ,G] = 0, Kab[φ,G] = 0 , (3.1.10)

and for the free theory we get φC = 0, GC = C.

4-point function. The second derivative of W with respect to k is:

Wkabkcd =
1

2
Gab;kcd +

1

2
Φa;kcdΦb +

1

2
ΦaΦb;kcd . (3.1.11)

Assuming that odd correlators Wj and Wkj vanish at j = 0, we obtain:∑
cd

Wkabkcd [j = 0, k = 0] Kcd;Gmn [φ = 0, G] =
1

2

δGab

δGmn
=

1

2
Sab;mn . (3.1.12)

The connected 4-point function is the fourth derivative Wjajbjcjd [0, 0]. It can be re expressed

using derivatives with respect to k, as several relations exist between derivatives of W[j, k] with

respect to j and k. The simplest one which is obtained by noticing that deriving the partition

function exp{W[j, k]} once with respect to k we obtain (one half times) the same result as deriving

twice with respect to j:

(Wjajb + WjaWjb − 2Wkab)eW = 0 , (3.1.13)

leading to Eq. (3.1.6). Deriving this equality either one more time with respect to k or two more times

with respect to j, and combining the results we obtain a long relation, which simplifies considerably

in a symmetric phase φ = 0:

Wkabkcd [0, 0] =
1

4

(
Wjajbjcjd + WjajcWjbjd + WjajdWjbjc

)
j,k=0

≡ 1

4
F(a,b);(c,d) . (3.1.14)

We have thus obtained an explicit relation between the derivatives of W (on shell) with respect to

the k and j sources, as advertised before. The function F(a,b);(c,d) is the full 4-point function minus

the contribution of the disconnected channel (a,b)(c,d). For example, in the free theory we obtain

from (3.1.6) and (3.1.9):

WC
kabkcd

[0, 0] =
1

2
CbmCmaSmn;cd =

1

4
(CbcCda + CbdCca) . (3.1.15)

2PI effective action. We define the 2PI effective action as the double Legendre transform of

W[j, k]:

Γ[φ,G] = −W[J,K] + Jaφa +
1

2
φaKabφb +

1

2
Tr[GK] . (3.1.16)

Deriving (3.1.16) with respect to φ and G, we obtain the two identities:

Γφa [φ,G] = Ja[φ,G] + Kab[φ,G]φb , ΓGab
[φ,G] =

1

2
Kba[φ,G] . (3.1.17)

Furthermore, ΓGG[φ,G] = 1
2KG[φ,G] which, combined with Eq. (3.1.12) and (3.1.14), yields for a

theory in the symmetric phase:

F(a,b);(c,d)ΓGcdGmn [0, G] = Sab;mn . (3.1.18)
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As usual we get back to W[j, k] by means of a new Legendre transform:

W[j, k] = −Γ[Φ,G] + jaΦa +
1

2
ΦakabΦb +

1

2
Tr[Gk] , (3.1.19)

where the functionals Φ[j, k],G[j, k] are determined by solving:

Γφ[Φ,G] = j + kΦ , ΓG[Φ,G] =
1

2
k . (3.1.20)

The 2PI effective action has a number of interesting features [12, 117] (see also [116] for more

details):

1. The solution of the equations of motion Γφ = 0,ΓG = 0 is φ,G, which are the connected 1- and

2-point functions of the theory.

2. It can be evaluated in a loop expansion. Putting in evidence the tree-level and one-loop terms,

and discarding a constant term, we obtain:3

Γ[φ,G] = S[φ] +
1

2
Tr[lnG−1] +

1

2
Tr[G−1

0 G] + Γ2[φ,G] , (3.1.21)

where G0 = (Sφφ[φ])−1 is the free covariance of the theory around the field configuration φ and

Γ2[φ,G] starts at two loops.

In the free theory of covariance C, the one loop result is exact, and therefore we have:

Γfree[φ,G] =
1

2
φaC

−1
ab φb +

1

2
Tr[lnG−1] +

1

2
Tr[C−1G] , (3.1.22)

and it can be easily verified that (3.1.18) holds.

3. The equations of motion of (3.1.21) with respect to G write:

δΓ[φ,G]

δGab
= 0 ⇔ (G−1)ab = (G−1

0 )ab + 2
δΓ2[φ,G]

δGab
, (3.1.23)

As G0 is the free covariance of the theory (in the presence of a background field φ, and G

is the connected two point function, it follows from the standard Schwinger-Dyson equation

G−1 = G−1
0 − Σ (Fig. 3.1) that

Σab[φ,G] = −2
δΓ2[φ,G]

δGab
. (3.1.24)

must be identified with the self-energy Σ of the model, which is the sum of amputated one-

particle-irreducible (1PI) two point diagrams.

G = + + + ...

Figure 3.1: Usual diagrammatic interpretation of the Schwinger-Dyson equations for the two-

point function G. The self-energy Σ is a sum of 1PI two-point diagrams. On the right-hand

side, each line represents a free propagator G0.

3For complex or Grassmann fields, a similar expression holds, but with the functional trace terms multiplied by an

extra factor 2 for the complex case and by a minus sign for the Grassmann case.
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4. Γ2[φ,G] is given by (minus) the sum of all the two-particle irreducible (2PI) vacuum diagrams

(i.e. diagrams that do not disconnect when cutting open any two edges) with vertices given

by the effective interaction Sint[φ, ϕ], the part of S[φ + ϕ] containing powers of ϕ higher than

two, and effective propagators G. This is can be understood in the following way. It is clear

that if Γ2[φ,G] is a sum of 2PI diagrams, then −2 δΓ2

δG = Σ is a sum of 1PI diagrams, because

cutting one edge from 2PI diagrams (i.e. deriving with respect to G) weakens their irreducibility.

Moreover, since here the self-energy Σ[φ,G] is given by a sum of diagrams with full propagator

G, rather than bare propagator G0, no two-point subdiagrams are included in it. Therefore,

if a general diagram in Σ[φ,G] disconnects by cutting two edges, necessarily each of the two

components must be connected to one of the two external points, otherwise one of the two

components would be a two-point subdiagram of Σ[φ,G]. And since Γ2[φ,G] is reconstructed

from Σ[φ,G] by closing it with an additional edge, it follows that Γ2[φ,G] is 2PI.

In summary we can write the schematic expression:

e−Γ[φ,G] = e−S[φ]− 1
2 Tr[G−1

0 G]+ 1
2 Tr[lnG−1]

∫
2PI

dµG[ϕ] e−
1
2ϕG

−1ϕ−Sint[φ,ϕ] , (3.1.25)

where dµG[ϕ] is a normalized Gaussian measure (see (2.1.4)) with covariance Ga,b, and the subscript

2PI reminds us that in the perturbative expansion of the functional integral we only retain 2PI

diagrams.

3.2 Large-N expansion of the O(N) model

While the properties listed in the previous section are completely generic, we are now going to introduce

the 1/N expansion of the 2PI effective action. We will use a classical example [12, 117], the O(N)

model, in which N is the number of scalar fields: ϕa(x), with a = 1, . . . , N . From now on, we make

explicit the vector indices and the space time points. We denote by Tr a trace both on vector indices

and a functional trace, i.e. for a matrix-valued bi-local field Fab(x, y) we have

Tr[F ] =

∫
x,y

δ(x− y) Tr[Fab(x, y)] =

∫
x

Faa(x, x) .

In the O(N) model, the N scalars are postulated to transform in the fundamental representation of

the O(N) group, i.e. as in (2.0.1), and the action is chosen to be invariant under such transformations.

More specifically, restricting to quartic interactions, the action is:

S[ϕ] =
1

2

∫
x,y

ϕa(x)C−1(x, y)ϕa(y) +
λ

4!N

∫
x

(ϕa(x)ϕa(x))2 , (3.2.1)

where C(x, y) is the covariance of the Gaussian functional measure of the free theory. In d ≥ 1,

C−1(x, y) is usually the kernel of a differential operator, e.g. C−1 = −∂2 +m2.

All the definitions we introduced above for the 2PI effective action apply directly, with:

G−1
0,ab(x, y) = C−1(x, y)δab +

λ

6N
(φcφc)δabδ(x− y) +

λ

3N
φaφbδ(x− y) , (3.2.2)

Sint[φ, ϕ] =

∫
x

(
λ

6N
φaϕaϕbϕb +

λ

4!N
(ϕaϕa)2

)
. (3.2.3)

There are two kinds of vertices, a trivalent and a tetravalent one, which we represent in Fig. 3.2.

The solid lines track the identification of the indices in the vertex. The dashed edge symbolizes
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Figure 3.2: The two vertices from Eq. (3.2.3).

the vertex (in an intermediate field representation it would correspond to the propagator of the

Hubbard–Stratonovich field), and the blue dotted halfedge represents the background field φ.

The vertices are connected by propagators G which connect the solid half edges into solid edges.

An example of a Feynman diagram is presented in Fig. 3.3.

Figure 3.3: An example of a graph with one tetravalent and two trivalent vertices.

In order to construct the 1/N expansion, one should take into account the implicit N -dependence

due to the presence of N variables. This is done by counting any “single-trace” invariant as con-

tributing with a factor N . There are two types of such invariants in the O(N) model: Tr[Gn] and

φa(Gn)abφb. Taking into account also the explicit factor N−1 in the coupling, one immediately finds

that the first three terms in the effective action,

Γ[φ,G] = S[φ] +
1

2
Tr[lnG−1] +

1

2
Tr[G−1

0 G] + Γ2[φ,G] , (3.2.4)

all scale like N , except the contribution from the last term in (3.2.2) which is of order one. Next, one

observes that the last term can be expanded as:

Γ2[φ,G] = Γ
(1)
2 [φ,G] + Γ

(0)
2 [φ,G] + Γ

(−1)
2 [φ,G] + . . . , with Γ

(p)
2 [φ,G] ∼ Np . (3.2.5)

This is most easily seen in the symmetric phase, when going partially on shell, i.e. assuming that

φa = 0 and Gab ∼ δab (see [116] for the general case). Whether such a solution is stable or not, and

whether there are other stable solutions, will depend on the space dimension. In particular, in d ≤ 2

spontaneous symmetry breaking of continuous symmetries is impossible [127, 128], hence we do not

expect other stable solutions.4

From the Feynman rules one obtains a trace over the vector indices of G to some power for each

closed loop of the solid strands, hence each such loop should be counted as a factor N . Each vertex

brings instead a factor 1/N . The power counting in N is transparent in a loop vertex representation

[130] (or cactus representation) in intermediate field. The loops of vector indices are contracted into

loop vertices (of arbitrary degree) and the original Feynman vertices become edges of the intermediate

field (the black dashed edges in Fig. 3.3). In this representation the scaling with N of a graph is

4However, one should keep in mind that the large-N limit can sometimes lead to an apparently opposite conclusion, as

explained for the chiral Gross-Neveu model by Witten [129]. See also [73] for an analogue phenomenon in a tensor-valued

version of the Gross-Neveu model.
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N−E+L where E is the number of intermediate field edges (i.e. vertices in the original Feynman

representation) and L the number of loop vertices. As the graph is connected, the number of loops

(or cyclomatic umber) of diagrams in the intermediate field representations is E − L+ 1 = ω ≥ 0.

It follows that the scaling in N of a graph is N−ω+1, hence the graphs contributing to Γ2 scale at

most like N , and they scale like N only if they are trees in the intermediate field. Furthermore, the

graphs contributing to Γ2[0, G] must at the same time be 2PI from the point of view of the original

propagators, which translates into the constraint that the tree has no vertices of degree greater than

one. Thus only one graph (the double tadpole of Fig. 3.4) contributes at leading order (LO):

Γ
(1)
2 [0, G] =

λ

4!N

∫
x

Gaa(x, x)Gbb(x, x) = N
λ

4!

∫
x

G(x, x)2 . (3.2.6)

Figure 3.4: The leading order contribution of the large-N expansion in the O(N) model.

Shrinking the dashed edge the figure eight of the usual representation is obtained.

The equations of motion of Γ[0, G] at LO lead to the large-N Schwinger-Dyson (SD) equations for

the 2-point function:5

G−1
ab (x, y) =

(
C−1(x, y) +

λ

6
G(x, x)δ(x− y)

)
δab . (3.2.7)

At next-to-leading order (NLO), we have graphs with E = L, always with the 2PI restriction: they

are the closed chains of bubbles depicted in Fig. 3.5. The form an infinite family, but thanks to their

simple structure they can be summed. In fact, by introducing the kernel

K(x, y) =
λ

6N
Gab(x, y)Gba(x, y) =

λ

6
G(x, y)2 , (3.2.8)

we find

Γ
(0)
2 [0, G] =

∑
n≥1

(−1)n+1

2n
Tr[Kn] =

1

2
Tr[ln(1 +K)] . (3.2.9)

...+ + + +

Figure 3.5: The next-to-leading order contribution of the large-N expansion in the O(N) model.

5We notice that in d = 0 (and fixing for example C = 1) the SD equation becomes a simple quadratic equation for

G with solution G = 3(−1±
√

1 + 2λ/3)/λ, thus exhibiting a well-known singularity at a negative value of the coupling

(e.g. [131]). For d ≥ 1 instead (with C−1 = −∂2 +m2), the SD equation simply leads to a renormalization of the mass

(a finite one in d = 1).
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3.2.1 Large-N expansion as the loop expansion of an auxiliary theory

Notice that (3.2.9) looks like the result we would obtain from a standard Gaussian integral with inverse

covariance 1 + K. It turns out that the large-N expansion for the 2PI effective action of the vector

model can indeed be cast as a loop expansion for an auxiliary bilocal theory, as we are now going to

show.

Consider the partition function for the vector model, which corresponds to

Z = eW[0,0] = e−Γ[φ,G] =

∫
[dϕ] e−S[ϕ] , (3.2.10)

with the action (3.2.1). Next, insert in the functional integral the identity:

1 =

∫
[dG̃]δ

(
NG̃(x, y)− ϕa(x)ϕa(y)

)
=

∫
[dG̃][dΣ̃] e−

1
2

∫
x,y

Σ̃(x,y)(NG̃(x,y)−∑a ϕa(x)ϕa(y)) ,

(3.2.11)

exploit the delta function to write the interaction in terms of G̃, and then perform the integral over

ϕ:

Z =

∫
[dϕ][dG̃][dΣ̃] e−S[ϕ]− 1

2

∫
x,y

Σ̃(x,y)(NG̃(x,y)−∑a ϕa(x)ϕa(y))

=

∫
[dG̃][dΣ̃] e−N{ 1

2 Tr[(C−1−Σ̃)G̃]+ 1
2 Tr[ln(Σ̃)]+ λ

4!

∫
x
G̃(x,x)2}

≡
∫

[dG̃][dΣ̃] e−NSeff [G̃,Σ̃] .

(3.2.12)

We have thus rewritten the original functional integral over N (local) variables as an integral

over just two (bilocal) variables, and all the dependence on N is now explicit and factored in front

of the total action. Therefore, the 1/N expansion takes the standard form of a loop (i.e. saddle-

point) expansion. We shift the fields to the saddle point value: G̃(x, y) = G(x, y) + N−1/2g(x, y),

Σ̃(x, y) = Σ(x, y) +N−1/2σ(x, y). Expanding to second order in g and σ, we find:

Z ' e−NSeff [G,Σ]

∫
[dg][dσ] e−S

(2)
eff [G,Σ;g,σ] , (3.2.13)

where the on-shell effective classical action coincides with the on-shell 2PI effective action at LO:

Seff [G,Σ] =
1

2
Tr[lnG−1] +

1

2
Tr[C−1G] +

λ

4!

∫
x

G(x, x)2 . (3.2.14)

We have also defined the quadratic part of the action:

S
(2)
eff [G,Σ; g, σ] =− 1

4

∫
x1,x2,x3,x4

σ(x1, x2)K4(x1, x2;x3, x4)σ(x3, x4)

− 1

2

∫
x1,x2

σ(x1, x2)g(x1, x2) +
λ

4!

∫
x

g(x, x)2 ,

(3.2.15)

where the kernel is:

K4(x1, x2;x3, x4) =
1

2
(G(x1, x3)G(x2, x4) +G(x1, x4)G(x2, x3)) . (3.2.16)

Performing the Gaussian integrals we find:

Z ' e−NSeff [G,Σ]

(det (K4))
1/2

∫
[dg] e

− 1
4

∫
x1,x2,x3,x4

g(x1,x2)K−1
4 (x1,x2;x3,x4)g(x3,x4)− λ

4!

∫
x
g(x,x)2

= e−NSeff [G]− 1
2 Tr[ln(1+K)] ,

(3.2.17)
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where the kernel K in the final result is exactly the one in (3.2.8) evaluated on shell. Notice that due

to the interaction being local rather than bilocal (compare with the SYK model in the next section),

the 4-point kernel K4 reduces to the 2-point kernel K. We have thus recovered the LO and NLO of

Γ[φ,G] by a standard saddle-point method.

A remark is in order. In Γ[φ,G] the on-shell fields should be obtained from the full effective

action. As we explained, φ = 0 is valid to all orders in the symmetric phase, but the on-shell value G

receives corrections in 1/N . Expanding Γ[0, G] ' NΓ(1)[0, G] + Γ(0)[0, G], we find an expansion for

the solution G = G(0) +N−1G(−1), and therefore, Γ[φ,G] = NΓ(1)[0, G(0)] + Γ(0)[0, G(0)] +O(N−1),

because δΓ(1)

δG [0, G(0)] = 0 by construction.

3.3 2PI effective action for the SYK model

The SYK model is defined in terms of N Majorana fermions in one dimension, with anticommutation

relation {ψa, ψb} = δab, and with action

SSYK[ψ] =

∫
dt

(
1

2
ψa∂tψa +

iq/2

q!
Ja1...aqψa1 . . . ψaq

)
. (3.3.1)

Here, Ja1...aq is a random totally antisymmetric tensorial coupling, with Gaussian distribution

P [Ja1...aq ] ∝ exp

{
−N

q−1(Ja1...aq )
2

2(q − 1)!J2

}
(no sum) . (3.3.2)

We will denote with a bar the average over the disorder:

A[J ] =

∫  ∏
a1<a2<...<aq

[dJa1...aq ]P [Ja1...aq ]

A[J ] . (3.3.3)

For example, we have

Ja1...aqJb1...bq =
q!(q − 1)!

Nq−1
J2 Πa1...aq,b1...bq , (3.3.4)

where Πa1...aq,b1...bq is the projector on antisymmetric rank-q tensors:

Πa1...aq,b1...bq =
1

q!

∑
σ∈Sq

ε(σ)

q∏
i=1

δaibσ(i) , (3.3.5)

with Sq the symmetric group on q elements, and ε(σ) the sign of the permutation σ.

One deals with the randomness of the coupling by computing quenched averages of intensive

quantities, such as the free energy or the entropy, which in general (e.g. for models with short-range

interactions) are self-averaging, i.e. in the thermodynamic limit they converge with probability one to

their average. In particular, the quenched free energy is

−NF = lnZ =

∫  ∏
a1<a2<...<aq

[dJa1...aq ]P [Ja1...aq ]

 ln

∫
[dψ]e−SSYK[ψ] . (3.3.6)

The expansion in Feynman graphs is standard, with the only peculiarity that the quenched average

adds on the connected diagrams extra edges representing the covariance (3.3.4).

In the same way as we defined a quenched free energy, we can define the quenched generating

functionals of connected, 1PI, and 2PI diagrams, by constructing them in the usual way for each
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realization of the disorder and taking the average over disorder at the end. One should be careful with

defining the generating functionals in such a way, because for example the averaging procedure does

not in general commute with evaluating the effective action on shell. However, for the SYK model it

can be shown by an analysis of the diagrams that commutativity holds at LO and NLO, a fact that

here we will only show a posteriori by comparison to known results.6

We can therefore repeat all the construction of the 2PI effective action as above, with the novel

feature that 2PI graphs contributing to Γ2 now have to be averaged over disorder, and that the

fermionic nature of the model brings in some minus factors. We have

Γ[Ψ, G] = SSYK[Ψ]− 1

2
Tr[lnG−1]− 1

2
Tr[G−1

0 G] + Γ2[Ψ, G] . (3.3.7)

In order to simplify the analysis of the large-N limit we directly set Ψ = 0, which is again justified

by the absence of spontaneous symmetry breaking. By the same reason we could also fix Gab(x, y) =

δabG(x, y), although in general it will be more transparent to keep the general expression. After

averaging over the disorder all the diagrams lead to different multiple traces of powers of Gab(t, t
′),

and as before we should count each trace as contributing a factor N . We find in this way an expansion

of the same type as (3.2.5). Remembering that in the large-N limit the disorder average selects

melons [47] (see [53, 54] for rigorous diagrammatic proofs), we find that Γ2[0, G] at leading order in

1/N is given by the fundamental vacuum melon of Fig. 3.6, which is the only 2PI melon graph, with

propagators given by G, i.e.:

Γ
(1)
2 [0, G] = − 1

2q!
Ja1...aqJb1...bq

∫
t,t′

q∏
c=1

Gacbc(t, t
′)

= − J2

2qNq−1

∫
t,t′

Gaa(t, t′)q = −J
2N

2q

∫
t,t′

G(t, t′)q .

(3.3.8)

Notice that having chosen a Wick pairing of fermions to give the propagators (in q! ways, thus canceling

one of the 1/q! factors that come from the vertices), the average over disorder produces many different

types of contractions, due to the projector in (3.3.4), but in the second line we have taken the only

contraction that contributes at LO. The number of traces (and hence the power of N) is in general

Figure 3.6: The fundamental melon for q = 4. The dashed line represents the Wick contraction

associated to the quenched average.

given by the number c(σ) of cycles in the disjoint cycle decomposition of the permutation σ appearing

in the projector. Thus permutations that can be obtained with a single transposition contribute to

6Note that in the standard way of obtaining LO and NLO results for the SYK model a replica diagonal ansatz

is taken for the bilocal field, which is justified by the fact that for the SYK model quenched and annealed averages

coincide at LO and NLO [126, 132]. At NNLO, within the replica method one should take into account interactions

between different replicas (i.e. off-diagonal fluctuations of the bilocal field), while in the 2PI formalism one should take

into account diagrams that arise when the averaging is done after the on-shell evaluation.
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the NLO:(
− 1

2q!
Ja1...aqJb1...bq

∫
t,t′

q∏
c=1

Gacbc(t, t
′)

)
NLO

= − J2

2qNq−1

(
q

2

)∫
t,t′

Gaa(t, t′)q−2Gbc(t, t
′)Gcb(t, t

′) = −J
2(q − 1)

4

∫
t,t′

G(t, t′)q .

(3.3.9)

The full 2PI effective action at leading order in 1/N is thus:

1

N
Γ[0, G] = −1

2
Tr[lnG−1]− 1

2
Tr[∂tG(t, t′)]− J2

2q

∫
t,t′

G(t, t′)q , (3.3.10)

which coincides with the bilocal action derived in [124] by a change of variables within the replica

method. The equivalence with [124] implies in particular that the equations of motion are the same

and coincide with the SD equations:7

G−1(t, t′) = ∂tδ(t, t
′)− J2G(t, t′)q−1 , (3.3.11)

and that the Schwarzian action controlling the conformal fluctuations can be derived in a similar

fashion as in that paper. We denote the solution of (3.3.11) as G(t, t′).

Recalling Eq. (3.1.14) and (3.1.18), the second derivative ΓGG[0, G] is equal to the inverse of

F(t1, t2, t3, t4), i.e. of the full 4-point function minus the disconnected channel (1 → 2, 3 → 4).

Interestingly, such channel is the leading-order (and uninteresting) term in the SYK 4-point function

[47,49].8 Therefore, ΓGG[0, G] captures precisely the inverse of the object of interest in SYK. We can

compute this from our LO effective action, and recover the corresponding result of the SYK 4-point

function given by the sum of the ladder diagrams, see [47–49]. Taking into account that:

δG34

δG12
=

1

2
(δ(t1 − t3)δ(t2 − t4)− δ(t1 − t4)δ(t2 − t3)) ≡ I−(t1, t2; t3, t4) , (3.3.13)

with I the orthogonal projector on antisymmetric functions, and denoting the on-shell four point

kernel:

K(t1, t2; t3, t4) = −J2(q − 1)G(t1, t3)G(t2, t4)G(t3, t4)q−2 , (3.3.14)

we get:

ΓG34 =
1

2
G−1(t4, t3) +

1

2
∂tδ(t3 − t4)− 1

2
J2[G(t3, t4)]q−1 , (3.3.15)

ΓG12G34 = −1

4
G−1(t4, t1)G−1(t2, t3) +

1

4
G−1(t4, t2)G−1(t1, t3)

+
1

4
[δ(t1 − t3)δ(t2 − t4)− δ(t1 − t4)δ(t2 − t3)][−J2(q − 1)G(t3, t4)q−2]

= −1

2

∫
t,t′

G−1(t1, t)G
−1(t2, t

′)

[
I−(1−K)

]
(t, t′; t3, t4) . (3.3.16)

Inverting the last expression we find:

F(t1, t2, t3, t4) =

∫
t,t′

(
1

1−K

)
(t1, t2, t, t

′)(−G(t, t3)G(t′, t4) +G(t, t4)G(t′, t3)) , (3.3.17)

which is precisely the starting point of the computations in [47–49].

7Here one should remember that for Majorana fermions G(t, t′) = −G(t′, t).
8As a reminder, the 4-point function we are talking about is:

1

N2
〈ψm(t1)ψm(t2)ψn(t3)ψn(t4)〉 = G(t12)G(t34) +

1

N
FLO(t1, t2, t3, t4) + . . . . (3.3.12)

The G(t12)G(t34) part is precisely the channel missing when taking the derivatives as in (3.1.14), and therefore, evalu-

ating this derivative at LO will give us FLO. The latter was computed in [47–49] by conformal methods.
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3.3.1 Next-to-leading order action

As in the vector model of the previous section, (3.3.10) will receive corrections at higher orders in

1/N . We want to show that the NLO correction can be interpreted as the result of performing the

Gaussian integral over the fluctuations in the usual bilocal action expanded to quadratic order. In

order to do that, we need to understand which 2PI diagrams contribute at NLO, a question that

has been addressed in detail in [53] for the colored version of the model, which is a special case of

the generalization of the SYK model introduced by Gross and Rosenhaus [133] (see also [115] for a

discussion of the same model at NLO). It turns out that similar type of diagrams dominate also the

standard SYK model, but have to be accompanied by the twisted melons (3.3.9), which are absent in

the colored case.

The NLO 2PI vacuum graphs are thus given by all the periodic ladders with n ≥ 1 rungs, with

or without one twist of the rails, see Fig. 3.7. One should notice that the case n = 1 is quite special.

First, the case n = 1 without twist is 2-particle reducible if q = 4, but since it evaluates to zero for any

q (because G(t, t) = 0 due to the anticommutation of fermions), we can formally include it in the list.

On the other hand, the case n = 1 with twist corresponds again to a fundamental melon, thus one

might think that it is LO rather than NLO. However, this corresponds precisely to the twisted melons

in (3.3.9), which therefore can be conveniently grouped with the ladders. Although such ladders form

n n

Figure 3.7: NLO contributions with n rungs, without (left) and with (right) twist.

an infinite family of graphs, they can be summed in a similar way as to what we did for the vector

case, i.e. by introducing a kernel for the insertion of a rung. One important difference is that now

the kernel carries two vertices rather than one, which counts for different combinatorial factors and

minus signs in the summation (notice that the kernel below has itself another minus sign, due to the

fermionic nature of the theory). More explicitly, we have

Γ
(0)
2 [0, G] = −1

2

∑
n≥0

1

n
Tr[KnI−] =

1

2
Tr[ln(I− −KI−)] , (3.3.18)

where I− and K are given in (3.3.13) and (3.3.14) (now off-shell), and to obtain the last equality we

used the fact that I− = In− because it is a projector, and [K, I−] = 0. Evaluating Γ
(0)
2 [0, G] on the

solution of the LO equations of motion, we find that this is the same result that one would obtain by

integrating the quadratic fluctuations of the bilocal effective action of [49,124,126].

In order to see that, we just have to repeat what we have done for the vector case, with the

important difference that due to the disorder one has to use the replica method. The quenched

average in the SYK model can be performed using the replica method, at the cost of introducing n

replicas of the system, and having to take the non-trivial limit n → 0, which is needed in order to

evaluate the quenched free energy:

lnZ = lim
n→0

∂nZn . (3.3.19)
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One finds [126]:

Zn =

∫ ∏
αβ

[dGαβ ][dΣαβ ]

 e−NSeff [G,Σ] , (3.3.20)

where

Seff [G,Σ] = −1

2
T̂r ln(∂t − Σ) +

1

2

∑
αβ

∫
t,t′

(
Σαβ(t, t′)Gαβ(t, t′)− J2

q
(Gαβ(t, t′))q

)
. (3.3.21)

Performing the saddle-point approximation with a replica diagonal ansatz Gαβ = Gδαβ , which is valid

up to NLO in 1/N [126], one arrives at [49]:

lnZ = N

(
1

2
Tr[lnG−1] +

1

2
Tr[∂tG(t, t′)] +

J2

2q

∫
t,t′

G(t, t′)q
)
− 1

2
Tr[ln(I− − K̃I−)] , (3.3.22)

with

K̃(t1, t2; t3, t4) = |G(t1, t2)| q−2
2 K(t1, t2; t3, t4) |G(t3, t4)| 2−q2 . (3.3.23)

Since 1
2 Tr[ln(I− − K̃I−)] = 1

2 Tr[ln(I− −KI−)], we recover our Γ[0, G] up to NLO, as claimed.

Note that the main difference between (3.3.21) with replica-diagonal ansatz and (3.2.12) is that

in the SYK model the interaction part of Seff is bilocal while in the O(N) model it is local. This is

reflected in the fact that the associated fluctuation kernel is truly a 4-point kernel in the SYK case

while it is a 2-point kernel in the O(N) case. From a graphical point of view the bilocality in the SYK

model originates from the fact that the NLO graphs are ladders, while in the vector model they are

chains of bubbles (see Fig. 4.2 later on).

The replica diagonal ansatz used to derive the result above implies that lnZ = lnZ, i.e. that

quenched and annealed averages coincide (see [132] for a combinatorial proof at LO). Starting at

NNLO [126], the two averaging procedures start to differ, or in other words, the replica-symmetric

ansatz becomes inaccurate. From the point of view of the 2PI formalism, the complications at NNLO

arise from the non-commutativity of averaging over disorder and going on shell, as we discussed before.

3.4 2PI effective action for the O(N)3 model

In this last section we will apply the 2PI formalism the O(N)3 model, or Carrozza-Tanasa-Klebanov-

Tarnopolsky (CTKT) model [38, 56], in d = 0 and d = 1. For an application to the colored tensor

model (Gurau-Witten model), we refer to the original paper [116]. It is straightforward to define the

2PI effective action for tensor-valued field theories in d dimensions applying the construction that we

reviewed in Sec. 3.1: all the equations before Sec. 3.2 are in fact still valid, with the collective index

now corresponding to an r-uple of indices (a1 . . . ar) plus the spacetime point. For example, in rank 3

the bilocal field Gab corresponds to Ga1a2a3b1b2b3(x, y), and so on. The presence of several fields is also

straightforward to take into account: one simply needs to extend further the meaning of the vector

label by including a field index c = 1 . . . q, in which case the discrete part of the collective-index a can

still be thought as a vector index, with a = 1 . . .M , with M = q
∏r
i=1Ni. The crucial property that

characterizes a proper tensor model is the symmetry group: for a vector model the natural symmetry

group would be O(M), while for a tensor model this is broken by the choice of interaction down to a

smaller group with a natural tensorial interpretation (for example, in our case study, O(N3) is broken

down to O(N)3).
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3.4.1 The bosonic CTKT model in d = 0

The CTKT model in zero dimensions is defined by the action:

SCTKT[ϕ] =
1

2
ϕabcϕabc +

λ

4N3/2
ϕa1a2a3ϕa1b2b3ϕb1a2b3ϕb1b2a3 . (3.4.1)

As standard, we refer to the location of an index as a color, e.g. the indices a1 and b1 in the interaction

above are of color 1, and so on.

The perturbative expansion has been detailed in Sec. 2.1. The corresponding 2PI effective action

is constructed as as explained in Sec. 3.1, and in particular equation (3.1.21) is still valid, with

S[φ] = SCTKT [φ],

(G−1
0 )a1a2a3b1b2b3 = δa1b1δa2b2δa3b3

+
λ

N3/2
(φc1a2a3φc1b2b3δa1b1 + φa1c2a3φb1c2b3δa2b2 + φa1a2c3φb1b2c3δa3b3) ,

(3.4.2)

and with Γ2[φ,G] constructed from 2PI graphs with propagator Ga1a2a3b1b2b3 and interaction

Sint[φ, ϕ] =
λ

N3/2
φa1a2a3ϕa1b2b3ϕb1a2b3ϕb1b2a3 +

λ

4N3/2
ϕa1a2a3ϕa1b2b3ϕb1a2b3ϕb1b2a3 . (3.4.3)

As in the vector model, Γ2[φ,G], and hence Γ[φ,G], will only contain even powers of φ, and as a

consequence, the equation of motion δΓ/δφ = 0 admits the solution φ = 0, which is the only solution

giving an invariant 1-point function. Here we will only consider the symmetric phase, and thus study

the large-N expansion of Γ2[0, G]. Possible symmetry-breaking solutions (possible in d > 2 even at

finite N) have been considered in [134].

In order to do a large-N expansion as in the vector case we need to identify quantities that scale

like N . In the vector case we saw that Tr[Gm] ∼ N for any m. The easiest way to see such scaling is

to assume that Gab ∝ δab which we know to be true for the on-shell 2-point function. The analogue

for the tensor case is to treat any “trace” over a given color as being of order N . Again the easiest

way to see why it is so is to take Ga1a2a3b1b2b3 ∝ δa1b1δa2b2δa3b3 , which we know is going to be true

on shell, due to the invariance of the theory. The identification of the scaling with N of the graphs

contributing to the 2PI effective action is thus reduced to the well-studied problem of identifying the

scaling with N of tensor model graphs. We can then borrow the results from [38] and claim that :

• Γ2[0, G] can be expanded as:

Γ2[0, G] =
∑
ω∈N/2

Γ
(3−ω)
2 [G] , with Γ

(p)
2 [G] ∼ Np . (3.4.4)

• In the large-N limit Γ2[0, G] is given by a single diagram, i.e. the fundamental vacuum melon

(whose Feynman diagram was depicted in Fig. 2.4, and whose edge-colored graph representation

is given in Fig. 3.8), with propagators given by G: indeed, since the interaction is the known

one, we know that melons dominate the large-N limit, and the fundamental melon is the only

2PI melon.

Since the fundamental melon diagram comes with a combinatorial factor of 4, we obtain:

Γ
(3)
2 [G] = − λ2

8N3
Ga1a2a3b1b2b3Ga1a′2a′3b1b′2b′3Ga′1a2a′3b′1b2b′3Ga′1a′2a3b′1b′2b3 . (3.4.5)
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Figure 3.8: The fundamental melon for the CTKT model in the tetrahedron representation.

Black edges represent propagators Ga1a2a3b1b2b3 , and the tetrahedra provide the contraction

pattern for their indices, as in (3.4.5).

In the symmetric phase, the two point function is diagonal in the tensor indices,

Ga1a2a3b1b2b3 = Gδa1b1δa2b2δa3b3 , (3.4.6)

hence find

Γ
(3)
2 [G] = −1

8
λ2N3G4 , (3.4.7)

and for the full effective action at leading order in 1/N we obtain:

1

N3
Γ[0, G] =

1

2
lnG−1 +

1

2
G− 1

8
λ2G4 . (3.4.8)

The LO equations of motion are simply

G−1 = 1− λ2G3 , (3.4.9)

which we recognize as the SD equations at leading order in the 1/N expansion [38].

Following [38], one finds that at next-to-leading order the dominant graphs are generated by

inserting melonic 2-point functions in the propagators of the three core graphs obtained form the one

depicted in Fig. 3.9 by permutation of the colors. Since any insertion of a melonic 2-point function

makes the graph 2-particle reducible, we conclude that at NLO there is only a finite number of 2PI

graphs, i.e. the three core graphs themselves They correspond to three contractions like:

λ

4N3/2
Ga1a2a3a1b2b3Ga′1a2a3a′1b2b3 . (3.4.10)

Figure 3.9: The NLO core graph for the CTKT model.
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With the diagonal ansatz for the two point function, we obtain:

1

N3
Γ[0, G] =

1

2
lnG−1 +

1

2
G− 1

8
λ2G4 +

3λ

4N1/2
G2 . (3.4.11)

The equations of motion are now:

G−1 = 1− λ2G3 +
3λ

N1/2
G . (3.4.12)

Writing G = G(0) + N−1/2G(−1/2) and expanding to order N−1/2 we recover the SD equations at

NLO of [38].9

At NNLO the combinatorics of the O(N)3 model with only the tetrahedron interaction has been

carefully studied in [88]. Restricting to 2PI diagrams, it turns out that there is an infinite family of

ladder-like diagrams, closed in a planar way as shown in Fig. 3.10, plus one special diagram, shown

in Fig. 3.11. The ladders are similar to those found in the SYK model (see Fig. 3.7), although the

non-planar ones in this case are more suppressed in 1/N , and thus lead to a similar trace-log term.

The extra diagram in Fig. 3.11 gives instead a term of a different form, which in particular implies

that the NNLO effective action cannot be interpreted as the result of a Gaussian integral.

n

Figure 3.10: A generic NNLO vacuum 2PI diagram having the form of a closed ladder with

n ≥ 2 rungs, and vertices corresponding to the tetrahedron interaction. Similar diagrams but

with a twist in the rails (similar to the second diagram in Fig. 3.7) appear only at higher order

in 1/N .

Figure 3.11: The unique NNLO vacuum 2PI diagram besides the ladders. All six vertices are

tetrahedral.

3.4.2 The fermionic CTKT model in d = 1

Let us consider the d = 1 fermionic CTKT model, which is in some ways the simplest SYK-like tensor

model [56]. Its classical action is:

SCTKT[ψ] =

∫
t

(
1

2
ψabc(t)∂tψabc(t) +

λ

4N3/2
ψa1a2a3(t)ψa1b2b3(t)ψb1a2b3(t)ψb1b2a3(t)

)
. (3.4.13)

9Up to a factor of 3 which was forgotten in [38].
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The selection of dominant graphs in the large-N limit is not affected by the dimension of spacetime,

hence the analysis of d = 0 applies here without change. The Grassmann nature of the fields leads

instead to some extra minus signs, just as in the SYK case.

We concentrate again on the symmetric phase Ψ = 0, which is the only possible one in d = 1.

At LO in the 1/N expansion, Γ2[0, G] is given again by a single diagram, the fundamental vacuum

melon; with respect to (3.4.5) we only need to add the time dependence:

Γ
(3)
2 [G] =

−λ2

8N3

∫
t,t′

Ga1a2a3b1b2b3(t, t′)Ga1a′2a′3b1b′2b′3(t, t′)Ga′1a2a′3b′1b2b′3(t, t′)Ga′1a′2a3b′1b′2b3(t, t′)

= −1

8
λ2N3

∫
t,t′

G(t, t′)4 ,

(3.4.14)

where in the last equality we used a diagonal ansatz:

Ga1a2a3b1b2b3(t, t′) = G(t, t′)δa1b1δa2b2δa3b3 , (3.4.15)

which is valid on shell. By comparison with (3.3.8) it is obvious that we obtain the same behavior

as in SYK, in particular the bilocal nature of the interaction. In fact, including also the one-loop

contribution:
1

N3
Γ[0, G] = −1

2
Tr[lnG−1]− 1

2
Tr[∂tG(t, t′)]− 1

8
λ2

∫
t,t′

G(t, t′)4 , (3.4.16)

which has the same form as (3.3.10). If one were to not use a diagonal ansatz one would get:

Γ[0, G] = −1

2
Tr[lnG−1

a1a2a3b1b2b3
]− 1

2
Tr[∂tGa1a2a3b1b2b3(t, t′)] + Γ

(3)
2 [G] . (3.4.17)

with Γ
(3)
2 [G] written as in the first line of (3.4.14).

As pointed out in [62], if in the infrared we discard the time-derivative term, the global O(N)3

symmetry of (3.4.17) is promoted to a local symmetry.10 The would-be gauge degrees of freedom

associated to such local transformations are however proper degrees of freedom due to the explicit

breaking provided by the time-derivative term, which we expect to endow them with an effective action

controlling their dynamics. The idea is very similar to what happens with conformal symmetry: the

action (3.4.16) has precisely the same form as (3.3.10), and as such it is also conformally invariant (i.e.

invariant under time reparametrizations) in the infrared/strong-coupling limit, i.e. when discarding

the time-derivative term. The time derivative can then be viewed as a conformal breaking operator

that generates an effective action for the conformal mode, which takes the form of a Schwarzian

action [47, 49] (see [124, 125] for a derivation with an action with a single bilocal field, as in our

(3.3.10), or [126] for more details on how to regularize the conformal breaking operator). Choudhury

et al. [62] have followed a similar route to obtain an effective action for the would-be gauge degrees of

freedom, arriving at a non-linear sigma model type action, as one would expect on general grounds.

However, they postulated the action (3.4.17) as an effective classical action without any derivation,

while we derived it here as a 2PI effective action. It is not clear at the moment whether a formulation

analogous to the one in Sec. 3.2.1 exists for the KTCT model, but we can see two limitations to it: first,

we expect such a formulation to be necessarily more complicated in the tensor case, because there are

many more invariants, and the large-N expansion cannot be interpreted as a loop expansion; second,

as we saw in d = 0, the NLO and NNLO corrections to the 2PI effective action of the KTCT model

do not have the form of the result of a one-loop integral (compare (3.4.11) with (3.2.9) or (3.3.18)),

10Notice that this does not happen in the SYK model: in Eq. (3.3.8) the trace Gaa(t, t′) identifies indices at different

times, while in (3.4.14) indices are identified at equal times.



3.4. 2PI EFFECTIVE ACTION FOR THE O(N)3 MODEL 41

thus an hypothetical effective bilocal action would necessarily not factor the N -dependence as simply

as in the vector case. However, we can bypass such open question, and apply the same reasoning

directly to the 2PI effective action. In order to see why, it is useful to recall that in Sec. 3.3 we found

that ΓGG gives the inverse 4-point function. The latter is then singular if ΓGG has zero eigenvalues,

as it is the case if there is a gauge invariance which has not been gauge-fixed. In the present case

we do not need a gauge fixing because there is an explicit breaking of the gauge invariance. The

would-be gauge modes give a non-zero contribution to the quadratic part of the action which can be

obtained by evaluating the quadratic part of the breaking term in the gauge transformations around

the stationary point.

In order to translate in formulas what we just said, we write:

Γinv[G] = −1

2
Tr[lnG−1

a1a2a3b1b2b3
] + Γ

(3)
2 [G] , (3.4.18)

Γpert[G] = −1

2
Tr[∂tGa1a2a3b1b2b3(t, t′)] . (3.4.19)

The stationary point of the total action splits as (using boldface for a collective index only for the

tensor indices, e.g. a = a1a2a3):

Gab = G0(t− t′)δab +G1(t− t′)δab , (3.4.20)

where:
δΓinv

δGab
[G0] = 0 , (3.4.21)

δ2Γinv

δGabδGcc
[G0]G1 +

δΓpert

δGab
[G0] = 0 . (3.4.22)

We emphasize that Gab is leading order in 1/N : G1 is a perturbation in the strong coupling expansion,

i.e. it arises by treating (3.4.19) as a perturbation to (3.4.18), but it is still leading order in the large

N limit. Next, consider the transformation:

Gab(t, t′)→ Ga′b′(t, t
′)Vaa′(t)Vbb′(t

′) , (3.4.23)

where:

Vac(t) ≡ V (1)
a1b1

(t)V
(2)
a2b2

(t)V
(3)
a3b3

(t) ' δab + Hab(t) +
1

2
Hac(t)Hcb(t) + . . . , (3.4.24)

Hab(t) = H
(1)
a1b1

(t)δa2b2δa3b3 + δa1b1H
(2)
a2b2

(t)δa3b3 + δa1b1δa2b2H
(3)
a3b3

(t) , (3.4.25)

for V
(i)
ab ∈ O(N) and H

(i)
ab an antisymmetric matrix, for i = 1 . . . 3. Such transformation leaves Γinv[G]

invariant, but not Γpert[G]. Using the invariance of the former, and the linearity in G of the latter, it

can be easily shown (expanding at first order in G1 the left-hand-side and using (3.4.22)) that:

δ2(Γinv + Γpert)

δGabδGcd
[G]gabgcd =

δ2Γpert[G0VacVbc]

δHabδHcd

∣∣∣
H=0

HabHcd , (3.4.26)

where:

gab = G(t, t′)(Hab(t)−Hab(t′)) . (3.4.27)

Rewriting the quadratic part of G(t− t′)Vab(t)Vab(t′) as:

1

2
G(t− t′)(Hac(t)Hca(t) + Hac(t′)Hca(t′)− 2Hab(t)Hba(t′))

' 1

2
G(t− t′)

(
∂tHac(t)∂tHca(t)(t− t′)2 +O((t− t′)3)

)
,

(3.4.28)
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we obtain:
δ2Γpert[G0VacVbc]

δHabδHcd

∣∣∣
H=0

HabHcd = −α
2

∫
t

∂tHac(t)∂tHca(t) , (3.4.29)

where

α =

∫
τ

G0(τ)τ2σ(τ) , (3.4.30)

with σ(τ) a suitable regularization of δ′(τ). This is precisely the same coefficient that appears in front

of the Schwarzian action, as derived in [126], and the action coincides with the one derived in [62].



Chapter 4

Melonic CFTs

The dominance of melonic diagrams in the large-N limit of tensor models provides an interesting

tractable limit in QFTs. Like cactus diagrams, melonic diagrams are built by recursive insertions of

a fundamental two-point diagram on propagator lines. However, unlike tadpoles in cacti, which are

ultralocal insertions created by adding only one vertex, the fundamental melonic two-point diagrams

are bilocal insertions based on two vertices (see Fig. 4.1). In momentun space, this means that, unlike

in a tadpole, in a melonic two-point diagram the external momentum flows also in loops, resulting

in a nontrivial momentum dependence of the loop corrections to the two-point function. The two-

point structure is also manifest in the four-point function. In vector models, opening vacuum cactus

diagrams on two edges to obtain leading-order four-point diagrams leads to chains of bubbles (with

propagators resumming the tadpole insertions like those of Fig. 1.1), which are easily resummed, as

the corresponding amplitudes give a geometric series. In tensor models, opening melonic diagrams

on two edges leads instead to ladder diagrams (with propagators resumming the melonic insertions),

which in general are more difficult to resum (see Fig. 4.2).

Figure 4.1: A tadpole two-point diagram (left) and a melonic two-point diagram (right), for

models with quartic interactions.

Crucially, the melonic two-point function typically becomes conformal in the infrared limit, and

so does also the four-point function. In such limit there exists a basis of conformal partial waves that

diagonalize the four-point kernel associated to the ladders, and thus allows their resummation. One

can also write renormalization group beta functions in the large-N limit, and show that they admit

nontrivial fixed points corresponding to such conformal limit. This chapter is dedicated to reviewing

these and related results, concentrating on the quartic O(N)3 model: in Sec. 4.1 we will make the

distinction between short-range and long-range models; in Sec. 4.2 we will show how the melonic limit

simplifies the Schwinger-Dyson equations for two-point and four-point functions; in Sec. 4.3 we will

discuss the beta functions and fixed points; and in Sec. 4.4 we will review the methods and results

based on the conformal partial waves expansion. Lastly in Sec. 4.5 we will review an instability

43
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Figure 4.2: Two four-point diagrams contributing at the leading order in 1/N for vectors and

tensors, respectively: a chain of bubbles (up) and a ladder (bottom).

theorem that is relevant for some melonic CFTs, but also for other large-N models, such as fishnet

models.

4.1 Short-range and long-range models

Our case study for the application of the melonic large-N limit will be the O(N)3 model with quartic

interactions, introduced in Sec. 2.1, in dimensions 1 < d < 4. For reasons that will become clear, we

are interested in allowing a more general kinetic term than usual. The usual choice would be to take

(2.1.3) with C−1(x, y) = −∂2
xδ(x − y), leading to the short-range O(N)3 model studied in [56, 71].

Our generalization consists in replacing the Laplacian operator with a fractional Laplacian (−∂2)ζ ,

with 0 < ζ < 1. The fractional power of the Laplacian can be defined in many equivalent ways [135].

The easiest definition is of course in Fourier space, where it is simply defined as the multiplication

operator p2ζ . Going to position space one finds instead a representation as a hypersingular integral

operator:1

(−∂2)ζφ(x) = lim
r→0

c(d/2 + ζ)

∫
|x−y|>r

ddy
φ(y)− φ(x)

|x− y|d+2ζ
, (4.1.1)

with

c(∆) =
Γ(∆)

2d−2∆πd/2Γ(d2 −∆)
. (4.1.2)

The subtraction term is often omitted, which can be justified by defining the integral by analytic

continuation from ζ < 0. For simplicity we will stick to this point of view, and therefore define the

free part of the action as in (2.1.3), with convolution kernel

C−1(x, y) =
c(d/2 + ζ)

|x− y|d+2ζ
. (4.1.3)

1This can be derived by first writing

p2ζ =
1

Γ(−ζ)

∫ +∞

0
dt
e−tp

2 − 1

t1+ζ
,

whose validity is trivially checked by rescaling t → t/p2 and recognizing that the integral reduces to p2ζ times the

Cauchy-Saalschütz representation of Γ(−ζ) for 0 < ζ < 1. The singular integral representation is then found by going

back to position space and exchanging the order of integration [136].
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Inverting (4.1.3) in momentum space, and then going back to position space, we find that the free

covariance is2

C(x, y) =
c(d/2− ζ)

|x− y|d−2ζ
, (4.1.4)

from which one recognizes a conformal two-point function of a field with scaling dimension ∆φ = d−2ζ
2 .

We can also use the following formula in momentum space, valid for 0 < ζ < 1:

C̃(p) ≡ (p2)−ζ =
sin(πζ)

π

∫ +∞

0

ds
s−ζ

p2 + s
. (4.1.5)

This provides a Källén-Lehmann spectral representation of the propagator, showing that the spectral

density sin(πζ)
π s−ζ is positive for 0 < ζ < 1.

A Gaussian theory with a general covariance like (4.1.4) is often used as toy model in CFT,

where it is known as generalized free field theory, or mean field theory (e.g. [137]). The choice of

ζ distinguishes short-range models (ζ = 1)3 from long-range ones (0 < ζ < 1).4 The restriction to

positive ζ guarantees standard thermodynamic properties, but some models with negative ζ are also

of phenomenological interest. Models with positive and negative ζ are also known as “weak” and

“strong” long-range models, respectively [138]. We will stick to positive ζ.

While short-range models are standard local QFTs, long-range models are nonlocal, and thus

rather unusual from the point of view of high-energy physics. For example, the energy momentum

tensor is not in their spectrum of local operators. However, long-range models are interesting models

for statistical and mathematical physics (and more [139]), and they display several interesting features

from a theoretical standpoint, justifying a long history of investigations. Most strikingly, such models

admit phase transitions there where they are forbidden in their short-range analogs, for example in

dimension d = 1, as proved for the long-range Ising model by Dyson [140]. Moreover, their critical

exponents depend on ζ, thereby defining one-parameter families of universality classes [141]. Tuning

this parameter, one can study, at fixed dimension, interesting phenomena such as the transition at

some ζ? < 1 from a long-range to a short-range universality class [142–149], or construct rigorous

results [150–156]. For other applications and references we refer to recent works such as [157–162].

From a technical point of view, long-range models have advantages and disadvantages. On the

challenging side, the computation of Feynman integrals is typically more complicated than in the short-

range case, and indeed only recently we computed critical exponents for long-range quartic multiscalar

models at three loops [163], while in the short-range case similar computations are available at seven

loops [164]. One advantage of choosing a long-range model is instead that we can render the quartic

interactions marginal (in the RG sense) in any dimension by choosing ζ = d/4, so that ∆φ = d/4.

This can fact can be exploited for rigorous RG studies in integer dimension [152, 153, 156], and it is

also our main reason for considering a long-range version of the O(N)3 model.

Partially inspired by [165], where a long-range version of the SYK model was considered, a long-

range version of the CTKT model was introduced in [75]. The model has the same potential (2.1.10),

but in the free part of the action one chooses ζ = d/4, a value that corresponds to the transition point

between mean-field and non-trivial long-range behavior.5

2Notice that the covariance and its inverse are simply related by mapping ζ to −ζ, which is an advantage of the

chosen normalization. From a CFT perspective, this means that the inverse covariance has the interpretation of two-

point function for the shadow operator (e.g. [137]), with a consistent normalization.
3The ζ → 1 limit of the right-hand side of (4.1.4) should be understood in the distributional sense, giving C−1(x, y) =

−∂2
xδ(x− y).
4Notice that in most of the literature a different notation is used for the power of the Laplacian, with ζ ≡ σ/2.
5Mean field behavior for the long-range Ising model (N = 1) with ζ < d/4 has been proved in [151].
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4.2 Melonic Schwinger-Dyson equations

As we have seen in the previous chapter, the melonic limit allows us to write in closed form the 2PI

effective action, and from it derive closed Schwinger-Dyson (SD) equations for the two- and four-point

functions, that otherwise are usually known only perturbatively. We will review here such equations

for d > 1.

Let us rewrite the general expression for the 2PI effective action (3.1.21) at φ = 0, which will

contain enough information in the symmetric phase of the model:

Γ[G] =
1

2
Tr
[
C−1G

]
+

1

2
Tr[lnG−1] + Γ2[G] . (4.2.1)

In this chapter, we will slightly change notation with respect to Sec. 3.1, as we will use a boldface

index a for an O(N)3 triplet of indices abc, while writing separately the dependence on spacetime

points. For example, for the first term in Γ[G] we have

Tr
[
C−1G

]
≡
∫
x,y

(C−1)a,a′(x, y)Ga′,a(y, x) =

∫
x,y

C−1(x, y)Gabc,abc(y, x) , (4.2.2)

where in the last step we used the fact that our free covariance is diagonal in the tensor indices. The

two traces in (4.2.1) represent the classical and one-loop parts of the effective action, while Γ2[G]

contains all the contributions from higher-loop 2PI diagrams, as explained before.

In the symmetric phase, the full two-point function is diagonal in the tensor indices:

Ga,b(x, y) = G(x, y) δa,b , (4.2.3)

hence Tr
[
C−1G

]
= N3

∫
x,y

(C−1)(x, y)G(y, x). Similarly, the one-loop trace in (4.2.1) will also be of

order N3. Furthermore, as the propagator has the same index structure as in the free theory, the

counting of factors of N is the same as in the original perturbative expansion, and thus the result

(2.1.14) is still valid. Therefore, for any interacting part of the action as in (2.1.6), with ρb as in

(2.1.9), we have the following expansion:

Γ2[G] =
∑
ω∈N/2

Γ
(3−ω)
2 [G] , with Γ

(p)
2 [G] ∼ Np . (4.2.4)

Our case study: the quartic model. For the particular choice of action (2.1.10), which will be

our main focus, at leading order we have melon-tadpole diagrams. Imposing on such diagrams also

the 2PI condition drastically reduces the number of leading order diagrams to just five: a melon with

two tetrahedron bubbles (see Fig. 4.3), as in Sec. 3.4.1, and four figure-eight diagrams, three with one

of the pillow bubbles and one with the double-trace (Fig. 4.4). In addition, if we do not include a

mass term in the free part of the action, as we chose to do, we also need to add the one-loop diagram



4.2. MELONIC SCHWINGER-DYSON EQUATIONS 47

Figure 4.3: A vacuum 4-colored graph (left) built on two tetrahedron interactions, and the

corresponding melonic Feynman diagram (right).

Figure 4.4: The two type of vacuum 4-colored graphs (left and center) corresponding to the

figure-eight Feynam diagram (right), occurring at leading order in 1/N .

with one two-valent vertex.6 As a result, the 2PI effective action at leading order in 1/N is

Γ2[G] =
m2ζ

2

∫
x

Ga1a2a3,a1a2a3(x, x) +
λd

4N3

∫
x

(Ga1a2a3,a1a2a3(x, x))
2

+
λp

12N2

3∑
i=1

δaia′iδbib′i(
∏
j 6=i

δajbjδa′jb′j )

∫
x

Ga1a2a3,b1b2b3(x, x)Ga′1a′2a′3,b′1b′2b′3(x, x)

− λ2
t

8N3

∫
x,y

Ga1a2a3,b1b2b3(x, y)Ga1a′2a′3,b1b′2b′3(x, y)Ga′1a2a′3,b′1b2b′3(x, y)Ga′1a′2a3,b′1b′2b3(x, y) .

(4.2.5)

Notice that upon substitution of Ga,b by (4.2.3), we find that all the terms are indeed proportional

to N3:

Γ[G] = N3

(
1

2

∫
x,y

C−1(x, y)G(y, x) +
1

2

∫
x,y

ln(G−1)(x, y) +
m2ζ

2

∫
x

G(x, x)

+
λp + λd

4

∫
x

G(x, x)2 − λ2
t

8

∫
x,y

G(x, y)4

)
.

(4.2.6)

Strikingly, at leading order in 1/N we can write the full 2PI effective action in closed form. This is

another manifestation of the fact that the melonic limit of tensor models lies somewhere in between

6This might seem to contradict what we said before about Γ2[G] containing only higher loops. More precisely, such

statement holds if Sint[φ] includes only terms of order greater than two in φ, which in the present case is not true, as

we chose to treat the mass term as a perturbation.
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the planar limit of matrix models, for which a closed expression for the effective action is generally

not possible, and the cactus limit of vector models, for which a closed expression is possible [122,123],

but with a less interesting ultralocal structure at leading-order, identical to the first line of (4.2.5).

As anticipated, the melon contribution in the last line of (4.2.5) is bilocal, thus leading to different

physics than the vector model. This is an important feature of the melonic contributions, and it is

also at the heart of the most interesting aspects of the SYK model.

4.2.1 Melonic two-point function

The melonic SD equations for the two-point function of the short- and long-range quartic O(N)3

models have been studied in [56] and [75], respectively.

By plugging (4.2.5) into (3.1.23), and using (4.2.3), we find the melonic SD equation:

G−1(x, y) = C−1(x, y)− Σ(x, y)

= C−1(x, y) + δ(x− y)
(
m2ζ + (λd + λp)G(x, x)

)
− λ2

tG(x, y)3 .
(4.2.7)

The self energy Σ(x, y) has the graphical interpretation in Fig. 4.5.

2

t−

G

G

G

G

− (
d

)p +m

Figure 4.5: The self-energy Σ(x, y) in Eq. (4.2.7). External legs are drawn for pictorial purposes,

but they are actually amputated.

In momentum space this becomes:

G(p)−1 = C(p)−1 +m2ζ + (λp + λd)

∫
q

G(q)− λ2
t

∫
q1,q2

G(q1)G(q2)G(p+ q1 + q2) . (4.2.8)

The bare mass can be tuned to cancel with the tadpoles and the melon contribution at p = 0. Then,

for C(p)−1 = p2 (i.e. for ζ = 1), a simple power counting argument indicates that the solution admits

two regimes [56]: a free scaling regime in the ultraviolet G(p)−1 ∼ p2 (with C(p)−1 dominating over

the self-energy), and an anomalous scaling regime in the infrared G(p)−1 ∼ pd/2 (with the self-energy

dominating over C(p)−1). Choosing instead, as in [75], ζ = d/4 to match the infrared conformal

behavior, one finds the same scaling behavior for all p. In fact, with C(p)−1 = pd/2 and the bare mass

tuned at criticality, the Schwinger-Dyson equation is formally solved by G(p) = Zp−d/2, as can be

naively seen by plugging it into (4.2.8),

1

Z p
d/2 = pd/2 − λ2

tZ3

∫
q1,q2

1

q
d/2
1

1

q
d/2
2

(
1

(p+ q1 + q2)d/2
− 1

(q1 + q2)d/2

)
, (4.2.9)

and noticing that the double integral (which we call the melon integral) gives, after a rescaling of q1

and q2 by |p|, a global |p|2d−3d/2 = |p|d/2. Differently from the ζ = 1 case of [56], here there is only

one regime: Σ(p) and C(p)−1 are of the same order in p. However, the integrals in Eq. (4.2.8) are

divergent, thus we need regularization and renormalization. The full procedure is detailed in [75], and

we will not repeat it here. The final result of that analysis is that (4.2.9) is indeed satisfied in the
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limit in which cutoffs are removed, with Z satisfying the algebraic equation:7

Z = 1− λ2
t

1

(4π)d
Γ
(
1− d

4

)
d
4 Γ
(
3d4
) Z4 . (4.2.10)

It should be stressed that Z is finite for ζ = d/4 in d < 4, hence it is not a wave function renormal-

ization, but rather a function that resums all the melonic insertions in the propagator. In fact, the

quartic equation (4.2.10) is well known in combinatorics: it is the equation solved by the generating

function of 4-Catalan (or order-4 Fuss-Catalan) numbers, which count rooted quaternary trees. That

is, the series expansion of Z is

Z(λt) =
∑
n≥0

1

4n+ 1

(
4n+ 1

n

)
κn , κ = −λ2

t

1

(4π)d
Γ
(
1− d

4

)
d
4 Γ
(
3d4
) . (4.2.11)

The appearance of 4-Catalan numbers can be easily understood. In fact, since the subtracted

melon integral with propagators C(p) = p−d/2 is equal to κ pd/2, any melonic insertion (i.e. insertion

of a basic melon diagram in an edge) in a diagram γ has the simple effect of multiplying the amplitude

of the original diagram by a factor κ. Therefore, the problem of summing all the perturbative melonic

two-point diagrams reduces to a known combinatorial problem, whose solution is captured by the

generating function of Fuss-Catalan numbers, because of the existing bijection between melonic two-

point diagrams and rooted trees [35].

From the known properties of the Fuss-Catalan generating function, we know that the series

(4.2.11) has a finite radius of convergence in κ, fixed by a singular point at κc = 33/44 ' 0.105,

reached at a purely imaginary value of λt,

λ2
t,c = −33

44

d(4π)dΓ
(
3d4
)

4 Γ
(
1− d

4

) , (4.2.12)

with the following singular behavior:

Z(λt) ≈
κ→κ−c

1

3

(
4−

√
8

3

√
1− κ

κc

)
. (4.2.13)

It is also helpful to solve equation (4.2.10) in terms of the effective coupling

gt = λtZ(λt)
2 . (4.2.14)

The rescaling by the square of the 4-Catalan function is an effective way of resumming the melonic

two-point functions and absorbing their contribution in the coupling: once we switch to the coupling

gt, we only have to consider skeleton diagrams with no melonic insertions, and with C(p) = p−d/2 as

propagator. In terms of the effective coupling, the solution of (4.2.10) reads

Z = 1− g2
t /g

2
c,+ , g2

c,+ =
d(4π)dΓ

(
3d4
)

4 Γ
(
1− d

4

) = −λ
2
t

κ
. (4.2.15)

For real coupling, λt as a function of gt blows up at gt = gc,+. For imaginary λt, and thus imaginary

gt, Z stays finite and positive, but becomes nonanalytic at the critical value λ2
t = λ2

t,c = −κcg2
c,+.

Since at such critical point we have Z = 4/3, we find that the relation between gt and λt ceases to be

invertible at g2
t = −g2

c,− = − 1
3g

2
c,+.

7Notice that because of the subtraction of the divergent term in (4.2.9), the melon integral, which naively would

have seemed positive, gives a negative result for d < 4.
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4.2.2 Melonic four-point kernel

The fact that, as anticipated, the melonic limit leads to a four-point function made of ladder diagrams

has been first noticed and exploited in the context of the SYK model [49], and later used in higher

dimensions in [56,70,71]. As we elaborated in a series of papers [75,116,166], this can be conveniently

framed within the 2PI formalism.

The starting point is another important equation satisfied by the 2PI effective action, satisfied by

its second derivative with respect to G:∫
u,v

F(a,b);(c,d)(x, y, u, v)
δ2Γ

δGcd(u, v)δGmn(w, z)
= Iab;mn(x, y, w, z) , (4.2.16)

where we have introduced the projector on symmetric bilocal matrices

Iab;mn(x, y, w, z) =
1

2
(δamδbnδ(x− w)δ(y − z) + δanδbmδ(x− z)δ(y − w)) , (4.2.17)

and the forward four-point function, i.e. the four-point function connected and 1PI in the s-channel

(12→ 34):

F(a,b);(c,d)(x, y, w, z) = 〈φa(x)φb(y)φc(w)φd(z)〉 − 〈φa(x)φb(y)〉 〈φc(w)φd(z)〉

−
∫
u,v

〈φa(x)φb(y)φe(u)〉G−1
ef (u, v) 〈φf (v)φc(w)φd(z)〉

(4.2.18)

Notice that if the expectation values here are evaluated without source term in the functional integral,

then (4.2.16) holds for G on shell, i.e. for G that solves the SD equation.

We gave a proof of (4.2.16) in the case of vanishing one-point and three-point functions 〈φφφ〉 in

the previous chapter, see (3.1.18). The general case can be proved diagrammatically, or by the type

of relations in footnote 11 of [12].

On the other hand, using (4.2.1), we find:

δ2Γ

δGab(x, y)δGmn(w, z)
=

1

2

∫
u,v

G−1
ac (x, u)G−1

bd(y, v) (I−K)cd;mn (u, v, w, z) , (4.2.19)

where we introduced the four-point kernel K, also known as Bethe-Salpeter kernel,

Kab;mn(x, y, w, z) =

∫
u,v

Gac(x, u)Gbd(y, v)
δΣm,n(w, z)

δGcd(u, v)
. (4.2.20)

Combining (4.2.16) and (4.2.19), we obtain:

F(a,b);(m,n)(x, y, w, z) =

∫
u,v

(I−K)
−1
ab;cd (x, y, u, v) (Gcm(u,w)Gdn(v, z) +Gcn(u, z)Gdm(v, w)) .

(4.2.21)

This is a general equation, as we have not made any approximation so far, and it has a nice graphical

interpretation, generalizing the type of expansion of Fig. 3.1 to the four-point function. Indeed, it is

stating that since Fs is 1PI in the s-channel, it can be written as a sum of ladders whose rungs are

2PI in the s-channel, i.e. as a geometric series in the Bethe-Salpeter kernel, see Figure 4.6.

Going back to our quartic O(N)3 model, in the large-N limit the 2PI effective action is given

explicitly from (4.2.1) and (4.2.5), hence by taking derivatives we find an explicit expression for the

four-point kernel. Going on shell, i.e. using the symmetric ansatz (4.2.3), the inversion of the tensor

structure in I−K can also be performed explicitly, after recognizing that K can be decomposed in a
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=- - + + + . . .

Figure 4.6: Graphical representation of F , combining (4.2.18), on the left-hand side, with

(4.2.21), on the right-hand side. The grey disks with four and three legs represent the full

four-point and three-point functions, respectively, while a grey rectangle, together with the

two edges to its left, represents the Bethe-Salpeter kernel K. For simplicity we have omitted

the graphs with crossed edges on the right.

sum of orthogonal projectors:

Kab;cd(x1, x2, x3, x4) = G(x1, x3)G(x2, x4)
(
λ2
t G(x3, x4)2 − λ1δ(x3 − x4)

)
P̂

(1)
ab;cd

+G(x1, x3)G(x2, x4)
(

3λ2
t G(x3, x4)2 − λ2δ(x3 − x4)

)
P̂

(2)
ab;cd

≡ K1(x1, x2, x3, x4)P̂
(1)
ab;cd +K2(x1, x2, x3, x4)P̂

(2)
ab;cd .

(4.2.22)

where we have introduced the couplings λ1 = λp/3 and λ2 = λd + λp, and the orthogonal projectors8

P̂
(1)
ab;cd = 3(δ̂pab;cd − δ̂dab;cd) , P̂

(2)
ab;cd = δ̂dab;cd . (4.2.23)

in terms of the rescaled operators

δ̂pab;cd =
1

N2
δpab;cd , δ̂dab;cd =

1

N3
δdab;cd , (4.2.24)

with

δpab;cd =
1

3

3∑
i=1

δaiciδbidi
∏
j 6=i

δajbjδcjdj , δdab;cd = δabδcd . (4.2.25)

As a consequence, we can resolve the index structure of (4.2.21):

F(a,b);(c,d)(x, y, w, z) =

∫
u,v

(I−K1)
−1

(x, y, u, v)
(
G(u,w)G(v, z)P̂

(1)
ab;cd +G(u, z)G(v, w)P̂

(1)
ab;dc

)
+ P̂

(2)
ab;cd

∫
u,v

(I−K2)
−1

(x, y, u, v) (G(u,w)G(v, z) +G(u, z)G(v, w)) .

(4.2.26)

Expanding (I−Ki)
−1 as a geometric series in Ki, for i = 1, 2, one recognizes that (4.2.26) expresses

the four-point function as a sum over a mixture of ladder and chain diagrams, built on the building

blocks represented in Fig. 4.7. For λt = 0 we would have the typical chain diagrams of vector models,

while for λp = λd = 0 we would have pure ladder diagrams (see Fig. 4.2). When all couplings are

turned on, we have in general a ladder inside each bubble.

Clearly, the expansion of (4.2.26) in powers of Ki is a useful way to understand and generate the

perturbative expansion of the four-point function, hence it is useful for the purpose of renormalization

[75,167]. For example, we can write the all-order relation between the coupling λ1 and its renormalized

counterpart g1, in the following way.

First, we define the renormalized coupling as

g1 = Z2Γ(4;1)(0, 0, 0, 0) , (4.2.27)

8This corresponds to the traceless-trace decomposition in the intermediate field representation of the pillow and

double-trace interactions [84].
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K = ��p ��d +3�2
2 t

Figure 4.7: Graphical representation of the kernel K2 in (4.2.22). Solid lines represent full

two-point functions, while dashed lines represent amputated external legs. The first two terms

are based respectively on pillow and double-trace vertices while the last one is based on a pair

of tetrahedral vertices.

where we introduce the (traceless) pillow part of the proper (i.e. 1PI) vertex Γ(4) at vanishing external

momenta.9 In the present case, Γ(4) is simply minus the amputated connected four-point function,

and in order to write the connected four-point function, we just have to subtract one more term from

the forward four-point function F , that is, the one represented by the first diagram on the right-hand

side of Fig. 4.6. We thus schematically have

Γ(4;1)P̂1 + Γ(4;2)P̂2 = −G−1G−1 K

1−K , (4.2.28)

where the G−1G−1 prefactor amputates the external legs on the left (K is already amputated on the

right), and the K in the numerator accounts for the subtraction of the disconnected term.

Next, we notice that the amplitude of any four-point diagram factors on the one-vertex irreducible

(1VI) components : A(G) = A(G1) . . . A(Gq). A diagram is called one-vertex reducible (1VR) if it

disconnects into two nontrivial diagrams (i.e diagrams having internal vertices) by cutting a vertex

(see Fig. 4.8), and 1VI if it has no such vertex. As there are no two-point subdiagrams (we are using

the full propagator, which we implement by allowing no melonic insertions and using the effective

tetrahedron coupling gt, (4.2.14)), any 1VR four-point chain-ladder diagram disconnects into two

four-point diagrams by cutting a pillow or double-trace vertex “vertically” and adding a pair of

external edges on each resulting “half vertex”. We write G = G1G2. By this procedure, any four-point

chain-ladder diagram can be decomposed as a chain G = G1 . . .Gq where Gi are 1VI.

Figure 4.8: One vertex reducible graph. We represented in dashed red the amputated external

edges.

We classify the 1VI diagrams into three families:

• The pure ladders depicted in Fig. 4.9 consisting in a nonempty sequence of vertical ladders with

tetrahedral vertices gt. We denote Ur the amplitude of the ladder diagram with r rungs. The

sum over the ladders is:

U(gt) =
∑
r≥1

g2r
t Ur . (4.2.29)

9Notice that this is a non-minimal subtraction scheme, for a discussion of minimal subtraction for this model,

see [167].
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Figure 4.9: The pure ladders U1, U2 and U3.

• The “v-ladders” or caps, that is ladders having a blue bare vertex at one end, depicted in

Fig. 4.10. They consist in a blue bare vertex followed by a nonempty sequence of vertical ladder

rungs with tetrahedral vertices. We denote Sr the amplitude of the cap with r rungs. The sum

over the caps is:

S(gt) =
∑
r≥1

g2r
t Sr . (4.2.30)

Figure 4.10: The caps S1, S2 and S3.

• The “vv-ladders” or double caps having a blue bare vertex at each end, depicted in Fig. 4.11.

They consist in a blue bare vertex followed by a possibly empty sequence of vertical ladder rungs

with tetrahedral vertices, followed by a blue bare vertex. We denote Tr the amplitude of the

double cap graph with r rungs (and the graph itself also Tr). The sum over the double caps is:

T (gt) =
∑
r≥0

g2r
t Tr . (4.2.31)

Figure 4.11: Some double caps.

Observing that in the generating functions S(g) and T (g) we have not included any coupling constants

for the blue vertices, and by counting the number of reducibility vertices in a diagram, the bare series

is simply:

g1 =− U(gt) + λ1Z2
[
1 + S(gt)

][∑
q≥0

(−λ1Z2)q
∑

r1,...rq≥0

q∏
i=1

g2ri
t Tri

][
1 + S(g)

]
=− U(gt) + λ1Z2

[
1 + S(gt)

]2
1 + λ1Z2T (gt)

.

(4.2.32)

A similar expression holds for g2 as a function of λ2, after replacing g2
t by 3g2

t . Notice that at gt = 0

only T0 is non-vanishing, and thus we recover the usual resummation of chain diagrams, as in the

large-N limit of the vector O(N) model.

Of course the amplitudes Ur, Sr and Tr need UV regularization, as well as IR regularization, due

to the definition at vanishing external momentum. One can use a momentum cutoff [75] or an analytic

regularization, deforming ζ = d/4 → (d + ε)/4 [167]. We refer to the original papers for details and

explicit computations.



54 CHAPTER 4. MELONIC CFTS

Even more interestingly, if we were able to evaluate expression (4.2.33) without expanding it at

small couplings, then we would have access to a nonperturbative result, that is, a resummation of all

the four-point diagrams that are leading-order in 1/N . As we will review in Sec. 4.4, it turns out

that this is possible in the conformal limit, i.e. at the RG fixed points, and that this allows us to

compute nonperturbatively the spectrum of operators appearing in the operator product expansion

(OPE) of two fundamental fields. In this respect, we will mostly concentrate on the expression for the

double trace of F , which is useful in the determination of the spectrum of bilinear singlet operators.

By taking a double trace on the forward four-point function, only the P̂ (2) projector contributes, and

thus we find

F(a,a);(c,c)(x, y, w, z) = N3

∫
u,v

(I−K2)
−1

(x, y, u, v) (G(u,w)G(v, z) +G(u, z)G(v, w)) . (4.2.33)

4.3 Melonic fixed points

As we discussed, the SD equation (4.2.8) admits scaling solutions, either asymptotically in the UV or IR

(for ζ = 1), or at all scales (for ζ = d/4). However, the additive mass renormalization that was used for

the two point function (plus wave function renormalization in the short-range case) is not sufficient to

cure the divergences appearing in the 4-point functions, hence we need also coupling renormalization.

Scaling invariance (and likely conformal invariance) for the full theory will be achieved only at a fixed

point of the renormalization group. This section is devoted to reviewing what we know so far about

fixed points for the quartic O(N)3 model (2.1.10).

4.3.1 Fixed points à la Wilson-Fisher

We first review the status of short-range models, that is, models with free covariance (4.1.4) with

ζ = 1. The tensor structure is irrelevant for the standard power counting, which is then the same

as for ordinary scalar field theory. Therefore, we know that the critical dimension of quartic models

is dc = 4, while for sextic models is dc = 3, and so on. In this case, fixed points will be found by

dimensional continuation below the critical dimension, as in the classical Wilson-Fisher fixed point [6].

That is, fixed points are found at small ε in dimension d = 4− ε for the quartic model, and so on.

The short-range model with interaction (2.1.10) was studied first in d > 0 (without pillow and

double trace terms) by Klebanov and Tarnopolsky in [56], where the scaling solution for the two-point

function was discussed. Soon after, Giombi, Klebanov and Tarnopolsky in [71] developed further such

analysis and studied the system of beta functions for the full set of quartic interactions, using the

results of [168] for a theory of scalar fields with a generic quartic potential. At leading order in 1/N ,

and at cubic order in the couplings (i.e. at two loops) the beta functions have the following expression:

βt = −εgt + 2g3
t , (4.3.1)

βp = −εgp +

(
6g2
t +

2

3
g2
p

)
− 2g2

t gp , (4.3.2)

βd = −εgd +

(
4

3
g2
p + 4gpgd + 2g2

d

)
− 2g2

t (4gp + 5gd) , (4.3.3)

where we denote by gi, with i = t, p, d, the renormalized couplings, rescaled by (4π)2.

The beta function of gt depends only on gt itself, and it is entirely due to the wave function

renormalization. That is, the tetrahedron coupling receives no vertex corrections at leading order in
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1/N ; this facts holds at all loop orders [75], as can be understood by analyzing the structure of the

four-point function (4.2.26), which projects on the subspace spanned by the pillow and double-trace

interactions.

Notice also that the double-trace coupling only enters in its own beta function. This can in part be

understood as follows: setting gt = gp = 0 we obtain a vector model in disguise, with O(N3) invariance.

Such enhanced symmetry prevents the generation of the pillow and tetrahedron interactions if they

are initially absent, hence there cannot be pure gd terms in their beta functions. That there are

also no mixed terms involving gd, at any loop order, can again be understoof from the structure of

the four-point function (4.2.26), as the kernel K1 contributing to the renormalization of the pillow

interaction is independent of the double-trace coupling.

The beta functions (4.3.1) admit several fixed points: the trivial one, the O(N3) Wilson-Fisher

fixed point, two Wilson-Fisher-like with gt = 0 but non-zero pillow, and lastly eight non-trivial fixed

points with gt 6= 0, i.e.

g∗t = ±
√
ε/2 , g∗p = ±3 i

√
ε/2 , g∗d = ∓ i(3±

√
3)
√
ε/2 , (4.3.4)

where for the global sign of g∗d the choice is synchronized with that for g∗p. It is the latter fixed points

that we call melonic, as only for non-zero tetrahedron coupling we have melonic diagrams at large-N .

The critical exponents (i.e. the eigenvalues of the stability matrix Bab = ∂gaβb|g=g∗) of the melonic

fixed points are

{ 2ε , ±2 i
√

2ε , ±2 i
√

6ε } , (4.3.5)

with corresponding right-eigenvectors in {gt, gp, gd} space (at leading order in ε)

{ (1, 0, 0) , (± i 3, 1, 0) , (± i
√

3, 1, 1) } . (4.3.6)

The first exponent is real positive, that the fixed points are all IR-stable under perturbations of the

tetrahedron coupling. However, the other two exponents are purely imaginary, meaning that in the

(complex) space defined by the other two eigendirections the trajectories circle around the fixed point

without ever reaching it.

Moreover, the complex critical exponents mean that the fixed-point theory has operators of complex

dimension, hence it is non-unitary and, as we will discuss later, unstable.

The appearance of an instability is not unexpected, as the tetrahedron invariant is not positive

definite. However, the unstable potential does not prevent the theory to be defined perturbatively,

and in principle in the large-N limit the instability of the potential might be invisible (in d = 0

this is very familiar, as critical points of matrix models are usually found at the “wrong” sign of the

coupling [112]). The above result shows that this is not the case for such type of melonic fixed point,

as the imaginary part of the scaling dimensions is not suppressed at large N .

Notice that the melonic fixed points above are real, with real exponents, for ε < 0, i.e. above the

critical dimension. However, in such case the tetrahedron is always a relevant perturbation, that is,

the fixed point is UV attractive. Moreover, complex dimensions reappear for d > 4.155 [71].

4.3.2 Lines of fixed points in long-range models

In the long range model, with ζ = d/4 and d < 4, the kinetic term is nonlocal, and thus one

finds that there is no wave function renormalization. As we explained above, at large N , the wave

function renormalization is the only possible reason for a renormalization group flow of the tetrahedron

coupling, as this receives no radiative correction at leading order; therefore, in the long-range case



56 CHAPTER 4. MELONIC CFTS

one finds that the tetrahedron coupling is exactly marginal at large-N . As a consequence, we can

consider d smaller and not close to 4, for example d = 3 or d = 2, while still having the luxury of a

small parameter, which this time is the marginal coupling gt. The combination of large-N and small

gt gives full control on the fixed points of the theory in any d < 4.

Surprisingly, it turns out that the fixed points and their critical exponents, as well as the scaling

dimensions, and as we will see later also other CFT data, are all real at small gt, if one chooses

the latter to be purely imaginary [75, 167, 169]. Notice that since the tetrahedron invariant is not

positive definite, the choice of imaginary coupling is almost10 mandatory from the point of view of a

non-perturbative finite-N functional integral, and it is also reminiscent of the Lee-Yang model with

an iλφ3 interaction [170, 171]. It has been argued (see for example [172] and references therein) that

in the case of a model with just a cubic interaction the instability and its related problems can be

avoided by taking an imaginary coupling [173], or by taking special limits, such as the n→ 0 limit of

the (n+ 1)-state Potts model [174], as in the percolation problem [175]. The large-N limit, can have

a similar effect, at least near the upper critical dimension and for small imaginary coupling, as we will

see below.

Defining the couplings λ1 = λp/3, λ2 = λp+λd as in (4.2.22), and λ = − iλt, the beta functions of

the respective renormalized couplings g1 and g2 decouple, and as a consequence of the bare expansion

(4.2.32), they can be written as

βg1 = βg0 − 2βg1 g1 + βg2 g
2
1 ,

βg2 = β
√

3g
0 − 2β

√
3g

1 g2 + β
√

3g
2 g2

2 , (4.3.7)

where βg0 , β
g
1 and βg2 are power series in g2, with g = − i gt = − iλtZ(λt)

2 and Z(λt) given in

(4.2.11). Notice that the fact that the beta functions are quadratic polynomials in gi is not due to

an approximation, it is instead the full result at large N , with the contribution of diagrams with

arbitrarily large number of loops being contained in the g-dependent coefficients.

At lowest order in g, the coefficients are

βg0 = − 2

(4π)d/2Γ(d/2)
g2 +O(g4) ,

βg1 = − 2

(4π)dΓ(d/2)2

[
ψ(1) + ψ(d/2)− 2ψ(d/4)

]
g2 +O(g4) , (4.3.8)

βg2 =
2

(4π)d/2Γ(d/2)
+O(g2) ,

where ψ(z) denotes the digamma function.

The beta function βg1 admits two fixed points:

g1± =
βg1 ±

√
(βg1 )2 − βg0βg2
βg2

= ±
√
g2 +O(g2) , (4.3.9)

and the beta function βg2 admits two fixed points of the same form, with g2 → 3g2. The corresponding

critical exponents are

β′g1(g1±) = ±2
√

(βg1 )2 − βg0βg2 = ±
√
g2

4

(4π)d/2Γ(d/2)
+O(g3) , (4.3.10)

10As argued in [92], one could in principle choose the pillow and double-trace (full) couplings sufficiently larger than

the tetraehedron one, such that the whole potential is bounded from below. However, in the large-N limit the positivity

constraint of [92] is violated, because at fixed ’t Hooft couplings the tetrahedron term is enhanced by a factor N1/2 and

N3/2 with respect to pillow and double-trace, respectively.
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β′g2(g2±) = ±2

√
(β
√

3g
1 )2 − β

√
3g

0 β
√

3g
2 = ±

√
3g2

4

(4π)d/2Γ(d/2)
+O(g3) , (4.3.11)

which are real for g ∈ R, i.e. λt purely imaginary. Hence, the model has four fixed points in total,

each of them actually defining a line parameterized by g in the {g1, g2} plane. One of them, namely

{g1+, g2+}, is IR stable, one is UV stable, and two are saddles (see Fig. 4.12). For g → 0, they all

merge into the trivial fixed point: for g = 0, non-trivial fixed points can only be obtained by moving

away from marginality (i.e. by taking 4ζ − d = ε > 0).

(g1+, g2+)

(g1+, g2−)

(g1−, g2+)

(g1−, g2−)

(0, 0)
+

Figure 4.12: Trajectory between the fixed points in the space (g1, g2). The red dot is the IR

stable fixed point.

4.3.3 Subleading orders in 1/N

While the large-N limit provides on its own an interesting toy CFT to play with, in order to use the

1/N expansion as an approximation scheme, it is essential to understand how subleading corrections in

1/N affect the leading-order results. From both general experience, and simple inspection of diagrams

that can provide radiative corrections to the tetrahedron interaction, we expect that the lines of fixed

points will collapse to (potentially empty) set of isolated fixed points. This expectation has been

verified and studied in [176].

It turns out that in the long-range quartic O(N)3 model, sticking to ζ = d/4, all the lines of fixed

points collapse to the trivial fixed point. In order to find a precursor of the leading order melonic

fixed points, one thus has to let ζ = (d + ε)/4 and allow ε > 0. Actually, naively turning on ε does

not help, as it contributes to the tetrahedron beta function with a term −εg̃, that being the only

term of order N0, leads to a trivial fixed point g̃? = 0 already at leading order. In order to get some

guidance, it is instructive to consider a fictitious single-coupling beta function; the situation we have

in the long-range model, at ε > 0 and at next-to-leading order in 1/N , is captured by a beta function

of the form −εg+ g2/N . Its fixed points are the trivial one, and g? = Nε, which goes to infinity if we

take N → ∞ at fixed ε. The problem is resolved by specifying how small should ε be in comparison

to 1/N . In particular, it is clear that we now need Nε� 1. In other words, we should move the −εg̃
term to the first non-trivial order in 1/N , by setting

ε =
ε̃

N
, (4.3.12)

and expanding in 1/N first, and then in ε̃.

While at leading order an imaginary tetrahedron coupling leads to four stable fixed lines of real

pillow and double-trace couplings, going up to next-to-leading non-trivial order for all the beta func-

tions fixes all the couplings to eight isolated fixed points, having the same reality properties as before
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at leading order, but the opposite one at subleading order (i.e. real tetrahedron and purely imaginary

pillow and double-trace corrections). As with the fixed point values, we have that also for the critical

exponents what was real at leading order gets an imaginary part at subleading order. More precisely,

we have

β′1(g̃?) =
1

3

(
ε̃− α

6
ε̃2
)
± 2i

3N1/2

(
ε̃− α

2
ε̃2
)

+O(ε̃3, N−1) ,

β′2(g̃?) =
1√
3

(
ε̃− α

6
ε̃2
)
± 2i√

3N1/2

(
ε̃− α

2
ε̃2
)

+O(ε̃3, N−1) ,
(4.3.13)

where α is a constant resulting from a two-loop integral, and the combination (ε̃− α
6 ε̃

2) is essentially

the value of the tetrahedron coupling g̃ at the fixed point.

A similar analysis can be done also for the short-range model [176]. In this case, we need to assume

εN2 � 1. To this end, we set:

N = Ñ/
√
ε , (4.3.14)

and we expand beta functions, fixed points and critical exponents in 1/Ñ first, and only afterwards

in ε. It turns out that the complex fixed points found in [71] persists at subleading orders in 1/N .

Importantly, the order Ñ−1/2 corrections to the critical exponents are zero, but the order Ñ−1 endow

them with a real part, meaning that the fixed point is infrared stable. The situation is thus similar to

the long-range model, but in this case it is the real part of the critical exponents which is suppressed

in 1/N , rather than the imaginary part; therefore, while the two models have probably qualitatively

similar behavior at finite N , it is only in the long-range case that a real and unitary CFT arises in

the strict large-N limit.

4.4 Conformal methods and results

As argued in [167], following the footsteps of [157], the fixed-point of the long-range O(N)3 model is

not only scale invariant, as any fixed-point theory should be, but also conformally invariant. Although

this symmetry enhancement is rather common, there is no general proof, except in two dimensions [3]

(see also the review [4]), and under assumptions which include unitarity and locality. As the long-range

O(N)3 model is clearly non-local, and (likely) unitary only at large N , the statement of conformal

invariance is not obvious.

In [167], in order to tackle such question, we adapted to our model the methods of [157], where

a proof of conformal invariance was given to all orders in perturbation theory for the infrared fixed-

point of the long-range Ising model with propagator C(p) = 1/p(d+ε)/2. Most of that proof is built on

standard ideas (e.g. from [177]), except that the non-local propagator of the long-range model implies

the absence of a local energy-momentum tensor. To overcome this obstacle, the main idea is to use the

Caffarelli-Silvestre trick [178] of localizing the kinetic term by means of an embedding of the theory in

d+p dimensions, with p = 2− (d+ε)/2. The argument goes through also in our case, with some small

modifications: we are interested in ε = 0, and we must deal with multiple quartic interactions which

mix under renormalization. At the end we conclude that, at the fixed-point of our O(N)3 model, the

n-point functions of fundamental fields are conformal invariant. The next step would be to generalize

the above result to correlators of composite operators. A possible strategy, starting from correlators

of fundamental fields and using an operator-product expansion to generate the composite fields, is

sketched in [157], but has not been pursued further in our case. However, explicit computations of
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some correlators of quadratic and quartic composite operators corroborate the statement that the

theory is indeed conformal invariant [167].

Having conformal invariance at the fixed point allows us to borrow some powerful machinery from

conformal field theory, and in particular from the representation theory of the conformal group, as we

will review in the following subsections.

4.4.1 Basics of conformal partial wave expansion

We provide here some important formulas and background on the conformal partial wave expansion

used to give nonperturbative meaning to the right-hand side of (4.2.26). The main results on conformal

partial waves have been derived by Dobrev et al. in [179–181], and largely revived in recent years

[137, 182–184].11 Here we mostly follow the notation of [166], where a more general and detailed

review can be found.

The main point is that, in the conformal limit, the Bethe-Salpeter kernel K(x1, x2, x3, x4) of scalar

fields of dimension ∆ admits eigenfunctions with the structure of a conformal three-point function of

the type:

〈φ∆(x3)φ∆(x4)Oµ1···µJ
h (x0)〉cs =

Sµ1···µJ
ν1···νJ Zν1 · · ·ZνJ

|x34|2∆−h|x30|h|x40|h
, (4.4.1)

where Sµ1···µJ
ν1···νJ is the projector on the symmetric-traceless part of rank-J tensors, xij = xi − xj and

Zµ =
|x30||x40|
|x34|

(
xµ30

|x30|2
− xµ40

|x40|2
)
. (4.4.2)

The eigenvalue equation reads∫
x3x4

K(x1, x2, x3, x4) 〈φ∆(x3)φ∆(x4)Oµ1···µJ
h (x0)〉cs = k(h, J) 〈φ∆(x1)φ∆(x2)Oµ1···µJ

h (x0)〉cs .

(4.4.3)

The subscript “cs” stands for conformal structure, meaning that the three-point function is just a

notation for the structure on right-hand side of (4.4.1). In particular, there is no structure constant,

and the operator Oµ1···µJ
h (z), of conformal dimension h and in the spin-J symmetric-traceless repre-

sentation of the spacetime rotation group O(d), is in general not part of the spectrum of the CFT.

We denote φ∆(x) a generic scalar primary of dimension ∆, without introducing any flavor/color index

structure, which we assume to be already diagonalized, as for example in (4.2.22).

Multiplied by the following normalization factor (h̃ = d − h is the dimension of the shadow

operator [193])

N∆
h,J =

2(2∆+h+J)/2

(2π)d/2

(
Γ( h̃+J+2∆−d

2 )Γ(h+J+2∆−d
2 )

Γ( h̃+J−2∆+d
2 )Γ(h+J−2∆+d

2 )

)1/2
Γ(h+J

2 )

Γ( h̃+J
2 )

, (4.4.4)

the three-point functions (4.4.1) with fixed Re(∆) ∈ (d/4, 3d/4) form a complete and orthonormal

basis in an appropriate space of bilocal functions [179, 181], the basis elements being labeled by the

spin J ∈ N0, the position x0 ∈ Rd, and the scaling dimension h ∈ P+, where

P+ =

{
h
∣∣∣ h =

d

2
+ i r, r ∈ R+

}
, (4.4.5)

11These methods have been at the heart of a very active field in recent years, see for example their use with Mellin

amplitudes [185, 186], their application to the Sachdev-Ye-Kitaev (SYK) model [49, 70], to the bootstrap crossing

equations [187–190], and to the construction of an AdS/CFT map [191,192].
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labels the principal series representations of the Euclidean conformal group SO(d + 1, 1). More pre-

cisely, the space of bilocal functions V∆ can be defined as the space of smooth functions f(x1, x2) that

are square integrable with respect to the scalar product

(f1, f2) =

∫
x1...x4

f1(x1, x2)G−1(x1, x3)G−1(x2, x4)f2(x3, x4) , (4.4.6)

i.e. (f, f) < ∞, and satisfy the asymptotic boundary condition f(x1, x2) ∼ |x1|−2∆ for |x1| → ∞
and similar for |x2| → ∞. Here, we have assumed that the bilocal functions have no symmetry

under permutation of their two arguments, and we denoted G(x, y) = c(∆)/|x − y|2∆ the full two-

point function 〈φ∆(x)φ∆(y)〉 (conveniently normalized as in (4.1.4)). Similarly, we can introduce the

shadow space V∆̃ with its basis of three-point functions defined as above but with ∆ replaced by its

shadow ∆̃ = d−∆. Since the two-point function of φ∆ and that of φ∆̃ are the inverse of each other

(see (4.1.3)), we can write the analogue of the scalar product (4.4.6) for V∆̃ by replacing G−1 with G,

the two-point function of φ∆.

The relation between V∆ and V∆̃ can better be understood in terms of raising and lowering of

indices by the metric associated to the scalar product on them. Let us denote fx1x2 , with contravariant

indices x1, x2, the elements of V∆, signaling that f has dimension ∆ on each of its arguments. The

factor gx1x2;x3x4 = G−1(x1, x3)G−1(x2, x4) in the scalar product in (4.4.6) is a metric on V∆ with

covariant indices, that is with dimension ∆̃ = d − ∆ on each of its arguments. The inverse metric

is gx1x2;x3x4 = G(x1, x3)G(x2, x4) and the contraction on an index (integral over the position) has

dimension −d. The metric and its inverse allow one to lower respectively raise indices, i.e. map V∆

to its dual V∆̃. The mapping holds also for the basis elements:12∫
ddx3ddx4 C

−1(x1, x3)C−1(x2, x4) 〈φ∆(x3)φ∆(x4)Oµ1···µJ
h (x0)〉csN∆

h,J

= 〈φ∆̃(x1)φ∆̃(x2)Oµ1···µJ
h (x0)〉csN ∆̃

h,J .

(4.4.7)

The completeness relation, or resolution of the identity, reads

I(x1, x2, x3, x4) ≡ δ(x1 − x3)δ(x2 − x4)

=
∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J)N∆

h,JN ∆̃
h̃,J

Ψ∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) ,

(4.4.8)

where the equality holds in a distributional sense when acting from the left (integration over x3 and

x4) on V∆, or from the right (integration over x1 and x2) on V∆̃. We have introduced the Plancherel

weight

ρ(h, J) =
Γ(d2 + J)

2(2π)d/2J !

Γ(h̃− 1)Γ(h− 1)

Γ(d2 − h)Γ(d2 − h̃)
(h+ J − 1)(h̃+ J − 1) , (4.4.9)

and the conformal partial wave, defined as13

Ψ∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) =

∫
ddz 〈φ∆(x1)φ∆(x2)Oµ1···µJ

h (z)〉cs〈φ∆̃(x3)φ∆̃(x4)Oµ1···µJ
h̃

(z)〉cs .

(4.4.10)

12The three-point functions are not in V, as they are not integrable, but they form a basis in the continuous sense,

just like the Fourier basis does for L2(Rd).
13In the literature the same name has been often attributed to different objects appearing in this formalism, in

particular to what we call G∆i
h,J (xi) below (e.g. [5,194–196]), or to the (n− 1)-point function appearing in the expansion

of an n-point function in [180] (i.e. the eigenfunctions themselves for n = 4). We follow [137, 183, 184] in the choice of

naming.
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We notice that the product of normalization factors of the basis simplifies to

N∆
h,JN ∆̃

h̃,J
=

23d/2+J

(2π)d
. (4.4.11)

Any endomorphism E : V∆ → V∆ associated to a conformal kernel can be diagonalized by convo-

luting the kernel with the appropriate resolution of the identity, e.g.

E(x1, x2, x3, x4) =

∫
ddy1ddy2 E(x1, x2, y1, y2) I(y1, y2, x3, x4)

=
∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J) ΛE(h, J)N∆

h,JN ∆̃
h̃,J

Ψ∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) ,

(4.4.12)

where ΛE(h, J) is the eigenvalue of E , satisfying an equation similar to (4.4.3). Using the following

relation between the conformal partial waves and the conformal blocks Gh,J [183,195],

Ψ∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) =

(
− 1

2

)J (
Sh̃,J G

∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4)

+ Sh,J G∆,∆,∆̃,∆̃

h̃,J
(x1, x2, x3, x4)

)
,

(4.4.13)

with

Sh,J =
πd/2Γ(h− d

2 )Γ(h+ J − 1)Γ( h̃+J
2 )2

Γ(h− 1)Γ(d− h+ J)Γ(h+J
2 )2

, (4.4.14)

one can then write

E(x1, x2, x3, x4) =∑
J∈N0

(
− 1

2

)J ∫ d
2 +i∞

d
2−i∞

dh

2π i
ρ(h, J) ΛE(h, J)N∆

h,JN ∆̃
h̃,J

Sh̃,J G
∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) ,

(4.4.15)

where we used the symmetry of the measure factor ρ(h, J)N∆
h,JN ∆̃

h̃,J
under shadow reflection h → h̃

to extend the integration to negative imaginary parts and keep only one conformal block term.

Acting by convolution on the last two arguments of E(x1, x2, x3, x4) with the inverse metric, we

obtain an operator mapping V∆̃ to V∆, with a similar conformal partial wave expansion, except that

the ∆̃ arguments are replaced by ∆:∫
ddy3ddy4 E(x1, x2, y3, y4)G(y3, x3)G(y4, x4)

=
∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J) ΛE(h, J)N∆

h,JN∆
h̃,J

Ψ∆,∆,∆,∆
h,J (x1, x2, x3, x4)

=
∑
J∈N0

(
− 1

2

)J ∫ d
2 +i∞

d
2−i∞

dh

2π i
ρ(h, J) ΛE(h, J)N∆

h,JN∆
h̃,J

Sh̃,J G
∆,∆,∆,∆
h,J (x1, x2, x3, x4) .

(4.4.16)

In this case, the product of normalization factors has a ratio of gamma functions, with its own poles:14

N∆
h,JN∆

h̃,J
=

2(2∆+d/2+J)

(2π)d
Γ( h̃+J+2∆−d

2 )Γ(h+J+2∆−d
2 )

Γ( h̃+J−2∆+d
2 )Γ(h+J−2∆+d

2 )
. (4.4.17)

For E = I, (4.4.16), with ΛI(h, J) = 1, gives a conformal partial wave expansion of the inverse metric.

A similar expansion is obtained for the metric itself, replacing G with G−1 in the first line, and ∆

with ∆̃ in the expansion.

14These poles do not cross the principal series as long as ∆ > d/4. Similarly, the poles of N ∆̃
h,JN

∆̃
h̃,J

stay away from

h = d/2 for ∆ < 3d/4. Together, these two conditions explain the condition on ∆ mentioned below (4.4.4).
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In the case of symmetric bilocal functions,15 the completeness relation is of the same type, but

with contribution only from even spin:

Isymm(x1, x2, x3, x4) ≡ 1

2
(δ(x1 − x3)δ(x2 − x4) + δ(x1 − x4)δ(x2 − x3))

=
∑

J∈Neven
0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J)N∆

h,JN ∆̃
h̃,J

Ψ∆,∆,∆̃,∆̃
h,J (x1, x2, x3, x4) .

(4.4.18)

Non-normalizable contributions and OPE. In practical applications, such as those we en-

counter in the bulk in our long-range O(N)3 model, some of the hypotheses behind what we just

reviewed can be violated. Typically, we have two possible situations:

1. A four-point kernel E(x1, x2, x3, x4) with the correct conformal transformation might neverthe-

less not be an endomorphism on V∆ (or a map V∆̃ → V∆) because its action on an element

f ∈ V∆ (or f̃ ∈ V∆̃) leads to a function not satisfying the integrability condition associated to

the scalar product (4.4.6).

2. The scalar field dimension might lie outside the range (d/4, 3d/4). This is in particular the case

of the standard free theory (or the critical O(N) model at large N) with ∆ = d/2− 1 < d/4, for

d < 4.

In both cases, we can still use the conformal partial wave machinery, as long as we take care of

deforming the contour of integration over h, or isolating the non-normalizable contributions from the

four-point kernel [183]. We discuss here only the first case, for the second see [197].

The typical example of a four-point kernel which is not an endomorphism is a physical four-point

function of one scalar field φ whose s-channel OPE contains operators of dimension smaller than

d/2. The identity operator is one such operator and it is always present, hence we always need to

subtract the contribution that is disconnected in the s-channel, C(x1, x2)C(x3, x4), before applying

the expansion (4.4.16).16 Similarly, if the field φ has ∆ < d/2 and the three-point function with

itself is non-vanishing, then we need to subtract the contribution that is one-particle reducible in the

s-channel (the s-channel skeleton tree diagram). Interestingly, these are the same terms that we had

to subtract for the definition of the forward four-point function (4.2.18), appearing naturally in the

2PI formalism. From the expression (4.2.21), and remembering that since the Bethe-Salpeter kernel

is right amputated in the conformal limit it is an endomorphism on V∆ (or Vsymm
∆ ), we recognize an

expression of the type (4.4.16). Therefore, we can apply to F the expansion in the last line of (4.4.16),

and pushing the integration contour to the right, the integral is reduced to a sum over the residues at

the poles of the integrand (the poles of Λ(I−K)−1(h, J) being now the solutions of k(h, J) = 1):

F(x1, x2, x3, x4) =
∑
J∈N0

∫ d
2 +i∞

d
2−i∞

dh

2π i

µ∆(h, J)

1− k(h, J)
G∆,∆,∆,∆
h,J (x1, x2, x3, x4)

=
∑
m,J

c2m,J G∆,∆,∆,∆
hm,J ,J

(xi) ,

(4.4.19)

15The corresponding space Vsymm
∆ is defined as before, except that the metric needs also symmetrization: gsymm

x1x2;x3x4 =
1
2

(G−1(x1, x3)G−1(x2, x4) +G−1(x1, x4)G−1(x2, x3)).
16Convoluting G(x1, x2)G(x3, x4) with f(x3, x4) ∈ V∆, we obtain a new function proportional to G(x1, x2). Regard-

less of whether the proportionality constant is finite or not, G(x1, x2) is not square integrable with respect to the scalar

product in (4.4.6), and therefore it is not in V∆.
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where we defined17

µ∆(h, J) =
(
− 1

2

)J
ρ(h, J)N∆

h,JN∆
h̃,J

Sh̃,J , (4.4.20)

and ‘where in the second line the dimensions of spin-J operators, hm,J , are the poles of (1−k(h, J))−1,

and the squares of the OPE coefficients cm,J are the residues at the poles:

c2m,J = −Res

[
µ∆(h, J)

1− k(h, J)

]
h=hm,J

=
µ∆(hm,J , J)

k′(hm,J , J)
, (4.4.21)

This reproduces the operator product expansion of the four-point function in the s channel, if no

other physical operators have dimension smaller than d/2. If instead other primaries have dimension

smaller than d/2, then on the right of the principal series we pick their shadow pole; this must be

corrected by deforming the contour in the conformal block representation to keep only the physical

poles on the right, or equivalently (because of (4.4.13)), by adding to the expansion the appropriate

Ψ contributions:

F(x1, x2, x3, x4) =
∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i

ρ(h, J)

1− k(h, J)
N∆
h,JN∆

h̃,J
Ψ∆,∆,∆,∆
h,J (x1, x2, x3, x4)

−
∑
i,J

Res

[
ρ(h, J)

1− k(h, J)
N∆
h,JN∆

h̃,J
Ψ∆,∆,∆,∆
h,J (x1, x2, x3, x4)

]
h=hi(J)<d/2

,

(4.4.22)

where hi(J) are the physical solutions of k(h, J) = 1 on the left of the principal series. These isolated

contributions are exactly analogue to the contributions we subtracted from the four-point function to

define F . If such operators are present, we first subtract them from F , then we use the resolution of

the identity to decompose the subtracted F , and finally we add them back as in (4.4.22) to give the

expansion of Fs itself.

4.4.2 CFT data

We now return to our case study, the long-range O(N)3 model with quartic interactions. Its spectrum

of dimensions of bilinear operators of arbitrary spin, as well as their OPE coefficients, and some

OPE coefficients of quartic operators, have been computed in [75,167,169], by applying the conformal

partial wave method outlined above in combination with the knowledge of the Bethe-Salpeter kernel

defined in (4.2.22).

The eigenvalues of K2 and K1 are [71,199]:

k2(h, J) = 3k1(h, J) = − 3g2

(4π)d
Γ(−d4 + h+J

2 )Γ(d4 − h−J
2 )

Γ( 3d
4 − h−J

2 )Γ(d4 + h+J
2 )

, (4.4.23)

with obvious notations. Notice that we have expressed the eigenvalues in terms of the effective

tetrahedron coupling g = − iλtZ(λt)
2, which resums all the two-point melonic insertions. The latter

are absent by construction in the 2PI effective action, but reappear when going on shell, i.e. when

replacing the generic G by the solution of the SD equations G?(x, y) = Z(λt)C(x, y). By writing all

quantities in terms of g we can keep ignoring the melonic insertions and use the free propagator, but

we should restrict its range to g2 < g2
c,−, because of the square root singularity at the critical coupling

(4.2.12).

A striking feature of the kernel eigenvalues is that they are only sensitive to the ladder part of

the kernel.This fact can be puzzling, as the diagrams having λ1 or λ2 vertices are necessary at the

17This differs from the µ∆(h, J) defined in [169] or [198] because of a differ normalization of two-point functions and

conformal blocks.
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perturbative level: expressing λ1 as a series in the renormalized coupling g1 and in g, they have to

cancel the UV divergences of the ladder diagrams [75,167]. Nevertheless, the result of the resummed

series of diagrams, evaluated at the fixed point, where g1 takes a specific g-dependent value, turns

out to be expressible in terms of only ladder diagrams. This is a familiar situation in the four-point

function of these models [71,75,169],18 and it is due to the fact that in the conformal limit, the local

kernel has zero eigenvalues.19 The resummed series captures the contribution of the chain diagrams in

a subtle manner. When evaluating the forward four-point function F by the conformal partial waves

expansion, only the ladder kernel contributes, and thus one needs to integrate over the principal series

an analytic function of g2. However, the result of the integration (for J = 0) is a non-analytic function

with a
√
g2 branch cut. In the perturbative expansion such a branch cut can only come from the

λ1 diagrams, due to the branch cut in the g1± fixed points (4.3.9). Therefore, the non-perturbative

resummation of the ladder diagrams automatically includes the contribution of the chain diagrams as

well, which is a very non-trivial fact. A cross check of this statement is provided in [166].

As explained above, we can obtain the OPE spectrum and coefficients for the product of two fields

from the representation (4.4.19) by computing the poles and residues of the integrand. Notice that in

the application to (4.2.26), due to symmetry, only even spins contribute.

We concentrate on the part of F in (4.2.26) that is proportional to P̂ (2), i.e. the part part that has

the index structure of the double-trace invariant, and that allows studying the OPE of φabc(x)φabc(y),

which involves only singlet operators. The part proportional to P̂ (1) is instead relevant for the OPE

of P̂
(1)
ab;a′b′φa′(x)φb′(y), which contains instead operators that are in a symmetric-traceless matrix

representation of one of the O(N)’s, and the singlet one of the other two.20 As K1 and K2 are simply

related by the mapping g2 → 3g2, we will consider only the spectrum of singlet operators.

One finds [169] two types of solutions of the equation k2(h, J) = 1 at small renormalized tetrahe-

dron coupling g. The first type,

h± =
d

2
± 2

(4π)d/2Γ(d/2)

√
3g2 +O(g3) , (4.4.24)

only exists for the scalar (spin J = 0) case. It is real (at all orders in g) only for real g, i.e. for purely

imaginary tetrahedron coupling λt. Moreover we recognize that h± = d
2 + 1

2β
′
g2(g2±), as the expected

dimension of the composite operator φabcφabc in the large-N limit (that is, half the dimension of

(φabcφabc)
2). Notice that h− < d/2, hence at the (UV) fixed points with g2 = g2− we need to deform

the contour of the conformal partial waves representation in order to take h− and not its shadow h+.

At g2 = g2+ (IR fixed point) instead the contour needs no deformation. The fact that the conformal

dimensions at the UV and IR fixed points are related by h− = d− h+ is expected on general grounds

for large-N flows between fixed points triggered by double-trace deformations [202].

The second type of solution,

hm,J =
d

2
+ J + 2m− Γ(m+ J)Γ(m+ 1− d

2 ) sin
(
πd
2

)
Γ(d2 + J +m)Γ(m+ 1) (4π)dπ

6g2 +O(g4) , (4.4.25)

with m,J ∈ N0, but not simultaneously zero, exists for both J = 0 and J > 0. It is real (at all orders

in g) for both real and purely imaginary tetrahedron coupling. In the free limit g = 0, we recover the

18As well as in the fishnet model [200,201].
19This is straightforward for Re(h) > d/2, as (4.4.1) is proportional to |x34|h−d/2 and thus it vanishes when we apply

δ(x34) on it. The results is then extended by analytic continuation to the principal series and beyond.
20These types of operators have been considered for the one-dimensional CTKT model in [61].
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classical dimensions d
2 +J + 2m of the primary bilinear operators with arbitrary spin J , schematically

of the form

Oh,J ∼ φabc∂µ1 . . . ∂µJ (∂2)mφabc . (4.4.26)

The same scaling dimensions of the free theory are obtained also in the large J or large m limits,

consistently with general results [203].

The solutions (4.4.24) and (4.4.25) are all real for real g, and above unitarity bounds (e.g. [5]) for

g small enough:

h±, hm,0 ≥
d

2
− 1 , hm,J ≥ d+ J − 2 . (4.4.27)

The associated OPE coefficients are also real [169]. These facts indicate that, despite the imaginary

coupling and unbounded potential, for which we expect the full model to be non-unitary, at large N

and small g it is actually unitary. As we have seen in Sec. 4.3.3, the large-N mechanism for such

outcome is that the non-unitarity manifests itself in the form of complex operator dimensions, but

with imaginary part suppressed in the large-N limit, h ' α0 + iα1/
√
N + O(1/N2). As we will see

below, nonunitarity can also manifest itself by violations of the bounds (4.4.27), which can happen at

large values of g, as we will now see.

One powerful aspect of having an exact expression of the Bethe-Salpeter kernel at large N is

the fact that we do not have to limit ourselves to infinitesimal tetrahedron coupling g: we can find

numerical solutions also at finite coupling. We can visualize the solutions by plotting the function

k2(h, J)− 1 at various values of d and J , and looking at its intersections with the horizontal axis, as

in Fig. 4.13. Notice that, as expected, there is no solution that would correspond to a local energy

momentum tensor, which would have J = 2 and h = d.
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Figure 4.13: Plots of k2(h, 0) − 1 (left) and k2(h, 2) − 1 (right) for d = 3 (left) and g = 7.

The zeros on the left panel correspond (from left to right) to h−, h+, and h1,0 to h5,0, while

on the right panel they correspond to h0,2 to h4,2. The blue dot marks the lower bound from

unitarity.

It turns out that if we crank up the coupling beyond some threshold g?, some scaling dimensions

merge and then become complex. More specifically, at J = 0 we find that h+ merges with h1,0 at

g = g?, and similarly do their shadows. Threshold coupling for J > 0 exist as well, but are larger than

for spin zero. However, we should remember to keep g2 < g2
c,−, as otherwise we loose the mapping to

the original coupling λt. It turns out that in this quartic model we always have g2
? > g2

c,−, except at

d ' 2.9728 ≡ d?, at which the reality threshold and the critical coupling coincide. Therefore, as long

as melonic insertions are summable, the spectrum remains always real.

Surprisingly, at g2 = g2
c,− we find two exact solutions of the equation k2(h, 0) = 1, namely at

h = 0 and h = d, for any d. From a numerical check, we find that for d . d? these correspond to h±,

while for d & d? the solution h = 0 comes from the continuation of a negative solution, and h = d
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corresponds to h1.21 This is depicted in Fig. 4.14 for d = 2.7 and d = 3.3. Notice that in both cases

h− violates the unitarity bound, hence the UV fixed point gives a nonunitary CFT for g2 larger than

some value g2
n.u. < g2

c,−. By numerical inspection, this only happens for d . 3.5236, while for larger

dimensions h− stays above the unitary bound.
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Figure 4.14: Plots of k2(h, 0) − 1 for d = 2.7 (left) and d = 3.3 (right) at g = gc,− (roughly

equal to 8.76 and 16.97, respectively). The zeros on the left panel correspond (from left to

right) to h−, h+, and h1,0 to h4,0, while on the right panel the same solutions correspond to

the zeros at h > 0, and a new solution appear at h = 0 as continuation of a negative one. The

zeros at h = 0 and h = d are marked by a red dot. The blue dot marks instead the lower

bound from unitarity, i.e. h ≥ d/2− 1.

The main conclusion is that the infrared-stable fixed point of Fig. 4.12 is always compatible with a

unitary CFT for any value of d < 4 and g2 < g2
c,−, while for the other fixed points unitarity is possible

only up to some smaller value of g2, or for d & 3.5236.

4.4.3 F -theorem

We have seen in Sec. 4.2 that at large N the first and second functional derivatives of the 2PI effective

action give us the exact structure of two-point and four-point functions, and in this section we have

applied conformal methods to the latter in order to give nonperturbative meaning to such expression

and extract CFT data. We are now going to briefly review how the 2PI formalism and the conformal

partial wave expansion can also be jointly applied to the evaluation of the 2PI effective action itself,

i.e. without taking any derivatives, on the solution of the SD equations, at the fixed point [197].

Formally this gives us the free energy of the CFT, which is a central quantity in statistical physics.

However, the free energy is ill-defined in a CFT, because the vacuum diagrams on which it is built

suffer from both UV and IR divergences. In order to cure the infrared divergences, without destroying

the symmetries of the CFT, we can exploit the fact that any CFT can be placed on Sd, a d-sphere of

radius a, by means of a Weyl mapping. On the other hand, ultraviolet divergences are still present

on the sphere, and thus they require a regularization and subtraction. In d = 3, the remaining finite

part of the sphere free energy is universal and independent of the sphere radius, and it is the quantity

called F in the F -theorem.

21The solution h1 = d means that the kinetic operator of the short-range model, φabc∂
2φabc, becomes marginal.

Interestingly, this is the expected mechanism by which the crossover between long-range and short-range should occur

[142], and it has been analyzed in a melonic approximation in [143]. However, this observation does not seem to be

useful in the O(N)3 model, as we do not know how to make sense of the model at g2 > g2
c,−, and in any case we do not

expect a crossover to short-range behavior, as for example the scaling dimension of the tetrahedron operator would be

discontinuous.
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The F -theorem states that, if two unitary three-dimensional CFTs are connected by an RG flow,

then FUV > FIR, i.e. the finite part of the sphere free energy is smaller for the CFT in the IR than

for the one in the UV. It was first conjectured in [204, 205], where various checks were performed

on supersymmetric theories, then extended to non-supersymmetric ones in [206] (see also [207] for

a review and more references). Shortly after, the F -theorem was proven in [208], using the relation

between the free energy and the entanglement entropy across a circle [209].

Since unitarity plays a crucial role in the entanglement-based proof of the F -theorem (like in other

similar results, such as the c-theorem [210] and the a-theorem [211,212]), testing if FUV > FIR holds

in our fixed points in Fig. 4.12 is non-trivial. As we reviewed above, all the evidence so far suggests

that all such fixed points are unitary CFTs (at least at small g), but of course this evidence is far

from being a proof, as we cannot exclude that non-unitarity might manifest itself in some operators

of large dimension, and certainly we know that it fails at subleading orders in 1/N . Therefore, this

model does not fall straightforwardly in the domain of applicability of the F -theorem, as proved so

far, and testing it is non-trivial.

In [197], we studied the long-range O(N)3 model on the sphere, computed the free energy at next-

to-next-to-leading order (NNLO), and tested the F -theorem. We briefly review this here, to highlight

the results, and also to show another application of the methods reviewed above.

Mapping a CFT to the sphere in practice amounts to replacing the flat-space distances |x − y|
appearing in the conformal correlators with the chordal distance

s(x, y) = 2a
|x− y|

(1 + x2)1/2(1 + y2)1/2
= |x− y|Ω(x)1/2Ω(y)1/2 , (4.4.28)

where we used stereographic coordinates, in which the metric is explicitly conformally flat, i.e.

gµν(x) = Ω(x)2δµν , Ω(x) =
2a

(1 + x2)
. (4.4.29)

The square root of the determinant of the metric is then given
√
g = Ω(x)d, and for our purposes its

appearance in the integration measure is the other main difference with respect to the flat case.

In order to evaluate the on-shell 2PI effective action, i.e. the free energy, at leading order, we start

from (4.2.6), and replace G by the solution G?(x, y) = ZC(x, y) (and remembering that we defined

λ2 = λp + λd and λ = − iλt):

Γ[G] =N3

(
1

2
Z Tr[C−1C] +

1

2
Tr[ln(Z−1C−1)] +

m2ζ

2
Z
∫
x

C(x, x)

+
λ2Z2

4

∫
x

C(x, x)2 +
λ2Z4

8

∫
x,y

C(x, y)4

)
,

(4.4.30)

where now the integrals and the covariance are the ones for the d-sphere (and ultimately we will

be interested in d = 3). We have five terms to evaluate, all of which are UV divergent. By analytic

regularization, it turns out that they are all zero (i.e. they have no finite part), except for 1
2 Tr[ln(C−1)],

which reproduces the free energy of a generalized free field theory, and has been computed in [206,213].

As this is independent of the interacting terms, it is the same at all the fixed points, and thus we need

to move to subleading orders if we want to make a non-trivial test of the F -theorem.22

As we recalled in Sections 2.1 and 3.4, the free energy of the O(N)3 model has a series expansion

in 1/
√
N [38]. At NLO the only 2PI diagram is a figure eight with one tetrahedron vertex, as in

Fig. 3.9, and hence its contribution vanishes like the similar LO contributions from the λ2 coupling.

22The same happens in the O(N) model [206].
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The NNLO 2PI diagrams of the O(N)3 model with only the tetrahedron interaction have been

reviewed in Sec. 3.4.1: they are given by an infinite family of ladder-like diagrams, closed in a planar

way as shown in Fig. 3.10, plus one special diagram, shown in Fig. 3.11. It is straightforward to

complement that analysis by adding the effect of the pillow and double-trace interactions. It turns

out that we only need to add diagrams obtained from the ladder diagrams by replacing one or more

rungs (each made by two λ vertices) with one or more local λ1 vertices, as in the expansion of the

four-point function.23

It turns out that the graph of Fig. 3.11 gives a finite contribution to the sphere free energy.

However, since it only depends on the tetrahedron coupling, it takes the same value at all the fixed

points, and thus it does not play a role in checking the F -theorem for this model.

As for the ladder-chain diagrams, they can be resummed in terms of the K1 kernel defined in

(4.2.22):24

ΓNNLO[G] =
N2

2
(Tr[ln(I−K1)] + Tr[K1]) . (4.4.31)

In order to evaluate the NNLO free energy we substitute again G by the solution of the SD equations

at LO; this is justified by the fact that the NLO correction to the SD equations is just a tadpole term,

that is absorbed in the bare mass in order to tune to criticality. Any RG running of the couplings at

NLO is also irrelevant because the coupling-dependent part of FLO vanishes.

Next, we use the conformal partial wave formalism reviewed before. Inserting the resolution of the

identity (4.4.8) inside the trace in (4.4.31), we find the following formal expression:

FNNLO =
N2

2

∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J)

(
ln(1− k1(h, J)) + k1(h, J)

)
N∆
h,JN ∆̃

h̃,J
Tr[Ψ∆,∆,∆̃,∆̃

h,J ] ,

(4.4.32)

where now the sum includes also odd J , because there is no symmetrization on the final part of the

rails of the ladder before closing it. And it is actually convenient to consider the derivative of the free

energy in order to get rid of the logarithm:

− g ∂
∂g
FNNLO = N2

∑
J∈N0

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J)

k1(h, J)2

1− k1(h, J)
N∆
h,JN ∆̃

h̃,J
Tr[Ψ∆,∆,∆̃,∆̃

h,J ] . (4.4.33)

The problem with this expression is that the trace of the conformal partial wave is divergent. From

(4.4.10) we have:

Tr[Ψ∆,∆,∆̃,∆̃
h,J ] =

∫
x1,x2,z

〈φ∆(x1)φ∆(x2)Oµ1···µJ
h (z)〉cs〈φ∆̃(x1)φ∆̃(x2)Oµ1···µJ

h̃
(z)〉cs . (4.4.34)

Formally this integral is conformally invariant, but as a consequence it is also divergent because of

the infinite volume of the conformal group. Notice that the same type of integral appears as a natural

pairing (or inner product) of n-point functions [137]; however, in that case one divides by the volume

of SO(d+1, 1) (or in other words, one considers a gauge-fixed version of the integral) in order to define

a finite pairing. In our case, we do not have the freedom to divide the free energy by a diverging

quantity: the idea of the F -theorem is that instead we should look at the finite part of the free energy.

This might be hiding behind some divergence, which we have to regulate and subtract. To that end,

23Similar diagrams with λ2 instead of λ1, appear only at order N0.
24We have subtracted a Tr[K1] from the expansion of the logarithm because its ladder contribution does not correspond

to a 2PI diagram. As for its contribution from the local part of the kernel, it is another figure eight diagram, which

evaluates to zero, and hence we can add or subtract it at will.
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we employ an analytic regularization, that is, we shift the dimensions of the shadow operators, and

define:

Iε(J) =

∫
x1,x2,z

〈φ∆(x1)φ∆(x2)Oµ1···µJ
h (z)〉cs〈φ∆̃−ε(x1)φ∆̃−ε(x2)Oµ1···µJ

h̃−ε (z)〉cs . (4.4.35)

This analytic regularization breaks the conformal invariance of the integral, but not its translation

invariance. Therefore, on flat space there is still a space-time volume divergence, which is instead

regularized on the sphere. UV divergences (at coincident points) are still there, but will be cured in

an appropriate range of ε, and then we will use analytic continuation to take the limit ε→ 0.

After some manipulations we find:

Iε(J) = (2a)3επ
3d/2Γ( ε2 )3Γ( 3ε

2 − d
2 )Γ(d− 2 + J)Γ(d−2

2 )

2JΓ(ε)3Γ(d− 2)Γ(d−2
2 + J)Γ(d)

. (4.4.36)

and removing the regulator ε we get:

I0(J) =
8π3d/2Γ(−d2 )Γ(d− 2 + J)Γ(d−2

2 )

2JΓ(d− 2)Γ(d−2
2 + J)Γ(d)

. (4.4.37)

The ε regularization thus provides a finite result for the trace of the conformal partial wave, as long

as d is not an even integer. However, it turns out that it is important to consistently shift by ε also

the normalization factor of the three-point function of shadow operators, as otherwise the resulting

series in J would diverge. The product of normalization factors (4.4.11) is then replaced, at large J ,

by:

N∆
h,JN ∆̃−ε

h̃−ε,J ∼
23(d+ε)/2+J

(2π)d
J−3ε (1 +O(1/J)) . (4.4.38)

This J−3ε factor regularizes the series over J , which would otherwise diverge because its coefficients

behave asymptotically as 1/J .

We can now perform the integral on h and sum over J in (4.4.33). At large J , the integral behaves

as f(ε)
J1+3ε with f(ε) an analytic function at ε = 0. We then write:

−g ∂
∂g
F εNNLO =N2

∫ d
2 +i∞

d
2

dh

2π i
ρ(h, 0)

k(h, 0)2

1− k(h, 0)
N∆
h,0N ∆̃−ε

h̃−ε,0 Iε(0)

+N2

[ ∑
J∈N+

(∫ d
2 +i∞

d
2

dh

2π i
ρ(h, J)

k(h, J)2

1− k(h, J)
N∆
h,JN ∆̃−ε

h̃−ε,J Iε(J)− f(ε)

J1+3ε

)

+
∑
J∈N+

f(ε)

J1+3ε

]
.

(4.4.39)

The first sum is now convergent for ε = 0, and thus can be computed numerically, while the second

sum gives and explicit pole in ε. We thus define the finite part of the NNLO sphere free energy, or

rather its derivative, as:

− g ∂
∂g
FNNLO = lim

ε→0

(
−g ∂

∂g
F εNNLO −

N2f(0)

3ε

)
, (4.4.40)

which numerically can be computed nonperturbatively, for example giving, at d = 3, g = 1 and a = 1:

− g ∂
∂g
FNNLO = 7.57× 10−4N2 . (4.4.41)

We have thus succeeded in resumming an infinite series of vacuum diagrams!
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In the context of the F-theorem we are interested in the difference between the free energy at the

UV fixed point and at the IR fixed point. The value of g being the same at the two fixed points, and

the above result being seemingly independent of g1 or g2, it would naively seem that the free energy

is the same at all the fixed points of Fig. 4.12.

Things are however more subtle than this. As explained in Sec. 4.4.1, the resolution of the identity

(4.4.8) is valid in a functional space with appropriate integrability conditions, and the latter are

violated by four-point functions whose s-channel OPE contains operators of dimension smaller than

d/2. It turns out that this is precisely what happens in the ultraviolet CFT, due to a primary operator

in the OPE of P̂
(1)
ab;cd(φc × φd) whose dimension descends below d/2. In fact, at J = 0, the equation

k1(h, 0) has two solutions h± lying respectively on the right and on the left of the integration contour

P+, obtained from (4.4.24) by the mapping g2 → g2/3:

h± =
d

2
± 2

Γ(d/2)(4π)d/2

√
g2 +O(|g|3) , (4.4.42)

and in the UV, the physical dimension is actually the one on the left of the contour. Therefore,

in evaluating the free energy of the UV theory by the CPW method we need to subtract these

contributions from the operator being traced before applying it on the resolution of identity (4.4.8),

and then add them back. This amounts to including, besides the principal series integral, an isolated

non-normalizable contribution, as in (4.4.22). That is, in the UV version of (4.4.33) we have to add

minus the residue of the integrand at h = h−.

With this in mind, it is clear that the difference between the free energy of the UV theory and the

one of the IR theory is given precisely by the isolated non-normalizable contribution of the former.

Going again through the same regularization procedure as in the IR case, we thus find:

g
∂

∂g

(
FUVNNLO − F IRNNLO

)
= N2 Res

[
ρ(h, 0)

k(h, 0)2

1− k(h, 0)
N∆
h,0N ∆̃

h̃,0
I0(0)

]
h=h−

= N2 16 Γ(−d/2)

23dπ3d/2Γ(d)
|g|3 +O(|g|5) ,

(4.4.43)

which is positive for 2 < d < 4. By numerical evaluation at finite g, it can be checked that the

positivity remains valid also at all values of g, within the radius of convergence of the melonic series

(see Fig. 4.15).
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Figure 4.15: Difference between the free energy in the UV and the free energy in the IR at

d = 3. The red area corresponds to g > gc, where nothing seems to happen, but in fact there

is no λ giving such values of g.

This result can also be checked perturbatively. When flowing from the UV to the IR, the fixed

point value of the pillow coupling goes from g1− ' −
√
g2 to g1+ '

√
g2 (except for the vertical
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trajectories in Fig. 4.12, which we will discuss below): therefore, at leading order in g, graphs with

an even number of vertices have the same amplitude in the UV as in the IR, while graphs with an

odd number of vertices have opposite signs. The difference between the free energy in the UV and

the free energy in the IR is thus expanded in odd powers of |g|. Up to order |g|3, only the graph of

Fig. 4.16 contributes, where the vertices are either two tetrahedron and one g1 or three g1. Using

again dimensional regularization with ∆ = d−ε
4 , we recover (4.4.43).

Figure 4.16: Feynman graph contributing to the free energy at order 3 in the coupling constant.

The vertices are either two tetrahedron couplings (e.g. the two on the left could form the rung

of a ladder) and one g1 or three g1.

In conclusion, the difference between the sphere free energy at the fixed points (g1−, g2−) or

(g1−, g2+) and the one at the fixed points (g1+, g2−) or (g1+, g2+) (see Fig. 4.12)25 grows with growing

|g|. Since the difference vanishes at g = 0, we conclude that for the fixed points at fixed g 6= 0 the

sphere free energy satisfies FUVNNLO > F IRNNLO, in accordance with the F -theorem.

Trajectories at fixed g1. The reader will note in Fig. 4.12 the presence of two vertical lines: these

are two trajectories at fixed g1 connecting two different pairs of fixed points. As neither the tetrahedral

coupling nor g1 change along these trajectories, the above computation implies that at NNLO the free

energy at the two ends of such trajectories is the same. We expect that in order to see a change of the

free energy along these trajectories one would need to push the evaluation to higher orders in 1/N .

The first non-trivial contribution involving the double trace coupling g2, which does vary along

the vertical trajectories, comes from ladder graphs generated by the double trace part K2P̂
(2) of the

Bethe-Salpeter kernel (4.2.22). They essentially behave the same as the ladders generated by K1P̂
(1),

up to replacing g2 by 3g2, but the isolated contribution to the conformal partial wave expansion in

the UV would in this case depend on the fixed-point value of g2.

However, it should be noted that, as such ladders appear only at order N0, one should include

the effect of the 1/N corrections of the on-shell two-point function and of the fixed-point values of

the couplings to our FNNLO. We know from [176] that such corrections have a drastic effect on

the fixed-point theory, as we reviewed briefly in Sec. 4.3.3. The whole analysis becomes much more

involved, and since in this case the theory is manifestly non-unitary we do not expect the F -theorem

to necessarily hold.

25Notice that (g1+, g2−) can be reached only through one trajectory emanating from (g1−, g2−), while (g1−, g2+) has

only one trajectory to flow to an IR fixed point, i.e. (g1+, g2+). Between (g1−, g2−) and (g1+, g2+) there is instead an

infinite set of trajectories.
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4.5 An instability theorem

CFTs with complex scaling dimensions can arise as renormalization group fixed points at complex

values of the couplings, for example when real fixed points merge and move to the complex plane as

some parameter of theory is varied. Many examples of such merging of fixed points are known, see for

example the list of references in [214]. In some instances, a special case of complex scaling dimension

is found, one whose real part is equal to d/2, d being the space(-time) dimension; examples include

non-supersymmetric orbifolds of N = 4 super Yang-Mills [215–217], gauge theories with matter in the

Veneziano limit [218, 219], and large-N theories dominated by fishnet diagrams [200, 201, 220–222],

or, as we have seen in the previous sections, by melonic diagrams [66, 68, 70–72, 74, 75, 93, 198]. The

typical large-N mechanism leading to complex dimensions of such type is the following [217]: due to

the large-N simplifications, the beta function for the coupling of a double-trace operator O2 turns out

to be governed by a quadratic beta function, and hence the reality of the fixed points depends on its

discriminant D; in the case D < 0, the fixed points are complex, and the scaling dimension of O2 is

hO2 = d + 2 i
√
|D|; lastly, the large-N limit implies that the scaling dimension of O is half that of

O2, and thus it is of the claimed form. Here we will be concerned with such particular case of scaling

dimensions, although not necessarily in the large-N limit.

Operators with a scaling dimension equal to d/2 + i r (with r ∈ R) are commonly seen as a sign of

instability, the reason being that in the AdS/CFT correspondence they are dual to tachyonic fields.

By the standard AdS/CFT dictionary [223, 224] the conformal dimension h of a scalar operator in

the d-dimensional CFT is related to the mass m of a scalar field in (d+ 1)-dimensional anti-de Sitter

space (AdSd+1) by the equation m2 = h(h− d), or

h± =
d

2
±
√
d2

4
+m2 . (4.5.1)

In AdSd+1, thanks to the constant curvature of spacetime, the squared mass can be negative without

generating a tachyonic instability, as long as m2 ≥ −d2/4. The latter is the well-known Breitenlohner-

Freedman bound [225, 226], below which a tachyonic instability develops. The square root in(4.5.1)

becomes imaginary precisely for m2 < −d2/4, hence the expectation that CFTs with such complex

scaling dimensions are unstable, in the sense that the conformal vacuum is not the true vacuum of the

theory.26 However, elevating this argument to a proof does not seem feasible, in particular because the

AdS/CFT correspondence is mostly based on matching calculations on both sides of the conjecture,

something that requires having at least a guess for the bulk dual of a given CFT, while in some of the

models displaying a scaling dimensions equal to d/2 + i r this is currently missing. Moreover, most of

such matching calculations rely importantly on the large-N limit, while one might suspect that if a

complex scaling dimension of this type is a synonym of instability, this might be a more general result.

The reason is that d/2 + i r also happens to be the conformal dimension labelling the principal series

representations of the Euclidean conformal group SO(d+ 1, 1), and therefore it seems plausible that

we might not need the large-N limit in order to single out such scaling dimensions. And although we

only know of examples involving a large-N limit, this might be just because for either fundamental or

practical (i.e. computational) reasons the limit is essential for the appearance of such type of scaling

dimensions in a CFT (in interacting theories we do not usually find such neat numbers as d/2), and

not because it is needed in order to prove the instability.

26Within the large-N setting discussed above, Pomoni and Rastelli in [217] have shown that the theory with real

coupling is in a broken phase; however, they have not directly argued for the instability of the fixed point theory itself,

which is at complex coupling, instead referring for that to the AdS/CFT picture.
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In [166] we have given a proof of such instability directly for generic d-dimensional CFTs that can

be obtained as limits of multiscalar quantum field theories, without invoking the large-N limit, and

under a set of more technical assumptions. The main result of that paper is informally summarized

by the following statement:

Proposition 1. Consider a Euclidean quantum field theory whose Schwinger-Dyson equations admit

a conformal solution. If the OPE of two fundmental scalar fields includes a contribution from one

primary operator Oh? of dimension h? = d
2 + i r?, with non-vanishing r? ∈ R, then the conformal

solution is unstable.

By fundamental fields we here mean the fields which enter the definition of the quantum field

theory, through the functional integral. We assume that the CFT can be obtained as a fixed point of

the renormalization group, and that at least in some limit the conformal two-point functions of the

fundamental scalar fields can be identified as solutions of the Schwinger-Dyson (SD) equations. As

should be clear from our review, these are assumptions that are satisfied explicitly by theories with a

melonic large-N limit. However, the proof is rather generic, and does not rely on any large-N limit.

The main claim is that a conformal solution leading to a primary operator of scaling dimension

h? = d
2 + i r? is necessarily unstable. By unstable here we mean that the free energy is not minimized

(not even locally) by the conformal solution of the SD equations, as there exist fluctuations that lower

the free energy. In order to further clarify the meaning of instability in this context, it might be useful

to compare the type of instability we are discussing here with a more familiar one. Consider a single-

scalar field theory in d ≥ 2 with quartic interaction and Z2 invariance. By tuning the renormalized

mass, the model can go through a phase transition. One way to see that is by constructing the effective

potential V (φ) (i.e. the one-particle irreducible (1PI) effective action at constant field configuration,

divided by the volume), whose stationary point V ′(φ?) = 0 gives the one-point function, φ? = 〈ϕ〉,
while V (φ?) is the free energy per unit volume in the absence of external sources. At negative squared

mass, we find that the symmetric solution φ? = 0 has become a local maximum of the potential,

and that non-trivial minima have appeared, with a lower free energy. In this case, we say that the

symmetric solution is unstable. Similarly, in the case of Proposition 1, the conformal solution of the

SD equations is not a (local) minimum of the free energy.27

We outline here a sketch of the proof from [166]:

1. We use the 2PI formalism reviewed in Ch. 3, in which field equations for the 2PI effective action

are the Schwinger-Dyson equations for the two-point function G(x, y) of the fundamental fields

φ(x); this is the two-point function analogue of the usual effective potential for the one-point

function. The first main hypothesis consists in assuming that such equations admit a conformal

solution, G?(x, y) ∼ 1/|x− y|2∆.

2. The 2PI effective action Γ[G] evaluated on shell is the free energy in the absence of external

sources, and we denote it F .28 In order to test the stability of the conformal solution, we need to

consider the effective action at quadratic order in the fluctuations δG = G−G?. The expansion

at quadratic order can be written schematically as

Γ[G] ' F +
1

2
δG12 ·G−1

? 11′G
−1
? 22′(1−K[G?])1′2′34 · δG34 , (4.5.2)

27A very explicit example of instability of this kind is provided by the Bardeen-Moshe-Bander phenomenon [227] (see

also [228–231] and references therein), which however is not associated to complex scaling dimensions.
28This could be regularized as in Sec. 4.4.3, but it is not essential for the rest of the argument.
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where K[G?] is the Bethe-Salpeter kernel and the subscripts stand for the points x1, x2, etc,

which are integrated in Rd.

3. The fluctuations δG(x, y) belong to the Hilbert space of bilocal functions V∆, defined in Sec. 4.4.1,

for which the set of three-point functions (4.4.1) forms a complete and orthonormal basis, with

the conformal dimension of the (at this stage unphysical) operator Oh in the principal series:

h = d
2 +i r. As we saw, such functions form also an eigenbasis of the Bethe-Salpeter kernel, with

eigenvalues k(h, J), parametrized by the conformal dimension h and the spin J . With the aid

of such basis, we can therefore write

Γ[G]− F ' 1

8

∑
J∈N0

∫ d
2 +i∞

d
2−i∞

dh

2π i
ρ(h, J) (1− k(h, J))

∫
ddz F

µ1···µJ
h (z)Fµ1···µJ

h (z) , (4.5.3)

where Fµ1···µJ
h (z) are the expansion coefficients of δG on the basis of three-point functions.

4. As we saw in (4.4.19), the equation k(h, J) = 1 defines the poles that lead to the s-channel OPE

of the four-point function. The second main hypothesis of Proposition 1 is then stated as the

fact that the equation k(h, J) = 1, at some fixed J , admits a simple root h? on the principal

series. Therefore, if r? 6= 0, the integrand in (4.5.3) is negative for Im(h) either just above or

just below r?, and thus there is an instability (see Fig. 4.17). For example, if 1− k(h, J) < 0 for

Im(h) < r?, choosing Fµ1···µJ
h (z) such that the integral of its squared modulus over z is peaked

around h? − i ε, for some ε > 0, leads to a negative quadratic fluctuation of the effective action,

that is, an instability.

1− k(h, J) > 0

Im(h)

Re(h)

1− k(h, J) < 0

Re(h) = d
2

Re(h) = d
2

Im(h)

Re(h)

Figure 4.17: Illustration in the complex h plane of some hypothetical solutions of k(h, J) = 1.

Physical solutions are represented by black crosses, while their shadow by gray crosses. On

the principal series (vertical line) and the real line we have marked in blue the intervals with

1 − k(h, J) > 0 and in red those with 1 − k(h, J) < 0. On the left panel all solutions are

real, while on the right panel the smallest physical one has merged with its shadow to form

a complex pair, thus leading to a negative interval on the principal series. Sign changes can

occur also at poles of k(h, J), which we have ignored here for simplicity.

The detailed proof in [166] is written for a generic multiscalar theory; therefore, with respect to

what sketched above the formulas result to be complicated by field indices, which however are useful

for understanding some of the available examples.

In the long-range quartic O(N)3 model with real tetrahedron coupling, the complex solutions h±
in (4.4.24) (with g2 = −g2

t < 0) are precisely of the form assumed in Proposition 1. Figure 4.18 shows
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how such complex solutions imply the existence of a region with 1 − k(h, 0) < 0 along the principal

series, thus providing an example of mechanism underlying Proposition 1.
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Figure 4.18: Plot of 1−k(h, 0) (left) and ρ(h, 0)(1−k(h, 0)) (right) at d = 3 along the principal

series, for the long-range quartic O(N)3 model, with real tetrahedron coupling.
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Chapter 5

Conclusions and outlook

We have tried to convey some essential information on the status of QFTs in the melonic limit. Our

presentation has concentrated mostly on one case study, provided by the long-range O(N)3 multiscalar

model with quartic interactions [75,167,169,176,197], but we have used this model to highlight some

rather general methods and features of the melonic limit, which apply also to other models. In

particular, we have discussed:

• the general structure of the invariants, their graphical representation, and the combinatorics of

the large-N limit in tensor models;

• the usefulness of the 2PI formalism, due to the fact that melonic diagrams are built by insertions

of two-point diagrams, and therefore are two-particle reducible;

• the role of the large-N melonic dominance in the simplification of the Schwinger-Dyson equations

for the two-point function, which can be fully solved in the critical long-range models, with an

exact resummation of the infinite series of melonic two-point diagrams;

• the ladder structure of the large-N four-point function, with an exact Bethe-Salpeter kernel;

• the two main mechanisms by which fixed points can appear, namely: the usual Wilson-Fisher

dimensional continuation below the upper critical dimension in the short-range models, or the

exact marginality of the maximally-single-trace interaction in the long-range models;

• the usefulness of the conformal partial wave expansion, which at the fixed points allows us

to compute nonperturbatively the OPE spectrum from the ladder four-point function, as well

as to calculate nonperturbatively the sphere free energy at next-to-next-to-leading order, by

resumming an infinite series of vacuum ladder diagrams;

• the fact that complex scaling dimensions often show up, and can be proven to lead to an

instability of the conformal solution of the SD equations (again by 2PI formalism and conformal

partial wave expansion), but for some models there exist ranges of parameters (the dimension

or the exactly marginal coupling) for which all the scaling dimensions and OPE coefficients

computed so far are real and above unitarity bounds.

The long-range models are of particular interest, as they allow us to define real melonic CFTs

in some integer dimensions (such as d = 2 or d = 3) for a small-enough exactly marginal coupling.

However, the exact marginality is lost at higher orders in the 1/N expansion, and complex scaling

77
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dimensions reappear. Supersymmetric tensor models [57,65,76,77], might be better behaved from this

point of view, but their subleading corrections have not been studied so far. Another well behaved

model in this sense seems to be the “prismatic” model [74], with a positive-definite sextic interaction.

It would be interesting to study in some detail the 1/N expansion of these models.

Other examples of tensor models have been omitted from this review for the sake of preventing

the manuscript from becoming too long. In particular, we did not discuss further the sextic model

of equation (2.1.11), which shares most of the main features of the quartic model, but with some

interesting differences, see [93, 232]. And we did not review the status of (short-range) fermionic

models in d > 1 [72, 73, 84]: in such models, d = 2 is the upper critical dimension, therefore melonic

fixed points are only found in d = 2 − ε, which might possibly be the continuation from d = 1 of

SYK-like tensor models; nevertheless, interesting new patterns of symmetry breaking can be studied

in d = 3.

We also omitted commenting on the Amit-Roginsky model [233], which is a multiscalar model with

a SO(3)-invariant cubic interaction, made possible by contractions with a Wigner 3jm symbol, and

that is a so far unique case of quantum field theory with melonic limit having a cubic interaction, as

tensor models admitting a melonic limit have always interactions with an even number of fields. We

revisited the model in [198] with the hindsight of recent developments in tensor models, correcting

some small mistakes in the original analysis, and providing some further results and generalizations

of the model. Interestingly, the SO(3)-invariant 3jm symbol also appears as a possible symmetry

breaking solution of the O(N)3 quartic tensor model [134].

It is also worth mentioning some similarities to a non-melonic model. As noticed in [167], the

quartic long-range O(N)3 model has several similarities with the long-range version [201] of fishnet

theory [234]. This is due in particular to the structure of the four-point function, renormalizing the

double-trace (and pillow, in the tensor case) interactions: the ladder structure indeed can originate

both from opening two lines in melonic vacuum graphs, or from considering a fishnet graph with only

four external legs. The double-trace (and pillow) couplings thus present in both models similar lines

of fixed points, parametrized by an exactly marginal coupling. Moreover, in both models the latter is

associated with a complex operator: i times the tetrahedron invariant in the tensor case, and a chiral

vertex without hermitian conjugate in the fishnet case. Therefore, both models are expected to be

non-unitary. However, while the non-unitarity shows up in the fishnet theory even at leading order

(in the form of a logarithmic correlators), the large-N results in the long-range tensor models are so

far compatible with a unitary CFT. Lastly, the fishnet model is usually considered at real coupling,

where however it also has a complex scaling dimension of the type d/2+i r, as clear from the similarity

of its four-point function with that of the O(N)3 model. As shown in [166], the instability theorem

proved there, and reviewed here in Sec. 4.5, applies also to the fishnet model with real coupling, where

it implies a spontaneous symmetry breaking of a U(1) × U(1) symmetry down to Z2 × Z2. This

is reminiscent of the coupled tensors of [68], where however the leftover invariance is the diagonal

subgroup of U(1)× U(1).

5.1 Some open questions

We conclude with a non-exhaustive list of open questions and possible future research directions for

tensor models and other QFTs with a melonic limit:

• For the O(N) and SYK models in collective (or intermediate) variables the large-N limit is

essentially a saddle-point approximation (see Sec. 3.2.1). To some extent, this is often also the
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case for matrix models, when they can be reduced to eigenvalues or to a character expansion. For

tensor models, a similar construction is hindered by the great proliferation of invariants. On the

other hand, infinite families of diagrams appearing at subleading order in the 1/N expansion

support a saddle point interpretation (e.g. Fig. 3.10), while there are also a finite number of

special diagrams (e.g. Fig. 3.11) that do not seem to derive from a loop expansion of some

effective action. It might be that such terms could be explained as subleading corrections to the

saddle-point solution itself. In other words, perhaps a collective field effective action could be

possible, although with a not completely factorized N -dependence. It would be interesting to

understand this point.

• One of the main motivations for the SYK model, and for SYK-like tensor models (d = 1 fermionic

models), was the AdS2/CFT1 correspondence. It would be interesting to understand if the

AdS/CFT duality could hold for higher dimensional bosonic or fermionic models. In particular,

given the point of view on the tensor models as symmetry-breaking perturbations of the vector

models (e.g. O(N3) broken down to O(N)3), it is natural to wonder whether melonic CFTs could

correspond to deformations of the duality between the vector O(N) model in three dimensions

and Vasiliev’s higher-spin theory in AdS4 [19] (see [20] for a review). Few years ago, Vasiliev

proposed a new type of higher-spin theory that has extra structure suggesting that it might be

a candidate dual to tensor theories [235]. However, the theory is rather complicated and, as far

as we know, still poorly understood.

• One approach to holography is based on the idea of collective field theory [10,11]. As we reviewed

in Sec. 3.2.1, the collective field theory for the O(N) model rewrites the functional integral in

terms of a bilocal field, and that provides a way to reconstruct the dual higher-spin theory in

AdS space [191, 192, 236]. Lacking an analogue for tensor models, we have argued that the 2PI

effective action is the only way we have to obtain a bilocal field theory, although one in which

the functional integral has already been performed. Perhaps this could still serve for the purpose

of the holographic reconstruction: the rough idea could be to map the bilocal scalar field in d

dimensions to a tower of spin fields in d+1 dimensions as in [11,191,192] and attempt to identify

the resulting effective action as the 1PI effective action for an higher-spin theory. It would be

interesting to put this idea to test.

• As we reviewed in Sec. 4.2.1, in the long-range O(N)3 model the Schwinger-Dyson equation for

the two-point function reduces, after additive mass renormalization, to the algebraic equation

(4.2.10), whose solution amounts to analytically resumming all the melonic two-point diagrams.

The short range case is instead complicated by the wave function renormalization, or in other

words by the fact that the insertion of a fundamental two-point diagram (see Fig. 2.4) on a

propagator line alters the momentum dependence of the propagator, and it does so with a

divergent coefficient that needs renormalization. The corresponding SD equation can still be

solved in the limit of vanishing momentum, but so far the full momentum dependence of the

propagator remains out of reach, except in one dimensional SYK-like models, where it can be

obtained numerically [49, 66, 68]. It would be interesting to explore further this task in the

case of the short-range Amit-Roginsky model at d = 6− ε, where, the vertices being cubic, the

melonic insertions are one-loop rather than two-loops, and thus easier to handle. Perhaps the

Hopf algebraic approach used in other cubic models [237] might be useful to this end.

• The study of nontrivial (symmetry-breaking) solutions of the quartic O(N)3 tensor model [134]

has highlighted the fact that probably this model has a rich landscape of solutions in the large-
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N limit. This suggests that it might make sense to introduce for tensor models the notion of

complexity in the spin glass sense, i.e. as the logarithm of the number of solutions with given

energy [238]. Indeed there are interesting connection between tensor models and glasses, signaled

of course by the relation to the SYK model, but also to the p-spin model [239] in the bosonic

case. It would be interesting to explore the possibility that tensor models provide examples of

systems with glassy behavior, without quenched disorder (see [240] for another example).

• Concerning the instability proved in [166], and reviewed here in Sec. 4.5, it would be interesting

to understand what happens in the case that the real part of the complex scaling dimension is

not exactly equal to d/2, but close to it. In fact, at finite N we do not expect such a simple

value for a critical exponent, but we also do not expect that the theory would suddenly become

stable for infinitesimal deviations from the d/2 value.

• Another interesting open question related to the instability of Sec. 4.5 is raised by the conjecture

made in [66], that can be stated as following:

Conjecture 1. Under the same assumptions as in Proposition 1, in the true vacuum of the

theory, the operator Oh? acquires a non-trivial vacuum expectation value: 〈Oh?〉 6= 0.

In other words, the conjecture, tested with success on some coupled SYK and SYK-like tensor

models in [66, 68], claims the existence of a stable solution of the SD equations, with sponta-

neous breaking of conformal invariance. The instability of the conformal solution was implicitly

assumed in [66], based on the AdS/CFT picture. With the results of [166] we have completed

the picture by presenting a proof that does not rely on the duality. We have instead failed so far

to use the same methods in order to prove remaining part of Conjecture 1. Ideally one would try

to find a stable solution G1(x1, x2) 6= G?(x1, x2) and show that it leads to 〈Oh〉 6= 0. However,

identifying a stable solution in full generality is out of reach, as it requires going beyond the

linear perturbations, hence some new idea would probably be needed. Proving that a stable

vacuum should exist at all seems also non-trivial. For tensor models, showing that for d > 1, in

the regime in which complex scaling dimensions appear (e.g. short-range quartic O(N)3 model or

long-range one with real tetrahedron coupling), there exists a different (and energy-favourable)

solution of the SD equations has so far proved to be an elusive task. Therefore, it cannot even

be excluded that in such case those models might have no stable vacuum at all, and that the

stable solution found in [66, 68] is peculiar to d = 1, or to the fermionic nature of the fields.

Looking at the 2PI effective action (4.2.6) of the O(N)3 model, it might be tempting to infer

that the term proportional to G4 has the good sign only for λ2
t < 0, and that if λ2

t > 0 the

effective action is unbounded from below (even at large-N) and hence no truly stable vacuum

exists. However, the bilocal nature of the effective action makes such a statement nontrivial,

as replacing G(x, y) by some explicit ansatz will typically lead to divergences that need to be

subtracted, and the sign of the subtracted melon integral is not obvious a priori. It would be

desirable to better understand the global stability properties of such bilocal effective actions,

and possibly find the true vacuum (if it exists) of some d > 1 model.

• Many other applications of the melonic limit can be envisaged, such as applications to defect

CFTs (a first promising example has been studied in [241]) or to finite-temperature CFTs (for

example to construct examples of persistent symmetry breaking [161]). There are of course

many questions in QFT or CFT that might benefit from a new controllable limit.
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• The strict large-N limit provides interesting toy models, but often also leads to somewhat

pathological or non-standard features, such as lines of fixed points, logarithmic CFTs (e.g.

in fishnet model, or in the short-range sextic U(N)3 model [93]), apparent violations of the

Coleman-Mermin-Wagner theorem [73,129], and unitarization of nonunitary theories. Therefore,

in order to approach more realistic situations, it is important to understand and be able to

incorporate the subleading corrections in 1/N . We took a step in this direction in [176] (see

Sec. 4.3.3), starting from a loop expansion of the beta functions at finite N , but it would

also be nice to push further nonperturbative computations even at subleading orders. The F -

theorem computation of [197] (see Sec. 4.4.3) shows that this is possible for vacuum diagrams,

but correlators have not yet been computed at subleading order by nonperturbative means.

• Another setting in which subleading corrections should definitely be studied is that of the large-

D limit introduced by Ferrari in [96]. While the strict large-N and large-D limit is again a

melonic limit, the subleading corrections have an extra layer of organization, and it would be

interesting to apply to QFT the double-scaling limit (2.3.14), that is, a genus expansion as in

matrix field theories, but with only vanishing grade diagrams contributing at each genus order.

The list could go on, but perhaps, as often is the case, the most interesting questions will be the

ones we have not thought about yet.
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Interact. 6 (2019) 427 [1701.01171].

[97] T. Azeyanagi, F. Ferrari and F.I. Schaposnik Massolo, Phase diagram of planar matrix

quantum mechanics, tensor, and Sachdev-Ye-Kitaev models, Phys. Rev. Lett. 120 (2018)

061602 [1707.03431].

[98] T. Azeyanagi, F. Ferrari, P. Gregori, L. Leduc and G. Valette, More on the new large D limit

of matrix models, Annals Phys. 393 (2018) 308 [1710.07263].

[99] F. Ferrari and F.I. Schaposnik Massolo, Phases Of Melonic Quantum Mechanics, Phys. Rev. D

100 (2019) 026007 [1903.06633].

[100] D. Benedetti, S. Carrozza, R. Toriumi and G. Valette, Multiple scaling limits of U(N)2 ×O(D)

multi-matrix models, Ann. Inst. H. Poincare D Comb. Phys. Interact. 9 (2022) 367

[2003.02100].

[101] S. Carrozza, F. Ferrari, A. Tanasa and G. Valette, On the large D expansion of Hermitian

multi-matrix models, J. Math. Phys. 61 (2020) 073501 [2003.04152].

[102] V. Bonzom, V. Nador and A. Tanasa, Double scaling limit of multi-matrix models at large D,

2209.02026.

[103] R. Emparan, R. Suzuki and K. Tanabe, The large D limit of General Relativity, JHEP 06

(2013) 009 [1302.6382].

[104] A. Tanasa, The multi-orientable random tensor model, a review, SIGMA 12 (2016) 056

[1512.02087].

[105] R. Gurau and G. Schaeffer, Regular colored graphs of positive degree, Ann. Inst. Henri
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