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m’ont formé à ce métier de chercheur, que jamais je n’aurais pensé autant aimer au
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pour m’avoir donné mon tout premier cours de théorie des jeux en Licence 3 et
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le goût des mathématiques lors de son cours d’analyse fonctionnelle en Master 1.
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m’avoir invité à la conférence EURO en 2021, et Michel Grabisch pour m’avoir in-
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Chapter 1: Introduction

1.1 Gas distribution in France

Natural gas is a fossil energy, also called primary energy, because it does not come
from the transformation of another energy (unlike electricity). Natural gas is used
for domestic purposes, but it is also useful in other areas such as industry, agronomy
and transportation. Its consumption has been steadily growing in the past few
years, mostly because of its environmental qualities: it emits almost no fine particles
and is the hydrocarbon that releases the least amount of greenhouse gases into the
atmosphere once consumed. Before being delivered to the consumers, natural gas
must be extracted from the ground, processed and finally transported to the place
of consumption.

In recent years, the production of biogas has become a serious and more ecological
alternative to natural gas. Biogas is produced by the fermentation of organic matter
in the absence of oxygen. Its production allows to recycle organic wastes while
preventing the depletion of the planet’s natural resources. Biogas production sites
are located relatively close to the places of consumption and it therefore generally
requires less effort to be delivered to the consumers.

This thesis is motivated by gas distribution,1 which is the final step of the gas
delivering process from the extraction sites (or biogas production sites) to the con-
sumers. We briefly explain the various steps involved in gas delivering. Gas produc-
ers are in charge of extracting gas, which is then transported to border entry points
through international pipelines or by LNG tankers. In the case of LNG tankers, the
gas must be regasificated from its liquid state to its gas state before any use. The
transmission network carry the gas at high pressure through large-diameter steel
pipes, from border entry points or LNG regasification sites to the entrance of cities.
Contrary to natural gas extraction sites, bio gas production sites are directly con-
nected to the entrance of the cities and towns. Ultimately, the distribution network
carry the gas from the entrance of the cities to the final consumer, through smaller
diameter pipelines. All the steps of gas delivering are summarized in Figure 1.1.

1A particular attention is given to gas distribution in France.
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LNG Tankers Gas Storage
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Figure 1.1

A gas distribution network connects consumers to a source in gas through pipelines.
The source can either be a transmission network or a biogas production site. A gas
distribution network can be illustrated by a rooted tree graph in which the nodes
represent the consumers and the arcs represent the pipelines. Note that a gas distri-
bution network can be connected to multiple sources. In this case, a gas distribution
network cannot be represented by a rooted tree graph with a unique source. In this
thesis, we consider the case where a gas distribution network is connected to only one
source (see Figure 1.2 for an example of three gas distribution networks represented
by rooted tree graphs).

In France, the energy distribution market was opened to competition on July 1,
2007. It allowed the creation of a single market on an European scale and the possi-
bility for a consumer to freely choose its gas distribution network operator among the
fifty or so that currently exist in France. Gas distribution in France is a public service
mission. It is carried out under a triplet authority: the State, the local authorities
and the Energy Regulation Commission (CRE-French acronym). The State sets the
general framework for the energy market by guaranteeing compliance with both the
rules of competition and public service missions. Local authorities supervise gas
distribution on a smaller scale and ensure its safe running. The CRE ensures that
the French energy market runs smoothly and that all gas network operators have
the same access conditions to the distribution network. The most prominent gas
distribution operator in France is (by far) GRDF (Gaz Réseau Distribution France).
This operator manages an over 200, 000 km long gas distribution network with over
10, 000 employees to supply more than 11 millions of customers.
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1.2 The gas distribution problem

In order to carry out its task properly, GRDF is confronted with various costs, some
of which are not directly assignable to a given consumer. For instance, there are some
costs related to the access to the transmission network and some costs related to the
access to biogas production sites. In addition, the maintenance of the network, its
monitoring and possible extensions generate additional costs. These costs are called
operation costs and are ultimately billed to the consumers. Each consumer signs a
distribution contract with GRDF (or another distribution network operator), which
specifies two major pieces of information. First, it specifies the category to which
the consumer belongs. GRDF classifies the consumers according to a well-established
categorization system. The category of a consumer is highly related to its gas usage
over the course of a year. In particular, the effective demand of a consumer is
the most meaningful information for GRDF, and it determines the category of a
consumer. The effective demand of a consumer corresponds to the highest volume
in gas a consumer expects to demand over a short period of time. Typically, this
corresponds to the amount a household expects to consume during the coldest days
of winter. For a transportation company, this corresponds to the period of the year
when the company’s fleet is the most solicited. For an industry, this corresponds to
the period of the year when the production activity is at its greatest level. Without
loss of generality, we assume that the set of effective demands coincides with the
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categorization system established by GRDF. The distribution contract between a
consumer and GRDF specifies the effective demand of the consumer. Second, the
contract specifies the amount each consumer has to pay depending on its effective
demand. This amount is determined by a distribution rate, which is called “Third-
party access to the distribution network” (ATRD - French acronym). The ATRD
establishes a grid that specifies the amount the consumers have to pay depending
on their demand. GRDF seeks to recover all the operation costs via the ATRD. To
that end, GRDF must determine a method to share the operation costs among the
consumers. The competitiveness of GRDF significantly depends on how these costs
are divided. In particular, a cost sharing method is relevant if it meets the principles
retained and the objective pursued by the network operator.

There are two major principles retained by GRDF regarding the cost sharing
methods: the Uniformity principle and the Independence of higher demands princi-
ple.2 First, the Uniformity principle simply states that two consumers with the same
demands should be charged the same amount regardless of their geographical local-
ization. For instance, there should be no difference in terms of rate applied in rural
areas compared to urban areas, although the underlying costs are different. This
principle aims to reduce inequality of treatment between different consumers. This
principle is highly prevalent in France, not only in the field of gas delivering, but also
in electricity delivering, water delivering and other public services (see Fleurbaey &
Trannoy (1998)). This principle is even part of French law: “Constitution-article
72-2, révision du 28 mars 2003 [. . .] the law ensures uniformity mechanisms to pro-
mote equality among territories” (author’s translation). Second, the Independence
of higher demands principle indicates that a consumer should not have to pay for
demands higher than its own. This principle allows to avoid situations where the
presence of a consumer with a high demand implies additional costs to consumers
with lower demands. For example, it seems unjustified to increase the bill of a
household whenever a factory with a large gas consumption moves in next door.

Most, if not all, cost sharing methods used by GRDF are solution concepts taken
from the standard model of cost sharing problems. In the following, we briefly present
the (discrete) Aumann-Shapley method and the (discrete) Shapley-Shubik method,
which are two cost sharing methods commonly used by GRDF. To that end, we
represent the problem of GRDF as a discrete cost sharing problem (see e.g. Moulin
(2003) and Hougaard (2018)).

Fix a discrete finite set N of n gas consumers. Consider that each consumer
i ∈ N has an effective demand qi declared to the operator. The network operator
has no information regarding the other demands that a consumer makes throughout
a year, aside from its effective demand. Therefore, each consumer i ∈ N is endowed
with a discrete set of potential demands {0, 1, . . . , qi} that represents all the potential
demands i can make throughout a year. The profile of all effective demands is given
by q = (q1, . . . , qn). GRDF’s cost sharing problem can be viewed as a couple (q, C),

2The Uniformity principle translates into “péréquation” in French.
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where the map C measures the cost of operating the distribution network designed
to meet any demand profile in which each consumer i ∈ N demands at most its
effective demand qi. Formally, the map C measures the cost C(s) of operating a
distribution network designed to meet any profile of demand s ≤ q. The map C
verifies C(0, . . . , 0) = 0 and is a non-decreasing map, meaning that C(t) ≤ C(s)
for each t ≤ s ≤ q. The cost of operating the gas distribution network is given by
C(q). For instance, consider that the set of consumers is given by N = {a, b, c, d}.
The profile of effective demands is given by q = (2, 1, 1, 1), meaning that a has an
effective demand of 2 whereas b, c and d have an effective demand of 1. A map C
measures the cost of operating a distribution network designed to meet any demand
profile s smaller than q. For instance, C measures the cost of (1, 1, 0, 0), the profile
in which a demands 1, b demands 1 and c and d demand 0. Of course, this scenario is
hypothetical and does not correspond to the effective demands. But it is necessary to
consider such scenario to use the Aumann-Shapley and the Shapley-Shubik methods.
Since C is non-decreasing, the cost C(1, 1, 0, 0) is smaller than the cost C(1, 1, 1, 0),
in fact, any demand profile smaller than q has a smaller cost than C(q). Ultimately,
GRDF seeks to recover all the operation costs via the ATRD. This means that the
rate defined by GRDF should recover C(q), which is equivalent to sharing C(q)
among the consumers.

Next, we introduce some prerequisites from cooperative games necessary to under-
stand the Aumann-Shapley and the Shapley-Shubik methods. The standard model
of cooperative games is transferable utility games (TU-games for short). TU-games
model situations in which some players (possibly consumers) can form coalitions to
generate a worth. A TU-game consists of a couple (N, v), where N is a discrete and
finite set of players and v is a characteristic function that measures the worth of
each coalition of players E ⊆ N . A payoff vector for a TU-game assigns a payoff to
each player. A single-valued solution on a class of TU-games assigns a unique payoff
vector to each game in this class. The Shapley value (see Shapley (1953)) is probably
the most prominent single-valued solution for TU-games. It is computed as follows.
Assume that the grand coalition N , in which all players cooperate, is being formed
step by step according to a certain linear order over the player set. At each step, a
player joins the coalition and obtains its marginal contribution (corresponding to the
variation in worth generated when this player joins the coalition). The Shapley value
assigns to each player its expected marginal contribution assuming that each linear
order over the player set occurs with equal probability. We now have the material
to briefly present the Aumann-Shapley method and the Shapley-Shubik method.

The Shapley-Shubik method : given a coalition E ⊆ N of consumers, the method
considers the cost associated with the effective demands of those consumers, which is
given by v(E) = C(qE, 0N\E), where (qE, 0N\E) is the profile in which consumers in E
demand their effective demand and consumers outside of E have a null demand. The
Shapley-Shubik method computes the Shapley value of the transferable utility game
(N, v). Put differently, the cost share of a consumer is determined by its expected
marginal contribution to this game. Observe that the Shapley-Shubik method has no
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consideration for the discrete set of demands {0, 1, . . . , qi} that each consumer i ∈ N
is endowed with. This method assumes that each consumer attains its effective
consumption without passing through intermediary consumption levels.

The Aumann-Shapley method : given a consumer i ∈ N , each unit demanded by
i is viewed as a different consumer. Thus, there is a set of N q = ∪i∈NNi consumers,
where |Ni| = qi. Each Ni can be viewed as a multi-set that contains qi of the
same unit. When a consumer selects a certain number di of units of gas in Ni, it
is equivalent to saying that i demands di units of gas. Given E ⊆ N q, denote by
d(E) = (|E ∩ Ni|)i∈N the units of gas demanded by consumers in E and denote
the cost associated with those demands by vq(E) = C(d(E)). The Shapley value
of (N q, v) allocates to each element in N q a certain payoff. For each i ∈ N , the
sum of all the payoffs of the elements of Ni constitutes the allocation for consumer
i provided by the Aumann-Shapley method. Observe that, contrary to the Shapley-
Shubik method, the Aumann-Shapley method considers the discrete set of demands
{0, 1, . . . , qi} that each consumer i ∈ N is endowed with through the set N q. This
method assumes that each consumer attains its effective consumption gradually.

Since we consider the framework of gas distribution, two criticisms can be voiced
regarding these two methods. First, the principles pursued by GRDF are violated by
these methods. By definition of the solutions, the Independence of higher demands
is violated. If a consumer increases its demand, then other consumers with lower
demands can be potentially impacted. Additionally, the Uniformity principle is also
violated by the two solutions. Both methods are based on the marginal contributions
of the consumers to some specific TU-games. Therefore, it is unlikely that consumers
with the same effective demand will be charged the same amount.

Second, none of these methods consider the distribution network as an indepen-
dent information within the cost sharing problem. This is because the information
provided by the network is often contained in the map that measures the opera-
tion costs of GRDF. To be precise, the cost sharing problem of GRDF should be
written (q, CNet), where the map CNet measures the operation costs by relying on
the information provided by the distribution network. This map can be viewed
as the combination of two information: the distribution network Net and the eco-
nomic characteristics of GRDF C (e.g. access costs to the transmission network and
to biogas producers, executive activity, contract management, etc.). Applying the
Aumann-Shapley method or the Shapley-Shubik method to the problem (q, CNet) has
its technical advantages but also its drawbacks since CNet compresses a large amount
of information. The main drawback lies in its consequences on the axiomatic method,
which is central in this thesis. Such a method is used to determine a solution to a
class of problems on the basis of its properties (axioms). An axiom takes advantage
of the information of the problem to formulate a property. Therefore, if the problem
compresses the information provided by the distribution network and the economic
characteristics of GRDF, this compression has a direct impact on the relevance of
the axioms. We propose to dissociate Net and C as two separate pieces of informa-
tion, and to consider a new problem denoted by the triplet (q, C,Net). This way,
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the distribution network is an information independent from the other information
of the problem. From a theoretical point of view, this approach allows for a finer
axiomatic study of GRDF’s cost sharing problem. This point is detailed in section
1.5. The next section presents the axiomatic method.

1.3 The axiomatic method

This section is highly inspired from Thomson (2001). An axiomatic study of a sit-
uation in which several agents interact begins with the specification of a class of
problems. A problem is given by a set of alternative available to the agents and
information about the agents (whether they are players, consumers, voters, etc).
Additional information can be provided with the problem (preferences of the agents,
a structure over the set of agents, etc). To illustrate the wide range of possible
problems, a social choice problem consists of an unstructured set of feasible alterna-
tive, together with the preferences of the agents over this set. The problem is then
to elect one or several alternative based on the agents’ preferences. For bargaining
problems and cost allocation problems, the set of alternative consists only of a set of
attainable utility vectors. The problem is then to select one subset of these vectors.
In bankruptcy problems, there is a given amount of a perfectly divisible good, and
each agent claims a certain amount of this good. The problem is then to share the
total amount of this good among the agents under the assumption that this amount
is not sufficient to satisfy all their claims.

Given a class of problems D, a solution on D is a map that associates a non-
empty set of alternative to each problem in D. A solution is denoted by f and the
set of alternative X. Therefore, a solution can be written as f : D → X. Solutions
can be set-valued in some models and must be single-valued in others. Whether
the goal is descriptive or prescriptive, single-valued solutions are preferred, since a
solution that makes specific predictions or recommendations is more likely to be
useful. However, single-valued solutions can be very hard to characterize, and for
many models, set-valued solutions are retained. In bargaining theory and social
choice problems, most solution concepts are single-valued solutions. In cooperative
games and cost allocation problems, both types of solutions are popular.

An axiomatic study begins with the specification of a class of problems, which
is followed by the formulation of a list of desirable properties (axioms) of solutions
for problems in this class. The study ends with the description of the set of solu-
tions satisfying various combinations of the axioms. The study should also offer an
analysis of the logical independence between the axioms, since it is an effective way
to assess their relative power. Moreover, formulating and exploring variants of the
axioms is equally useful as it is not rare that the general ideas that inspire them
could have been given in slightly different and almost as appealing mathematical
formulations. An axiomatic study often results in characterization theorems. These
theorems identify a single-valued or a set-valued solution satisfying a given list of
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axioms. An axiomatic study may also produce impossibility theorems, stating the
incompatibility of a certain list of axioms on a certain class of problems. For prac-
tical reasons, the study may begin from the solutions. Although axioms come first
conceptually, it is useful to have at our disposal several solution concepts. Indeed,
this allows us to assess the strength of the axioms, testing conjectures regarding the
compatibility of the axioms and the logical independence between them. We develop
the latter point. Given a certain characterization theorem, we say that the axioms
are logically independent if by deleting any one of them, the characterization does
not holds anymore. The logical independence of the axioms is important since it
ensures that the characterization theorem is as general as possible. In practice, to
establish the logical independence of one axioms from the others in a characterization
result, it is sufficient to exhibit one solution, different from the characterized one,
which satisfies all the axioms but the one we are interested in.

1.4 Purpose of the thesis

The ultimate objective of this thesis is to provide cost sharing methods to divide
GRDF’s operation costs among the consumers. In opposition to the Aumann-Shapley
and the Shapley-Shubik methods, these methods should consider the distribution net-
work as a separate information from the game and be consistent with the principles
pursued by GRDF. By dividing operation costs, GRDF wishes to estalish a rate
grid. The basic idea of a rate is to provide a grid that specifies an amount to pay
for each potential demand of the consumers. A cost sharing method for GRDF must
therefore be adapted to establish a rate grid.

The theory of cooperative games is used to determine relevant methods. TU-
games have been extensively studied and applied to cost sharing problems and related
situations. However, most solution concepts from TU-games allocate a payoff per
player (e.g. the Shapley value, the Equal Division value, see Béal et al. (2016), or
the Egalitarian Shapley values, see Joosten (1996)) without any details on how this
payoff varies according to its demand.3 From the point of view of GRDF, solution
concepts from TU-games are clearly not enough to establish a rate grid. To overcome
this drawback, the thesis focuses on an extension of TU-games, known as multi-choice
games.

Multi-choice games, introduced by Hsiao & Raghavan (1992) and van den Nouwe-
land (1993), are a natural extension of TU-games in which a player can choose several
activity levels at which it can cooperate within a coalition.

Multi-choice games have been successfully applied to economic theory. For in-
stance, Branzei et al. (2009) study multi-choice games that arise from market situ-
ations with two factions. One faction consists of a group of powerful players with
yes-or-no choices and clan behavior. The other faction consists of non-powerful play-

3Single-valued solution concepts from discrete cost sharing problems also allocate a unique payoff
per player.
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ers with several choices regarding the extent at which cooperation with the clan can
be achieved; Grabisch & Rusinowska (2010) generalize a yes-no influence model to
a multi-choice framework. The authors consider a situation in which some agents
are part of a social network. Each agent has an ordered set of possible actions and
is influenced by its neighbors in the network when choosing its action; and Techer
(2021) addresses the social cost problem, originally introduced by Coase (1960), us-
ing multi-choice games. The author studies situations in which one polluter interacts
with several potential victims, and aims at negotiating a stable agreement regarding
the level of pollution. The polluter has several levels at which it wishes to pollute,
whereas the victims can either participate or not in the negotiations.

Let N be the set of players. In a multi-choice game, each player i ∈ N is allowed
to choose several activity levels at which it can cooperate, from 0, meaning that it
does not cooperate, up to mi, representing its maximal activity level. The profile
m = (m1, . . . ,mn) collects all the maximal activity levels of the players. A profile
s ≤ m is called a (multi-choice) coalition. A multi-choice game is a couple (m, v)
where v is the characteristic function that associates to each coalition s ≤ m a real
worth and verifies v(0, . . . , 0) = 0, where (0, . . . , 0) is the empty coalition. The sub-
class of multi-choice games where m = (1, . . . , 1) is the full class of TU-games with
the fixed player set N . Moreover, the class of (discrete) cost sharing problems can
be viewed as the class of non-decreasing multi-choice games. Therefore, multi-choice
games are a more general framework than (discrete) cost sharing problems. For the
rest of the thesis, we assume that activity levels and demands are two equivalent
concepts. A (multi-choice) payoff vector describes how much each player’s payoff
varies according to its activity levels, which is suitable to establish a rate grid. A
single-valued solution (a value, for short) on a class of multi-choice games assigns a
unique payoff vector to each game in this class. A set-valued solution on a class of
multi-choice games assigns a (possibly empty) set of payoff vectors to each game in
this class.

In this thesis, we introduce new solution concepts for multi-choice games. In
particular, we consider situations in which the game is endowed with a structure. A
structure takes advantage of the information provided by the distribution network
and uses it to establish relationships between the consumers. This way, the solution
concepts take into account the information provided by the distribution network.
Moreover, some of the solution concepts follow the principles pursued by GRDF:
the Uniformity principle and the Independence of higher demands principle. We
point out that not all solution concepts proposed in this thesis manage to satisfy the
principles pursued by GRDF and take the network into account at the same time.

The rest of this introduction is organized as follows. The interaction between
cooperative games and structures is discussed in section 1.5. Solution concepts from
multi-choice games and the Independence of higher demands principle are discussed
in section 1.6. Additionally, the Uniformity principle is discussed in Section 1.7.
Finally, Section 1.8 presents an overview of this thesis and details the contributions
of the different chapters.
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1.5 Games and structures

In cooperative games, it is generally assumed that cooperation among a group of
players is not constrained. However, in practice, several structures may have an
impact on the formation of coalitions, the evaluation of coalitions or the allocation
process. TU-games endowed with a structure on the player set have been intro-
duced to model situations where the formation or evaluation of coalitions depends
on communicational, coalitional or hierarchical constraints.

Communication constraints, modeled by an undirected graph (e.g. Figure 1.3),
are discussed in Myerson (1977). Players are located on the nodes of an undirected
graph where the edges represent the communication channels between pairs of play-
ers. A coalition of players can cooperate only if they can communicate through a
path that lies within this coalition. The model of TU-games with communication
constraints can be represented by a triplet (N, v, L), where (N, v) is a TU-game
and (N,L) an undirected graph representing the communication constraints. Ob-
serve that this model distinguishes the characteristic function from the structure. As
mentioned in Section 1.2, this approach allows to conduct an axiomatic study on a
problem (N, v, L) where (N, v) and (N,L) are two different pieces of information.
Myerson (1977) axiomatically characterizes a solution concept computed as the Shap-
ley value of the game (N, vL), where vL is a characteristic function that combines
v and L. The worth vL(E) of a coalition E ⊆ N in the game (N, vL) is computed
as the sum of the worth of each maximal connected coalition (with respect to the
communication graph) contained in E. Thus, communication constraints affect the
evaluation of coalitions.

The way v and L are combined into vL is entirely determined by the axioms,
which means that another set of axioms could lead to a different result. This empha-
sizes one of the theoretical advantages of distinguishing the characteristic function
from the structure: there are different possible sets of axioms resulting in different
combinations of v and L.

Coalitional constraints, where players meet together in coalitions and form a pri-
ori unions, are modeled by a partition of the player set (e.g. Figure 1.4). These
structures are discussed in Aumann & Dreze (1974) and Owen (1977). Different
interpretations of this model are possible. In Aumann & Dreze (1974) players be-
longing to different a priori unions can not cooperate, whereas in Owen (1977) the
formation of a coalition must only be consistent with the a priori unions. Thus, coali-
tional constraints affect the formation of coalitions. The model of TU-games with
coalitional constraints can be represented by a triplet (N, v,W ), where (N, v) is a
TU-game and (N,W ) is a partition of the player set representing the coalitional con-
straints. Similarly to communication constraints, this model distinguishes the game
from the structure. Aumann & Dreze (1974) and Owen (1977) propose two values
for TU-games with coalitional constraints and axiomatically characterize them. Au-
mann & Dreze (1974) propose a solution concept computed, for each i ∈ N , as the
Shapley value of the game (W (i), vW (i)), where W (i) is the a priori union containing
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player i ∈ N and vW (i) is the restriction of v to the domain W (i). Owen (1977)
proposes the Owen value that can be viewed as a two-step procedure. In the first,
a TU-game among a priori unions is used to determine the total payoff obtained by
each a priori union. In the second, a TU-game within each a priori union is used
to allocate the total payoff obtained by the a priori union in the first step to its
members. The Owen value is obtained by applying the Shapley value at each step.

a

b

c

de

Figure 1.3: L

a

b

c

de

Figure 1.4: W

a

b

c

de

Figure 1.5: D

Permission structures, modeled by directed graphs (e.g. Figure 1.5), are intro-
duced by Gilles et al. (1992). Such structures describe situations in which players
need the permission from other players before they are allowed to cooperate within
a coalition. The model of TU-games with a permission structure can be represented
by a triplet (N, v,D), where (N, v) is a TU-game and (N,D) is a directed graph
representing the permission structure. van den Brink & Gilles (1996) introduce the
Permission value for TU-games with a permission structure. This value is computed
as the Shapley value of the TU-game (N, vD), where vD(E) measures the worth of the
largest feasible coalition contained in E ⊆ N . In this context, a coalition is feasible
if it contains all the superiors of the coalition members. As in situations with com-
munication constraints, the structure affects the evaluation of the coalitions. Several
axiomatic characterizations of the Permission value can be found in van den Brink
& Gilles (1996), van den Brink et al. (2015) and van den Brink et al. (2018).

Finally, priority structures, modeled by acyclic directed graphs (e.g. Figure 1.5),
are introduced by Béal et al. (2021a). They describe situations in which some players
have priority over other players in the allocation process. The model of TU-games
with a priority structure can be represented by a triplet (N, v,D), where (N, v) is
a TU-game and (N,D) is a directed graph representing the priority structure. Béal
et al. (2021a)introduce the Priority value for TU-games with a priority structure.
The structure affects the allocation process: the surplus generated by each coalition
is allocated among the players in the coalition that have no superior present within
the coalition. Two axiomatic characterizations of the Priority value are proposed
by Béal et al. (2021a). Obviously, the model of TU-games with a priority structure
is very similar to TU-games with a permission structure. However, the two models
have a different interpretation and use of the structure.
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In this thesis, we study multi-choice games endowed with a structure. A few
studies have been conducted on this topic. For instance, Béal et al. (2012) consider
multi-choice games with communicational constraints and axiomatically characterize
a solution that extends the Average tree solution (see Herings et al. (2008)) from
TU-games with communication constraints. Albizuri (2009) considers multi-choice
games with a coalition structure in which players come together in coalitions and
form a coalition structure. The author axiomatically characterizes a solution that
extends the Owen value (see Owen (1977)) from TU-games with a coalition structure
to multi-choice games with a coalition structure.

Observe that, in TU-games, players have only one activity level at which they
can participate in a coalition. Therefore, the structure is easy to interpret since it
establishes relationships between the participating players. In multi-choice games,
these relationships are harder to determine due to the multiplicity of the activity
levels. For instance, let us consider a permission structure. A direct permission
relationship between two players is clear if the two players only have two choices:
0 or 1, i.e., if they cooperate or not. Indeed, assume that i ∈ N needs permission
from k ∈ N to cooperate. Then, if k plays 1, then i is authorized to play 1. On the
contrary, if k plays 0, then i is not authorized to play 1. Now, assume that k has 3
activity levels, meaning that mk = 3, and assume that mi = 2. What gives player i
the permission to play its activity level 1? There is no trivial way to determine which
activity level of k is necessary to authorize i to play 1. For instance, one possible
scenario is: i cannot cooperate unless k cooperates. In this case, i needs k to play
its activity 1 (or above) before cooperating itself (see Figure 1.6). Another possible
scenario is: i cannot cooperate unless k cooperates at its maximal activity level. In
this case, i needs k to play its activity 3 before cooperating itself (see Figure 1.7).
This makes the study of multi-choice games endowed with a structure more complex
than TU-games endowed with a structure.

k, 1 k, 2 k, 3

i, 1 i, 2

k Authorizes i

Figure 1.6
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Figure 1.7

Observe that the activity levels of a player are already linearly ordered: a player
k cannot play 2 unless it plays 1 beforehand. In a sense, the activity levels of the
players are already part of a structure in which they are linearly ordered. This
idea is illustrated by drawing arrows between the activity levels of each player in
Figure 1.6 and 1.7. A first objective of this thesis is to provide relevant ways to
combine the structure over the set of activity levels and the structure over the set of
players into one structure over the set of player-activity level pairs (just as we did
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in Figure 1.6 and 1.7). This issue is addressed by considering permission structures
and priority structures. We study how these structures can be combined with the
structure over the set of activity levels, and provide solution concepts based on these
aggregations. This discussion is particularly worthwhile for GRDF since it provides
different interpretations on how the geographical characteristics of the network affect
its economic characteristics.

1.6 Independence of higher demands

Properties similar to the Independence of higher demands principle exist in the eco-
nomic literature. The serial cost sharing method for discrete cost sharing problems,
introduced by Moulin & Shenker (1992), satisfies the property of Independence of
higher demands. Recently, Albizuri et al. (2020) study solutions for bargaining prob-
lems that satisfy the independence to higher claims property. In this section, we dis-
cuss the Independence of higher demands principle in the framework of multi-choice
games.

A solution concept for multi-choice games follows the Independence of higher
demands principle if the amount allocated to the activity level of a player is in-
dependent from higher activity levels. Unfortunately, most solution concepts from
multi-choice games do not satisfy this principle. Values for multi-choice games are
usually extensions of the Shapley value. The first extension is introduced by Hsiao
& Raghavan (1992). The authors consider multi-choice games in which players all
share the same maximal activity level. Weights on the activity levels are used, which
allow the authors to extend the idea of the weighted Shapley values (see Kalai &
Samet (1987)) from TU-games to multi-choice games. This value does not satisfy the
Independence of higher demands principle. van den Nouweland et al. (1995) consider
the full class of multi-choice games and provide a second extension of the Shapley
value, denoted by vdN . Assume that the grand coalition m forms step by step, ac-
cording to a certain order, starting from the empty coalition (0, . . . , 0), meaning that,
at each step, a player increases its activity level by one unit. Thus, at each step, a
player’s marginal contribution to the coalition corresponds to the variation in worth
the coalition undergoes when this player increases its activity level by one unit. The
vdN value allocates to each player the sum of its expected marginal contributions,
assuming that the grand coalition can form according to any admissible order, where
each admissible order occurs with the same probability. Calvo & Santos (2000) show
that the vdN value coincides with the discrete Aumann-Shapley method on the class
of discrete cost sharing problems. This shows that the vdN value does not satisfy
the Independence of higher demands principle. Other extensions can be found in
Derks & Peters (1993), Peters & Zank (2005) and Grabisch & Lange (2007). None
of these solutions satisfy the Independence of higher demands (see Chapter 2). The
Independence of higher demands principle is also related to a concept of stability:
the Core of a multi-choice game introduced by Grabisch & Xie (2007) (the Core, for
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short). The Core is a set-valued solution for multi-choice games that contains all
stable payoff vectors. A payoff vector is stable if no coalition can achieve, by itself, a
better worth than the one prescribed by the payoff vector. For a payoff vector to be
in the Core, it necessarily needs to satisfy the multi-efficiency property. This prop-
erty states that, for any activity level, If all the players agree on playing this level (or
their maximal activity level if they are unable to reach this level), then they achieve
the same worth as the one prescribed by the payoff vector in the Core. This kind of
agreement is called a synchronized coalition. If a value satisfies the Independence of
higher demands principle and also recovers the worth of the grand coalition, then it
satisfies multi-efficiency. This makes the Independence of higher demands principle
particularly desirable.

1.7 Uniformity

The Uniformity principle advocates for an equality of treatment between two con-
sumers with the same effective demand. In terms of multi-choice games, this means
that two players with the same maximal activity level should receive the same pay-
off. Similarly to the Independence of higher demands principle, no solution concept
from multi-choice games satisfies the Uniformity principle since most of them are
computed according to the contributions of the players to coalitions.

On the class of TU-games, the Equal division value, which equally divides the
worth of the grand coalition among the players, clearly satisfies the Uniformity prin-
ciple. Surprisingly, there are very few studies in the literature that extend the
Equal division value from TU-games to multi-choice games. To our knowledge, the
only single-valued solution extending the Equal division value from TU-games to
multi-choice games is the multi-choice constrained egalitarian solution introduced
by Branzei et al. (2014). We introduce an extension that satisfies the Uniformity
principle and the Independence of higher demands principle in Chapter 4.

1.8 Outline of the thesis

1.8.1 Chapter 2: Preliminaries

The first chapter of this thesis contains preliminaries on cooperative games (TU and
multi-choice games), TU-games endowed with a structure and discrete cost shar-
ing problems. First, basic definitions from TU-games, along with classical solution
concepts and their axiomatic characterization are introduced. Then, two models of
TU-games with a structure defined on the player set are discussed: games with a
permission structure (see Gilles et al. (1992)) and games with a priority structure
(see Béal et al. (2021a)). The two models fit GRDF’s cost sharing problem since
they both consider a directed graph as an exogenous information. Next, specific
definitions from multi-choice games are introduced. Extensions of solution concepts
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from TU-games to multi-choice games and their axiomatic characterizations are dis-
cussed. Finally, discrete cost sharing problems (see Moulin (1995)), are introduced.
Several solution concepts for discrete cost sharing problems such as the discrete se-
rial sharing methods (see Moulin & Shenker (1992)) and the discrete pseudo average
method (see Moulin (1995)) are presented. Special attention is given to how solu-
tion concepts from discrete cost sharing problems relate to solution concepts from
multi-choice games.

1.8.2 Chapter 3: Values for multi-choice games with a per-
mission structure

Permission structures model situations in which some players may need permission
from other players to cooperate. It turns out that permission relationships between
gas consumers arise in the framework of gas distribution. The gas distribution net-
work has a history: it has been constructed in a progressive way according to the
increasing demands of the consumers. As such, some consumers would never have
been able to demand gas if other consumers were not connected beforehand: this
can be seen as a permission relationship.

This chapter focuses on multi-choice games with a permission (tree) structure.
We investigate how a permission structure on the player set can be combined with
different levels of participation. A permission structure is represented by a directed
graph D. van den Brink & Gilles (1996) combine the characteristic function of a TU-
game (N, v) with a permission structure into a new function vD (see Section 1.5).
This chapter proposes a similar study performed within the framework of multi-
choice games. However, as mentioned in Section 1.5, there is no straightforward
way to interpret a permission structure if the players have several activity levels. To
conduct this study, we proceed in two-steps.

In a first step, pal-permission4 structures are introduced. These structures de-
scribe permission relationships between the activity levels of the players. For in-
stance, the directed graphs depicted in Figure 1.6 and Figure 1.7 can be viewed as
pal-permission structures. Pal-permission structures allow us to consider multi-choice
games with a pal-permission structure. This approach generalizes in a straightfor-
ward way the model introduced by Gilles et al. (1992). The pal-Permission value for
multi-choice games with a pal-permission structure is introduced. This value is com-
puted as the DP value (see Derks & Peters (1993)) of the multi-choice game (m, vQ),
where vQ is a combination of a multi-choice game (m, v) and a pal-permission struc-
ture Q. This combination extends the combination vD proposed by van den Brink
& Gilles (1996) for TU-games with a permission structure.

In a second step, multi-choice games with a permission structure on the player
set are considered. We exploit the fact that the set of activity levels of each player
is totally ordered. New axioms are proposed and allow us to characterize three

4player-activity level permission
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new values for multi-choice games with a permission structure. Each one coincides
with a pal-Permission value on multi-choice games enriched with a pal-permission
structure as described in the first step. They differ in the way the pal-permission
structure emerges from the set of axioms. This approach is interesting for several
reasons. First, it distinguishes a priori a permission structure between the players
(the inter-player relationships) from the linear order on the activity levels of each
player (the intra-player relationships). Then, the axiomatic study sheds light on how
the inter-player and intra-player relationships are combined to form a pal-permission
structure. Quite different pal-permission structures emerge from the axiomatic study,
which have natural but different interpretations.

All in all, this chapter sheds light on the additional difficulties that arise when
one tries to combine a multi-choice game with a structure on the player set, but
does not take into account the Independence of higher demands or the Uniformity
principle.

1.8.3 Chapter 4: Marginalism, egalitarianism and efficiency
in multi-choice games

This chapter focuses on multi-choice games without any structure. This study ad-
dresses the trade-off between marginalism and egalitarianism, which is one of the
main issues in economic allocation problems. Marginalism supports allocations based
on a player’s marginal contribution to coalitions, while egalitarianism is in favor of an
equal allocation at the expense of the differences between players’ marginal contribu-
tion to coalitions. The Uniformity principle can be seen as a form of egalitarianism.

In the context of TU-games, this trade-off can be seen as a compromise between
the Shapley value and the Equal division value since the two values are often seen as
the embodiment of marginalism and egalitarianism, respectively. This compromise
can be made by considering convex combinations of the Shapley value and the Equal
division value (see Joosten (1996)). These convex combinations of the Shapley value
and the Equal division value have been recently studied by van den Brink et al.
(2013), Casajus & Huettner (2013), Abe & Nakada (2019) and Béal et al. (2021b).
This chapter investigates the trade-off between marginalism and egalitarianism in the
context of multi-choice games. The Independence of higher demands and Uniformity
principles are taken into account.

An extension of the Shapley value, called the multi-choice Shapley value, is pro-
posed. This value is computed as follows. Assume that the grand coalition forms
step by step starting from the empty coalition. At each step, one player increases its
activity by one unit, let us say from j to j + 1, under the condition that all other
players (that are capable to play j) have already reached their level j. This coalition
formation process is called a restricted order. The multi-choice Shapley value as-
signs to each player the sum of its expected marginal contribution assuming that each
restricted order occurs with equal probability. This value assigns a payoff vector in
the Core, for each super-modular multi-choice game. A super-modular multi-choice
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games can be viewed as a game in which the incentives for joining a coalition increase
as the coalition grows. Furthermore, this value satisfies the Independence of higher
demands principle.

Then, an extension of the Equal division value, called the multi-choice Equal
division value is proposed. This value equally divides the surplus in worth between
two consecutive synchronized coalitions among the players able to play the required
activity levels. Thus, this value is not a trivial extension of the Equal division
value: it is an egalitarian solution that satisfies the Independence of higher demands
principle and the Uniformity principle. This value is clearly desirable since it satisfies
all the principles pursued by GRDF.

To our knowledge, no previous work has addressed the trade-off between marginal-
ism and egalitarianism in the context of multi-choice games. This trade-off is made
by compromising between the multi-choice Shapley value and the multi-choice Equal
division value. To that end, the multi-choice Egalitarian Shapley values for multi-
choice games are introduced. This family of values is composed of convex combi-
nations of the multi-choice Shapley value and the multi-choice Equal division value.
We provide several axiomatic characterizations of these new solution concepts, by
invoking classical axioms as well as new axioms for multi-choice games.

1.8.4 Chapter 5: Values for multi-choice games with a pri-
ority structure

A priority structure captures asymmetries between players which may reflect exoge-
nous rights, different needs or merit, and so on. Priority relationships naturally arise
between GRDF’s consumers. For instance, it seems reasonable to prioritize the sup-
ply of a hospital rather than the supply of an amusement park. During winter, it
seems reasonable to prioritize the supply of households before public facilities.

This chapter considers multi-choice games with a priority structure. A value for
multi-choice games with a priority structure is introduced. This value is called the
multi-choice Priority value, and it extends the Priority value for TU-games with a
priority structure introduced by Béal et al. (2021a). Our value can be viewed as a
lexicographic procedure defined as follows. For each (multi-choice) coalition, choose
the players with the highest activity levels in the coalition. Among these players,
select the players with no superiors in the priority structure. The surplus generated
by the coalition, i.e., its Harsanyi dividend is equally divided among the selected
players.

Regarding the Priority value for TU-games with a priority structure, the sur-
plus generated by a coalition is shared according to one criterion: the inter-player
relationships given by the priority structure. Our extension of this value shares the
surplus generated by a coalition according to two criteria: the inter-player relation-
ships given by the priority structure and the intra-player relationships given by the
linear order of the activity levels. First, players are discriminated according to their
activity level, then the remaining players are selected according to their position in

28



the directed graph.
Since the multi-choice Priority value first discriminates the players according to

their activity level, it satisfies the Independence of higher demands principle. This
result is the first result that combines a principle pursued by GRDF with an infor-
mation provided by the gas distribution network. Two axiomatic characterizations
of this value are proposed. One is a classical characterization that uses an additivity
axiom, the second is based on a balanced contributions axiom (see Myerson (1980)).

1.8.5 Chapter 6: Sharing the cost of a gas distribution net-
work

This chapter introduces the class of gas distribution cost sharing problems (gas dis-
tribution problems for short). A gas distribution problem can be represented by a
triplet (q, CNet, Net), where q is the profile of effective demands of some consumers,
Net is the distribution network, and CNet is a cost function that uses the information
provided by Net. Recall that CNet can be viewed as a combination of a cost function
C and Net. In Section 1.2, it is advocated that considering the problem (q, C,Net),
in which C is independent from Net, instead of (q, CNet), is more desirable. In this
chapter, the triplet (q, CNet, Net) is considered instead of (q, C,Net), because the
cost function is supposed to measure the cost of the pipelines in the network. There-
fore, the cost function inevitably has to take Net into account. However, we differ
from the case where one considers (q, CNet) and keep Net as a separate data, so that
we do not neglect any information from the gas distribution network.

We define solution concepts on the class of gas distribution problems that asso-
ciate a payoff to each demand of each consumer, and call them cost sharing rules.
Three distinct rules that depend on the network and the demands of the consumers
are proposed. To that end, a new principle is introduced. Consider a gas distribu-
tion network in which all consumers, except one, have a null demand in gas. To
supply this consumer with gas, all the pipelines connecting this consumer to the
source must be involved. In other words, this consumer depends on a number of
pipelines in addition to the one to which it is the tail. It should be reasonable to
charge this consumer for the costs of operating these pipelines. In a more general
way, consumers should pay for the portion of the network they use. This idea is the
Connection principle.

The first rule is called Connection rule, and it satisfies the Independence of higher
demands principle and the Connection principle. The second rule is called the Uni-
form rule, and it satisfies the Independence of higher demands principle and the
Uniformity principle. In the same way that marginalism is incompatible with egal-
itarianism, the Connection principle is incompatible with the Uniformity principle.
To make a trade-off between these two principles, the Mixed rules, which compromise
between the Connection rule and the Uniform rule, are proposed. For each rule, an
axiomatic characterization is provided.

The Connection rule coincides with the multi-choice Shapley value (introduced
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in Chapter 4) of a specific multi-choice game derived from the network and the
demands of the consumers. Moreover, the Connection rule is in the Core of this
specific multi-choice game. Similarly, the Uniform rule coincides with the multi-
choice Equal division value (introduced in Chapter 4) and the Mixed rules coincide
with the multi-choice Egalitarian Shapley values (introduced in Chapter 4).

1.8.6 Chapter 7: Concluding remarks

Two major principles are pursued by GRDF: the Uniformity principle and the Inde-
pendence of higher demands principle. The information provided by the distribution
network is also important. These considerations are studied in a progressive way
throughout the thesis. Chapter 3 only considers the information provided by the dis-
tribution network. Chapter 4 only considers the two principles pursued by GRDF.
Chapter 5 only considers one of these principles and the information provided by
the distribution network. Finally, Chapter 6 considers the two principles and the
information provided by the distribution network.

Chapter 2: Preliminaries

Chapter 3: Values for multi-choice
games with a permission structure

Chapter 4: Marginalism, egalitarianism
and efficiency in multi-choice games

Chapter 5: Values for multi-choice
games with a priority structure

Chapter 6: Sharing the cost
of a gas distribution network

Chapter 7: Additional remarks

Figure 1.8

←− Network

←− Uniformity
+ Independence

←− Independence
+ Network

←− Uniformity
+ Independence
+ Network

The sixth chapter of this thesis provides additional remarks. These remarks
highlight the links between the different chapters.
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- Chapter 3, 4 and 6: new solution concepts for multi-choice games with a pal-
permission structure and multi-choice games with a permission structure are
proposed. These new solution concepts are defined using elements from Chap-
ter 3 and Chapter 4. Then, observe that, under certain conditions, one of these
solution concepts coincides with the Connection rule from Chapter 6.

- Chapter 5 and 6: we discuss what happens if one applies the multi-choice
priority value to a multi-choice game derived from a gas distribution problem.

- Chapter 3, 4 and 5: we introduce pal-priority structures for multi-choice games.
Such structures can be understood as priority structures defined over the set of
player-activity level pairs. We introduce a value for multi-choice games with a
pal-priority structure, and show that it coincides with the multi-choice Priority
value, from Chapter 5, and the multi-choice Shapley value, from Chapter 4,
under certain conditions.
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Chapter 2: Preliminaries

This chapter provides preliminary definitions and notation for the thesis and is or-
ganized as follows. The first section presents transferable utility games, solution
concepts for such games and their axiomatic characterizations. The second section
presents the model of transferable utility games with a permission structure as intro-
duced by Gilles et al. (1992). The Permission value and two of its axiomatic charac-
terizations are discussed. Then, the third section presents the model of transferable
utility games with a priority structure as introduced by Béal et al. (2021a). The
Priority value and two of its axiomatic characterizations are discussed. The fourth
section presents multi-choice games as introduced by Hsiao & Raghavan (1992) and
van den Nouweland (1993). Extensions of solution concepts from TU-games to multi-
choice games and their axiomatic characterizations are discussed. Finally, discrete
cost sharing problems in the sense of Moulin (1995) are introduced. Several solu-
tion concepts for discrete cost sharing problems are presented. Special attention is
given to how solution concepts from discrete cost sharing problems relate to solution
concepts from multi-choice games.

2.1 TU-games

A situation in which a group of players can obtain certain payoffs by cooperation can
be described by a cooperative game with transferable utility, or simply a TU-game.
TU-games are appropriate tools to address many economic allocation problems. For
instance, Littlechild & Owen (1973) apply TU-games to address the allocation of
aircraft landing fees problem. Another application is proposed by Ambec & Spru-
mont (2002). The authors use TU-games to model river sharing problems that deal
with the fair allocation of water among a set of players. As a final example, Ni &
Wang (2007) model the polluted river problem with TU-games. In such setting, a
set of players, located along a polluted river, seek to determine a way to share the
cost of cleaning the river. This section introduces the model of TU-games along with
some definitions. We discuss several solution concepts on this class along with their
axiomatic characterizations.
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2.1.1 Basic definitions

Let N ⊂ N be a non-empty and finite set of players. Each subset E ∈ 2N is referred
to as a coalition of cooperating players. The grand coalition N represents a
situation in which all players cooperate. Coalition ∅ represents a situation in which
no player cooperates, it is called the empty coalition. For each E ∈ 2N , the integer
|E| ∈ N denotes the cardinality of coalition E.

Definition 1 (Transferable utility game). A transferable utility game, or sim-
ply a TU-game, is a couple (N, v) consisting of a finite player set N ⊂ N and a
characteristic function v : 2N → R, with the convention that v(∅) = 0.

The real number v(E) can be interpreted as the worth the players in E generate
when they cooperate. The class of TU-games with the finite set of players N ⊂ N is
denoted by GN . The class of all TU-games with a finite set of players is denoted by
G = ∪N⊂NGN .

A TU-game is non-negative if each coalition generates a non-negative worth in
this game. Formally, (N, v) ∈ G is non-negative if

∀E ∈ 2N , v(E) ≥ 0.

In some TU-games, a larger coalition always implies a higher worth. Such TU-
games are called monotonic TU-games. Formally, (N, v) ∈ G is monotonic if

∀E, T ∈ 2N ,
[
E ⊆ T

]
=⇒

[
v(E) ≤ v(T )

]
.

A monotonic game is non-negative by the convention v(∅) = 0.
The sub-class of monotonic TU-games is denoted by Gm, and verifies Gm ⊆ G.
In some situations, cooperation is useless because the players do not manage to

generate any surplus through cooperation. An additive TU-game models this idea.
In such game, the worth of a coalition is equal to the sum of each coalition member’s
marginal contribution to the empty coalition. Formally, (N, v) ∈ G is additive if

∀E ∈ 2N , v(E) =
∑
i∈E

v({i}).

On the contrary, in some situations, cooperation is clearly beneficial to players.
In particular, two coalitions of players may have an interest in merging in the sense
that the worth they would generate together outperforms the sum of their worth.
Super-additive TU-games model this idea.

A TU-game (N, v) ∈ G is super-additive if

∀E, T ∈ 2N , E ∩ T = ∅, v(E) + v(T ) ≤ v(E ∪ T ).

A stronger requirement than super-additivity is super-modularity. A TU-game (N, v) ∈
G is super-modular if

∀E, T ∈ 2N , v(E) + v(T ) ≤ v(E ∪ T ) + v(E ∩ T ).
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The class of super-modular games is denoted by Gsm ⊆ G. If a game is super-
modular, then it is super-additive by the convention v(∅) = 0. Similarly, a TU-game
(N, v) ∈ G is sub-modular if

∀E, T ∈ 2N , v(E) + v(T ) ≥ v(E ∪ T ) + v(E ∩ T ).

In a TU-game, different types of players can be distinguished. In particular, these
types can be defined according to the marginal contributions of the players to the
coalitions. Take any (N, v) ∈ G. The marginal contribution of a player i ∈ N to
a coalition E ∈ 2N\{i} in (N, v) is defined as

v(E ∪ {i})− v(E).

Note that, for each (N, v) ∈ Gm, the marginal contribution of each player is always
non-negative. Two players i, j ∈ N are equal in (N, v) if they have the same marginal
contributions to coalitions. Formally, such players are defined as

∀E ∈ 2N\{i,j}, v(E ∪ {i}) = v(E ∪ {j}).

A player i ∈ N is a veto player in (N, v) if a non-null worth cannot be achieved
without its cooperation in a coalition. Formally, such player is defined as

∀E ∈ 2N\{i}, v(E) = 0.

Two veto players both have the same marginal contributions to coalitions since their
cooperation is necessary to generate a non-null worth. Thus, two veto players are
equal, but the converse is not true.

A player i ∈ N is a null player in (N, v) if it has null marginal contributions to
coalitions. Formally, such player is defined as

∀E ∈ 2N\{i}, v(E ∪ {i}) = v(E).

A player i ∈ N is a nullifying player in (N, v) if its cooperation within a coalition
implies a null worth for this coalition. Formally, such player is defined as

∀E ∈ 2N : E ∋ i, v(E) = 0.

Take any GN ⊆ G and any (N, v) ∈ GN . Since 2N is a finite set, a characteristic

function v : 2N → R can be described by the vector (v(E))E∈2N ∈ R2|N|
. Therefore,

the class GN is a linear sub-space of R2|N|
. It follows that (N, v) can be expressed as

a linear combination of 2|N | − 1 linearly independent games, since v(∅) = 0. In his
original chapter, Shapley (Shapley (1953)) identifies a salient basis: the basis formed
by unanimity games. For any non-empty coalition E ∈ 2N , the unanimity game uE

with ruling coalition E is defined as

uE(T ) =

{
1 if E ⊆ T,
0 otherwise.

(2.1)
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Therefore, for each N , and each (N, v) ∈ GN , there exists a unique decomposition
of v in terms of unanimity games

v =
∑

E∈2N\{∅}

∆v(E)uE. (2.2)

The coordinate ∆v(E) is the Harsanyi dividend (see Harsanyi (1958)) of a coalition
E ∈ 2N . This dividend reflects the net surplus generated by E. Formally, Harsanyi
dividends are defined as

∆v(E) = v(E)−
∑
T⊂E

∆v(T ). (2.3)

Example 1. Consider a TU-game (N, v) ∈ G and take two players i, j ∈ N . The
surplus of the coalition {i, j} is the difference between the worth of the coalition
minus the dividends of all its sub-coalition {i} and {j}. The dividend of a singleton
is equal to the worth of the singleton. Formally, the dividend of coalition {i, j} is
∆v({i, j}) = v({i, j})− v({i})− v({j}).

2.1.2 Solution concepts

One of the basic issues in the theory of cooperative TU-games is as follows: “If the
grand coalition forms, how to divide its worth among the players”. This issue is
addressed through solution concepts for TU-games. In a TU-game (N, v) ∈ G, each
player i ∈ N may receive a payoff. A payoff vector x ∈ R|N | is a |N |-dimensional
vector that assigns a payoff xi ∈ R to each player i ∈ N .

Take any (N, v) ∈ G. A payoff vector x ∈ R|N | is efficient if it redistributes the
worth of the grand coalition among the players, formally∑

i∈N

xi = v(N). (2.4)

A payoff vector x ∈ R|N | is individual rational if the payoff of each player is higher
than its stand-alone worth in the game, formally

xi ≥ v({i}). (2.5)

A payoff vector x ∈ R|N | is coalitionally rational if no coalition of players has an
interest to split off from the grand coalition. Formally

∀E ∈ 2N ,
∑
i∈E

xi ≥ v(E). (2.6)

A single-valued solution on G (a value for short) is a map f that assigns a unique
payoff vector f(N, v) to each (N, v) ∈ G. A set-valued solution on G is a map F
that assigns a (possibly empty) set of payoff vectors F (N, v) to each (N, v) ∈ G.
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There are several well-known solution concepts for TU-games that have given rise to
many studies.

The Core (see Gillies (1953) and Shapley (1955)) is probably the most well-known
set-valued solution for TU-games. This solution concept is often viewed as the set of
stable payoff vectors since each payoff vector in this set is efficient and coalitionally
rational.

Definition 2 (Core). For each (N, v) ∈ G, the Core C(N, v) of (N, v) is defined
as the set of payoff vectors satisfying both (2.4) and (2.6).

Another well-known set-valued solution for TU-games is the Weber set (Weber
(1988)). To define this solution, denote the set of all (linear) orders on N by ΘN .
Assume that the grand coalition forms step by step, starting from the empty coalition.
At each step, a player enters the coalition. The players enter according to an order
θ ∈ ΘN . The step θ(i) is the step at which i ∈ N enters. When a player enters,
it contributes positively or negatively to the worth of the coalition. The marginal
vector of (N, v) with respect to the order θ collects all the marginal contributions
of the players when they enter the coalition according to θ. This vector is denoted
by mθ

v and is defined as

mθ
v = v(Eθ,i ∪ {i})− v(Eθ,i), (2.7)

where Eθ,i = {j ∈ N : θ(j) < θ(i)} is the set of predecessors of i ∈ N with respect to
θ. The Weber set is defined as the convex hull of the set of all n! marginal vectors.
Observe that this set is always non-empty.

Definition 3 (Weber set). For each (N, v) ∈ G, the Weber set is defined as

W (N, v) = conv{mθ
v : θ ∈ ΘN}.

Proposition 1 (Weber (1988), Derks (1992)). For each (N, v) ∈ G,

C(N, v) ⊆ W (N, v).

In a super-modular TU-game, cooperation is clearly beneficial to players. There-
fore, no coalition of players has an interest to split off from the grand coalition. The
next result, proved by Shapley (1971), indicates that the Core and the Weber set
coincide on the class of super-modular TU-games. This directly implies that the
Core is non-empty on the class of super-modular TU-games.

Proposition 2 (Shapley (1971)). For each (N, v) ∈ Gsm,

W (N, v) = C(N, v).

The Shapley value (see Shapley (1953)) is probably the most prominent single-
valued solution for TU-games. This value admits a number of different expressions,
but we only retain two of them since the others are not useful for the rest of the
thesis.
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Definition 4 (Shapley value). Take any (N, v) ∈ G. The Shapley value is the
average of all marginal vectors, meaning that the payoff of each player corresponds
to its average marginal contribution to coalitions. Formally, the Shapley value can
be written as

∀i ∈ N, Shi(N, v) =
1

n!

∑
θ∈ΘN

mθ
v. (2.8)

The Shapley value can be defined using Harsanyi dividends. The value divides the
dividend of each coalition equally among its members. Therefore, for each (N, v) ∈ G,
the Shapley value can be written as

∀i ∈ N, Shi(N, v) =
∑

E∈2N :E∋i

∆v(E)

|E|
. (2.9)

By definition, the Shapley value is always in the Weber set of any game. Therefore,
this value is always in the Core of super-modular games.

The Shapley value is often seen as an embodiment of marginalism. On the con-
trary, the Equal division value ensures an identical payoff to each player by dividing
the worth of the grand coalition equally among the players. Naturally, this value is
often seen as an embodiment of egalitarianism.

Definition 5 (Equal division value). For each (N, v) ∈ G, the Equal division
value is defined as

∀i ∈ N, EDi(N, v) =
v(N)

n
. (2.10)

The Equal division value is part of a larger family of values called (non-negative)
Weighted division values, which are introduced in Béal et al. (2016). A value in this
class divides the worth of the grand coalition among the players according to certain
weights. Let Ω = {ω ∈ R∞

+ |(ωi)i∈N} be an infinite set of strictly positive weights.

Definition 6 (Weighted division values). Take any ω ∈ Ω. For each (N, v) ∈
G, the Weighted division value WEDω is defined as

∀i ∈ N, WEDω
i (N, v) =

ωi∑
j∈N ωj

v(N). (2.11)

For any weights ω ∈ Ω such that ωi = ωj for any two distinct players i, j ∈ N , the
Weighted division value WEDω coincides with the Equal division value on any game
in G.

One of the main issues in economic allocation problems is the trade-off be-
tween marginalism and egalitarianism. Marginalism supports allocations based on a
player’s marginal contributions, while egalitarianism is in favor of an equal allocation
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at the expense of the differences between players’ marginal contributions. In the con-
text of TU-games, this trade-off can be seen as a compromise between the Shapley
value and the Equal division value. This compromise can be made by considering
convex combinations between the Shapley value and the Equal division value (see
Joosten (1996)). These convex combinations of the Shapley value and the Equal
division value have been recently studied by van den Brink et al. (2013), Casajus &
Huettner (2013), Abe & Nakada (2019) and Béal et al. (2021b). These combinations
form a set-valued solution called Egalitarian Shapley values and denoted by ESh.

Definition 7 (Egalitarian Shapley values). Take any α ∈ [0, 1]. For each (N, v) ∈
G, the Egalitarian Shapley value EShα is defined as

∀i ∈ N, EShα
i (N, v) = αShi(N, v) + (1− α)EDi(N, v). (2.12)

2.1.3 Axiomatic characterizations

This section presents and discusses classical axioms for solution concepts on G. Com-
bining these axioms, we present at least one axiomatic characterization for each value
introduced in the last section. Consider a value f on G.

The first axiom is ubiquitous in almost every axiomatic characterization, as it
transcribes the simple idea that the total worth of the grand coalition should be
entirely allocated among the players.

Axiom 1 (Efficiency). For each (N, v) ∈ G,∑
i∈N

fi(N, v) = v(N). (2.13)

Note that Efficiency only makes sense under the assumption that the grand coalition
forms. There exists some axioms that play a similar role than Efficiency but do not
take this assumption for granted. For instance, Pérez-Castrillo & Wettstein (2001)
and Béal et al. (2021b) study the Cohesive efficiency axiom. This axiom states that
the sum of the payoffs should be equal to the maximal total worth that the players
are able to achieve by organizing themselves into a partition.

When dealing with a problem, it can be useful to divide this problem into several
smaller problems. By doing so, it is desirable that the sum of the outcomes of the
smaller problems is equal to the outcome of the original problem. The next axiom
translates this idea to the framework of TU-games. It is frequently used in many
axiomatic characterizations. This axiom states that the solution is additive with
respect to TU-games with the same player set.

Axiom 2 (Additivity). For each (N, v), (N,w) ∈ G,

f(N, v + w) = f(N, v) + f(N,w).
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A slightly stronger axiom is also common in the literature. This axiom states that
the solution is linear with respect to TU-games with the same player set.

Axiom 3 (Linearity). For each (N, v), (N,w) ∈ G and λ ∈ R,

f(N, v + λw) = f(N, v) + λf(N,w).

Obviously,

Linearity =⇒ Additivity

If a player is unproductive or causes harm to others, it seems reasonable to
penalize them accordingly. The next axiom, introduced by Shubik (1962), indicates
that if a player never contributes to the worth of the coalitions, then it should not
receive anything from the value.

Axiom 4 (Null player property). For each (N, v) ∈ G, if a player i ∈ N is a
null player, then

fi(N, v) = 0.

A player can harm the other players in a coalition if its cooperation nullifies the
worth of the coalition. van den Brink (2007) introduces an axiom that advocates for
a null payoff to any nullifying player.

Axiom 5 (Nullifying player property). For each (N, v) ∈ G, if a player i ∈ N
is a nullifying player, then

fi(N, v) = 0.

When the worth of the grand coalition is non-negative, it is reasonable that any
player ends up with a non-negative payoff. In particular, null players need not to
receive a negative payoff. Since they do not harm any the players, they should obtain
non-negative payoffs. Casajus & Huettner (2013) models this idea and proposes an
axiom that guarantees a non-negative payoff to null players whenever the worth of
the grand coalition is non-negative.

Axiom 6 (Null player in a productive environment). For each
(N, v) ∈ G such that v(N) ≥ 0 and each null player i ∈ N in (N, v),

fi(N, v) ≥ 0.

If a value satisfies the Null player property, then if satisfies Null player in a productive
environment, but the converse is not true.

Null player property =⇒ Null player in a productive environment
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In some situations, it may be desirable that the payoff of a player does not depend
on exogenous factors. Shapley (1953) proposes an axiom ensuring anonymity between
the players. This means that the payoff of a player does not depend on its label i ∈ N .
A preliminary definition is necessary to introduce the axiom. Take any order θ ∈ ΘN .
The game (N, θv) is defined as

∀E ∈ 2N , θv(∪i∈E{θ(i)}) = v(E).

In this game, each player in E has a new label but keeps the same marginal contri-
butions to coalitions.

Axiom 7 (Anonymity). For each (N, v) ∈ G and each order θ on N ,

fi(N, v) = fθ(i)(N, θv).

Alternatively, the payoff of a player may depends on its marginal contributions
to coalitions. Maschler & Peleg (1966) introduce an axiom that requires players to
obtain no lower payoffs than less productive players.

Axiom 8 (Desirability). For each (N, v) ∈ G, if for two distinct players i, j ∈ N
it holds that v(E ∪ {i}) ≥ v(E ∪ {j}), for each E ∈ 2N\{i,j}, then

fi(N, v) ≥ fj(N, v). (2.14)

In case two players have the same marginal contribution to coalitions. Desirability
implies that these two players receive the same payoff. Shubik (1962) proposes an
axiom that formalizes this idea.

Axiom 9 (Equal treatment of equals). For each (N, v) ∈ G, if two distinct
players i, j ∈ N are equals, then

fi(N, v) = fj(N, v).

If a value satisfies Anonymity, then it satisfies Equal treatment of equals. The
converse is not true. Similarly, if a value satisfies Desirability then it satisfies Equal
treatment of equals. The converse is also not true.

Anonymity =⇒ Equal treatment of equals

Desirability =⇒ Equal treatment of equals

Two veto players both have the same marginal contributions to coalitions since
their presence is necessary to generate a non-null worth. Equal treatment of equals
indicates that such players should receive the same payoffs. Béal & Navarro (2020)
propose an axiom that formalizes this idea.
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Axiom 10 (Veto players property). For each (N, v) ∈ G and two distinct veto
players i, j ∈ N ,

fi(N, v) = fj(N, v).

If a value satisfies Equal treatment of equals, then it satisfies the Veto players prop-
erty. The converse is not true.

Equal treatment of equals =⇒ Veto players property

The same payoff for two equal players can be viewed as a strong requirement, es-
pecially if exogenous factors may justify different payoffs for such equal players. The
next axiom follows this idea and proposes a qualitative version of Equal treatment
of equals. This axiom relaxes Equal treatment of equals and states that two equal
players may receive a payoff of the same sign (see Casajus (2018)). Define the sign
of a real number as

∀x ∈ R, sign(x) =


+1 if x > 0,

−1 if x < 0,

0 otherwise.

Axiom 11 (Sign symmetry). For each (N, v) ∈ G and each i, j ∈ N such that i
and j are equal,

sign(fi(N, v)) = sign(fj(N, v)).

Clearly, if a value satisfies Equal treatment of equals, then it satisfies Sign symmetry.

Equal treatment of equals =⇒ Sign symmetry

Some axioms indicate how the payoff of players may vary when some inputs of the
problem vary. If a player leaves the game, this may affect other players’ payoffs. For
instance, Null player out introduced by Derks & Haller (1999) states that if a null
player leaves the game, then the payoff of the other players remain unchanged. This
axiom will be formally introduced later in Section 2.3.2. Myerson (1980) introduces
an axiom stating that for any two players, the amount that each player would gain
or lose by the other’s withdrawal from the game should be equal.

Axiom 12 (Balanced contributions). For each (N, v) ∈ G and each i, j ∈ N ,

fi(N, v)− fi(N \ {j}, v) = fj(N, v)− fj(N \ {i}, v).

Casajus (2017) proposes the Weak balanced contributions axiom, which relaxes
Balanced contributions. This axiom requires that the amount that each player would
gain or lose by the other’s withdrawal from the game should be of the same sign.

Some axioms assume that the characteristic function may vary. van den Brink
(2002) introduces a fairness axiom for TU-games that makes such assumption. This
axiom states that if one adds a game (N, v) ∈ G to another game (N,w) ∈ G in
which two players i and j are equal, then the payoffs of the players i and j change
by the same amount.
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Axiom 13 (Fairness). If i, j ∈ N are equal in (N,w) ∈ G, then

∀(N, v) ∈ G, fi(v + w)− fi(v) = fj(v + w)− fj(v).

Casajus (2011) shows that Fairness is equivalent to theDifferential marginality
axiom. Differential marginality compares two different games. It indicates that the
difference between two players’ payoffs is completely determined by the difference
between their productivities. Then, Weak Differential marginality is introduced
by Casajus & Yokote (2017). This axiom indicates that the payoffs of the two players
vary in the same direction if the difference between their productivities is the same
is both situations.

If a value satisfies Equal treatment of equals and Additivity, then it satisfies Fair-
ness. The converse is not true. Moreover, if a value satisfies the Null player property
and Fairness, then it satisfies Equal treatment of equals. Again, the converse is not
true. Clearly, these implications still holds if one replaces Fairness by Differential
marginality.

Equal treat of eq +Additivity =⇒ Fairness/Diff marginality

Null player prop+Fairness/Diff marginality =⇒ Equal treat of eq

As a reminder, Desirability compares the payoffs of two players with different
productivities in a unique situation. Young (1985) proposes an axiom that compares
the payoffs of a single player in two different situations. This axiom guarantees that
a player whose marginal contributions weakly increases does not end up with a lower
payoff.

Axiom 14 (Strong monotonicity). For each (N, v), (N,w) ∈ G and each i ∈ N
such that

∀E ∈ 2N\{i}, v(E ∪ {i})− v(E) ≥ w(E ∪ {i})− w(E),

it holds that

fi(N, v) ≥ fi(N,w).

Requiring that the payoff of a player does not decrease if its marginal contri-
butions do not decrease (as required by Strong monotonicity) irrespective of what
is to be allocated is a very strong requirement. Indeed, this property may imply a
decrease in payoff for other players if the total worth to be shared does not increase
significantly. The next axiom requires that the worth of the grand coalition does not
decrease on top of the original conditions stated in Strong monotonicity (see van den
Brink et al. (2013)).

Axiom 15 (Weak monotonicity). For each (N, v), (N,w) ∈ G such that v(N) ≥
w(N), and each i ∈ N such that

∀E ∈ 2N\{i}, v(E ∪ {i})− v(E) ≥ w(E ∪ {i})− w(E),
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it holds that

fi(N, v) ≥ fi(N,w). (2.15)

If a value satisfies Strong monotonicity, then it satisfies Weak monotonicity. The
converse is not true.

Strong monotonicity =⇒ Weak monotonicity

Strong monotonicity also implies Marginality (see Young (1985)), which states that
if the marginal contribution of a player does not change from one game to another,
so does its payoff in these games.

We now have the material to present some axiomatic characterizations of the
Shapley value, the Equal division value, the Egalitarian Shapley values and the
Weighted division values. This list of characterizations is not exhaustive, but each
characterization will prove to be useful for the rest of this thesis.

Theorem 1 (Shubik (1962)). A solution f on G satisfies Efficiency, Additivity,
the Null player property and Equal treatment of equals if and only if f = Sh.

This characterization still holds if one replaces Equal treatment of equals in the
axioms of Theorem 1 by the Veto players property (see Béal & Navarro (2020)) or
by Sign symmetry (see Casajus (2018)).

Additivity and Linearity are often criticized for their lack of economic interpre-
tation, and are often accused of only being of technical usefulness. Several studies
proposed axiomatic characterization of the Shapley value without relying on these
axioms. Myerson (1980) proposes an axiomatic characterization of the Shapley value
that relies on only two axioms, none of them being Additivity or Linearity.

Theorem 2 (Myerson (1980)). A solution f on G satisfies Efficiency and Bal-
anced contributions if and only if f = Sh.

Young (1985) proposes another characterization by replacing Additivity and the
Null player property by Strong monotonicity in Theorem 1.

Theorem 3 (Young (1985)). A solution f on G satisfies Efficiency, Equal treat-
ment of equals and Strong monotonicity if and only if f = Sh.

It is possible to replace Strong monotonicity by Marginality in Theorem 3 (see Young
(1985) and Pintér (2015)). Casajus (2018) shows that one can relax Equal treatment
of equals in Theorem 3 into Sign symmetry without affecting the result.

Theorem 4 (Casajus (2018)). A solution f on G satisfies Efficiency, Sign sym-
metry and Strong monotonicity if and only if f = Sh.
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Another approach that does not rely on Additivity/Linearity is proposed by
van den Brink (2002). The author shows that Fairness captures enough informa-
tion to characterize the Shapley value in presence of Efficiency and the Null player
property.

Theorem 5 (van den Brink (2002)). A solution f on G satisfies Efficiency, the
Null player property and Fairness if and only if f = Sh.

Since Fairness is equivalent to Differential marginality, one can substitute Fairness
by Differential marginality in Theorem 5. Additionally, Casajus & Yokote (2017)
show that the characterization still holds if one weakens Differential marginality into
Weak Differential marginality. Finally, Casajus (2017) shows that Efficiency, Weak
marginal contribution and Weak Differential marginality are enough to characterize
the Shapley value.

Efficiency seems to be mandatory to characterize the Shapley value, but it is
in fact possible to do without. For instance, Einy & Haimanko (2011) manages
to characterize the Shapley value without Efficiency. Casajus (2014) drops both
Efficiency and Additivity and still manages to characterize the Shapley value. Finally,
Béal et al. (2015) provides an axiomatic characterization of the Shapley value that
does not rely on Efficiency, Additivity or even Equal Treatment of Equals.

The characterization of the Shapley value provided by Shubik (1962) can be
slightly modified to characterize other values. van den Brink (2007) provides an
axiomatic characterization of the Equal division value by substituting the Null player
property by the Nullifying player property.

Theorem 6 (van den Brink (2007)). A solution f on G satisfies Efficiency, Ad-
ditivity, the Nullifying player property and Equal treatment of equals if and only if
f = ED.

Béal et al. (2016) show that one can substitute Equal treatment of equals in Theorem
6 by the Null player in a productive environment axiom and obtain a characterization
of the Weighted division values.

Theorem 7 (Béal et al. (2016)). A solution f on G satisfies Efficiency, Linear-
ity, the Nullifying player property and Null player in a productive environment if and
only if f = WEDω, for some ω ∈ Ω.

Casajus (2018) points out that, for each ω ∈ Ω, a Weighted division value satis-
fies Sign symmetry and the Nullifying player property. Casajus & Huettner (2013)
replace Linearity and the Nullifying player property in Theorem 7 by Linearity and
Desirability to characterize Egalitarian Shapley values.

Theorem 8 (Casajus & Huettner (2013)). A solution f on G satisfies Efficiency,
Additivity, Desirability and Null player in a productive environment if and only if
f = EShα, for some α ∈ [0, 1].
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At last, we present a second axiomatic characterization of the Egalitarian Shapley
values proposed by van den Brink et al. (2013).

Theorem 9 (van den Brink et al. (2013)). A solution f on G satisfies Efficiency,
Linearity, Anonymity and Weak monotonicity if and only if f = EShα, for some
α ∈ [0, 1].

2.2 TU-games with a permission structure

This section presents TU-games with a permission structure as introduced by Gilles
et al. (1992). This class of games describes situations in which the players are part
of a permission structure that is represented by a directed graph. In a permission
structure, there are players that need permission from other players before they are
allowed to cooperate.

Various assumptions can be made about how a permission structure affects coop-
eration. In the conjunctive approach, it is assumed that every player needs permis-
sion from all its predecessors before it is allowed to cooperate. Alternatively, in the
disjunctive approach, it is assumed that each player needs permission from at least
one of its predecessors before it is allowed to cooperate with other players. Depend-
ing on the approach, a coalition can be evaluated in different manners. Two major
solution concepts exist, which take into account two different manners a coalition
can be evaluated in a game with a permission structure. van den Brink & Gilles
(1996) introduce the permission value for TU-games with a permission structure by
adopting the conjunctive approach. van den Brink (1997) conduct a similar study
but adopt the disjunctive approach. This section describes the model of TU-games
with a permission structure. It introduces the (conjunctive) permission value, and
provides two axiomatic characterizations of this value.

2.2.1 The model

A permission structure is a couple (N,P ), where N ⊂ N is a finite set of players
and P is a map P : N → 2N . When no confusion arises, we simply denote a
permission structure (N,P ) by P . The relationship j ∈ P (i) means that j needs
the permission from i to cooperate. Equivalently, denote i ∈ P−1(j) if and only if
j ∈ P (i). In this case, player i is the predecessor of j, whereas j is the successor
of i. The trivial structure P 0 is such that, for each i ∈ N , P 0(i) = ∅. The transitive
closure of a permission structure P is a permission structure P̂ such that, for each
i ∈ N , we have j ∈ P̂ (i) if and only if there exists a path i = h1, h2, . . . , hk = j such
that hk ∈ P (hk−1), . . . , h2 ∈ P (h1). The players in P̂ (i) are called the subordinates
of i in P , and the players in P̂−1(i) := {j ∈ N : i ∈ P̂ (j)} are called the superiors of
i in P . A cycle occurs in the structure when there exists a path i = h1, h2, . . . , hk = i
such that hk ∈ P (hk−1), . . . , h2 ∈ P (h1). A permission structure is acyclic if no cycle
occurs in it.
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The class of acyclic permission structures on a finite set of players is denoted by
P. A permission tree structure is an acyclic permission structure in which each
player has at most one predecessor and only one player has no predecessor. Such a
player is referred to as the root of the tree. The subclass of permission tree structures
is denoted by PT ⊆ P.

1

3 2

456

(a) Acyclic structure

1

3 2

456

(b) Tree structure with root 1

In a permission structure, cooperation between the players is restricted. A player
cannot cooperate unless some of its superior(s) also cooperate. Various assumptions
can be made about how a permission structure affects cooperation. A distinction
is made between the conjunctive approach and the disjunctive approach. In the
conjunctive approach, as developed in Gilles et al. (1992) and van den Brink &
Gilles (1996), a player needs permission from all its predecessors (If any) in the
permission structure. On the other hand, in the disjunctive approach, a player needs
permission from at least one of its predecessors (If any). Both approaches coincide
on permission tree structures since each player has at most one predecessor.

A TU-game with a permission structure on N ⊂ N is a triplet (N, v, P ), where
(N, v) ∈ G is a TU-game, and (N,P ) ∈ P is a (acyclic) permission structure. The
class of TU-games with an acyclic permission structure is denoted by GP, and the
class of TU-games with a permission tree structure is denoted by GPT .

Essentially, one can think of v as representing the economic possibilities open to
every coalition in N . Thus v(E) represents the amount of utility, which coalition
E ∈ 2N could normally obtain if no permission structure was imposed on the game.
Due to the presence of the permission structure, all coalition can form, by only a
subset of coalitions can efficiently cooperate. Such coalitions are the ones containing
all the superiors of their members. They are called feasible coalitions.

Definition 8 (Feasible coalitions). Take any (N,P ) ∈ P. The set of feasible
coalitions is defined as

AP :=
{
E ∈ 2N : P−1(i) ⊆ E for each i ∈ E

}
. (2.16)

The feasible coalitions are essentially the only worth generating coalitions within a
game with a permission structure. The definition shows explicitly that indeed all
superiors of the players in an feasible coalition are also members of that coalition.
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Proposition 3 (Gilles et al. (1992)). Take any (N,P ) ∈ P. The set of feasible
coalitions AP verifies the following properties

- ∅ ∈ AP ,

- N ∈ AP ,

- If E,F ∈ AP , then E ∪ F ∈ AP and E ∩ F ∈ AP .

Even if acoalition is not feasible, there may be one or several worth generating
sub-coalition(s) contained within it. The largest of these sub-coalitions is called
the sovereign part of the original coalition. Put differently, the sovereign part of a
coalition is the payoff generating part of a coalition. Additionally, to any coalition, it
is possible to find one or several feasible super-coalition(s) containing it. The smallest
of these super-coalition(s) is called the authorizing part of the original coalition. Put
differently, the authorizing part of a coalition is the smallest coalition that contains
all the players necessary to make the original coalition feasible.

Definition 9 (Sovereign and authorizing parts). Take any (N,P ) ∈ P and E ∈
2N . The sovereign part of E according to P is the largest feasible subset of E defined
as

σ(E) :=
⋃

{F∈AP :F⊆E}

F.

The authorizing set of E ∈ 2N according to P is the the smallest feasible set contain-
ing E defined as

α(E) :=
⋂

{F∈AP :E⊆F}

F.

The sovereign of the authorizing operators are well defined by Proposition 3.

Example 2. Consider the set of player N = {1, 2, 3, 4, 5, 6}. Define the following
permission structure P as follows

P :1 −→ {2, 3} P−1 :1 −→ ∅
2 −→ {4, 5} 2 −→ {1}
3 −→ {6} 3 −→ {1}
4 −→ ∅ 4 −→ {2}
5 −→ ∅ 5 −→ {2}
6 −→ ∅ 6 −→ {3}
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Here, players 2 and 3 are successors of 1. Player 4 and 5 are successors of 2 and
subordinates of 1.

1

3 2

456

We have σ({2, 3, 4, 5}) = ∅ because there is no feasible subset of {2, 3, 4, 5},
σ({1, 2, 4, 6}) = {1, 2, 4} because {1, 2, 4} is the largest feasible subset of {1, 2, 4, 6}
and α({1, 2, 4, 6}) = {1, 2, 3, 4, 6} because {1, 2, 3, 4, 6} is the smallest feasible super-
set of {1, 2, 4, 6}.

Some properties of the sovereing and the authorizing sets, proved in Gilles et al.
(1992), are introduced.

Proposition 4 (Gilles et al. (1992)). Take any (N,P ) ∈ P. For and each E,F ∈
2N , it holds that:

- σ(E) ∪ σ(T ) ≤ σ(E ∪ T );

- σ(E) ∩ σ(T ) = σ(E ∩ T );

- α(E) ∪ α(T ) = α(E ∪ T );

- α(E ∩ T ) ≤ α(E) ∩ α(T ).

2.2.2 The Permission value

In a TU-game with a permission structure (N, v, P ) ∈ GP, the characteristic function
can be combined with the permission structure into a new characteristic function.
This new function, describes all possibilities open to the players embedded in P ,
given their potential marginal contributions to coalitions as described by the game
v. The resulting characteristic function is called the restriction of v by P and is
denoted by RP (v). Take any (N, v, P ) ∈ GP. The restriction of v by P is defined as

RP (v) = v ◦ σ. (2.17)

The restriction RP is linear. Indeed, for λ ∈ R and (N, v), (N,w) ∈ G,

RP (λv + w) = (λv + w)(σ(E))

= λv(σ(E)) + w(σ(E))

= λRP (v) +RP (w).
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Proposition 5. Take any (N, v, P ) ∈ GP. For each, E ∈ 2N , E ̸= ∅,

RP (uE) = uα(E). (2.18)

Proof. Take any T ∈ 2N , and let us show that RP (uE)(T ) = uα(E)(T ). One has

RP (uE)(T ) = uE(σ(T ))

=

{
1 σ(T ) ⊇ E,

0 otherwise.

Let us show that

E ⊆ σ(T ) ⇐⇒ α(E) ⊆ T.

First, since α(E) =
⋂

{T∈AP :E⊆T} T ,

E ⊆ σ(T ) =⇒ α(E) ⊆ σ(T ).

Then, since σ(T ) ⊆ T ,

E ⊆ σ(T ) =⇒ α(E) ⊆ T.

Second, since σ(T ) =
⋃

{E∈AP :E⊆T}E,

α(E) ⊆ T =⇒ α(E) ⊆ σ(T ).

However, since E ⊆ α(E), it holds that E ⊆ σ(T ). This shows that

E ⊆ σ(T ) ⇐⇒ α(E) ⊆ T. (2.19)

By (2.19), for each T ∈ 2N ,

RP (uE)(T ) =

{
1 α(E) ⊆ T,

0 otherwise.

This is equivalent to say that RP (uE) = uα(E). ■

From the linearity of RP (v) : 2
N → R and Proposition 5, we provide an alterna-

tive expression of the conjunctive restriction of v by P .

RP (v) = RP

(∑
E∈2N

∆v(E)uE

)
=
∑
E∈2N

∆v(E)RP (uE)

=
∑
E∈2N

∆v(E)uα(E). (2.20)

The next result provides some inheritance properties from (N, v) to (N,RP (v)),
which are proved in Gilles et al. (1992).
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Proposition 6 (Gilles et al. (1992)). Take any (N, v, P ) ∈ GP.

- If (N, v) is monotonic, then (N,RP (v)) is monotonic.

- If (N, v) is super-modular, then (N,RP (v)) is super-modular.

The (conjunctive) permission value, introduced by van den Brink & Gilles (1996), of
a TU-game with a permission structure (N, v, P ) ∈ GP is computed as the Shapley
value of (N,RP (v)) ∈ G.

Definition 10 (Permission value, van den Brink & Gilles (1996)). The Per-
mission value Pm is defined, for each (N, v, P ) ∈ GP, as

Pm(N, v, S) = Sh(N,RP (v)). (2.21)

If one considers a TU-game (N, v, P 0) ∈ GP with the trivial permission structure
P 0, then it is easy to see that σ(E) = E for each E ∈ 2N , and thus RP 0(v) = v.
Thus, the conjunctive permission value is a generalization of the Shapley value for
TU-games. One can express the conjunctive permission value in terms of Harsanyi
dividends.

Take any (N, v, P ) ∈ GP. For each i ∈ N and each E ∈ 2N , by (2.9), it holds
that

Shi(N, uα(E)) =


1

|α(E)|
i ∈ α(E),

0 otherwise.

Since the Shapley value satisfies Additivity, it follows that, for each i ∈ N ,

Shi(N,RP (v)) =
∑
E∈2N

∆v(E)Shi(N, uα(E))

=
∑
E∈2N
α(E)∋i

∆v(E)

|α(E)|
.

Thus, the Permission value Pm can be re-written, for each (N, v, P ) ∈ GP, as

∀i ∈ N, Pmi(N, v, S) =
∑
E∈2N
α(E)∋i

∆v(E)

|α(E)|
.

This value distributes the surplus generated by each coalition equally among the
authorizing part of the coalition.
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2.2.3 Axiomatic characterizations

This section introduces two axiomatic characterizations of the permission value. The
first characterization works on the class of TU-games with an acyclic permission
structure, whereas the second axiomatic characterization works on the class of TU-
games with a permission tree structure. Consider a value f for TU-games on GP.

In a TU-game with a permission structure, an inessential player is a null player
such that each of its subordinates in the permission structure is also a null player.
For instance, consider a firm in which the hierarchical organization of the employees
is represented by a permission structure. An inessential player can be viewed as
an employee going on strike with all its subordinates. This group of strikers no
longer makes any contribution to the firm. Clearly, an inessential player has null
marginal contributions to coalitions, but can also be viewed as responsible for its
subordinates’ null marginal contributions. It seems reasonable to penalize such an
inessential player. van den Brink & Gilles (1996) introduces an axiom requiring that
an inessential players should obtain a null payoff.

Axiom 16 (Inessential player property). For each (N, v, P ) ∈ GP and each
inessential player i ∈ N ,

fi(N, v, P ) = 0. (2.22)

If a value satisfies the Inessential player property, then it satisfies the Null player
property.

Inessential player property =⇒ Null player property

Many economic decision situations may be described by monotonic TU-games. Since
the total amount to be shared is non-negative in a monotonic game, and the players
are part of a permission structure it seems reasonable to require that a player i ∈ N
obtains at least as much as any of its successors in the permission structure. For
instance, it seems natural that an executive, in a firm, earns more than any of its
subordinates if the firm produces good results. The class of monotonic TU-games
with an acyclic permission structure is denoted by GmP.

Axiom 17 (Structural monotonicity). For each (N, v, P ) ∈ GmP and each player
i ∈ N such that P (i) ̸= ∅,

fi(N, v, P ) ≥ max
j∈P (i)

fj(N, v, P ).

Suppose that a player is veto for any coalition to obtain any positive payoff in a
monotone TU-game. Then, regardless of its position in the permission structure,
this player can always guarantee that the other players earn nothing by refusing any
cooperation. Therefore it seems fair that such a veto player gets at least as much as
any other player.
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Axiom 18 (Veto player dominance). For each (N, v, P ) ∈ GmP and each veto
player i ∈ N ,

∀j ∈ N, fi(N, v, P ) ≥ fj(N, v, P ).

Theorem 10 (van den Brink & Gilles (1996)). A value f on GP satisfies Effi-
ciency, Additivity, the Inessential player property, Structural monotonicity and Veto
player dominance if and only if f = Pm.

Just like the Shapley value, it is possible to axiomatically characterize the Per-
mission value without relying on Additivity on the sub-class GPT . Take any two
players i, j ∈ N such that j ∈ P (i). Define the associated game (v−ij, P ) in which i
is enforcing its power over j in the sense that it does not allow player j and all its
subordinates to cooperate. This game is formally defined as

∀E ∈ 2N \ {∅}, v−ij(E) = v(E \ (P̂ (j) ∪ {j})).

In (N, v−ij, P ), all subordinates of i are null players. If a player i ∈ N enforces its
power over player j ∈ P (i), the change in payoffs of player i is equal to the change
in payoff to the player j.

Axiom 19 (Permission fairness). For each (N, v, P ) ∈ GPT and each {i, j} ∈ 2N

such that j ∈ P (i),

fi(N, v, P )− fi(v−ij, P ) = fj(N, v, P )− fj(v−ij, P ). (2.23)

Theorem 11 (van den Brink et al. (2015))). A value f on GPT satisfies Effi-
ciency, the Inessential player property and Permission fairness if and only if f =
Pm.

For further details on the axiomatic characterizations of the permission value we
refer to van den Brink & Gilles (1996), van den Brink (1997), van den Brink et al.
(2015), van den Brink (2017), and van den Brink et al. (2018).

2.3 TU-games with a priority structure

TU-games with a priority structure were originally introduced by Béal et al. (2021a).
A priority structure can be viewed as a hierarchical organization of the players where
some players have priority over other players. In the introduction, we mentioned
that priority structures can be modeled by a directed graph. We adopt an equivalent
approach and model priority structure by a partial order on the player set to make
the distinction with permission structures clearer. Béal et al. (2021a) introduce the
Priority value for TU-games with a priority structure. This value shares the Harsanyi
dividend of each coalition equally among the subset of its members over whom no
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other player in the coalition has priority. Contrary to the previous model where the
permission structure influences the evaluation of the coalitions through a restricted
game, the priority structure influences the allocation process. This section describes
the model of TU-games with a priority structure, it introduces the Priority value,
and provides two axiomatic characterizations of this value.

2.3.1 The model

Take any N ⊂ N. A binary relation on N is some relation ⪰ where, for each i, j ∈ N ,
the statement i ⪰ j is either true of false.

Definition 11. A binary relation ⪰ on N ⊂ N is

- reflexive if i ⪰ i for each i ∈ N ;

- antisymmetric if i ⪰ j and j ⪰ i then i = j for each i, j ∈ N ;

- transitive if i ⪰ j and j ⪰ k then i ⪰ k for each i, j, k ∈ N ;

- complete if i ⪰ j or j ⪰ i for each i, j ∈ N .

A partially ordered set, or simply a poset, on N is a reflexive, antisymmetric and
transitive binary relation on N . A priority structure on N can be represented by a
poset (N,⪰) on the player set N . The relation i ⪰ j means that i has priority over j.
The poset (N,⪰0) containing no priority relations among pair of distinct players is
called the trivial poset. If ⪰ is a complete binary relation, then the priority structure
is said to be linear. The class of all posets on a finite set of players is denoted by S.
The class of all linear posets on a finite set of players is denoted by SL.

A poset (N,⪰) gives rise to the asymmetric binary relation (N,≻): i ≻ j if i ⪰ j
and i ̸= j. Two distinct players i and j are incomparable in (N,⪰) if neither i ⪰ j
nor j ⪰ i. For each player i ∈ N , define the priority group of i, denoted by ↑≻ i,
as the set of players having priority over i in (N,⪰)

↑≻ i = {j ∈ N : j ≻ i},

and the set players over which i has priority in (N,⪰) as

↓≻ i = {j ∈ N : i ≻ j}.

For each nonempty E ∈ 2N , the sub-poset (E,⪰E) of (N,⪰) induced by E is
defined as follows: for each i ∈ E and j ∈ E, i ⪰E j if i ⪰ j. We will also use the
notation (E,⪰) instead of (E,⪰E). A player i ∈ N is a priority player in (E,⪰)
if, for j ∈ E, the relation j ⪰ i implies i = j. The non-empty subset of priority
players in (E,⪰) is defined as

Z(E,⪰) = {i ∈ E : ∀j ∈ E such that j ⪰ i, j = i}.
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Example 3. Consider the set of player N = {1, 2, 3, 4, 5}. Consider the priority
structure described by the following directed graph

1

4 2

35

The set of priority players of the coalition {2, 3, 4, 5} is given by

T ({2, 3, 4, 5},⪰) = {2, 4}.

The only priority player in N is T (N,⪰) = {1}. The priority group of player 5 is
given by

↑≻ {5} = {1, 2, 4}.

The set of players over which player 2 has priority is given by

↓≻ {2} = {3, 5}.

A TU-game with a priority structure is a triplet (N, v,⪰) such that (N, v) ∈ G
and (N,⪰) ∈ S. The class of TU-games with a priority structure is denoted by
GS. Béal et al. (2021a) introduce the Priority value on GS. This value divides the
Harsanyi dividend of each coalition among the priority players of this coalition.

Definition 12 (Priority value, Béal et al. (2021a)). The Priority value Pr is
defined, for each (N, v,⪰) ∈ GS, as

∀i ∈ N, Pri(N, v,⪰) =
∑
E∈2N

Z(E,⪰)∋i

∆v(E)

|Z(E,⪰)|
. (2.24)

The Priority value extends the Shapley value (Shapley (1953)). Indeed the two values
coincide when (N,⪰) is the trivial poset.

2.3.2 Axiomatic Characterizations

This section presents the two axiomatic characterizations of the Priority value in-
troduced by Béal et al. (2021a). Let f be an allocation rule for TU-games with a
priority structure.

If a null player leaves a game, it seems natural that the payoff of each remaining
player should not get impacted. Derks & Haller (1999) formalize this idea via the
following axiom.
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Axiom 20 (Null player out). For each (N, v,⪰) ∈ GS and each j ∈ N such that
j is a null player in (N, v,⪰),

∀i ∈ N \ j, fi(N, v,⪰) = fi(N \ j, v,⪰).

If a value satisfies Efficiency and Null player out, then it satisfies the Null player
property.

Efficiency + Null player out =⇒ Null player property

The next axiom is a weak version of the Veto players property. It requires that
two veto players with the same priority group are treated equally, no matter over
which set of players they have priority.

Axiom 21 (Veto players with equal priority group property). For
each (N, v,⪰) ∈ GS and each i, j ∈ N such that i and j are veto players and ↑≻i=↑≻j,

fi(N, v,⪰) = fj(N, v,⪰).

If a value satisfies the Veto players property, then it satisfies the Veto players with
equal priority group property.

Veto players prop =⇒ Veto players with equal priority group prop

If a player is dominated by a veto player, its payoff possibilities are doubly blocked
by the fact that another player both has priority over it and vetoes any creation of
worth.

Axiom 22 (Veto and priority player property). For each (N, v,⪰) ∈ GS and
each j ∈ N such that j is a veto player,

∀i ∈↓≻j, fi(N, v,⪰) = 0.

The next axiom expresses an idea close to the Veto and priority player property.
It states that removing a player from both the game and the priority structure does
not affect the payoff of the players over which this player has priority.

Axiom 23 (Priority player out). For each (N, v,⪰) ∈ GS and each j ∈ N ,

∀i ∈↓≻j, fi(N, v,⪰) = fi(N \ {j}, v,⪰).

The next axiom indicates that adding a priority relation between two incompa-
rable players i and j, in the sense that i has now priority over j, does not affect
the players payoffs, including j, if player i and the players in the priority group of i
are null players. This means that a player does not care that a group of unproduc-
tive players have priority over it, and that this local change in the priority structure
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should have no impact on the other players. In a sense here, the lack of productivity
takes precedence over priorities.

Given a poset (N,⪰) and two distinct players i, j ∈ N such that j ∈ N\ ↑≻i,
define the poset (N,⪰i→j) as follows

∀k, l ∈ N, l ⪰i→j k ⇐⇒

{
l ∈ {i} ∪ (↑≻i) and k ∈ {j} ∪ (↓≻j),

l ⪰ k otherwise.

The poset (N,⪰i→j) is called the elementary extension of (N,⪰) with respect to
{i, j}. In this poset, player i has now priority on player j.

Axiom 24 (Invariance to unproductive priority extension). For each (N, v,⪰
) ∈ GS and each i, j ∈ N such that i and each k ∈↑≻i are null players in (N, v),

f(N, v,⪰) = f(N, v,⪰i→j).

Theorem 12 (Béal et al. (2021a)). A value f on GS satisfies Efficiency, Addi-
tivity, Priority player out, the Veto players with equal priority group property and
Invariance to unproductive priority extension if and only if f = Pr.

Another characterization of the Priority value can be obtained by substituting
Priority player out and Invariance to unproductive priority extension, by Null player
out and the Veto and priority player property.

Theorem 13 (Béal et al. (2021a)). A value f on GS satisfies Efficiency, Addi-
tivity, Null player out, the Veto players with equal priority group property and the
Veto and priority player property if and only if f = Pr.

2.4 Multi-choice games

Multi-choice games, introduced by Hsiao & Raghavan (1992) and van den Nouweland
(1993), are a natural extension of TU-games in which each player can choose several
activity levels at which it can cooperate within a coalition. This section presents the
model of multi-choice games and introduces some definitions. Solution concepts and
axiomatic characterization of some of these concepts are introduced.

2.4.1 The model

Let N = {1, . . . , n}, be a fixed1 set of players and fix an upper-bound K ∈ N
for activity levels. Each player i ∈ N has a finite set of pairwise distinct activity
levels Mi := {0, . . . ,mi} such that mi ≤ K. For each player i ∈ N , the set Mi is
linearly ordered from the lowest activity level 0 (i does not cooperate) to the maximal

1The set of players is fixed but we allow the activity levels to vary.
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activity level mi. Denote by Q(j) ∈ 2N the set of players able to play the activity
level j ≤ K. Formally, for each j ≤ K, the set Q(j) is defined as

Q(j) =
{
i ∈ N : mi ≥ j

}
.

Without loss of generality, assume that Q(1) = N . LetM be the cartesian product∏
i∈N Mi. Each element s = (s1, . . . , sn) ∈ M specifies a participation profile for

players and is referred to as a (multi-choice) coalition. So, a coalition indicates each
player’s activity level. Then, m = (m1, . . . ,mn) ∈ M is the greatest participation
profile, which plays the role of the grand coalition, whereas 0⃗ = (0, . . . , 0) plays
the role of the empty coalition. For each s ∈ M, denote by (s−i, k) the coalition
where all players except i play at levels defined in s while i plays at k ∈ Mi. For
each s ∈ M, denote by sT = maxi∈N si the highest activity level player by a player
within s. The set M endowed with the usual binary relation ≤ on Rn induces
a (complete) lattice with greatest element m and least element 0⃗. For any two
coalitions a, b ∈M, a∨ b and a∧ b denote their least upper bound and their greatest
lower bound over M, respectively. We use the notation M+

i = Mi \ {0} for each
i ∈ N and M+ =

⋃
i∈N
(
{i} ×M+

i

)
. A pair (i, j) ∈M+ represents a player and one

of its activity levels.
A (cooperative) multi-choice game on N is a couple (m, v) where v :M−→ R

is a characteristic function such that v(⃗0) = 0, that specifies the worth v(s) when
players participate at profile s. Take any q ∈ Rn such that qi ≤ K for each i ∈ N .
Denote by Gq the set of multi-choice games on N with the grand coalition q. Denote
by G = ∪q≤(K,...,K)Gq the set of all multi-choice games on N with K as an upper
bound for activity levels. Notice that TU-games can be viewed as a subclass of
multi-choice games satisfying m = (1, . . . , 1). Several sub-class of multi-choice games
are identified. To that end, let us introduce a few definitions.

A multi-choice game (m, v) ∈ G is the null game if each coalition has a null
worth. Formally, such game is defined as

∀s ∈M, v(s) = 0.

A multi-choice game (m, v) ∈ G is non-negative if each coalition has a non-
negative worth. Formally, such game is defined as

∀s ∈M, v(s) ≥ 0.

A multi-choice game (m, v) ∈ G is monotonic If an increase in activity levels always
leads to an increase in worth. Formally, such game is defined as

∀s, t ∈M : s ≤ t, v(s) ≤ v(t).

The class of monotonic multi-choice games is denoted by Gm ⊆ G. A null game is
a non-negative game and a monotonic game is a non-negative game due to the fact
that v(⃗0) = 0.
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A multi-choice game (m, v) ∈ G is super-modular if

∀s, t ∈M, v(s ∨ t) + v(s ∧ t) ≥ v(s) + v(t).

On the contrary, a multi-choice game (m, v) ∈ G is sub-modular if

∀s, t ∈M, v(s ∨ t) + v(s ∧ t) ≤ v(s) + v(t).

The classes of super-modular and sub-modular multi-choice games are denoted by
Gspm ⊆ G and Gsbm ⊆ G respectively.

Take any (m, v) ∈ G and any coalition s ∈M such that si = j−1. Themarginal
contribution of player i for its activity level j (or simply the marginal contribution
of the pair (i, j)) to the coalition s is defined as

v(s+ ei)− v(s).

This corresponds to the variation in worth incurred by coalition s following an in-
crease in activity of player i by one unit.

A pair (i, j) ∈ M+ is a weakly null pair in (m, v) ∈ G if it has null marginal
contribution to coalitions.

A pair (i, j) ∈ M+ is a null pair in (m, v) ∈ G if the marginal contribution of
each pair (i, j′) such that j ≤ j′ ≤ mi, to each coalition is null. Put differently, (i, j)
is a null pair if player i generates no worth from its activity level j up to its maximal
activity level mi. Formally, (i, j) ∈M+ is a null pair if

∀s ∈M, ∀j ≤ l ≤ mi, v(s−i, l) = v(s−i, j − 1). (2.25)

In the null game, each pair is a null pair. Moreover, a null pair is also a weakly
null pair. The converse is not true. Two distinct pairs featuring the same activity
level are equal if they have the same marginal contribution to coalitions. Formally,
(i, j), (i′, j) ∈M+ are equal pairs if

∀s ∈M : si = si′ = j − 1, v(s+ ei) = v(s+ ei′). (2.26)

Observe that two null pairs in a game are equal.
A pair (i, j) ∈ M+ is a veto pair in (m, v) ∈ G If any coalition in which player

i plays strictly less than j has a null worth. Formally, (i, j) ∈M+ is a veto pair if

∀s ∈M : si < j, v(s) = 0. (2.27)

By definition, if (i, j) is a veto pair, then each pair (i, j′) such that j′ < j, is also a
veto pair. Two distinct veto pairs featuring the same activity level are equal pairs.

Among the veto pairs, we identify the decisive pairs. If there exist several veto
pairs featuring the same player, then the pair featuring the highest activity level
among these pairs is called a decisive pair. Formally, a pair (i, j) ∈ M+ is a
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decisive pair in (m, v) ∈ G if it is a veto pair and there is at least one coalition s
with non-null worth and such that si = j. Formally, (i, j) ∈M+ is a decisive pair if

∀s ∈M : si < j, v(s) = 0 and

∃t ∈M : ti = j, v(t) ̸= 0. (2.28)

For s ∈ M, we introduce the set of top pairs T (s) containing players playing
the highest activity levels in s. Formally, the set of top pairs in s is defined as

∀s ∈M, T (s) =
{
(i, si) ∈M+ : si ≥ sk, ∀k ∈ N

}
. (2.29)

For (m, v) ∈ G, define the sub-game (t, vt) ∈ G, induced by t ∈M, as

∀s ∈M, vt(s) =

{
v(s) if s ≤ t,

0 otherwise.
(2.30)

When no confusion arises, we simply denote the sub-game (t, vt) of (m, v) by (t, v).
The sub-game (t, v) corresponds to a cooperative situation in which each player i ∈ N
can play at most the level ti, where ti ≤ mi. In other words, this describes a situation
where the maximal activity level of some players have been reduced.

Take any t ∈ M, t ̸= 0⃗. An analogue of an unanimity TU-game in the multi-
choice setting is the concept of minimal effort game (m,ut) ∈ G defined as

∀s ∈M, ut(s) =

{
1 if s ≥ t,

0 otherwise.
(2.31)

In a minimal effort game (m,ut), each player needs to achieve at least the activity
level specified by coalition t to generate a non-null worth. Observe that any game
(s, ut) ∈ G such that s < t, is the null game.

Remark 1. Take any t ∈ M, t ̸= 0⃗. Each pair (i, j) ∈ M+ such that j > ti, is a
null pair in (m,ut). Let (i, j), (i

′, j) ∈M+ be two distinct pairs such that j ≤ ti and
j ≤ ti′. Both pairs are decisive in (m,ut).

For each q ≤ (K, . . . ,K), Hsiao & Raghavan (1992) show that {ut}t≤q are linearly
independent and thus constitute a basis for Gq ⊆ G. Therefore, for each (m, v) ∈ Gq,

v =
∑
t≤m

∆v(t)ut, where ∆v(t) = v(t)−
∑

s≤t,s ̸=t

∆v(s). (2.32)

For each t ∈ M, ∆v(t) is the (multi-choice) Harsanyi dividend of t. Similarly to
TU-games, the Harsanyi dividend of a multi-choice coalition can be viewed as the
net surplus generated by a coalition.

Consider t ∈M, t ̸= 0⃗. The Dirac game (m, δt) ∈ G, induced by t, is defined as

∀s ∈M, δt(s) =

{
1 if s = t,

0 otherwise.
(2.33)
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Remark 2. Take any t ∈ M, t ̸= 0⃗. Each pair (i, j) ∈ M+ such that j > ti + 1 is
a null pair in (m, δt). If there exists two distinct players i, i′ ∈ N such that ti = ti′,
then (i, ti) and (i′, ti′) are equal in (m, δt).

For each multi-choice game (m, v) ∈ G, the characteristic function v admits a
unique linear decomposition in terms of Dirac games as follows

v =
∑
t≤m

v(t)δt. (2.34)

2.4.2 Solution concepts

Solution concepts for multi-choice games differs from solution concepts from TU-
games. The later allocates a collection of payoffs to each player, whereas the former
allocates a collection of payoffs to each activity level of each player. Therefore, in
multi-choice games, a player receives as many collection of payoffs as it has activity
levels. A payoff vector for a game (m, v) ∈ G is an element x ∈ R|M+|, where
xij ∈ R is the payoff received by the pair (i, j) ∈ M+. A set-valued solution on G is
a map F that assigns a collection of payoff vectors F (m, v) to each (m, v) ∈ G. A
value f is a single-valued solution on G that assigns a unique payoff vector f(m, v)
to each (m, v) ∈ G. This section presents single-valued solution and set-valued
solutions for multi-choice games. Regarding single-valued solutions, extensions of the
Shapley value and the Equal division value from TU-games to multi-choice games
are presented. As for set-valued solutions, we present extensions of the Core and the
Weber set from TU-games to multi-choice games.

Extensions of the Shapley value

This section presents three extensions of the Shapley value from TU-games to multi-
choice games. These are the extensions proposed by Derks & Peters (1993), van den
Nouweland et al. (1995) and Peters & Zank (2005) respectively.2 Each extension
admits an expression in terms of marginal contributions and in terms of Harsanyi
dividends.

A first approach is proposed by Derks & Peters (1993) and studied by Klijn et al.
(1999). An order over M+ can be represented by a map

θDP : M+ → {1, . . . ,
∑
i∈N

mi}. (2.35)

The integer θDP (i, j) indicates the position at which the pair (i, j) is ordered in
θDP . Denote by ΘDP the set of all orders over M+ whose cardinality is given by
(
∑

i∈N mi)!. The subset θ
−1
DP ({1, . . . , k}) of M+, which is the subset of pairs ordered

2Additional extensions of the Shapley value from TU-games to multi-choice games can be found
in Hsiao & Raghavan (1992) and Grabisch & Lange (2007).
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up to k steps, is denoted by SθDP ,k. Additionally, define the map σ that assigns to
each subset S ⊆ M+ the maximal feasible coalition σ(S) ∈ M. Formally, this map
is defined, for S ⊆M+, as

σ(S) = (t1, . . . , tn),

where ti =

{
max{l ∈M+

i : (i, 1), . . . , (i, l) ∈ S} if (i, 1) ∈ S,

0 otherwise.

In other words, ti is the highest level that can be observed for a pair in S featuring
player i, given that all the pairs featuring player i from (i, 1) to (i, ti− 1) are also in
S. The marginal vector ηθDP (m, v) corresponding to θDP ∈ ΘDP is defined as

∀(i, j) ∈M+, ηθDP
ij (m, v) = v(σ(SθDP ,θDP (i,j)))− v(σ(SθDP ,θDP (i,j)−1)).

Observe that v ◦ σ can be interpreted as the restriction of v by σ. Then, each
ηθDP
ij (m, v) represents the marginal contribution of (i, j) to the coalition σ(SθDP ,θDP (i,j)−1).
The Derks Peters value, or simply the DP value, proposed by Derks & Peters (1993),
assigns to each pair its expected marginal contribution to the restriction of v, by as-
suming that each order θDP ∈ ΘDP over the set of pairs occurs with equal probability.

Definition 13 (Derks & Peters (1993)). For each (m, v) ∈ G, the DP value is
defined as

∀(i, j) ∈M+, DPij(m, v) =
1

(
∑

i∈N mi)!

∑
θDP∈ΘDP

ηθDP
ij (m, v). (2.36)

The DP value admits an expression in terms of Harsanyi dividends. Define the set

∀s ∈M, B(s) = {(i, j) ∈M+ : j ≤ si}

as an interpretation of the support of a coalition s. For each (m, v) ∈ G, an
alternative expression of the DP value is given by

∀(i, j) ∈M+, DPij(m, v) =
∑
s≤m

(i,j)∈B(s)

∆v(s)

|B(s)|
. (2.37)

The DP value allocates to each pair (i, j) ∈ M+ a share of the dividend of each
coalition s such that (i, j) is in the support of s.

Remark 3. Take any (m, v) ∈ G. Let us interpret M+ as a set of players, meaning
that each pair is viewed as a player. Take any characteristic function w : 2M

+ → R
satisfying

∀S ⊆M+, w(S) = v(σ(S)).
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The couple (M+, w) forms a TU-game. Observe that w(M+) = v(m). There exists a
unique permission structure over M+, denoted by (M+, P ), which captures the linear
order of the activity levels. This permission structure is such that each pair (i, j) ∈
M+, j > 1, needs permission from the pairs (i, j− 1), (i, j− 2), . . . , (i, 1) ∈M+. For
instance, take

M+ = {(1, 1), (1, 2), (1, 3), (2, 1), (2, 2)}.

The permission structure over M+ can be illustrated by

(1, 3)

(1, 2)

(1, 1)

(2, 2)

(2, 1)

In this structure, the pair (1, 2) needs the permission from (1, 1), (1, 3) needs the
permission from (1, 2) and (1, 1). The DP value of a multi-choice game (m, v) ∈ G
can be viewed as the Permission value of the TU-game with a permission structure
(M+, w, P ).

Another approach is proposed by van den Nouweland et al. (1995). The authors
suppose that the grand coalition forms step by step, starting from the empty coalition
and where in each step, the level of one of the player increases by one unit. Compared
to Derks & Peters (1993) and Klijn et al. (1999), van den Nouweland et al. (1995)
consider the subset of admissible orders on M+ such that no pair (i, j) ∈ M+ is
ordered before a pair (i, l) featuring the same player and such that l < j. Formally,
an admissible order for the game (m, v) is a map θvdN : M+ → {1, . . . ,

∑
i∈N mi}

such that θvdN(i, j − 1) < θvdN(i, j) for each (i, j) ∈ M+. Denote by ΘvdN ⊆ ΘDP

the set of all admissible orders on M+ whose cardinality is given by

(
∑

i∈N mi)!∏
i∈N(mi!)

.

Let θvdN ∈ ΘvdN be an admissible order and h ∈ {1, . . . ,
∑

i∈N mi}. We denote by
sθvdN ,h the coalition formed after step h. Formally, it is defined as

∀i ∈ N, sθvdN ,h
i = max{j ∈Mi : θvdN(i, j) ≤ h} ∪ {0}.

The marginal vector ηθvdN (m, v) corresponding to θvdN ∈ ΘvdN is defined as

∀(i, j) ∈M+, ηθvdNij (m, v) = v(sθvdN ,θvdN (i,j))− v(sθvdN ,θvdN (i,j)−1). (2.38)
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Each ηθvdN (m, v) represents the marginal contribution of (i, j) to the coalition sθvdN ,θvdN (i,j)−1.
The value vdN proposed by van den Nouweland et al. (1995) assigns to each pair
its expected marginal contribution assuming that all admissible orders over the set
of pairs occur with equal probability. Contrary to the DP value, the game is not
restricted by the operator σ. Instead, the set of orders is reduced to admissible orders
in ΘvdN .

Definition 14 (van den Nouweland (1993)). For each (m, v) ∈ G, the vdN value
is defined as

∀(i, j) ∈M+, vdNij(m, v) =

∏
i∈N(mi!)

(
∑

i∈N mi)!

∑
θvdN∈ΘvdN

ηθvdNij (m, v).

The vdN value admits an expression in terms of Harsanyi dividends provided by
Faigle & Kern (1992). Define hij(s) as the hierarchical strength of a pair (i, j) ∈
M+ in the coalition s, si = j. The hierarchical strength of (i, j) in s represents the
average number of admissible orders such that all the pairs in B(s), except (i, j), are
ordered prior to step |B(s)| − 1 and (i, j) is ordered last among the pairs in B(s).
Formally, the hierarchical strength of a pair (i, j) ∈ M+ in a coalition s, in which
si = j, is defined as

hij(s) =
1

|ΘvdN |
|{θvdN ∈ ΘvdN : θvdN(i, j) = |B(s)|}|.

In addition, define

∀s ∈M, C(s) = {(i, j) ∈M+ : j = si} (2.39)

as an interpretation of the support of coalition s. Observe that C(s) ⊆ B(s). For
each (m, v) ∈ G, an alternative expression of the vdN value is given by

∀(i, j) ∈M+, vdNij(m, v) =
∑
s≤m

(i,j)∈C(s)

hij(s)∆v(s). (2.40)

This value allocates to each pair a share of a dividend ∆v(s) proportional to its
hierarchical strength.

Finally, we consider the value proposed by Peters & Zank (2005). We refer to
this value as the PZ value. The PZ value allows for a probabilistic interpretation
closely related to the Shapley value. Consider (i, j) ∈M+. The PZ value of (i, j) is
computed as follows. Assume that the coalition (m−i, j) is being formed in n steps
starting from the coalition (⃗0−i, j−1), with respect to a certain order over the player
set. Let h, h ≤ n, be the step at which i is ordered. At each step t ̸= h, a player
k ̸= i is ordered and immediately plays its maximum activity level. At step h, player
i is ordered and increases its activity level from j − 1 to j. The PZ value assigns
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to (i, j) its expected marginal contribution assuming that each order over the player
set occurs with equal probability.

Formally, define Yij the set of coalitions in which i plays j − 1 while the other
players play either 0 or their maximal activity level. Formally, it is defined as

∀(i, j) ∈M+, Yij = {s ∈M : si = j − 1 and sk = {0,mk} for each k ̸= i}.

For each s ∈ Yij, denote by

z(s) = |{k ∈ N : k ̸= i, sk = 0}|

the number of players that do not cooperate in s.

Definition 15 (Peters & Zank (2005)). For each (m, v) ∈ G, the PZ value is
defined as

∀(i, j) ∈M+, PZij(m, v) =
∑
s∈Yij

z(s)!(n− z(s)− 1)!

n!

(
v(s+ ei)− v(s)

)
.

In contrast to the DP and vdN values, the PZ value only uses a restricted subset of
information provided by the game (m, v). In order to compute this value, it suffices
to know the worth of those coalitions where only one player is allowed to play at an
activity level different from 0 or its maximum activity level. The PZ value admits
an expression in terms of Harsanyi dividends. For each (m, v) ∈ G, an alternative
expression of the PZ value is given by

∀(i, j) ∈M+, PZij(m, v) =
∑
s≤m

(i,j)∈C(s)

∆v(s)

|C(s)|
. (2.41)

The PZ value allocates to each pair (i, j) ∈ M+ an equal share of the dividend of
each coalition s such that (i, j) is in the support C(s) of s. Put differently, each
dividend ∆v(s) is equally shared among the players that play a non-null activity
level in s. This allocation of the dividend differs from Derks & Peters (1993) and
van den Nouweland et al. (1995) since the division of the dividend does not depend
on the level of activity of the players within the coalition.

A new extension of the Shapley value from TU-games to multi-choice games is
introduced in Chapter 4. It turns out that this value satisfies the Independence of
higher demands principle (if one interprets activity levels as demands), which is not
the case of the DP , vdN or PZ values.

Extensions of the Equal division value

This section briefly presents some possible extensions of the Equal division value from
TU-games to multi-choice games. The d-value proposed by Branzei et al. (2014).
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This value generalizes the constrained egalitarian solution (see Dutta & Ray (1989))
from TU-games to super-modular multi-choice games. The d-value is computed with
an algorithm that searches for a solution as egalitarian as possible, while taking into
account the activity levels of the players. Not all activity levels of the same player
will receive the same payoff, but similar activity levels of different players will be
treated as equally as possible.

We now present two reasonable extensions of the Equal division value from TU-
games to multi-choice games. The first extension divides the worth of the grand
coalition equally among the pairs in M+. This value is defined, for each (m, v) ∈ G,
as

∀(i, j) ∈M+, ED1
ij(m, v) =

v(m)

B(m)
. (2.42)

Obviously, the player’s total payoff increases with respect to their maximal activity
level. The second extension can be defined as a two-steps procedure. This value
divides the worth of the grand coalition equally among the players, then the amount
allocated to each player is divided equally among their activity level. This value is
defined, for each (m, v) ∈ G, as

∀(i, j) ∈M+, ED2
ij(m, v) =

v(m)

n×mi

.

Another extension of the Equal division value from TU-games to multi-choice
games is introduced in Chapter 4. It turns out that this value satisfies the Indepen-
dence of higher demands principle (if one interprets activity levels as demands).

Extensions of the Core and the Weber set

This section presents two extensions of the Core and the Weber set from TU-games
to multi-choice games proposed by Grabisch & Xie (2007) and van den Nouweland
et al. (1995) respectively. We discuss these solution concepts and point out that the
Weber set and the Core proposed by Grabisch & Xie (2007) coincide on the class of
super-modular multi-choice games.

Definition 16 (Core, Grabisch & Xie (2007)). For each (m, v) ∈ G, the Core
of (m, v) is denoted by C(m, v). A payoff vector x is in C(m, v) if

∀s ∈M,
∑
i∈N

si∑
j=1

xij ≥ v(s) (2.43)

∀h ≤ max
k∈N

mk,
∑
i∈N

h∧mi∑
j=1

xij = v((h ∧mi)i∈N). (2.44)

The first Core condition (2.43) states that no coalition can achieve, by itself, a
better outcome than the one prescribed by the payoff vectors in the Core. Observe
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that, on the class of multi-choice games such that m = (1, . . . , 1), condition (2.43)
coincides with the coalitional rationality condition for TU-games (2.6). Next, assume
that all players agree on forming a coalition in which everyone plays the same activity
level, let us say h. Players unable to cooperate at such level play their maximal
activity level. We call such coalition an h-synchronized coalition. The second
condition (2.44) states that an h-synchronized coalition achieves the same outcome
than the one prescribed by the payoff vectors. On the class of multi-choice games
such thatm = (1, . . . , 1), condition (2.44) coincides with the efficiency Core condition
(2.4) for TU-games.

Grabisch & Xie (2007) also propose an extension of the Weber set from TU-
games to multi-choice games. To do so, let us introduce restricted orders over M+.
These orders are such that no pair (i, j) ∈M+ is ordered before a pair (i′, j′) ∈M+

containing a strictly lower activity level j′ < j. Formally, a restricted order over the
set of pairs is a map

θGX : M+ → {1, . . . ,
∑
i∈N

mi} (2.45)

defined as

∀(i, j), (i′, j′) ∈M+,
[
j < j′

]
=⇒

[
θGX(i, j) < θGX(i

′, j′)
]
.

Denote by ΘGX the set of all restricted orders over the set of pairs. Obviously,
ΘGX ⊆ ΘvdN . The number of restricted orders over the set of pairs is given by∏

j≤ max
k∈N

mk

|Q(j)|!

Let θGX ∈ ΘGX be a restricted order and h ∈ {1, . . . ,
∑

i∈N mi}. We denote by sθGX ,h

the coalition formed after step h. Formally, it is defined as

∀i ∈ N, sθGX ,h
i = max

{
j ∈Mi : θGX(i, j) ≤ h

}
∪ {0}. (2.46)

We use the convention sθGX ,0 = 0⃗. For each θGX ∈ ΘGX , the marginal vector
ηθGX (m, v) is defined as

∀(i, j) ∈M+, ηθGX
ij (m, v) = v(sθGX ,θGX(i,j))− v(sθGX ,θGX(i,j)−1).

Each ηθGX
ij (m, v) represents the marginal contribution of (i, j) to the coalition sθGX ,θGX(i,j)−1

formed after θGX(i, j)− 1 steps according to the restricted order θGX .

Definition 17 (Grabisch & Xie (2007)). For each (m, v) ∈ G, the Weber set W
of (m, v) is the convex hull of all marginal vectors computed from restricted orders.
This set is defined as

W(m, v) = co({ηθGX (m, v) | θGX ∈ ΘGX}).
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Proposition 7 (Grabisch & Xie (2007)). The Weber set coincides with the Core
on the class of super-modular multi-choice games.

van den Nouweland et al. (1995) propose alternative extensions of the Core and the
Weber set from TU-games to multi-choice games.

Definition 18 (van den Nouweland et al. (1995)). For each (m, v) ∈ G, the
Core of (m, v) is denoted by C(m, v). A payoff vector x is in C(m, v) if and only if
it satisfies these three conditions

∀s ∈M,
∑
i∈N

si∑
j=1

xij ≥ v(s) (2.47)

∑
i∈N

mi∑
j=1

xij = v(m) (2.48)

∀i ∈ N,∀j ∈Mi \ {0}, xij ≥ v(jei)− v((j − 1)ei). (2.49)

Condition (2.47) is the same condition than (2.43). Condition (2.48) states that the
sum of the payoffs is equal to the worth of the grand coalition. Clearly, this condition
extends the Efficiency condition of the Core for TU-games (see 2.4). This condition
can be viewed as a particular case of condition (2.44), where h = maxk∈N mk. Con-
dition (2.49) states that the payoff of any player i for any of its activity level j is at
least equal to the increase in worth that player i can obtain when it works alone and
changes its activity from level j− 1 to level j. This condition extends the individual
rationality condition (2.5) from TU-games to multi-choice games.

Definition 19 (van den Nouweland et al. (1995)). For each (m, v) ∈ G, the
Weber set W of (m, v) is the convex hull of all marginal vectors computed from
admissible orders (2.38). This set is defined as

W(m, v) = co({ηθvdN (m, v) | θN ∈ θvdN}).

Contrary to the extensions of the Core and the Weber set proposed by Grabisch
& Xie (2007), the extensions of the Core and the Weber set proposed by van den
Nouweland et al. (1995) do not coincide on the class of super-modular multi-choice
games. This is why we prefer to focus on the extensions provided by Grabisch & Xie
(2007).

2.4.3 Axiomatic characterizations

This section presents axiomatic characterizations of the DP , vdN and PZ values
for multi-choice games. Several axioms for multi-choice games are discussed, some
of them being straightforward extensions of axioms from TU-games to multi-choice
games.3

3Certain names of the axioms are identical to Section 2.1.3 due to their normative similarities.
In the following, when using such names, we refer to the multi-choice version of these axioms.
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Take a value f on G. The first axiom is ubiquitous in almost every axiomatic
characterization, as it translates the simple idea that the total worth of the grand
coalition should be entirely allocated among the pairs in M+. Clearly, this axiom
extends Efficiency from TU-games to multi-choice games.

Axiom 25 (Efficiency). For each (m, v) ∈ G,∑
i∈N

∑
j≤qi

fij(m, v) = v(m).

The next axiom is also frequently used in many axiomatic characterizations. This
axiom states that the solution is additive with respect to multi-choice games. This
means that there is no difference between considering two problems separately or
at the same time. This axiom extends Additivity from TU-games to multi-choice
games.

Axiom 26 (Additivity). For each (m, v), (m,w) ∈ G,

f(m, v + w) = f(m, v) + f(m,w).

If a player is unproductive at a certain activity level, it seems reasonable to
penalize it accordingly. An unproductive activity level of a player can be modeled
by a weakly null pair, which has null marginal contributions to coalitions. Peters &
Zank (2005) introduce an axiom indicating that weakly null pairs should obtain a
null payoff.

Axiom 27 (Weak null pair property). For each (m, v) ∈ G, if (i, j) ∈ M+ is a
weakly null pair, then

fij(m, v) = 0.

If a player stops being productive starting from a certain activity level up to its
maximal activity level, it seems reasonable to penalize it accordingly. This situation
can be modeled by a null pair that describes a player and one of its activity level
from which it stops being productive. Klijn et al. (1999) introduce a stronger version
of the Weak null pair property indicating that any null pair should obtain a null
payoff.

Axiom 28 (Null pair property). For each (m, v) ∈ G, if (i, j) ∈ M+ is a null
pair, then

fij(m, v) = 0. (2.50)

The Null pair property implies that not only a null pair (i, j) receives a null payoff,
but each of the pairs (i, j′) such that j′ > j also receives a null payoff, since they are
also null pair themselves. Clearly, if a value satisfies the Weak null pair property,
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then it satisfies the Null pair property. The Null pair property and the Weak null
pair property both boil down to the Null player property on the class of multi-choice
games with m = (1, . . . , 1).

Weak null pair property =⇒ Null pair property

A veto pair represents a player’s activity level that is necessary for a coalition
to generate a non-null worth. Since all veto pairs are all equally necessary, it seems
reasonable to allocate them the same amount. van den Nouweland (1993) introduce
an axiom stating that two veto pairs should receive the same payoffs. This axiom
extends the Veto players property from TU-games to multi-choice games.

Axiom 29 (Veto pair property). For each (m, v) ∈ G and each
(i, j), (i′, j′) ∈M+ two veto pairs,

fij(m, v) = fi′j′(m, v).

Anonymity for solutions of TU-games indicates that the payoff of the players
does not depend on their label, meaning that one can permute the labels of two
players without changing the final allocation. Peters & Zank (2005) proposes a
straightforward extension of Anonymity from TU-games to multi-choice games. To
permute the labels of two players it is necessary that these players have the same
number of activity levels. Therefore, this axiom only holds on the class of multi-choice
games in which all the players have the same maximal activity level. The sub-class
of multi-choice games such that all players have the same maximal activity level
is denoted by G.

Axiom 30 (Anonymity). For each (m, v) ∈ G, each t ∈ M and each order θ ∈
ΘN , we define θt as θtθ(i) = ti for each i ∈ N , and θv as θv(θt) = v(t). Then, it
holds that

fij(m, v) = fθ(i)j(m, θv).

If Anonymity for TU-games implies Equal treatment for equals, which in turn implies
the Veto players property for TU-games, this is no longer true for Anonymity for
multi-choice games.

If a player decides to stop playing above a certain activity level, this can poten-
tially affects the payoffs of its remaining activity levels. Klijn et al. (1999) introduce
an axiom stating that if aplayer reduces its maximal activity level by one unit, then
the variation in payoff incurred by each of its remaining activity levels is equal to
the payoff it received for this maximal activity level.4

4This axiom is called the Equal loss property in Klijn et al. (1999).
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Axiom 31 (Intra-balanced contributions). For each (m, v) ∈ G and
each (i, j) ∈M+ such that j ̸= mi,

fij(m, v)− fij(m− ei, v) = fimi
(m, v).

Klijn et al. (1999) propose an axiom indicating that for any two players, the
amount that each player would gain or lose for its maximal activity level if the
other’s reduces its maximal activity level by one unit should be equal.

Axiom 32 (Upper balanced contributions). For each (m, v) ∈ G and any i, i′ ∈
N ,

fimi
(m, v)− fimi

(m− ei′ , v) = fi′mi′
(m, v)− fi′mi′

(m− ei, v).

Tang et al. (2019) propose an axiom that compares the payoffs of two veto pairs.
This axiom is inspired from the Hierarchical strength axiom introduced by Faigle &
Kern (1992) for TU-games with precedence constrains. Take any (m, v) ∈ G. To
introduce the axiom, define a veto coalition t ∈M as

∀s ∈M, v(s) =

{
v(t) if s ≥ t,

0 otherwise.

A veto coalition for a game (m, v) ∈ G, is a profile that collects all the minimal
activity levels required to generate a non-null worth. For instance, in a minimal
effort game (m,ut), t is a veto coalition. Observe that a veto coalition t always
verifies t > (0, . . . , 0).

Axiom 33 (Hierarchical symmetry). Take any (m, v) ∈ G. For each veto coali-
tion t ∈M and each pairs (i, ti), (i

′, ti′) ∈M+,∑
s≥t

si′=ti′

hi′ti′
fiti(m, v) =

∑
s≥t
si=ti

hitifi′ti′ (m, v).

The last axiom indicates that if two activity levels of the same player have the
same marginal contributions, then it seems reasonable that they obtain the same
payoff.

Axiom 34 (Intra symmetry). For each (m, v) ∈ G and each (i, j), (i, j′) ∈ M+

such that

∀s ∈M, v(s−i, j)− v(s−i, j − 1) = v(s−i, j
′)− v(s−i, j

′ − 1),

we have

fij(m, v) = fij′(m, v).
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Klijn et al. (1999) provide an axiomatic characterization of the DP value concep-
tually close to the characterization of the Shapley value provided by Béal & Navarro
(2020) (see Theorem 1).

Theorem 14 (Klijn et al. (1999)). A value f on G satisfies Efficiency, Additiv-
ity, the Veto pair property and the Null pair property if and only if f = DP .

Klijn et al. (1999) propose another characterization of the DP value conceptually
close to the characterization of the Shapley value provided by Myerson (1980).

Theorem 15 (Klijn et al. (1999)). A value f on G satisfies Efficiency, Intra-
balanced contribution, and Upper balanced contributions if and only if f = DP .

Tang et al. (2019) propose an axiomatic characterization of the vdN value, which
is conceptually close to the characterization of the Shapley value for TU-games with
precedence constrains proposed by Faigle & Kern (1992). Another characterization,
conceptually close to the characterization of the Shapley value provided by Myerson
(1980), is proposed by Calvo & Santos (2000). Here, we limit ourselves to the
characterization provided by Tang et al. (2019).

Theorem 16 (Tang et al. (2019)). A value f on G satisfies Efficiency, Additiv-
ity, the Weak null pair property and Hierarchical symmetry if and only if f = vdN .

One can replace Hierarchical symmetry in Theorem 16 by Anonymity and Intra
symmetry to obtain a characterization of the PZ value on G. Such a characterization
is proposed by Peters & Zank (2005).

Theorem 17 (Peters & Zank (2005)). A value f on G satisfies Efficiency, Ad-
ditivity, Anonymity, the Weak null pair property and Intra symmetry if and only if
f = PZ.

2.4.4 Consistent discrete cost sharing methods

This section presents the class of discrete cost sharing problems (see Moulin (1995),
Albizuri et al. (2003), Sprumont (2005) and Bahel & Trudeau (2013) to cite a few)
and discusses several solution concepts on this class of problems called discrete cost
sharing methods.

Fix N = {1, . . . , n} a set of n different consumers that demand a certain com-
modity.5 A discrete cost sharing problem is a couple (q, C), where q = (q1, . . . , qn).
Fix K ∈ N an upper bound for demands. Each qi ≤ K represents the effective
demand of i ∈ N . A demand profile s ≤ q describes a situation in which each
consumer i ∈ N demands a quantity si ≤ qi of commodity. The cost function

C :
∏
i∈N

{0, 1, . . . , qi} → R+

5In the original discrete cost sharing model, the set N refers to goods instead of consumers.
Without loss of generality, we stick to the term consumer to fit in the framework of the thesis.
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is a non-decreasing map verifying C (⃗0) = 0 for each s ≤ q. The real C(s) represents
the cost of satisfying the demand profile s. The total cost to be shared is given by
C(q). Clearly, q can be interpreted as a vector of maximal activity levels and C can
be interpreted as a non-decreasing characteristic function. Therefore, the class of
discrete cost sharing problems is the class of monotonic multi-choice games Gm.

In the cost sharing literature, a method on Gm is a map g that associates to
each problem (q, C) ∈ Gm a vector g(q, C) ∈ Rn

+ satisfying the budget balanced
condition, i.e,∑

i∈N

gi(q, C) = C(q).

Take any (q, C) ∈ Gm. A cost sharing method on Gm differs from a value on G,
for the following reasons:

- a discrete cost sharing method is a map from Gm to R|M+|, whereas a value is a
map from G to R|M+|. Put differently, a discrete cost sharing method allocates
a payoff to each consumer (player), whereas a value allocates a payoff to each
demand of each player;

- by definition, a discrete cost sharing method satisfies the budget balanced con-
dition, which is equivalent to say that to satisfies Efficiency. On the contrary,
a value does not necessarily satisfy Efficiency.

Despite their differences, it is possible to establish some links between discrete cost
sharing methods and values on Gm. Two types of links are detailed: the consistency
and the weak consistency.

A value f on G is consistent with a method g on Gm if

∀(q, C) ∈ Gm,∀i ∈ N, gi(q, C)− gi(q − ei, C) = fiqi(q, C).

In other words, f describes the variation in cost share a consumer undergoes when
its demand increases by one unit whereas g describes the total cost share allocated
to each consumer. We say that a value f on G is weakly consistent with a method
g on Gm if

∀(q, C) ∈ Gm,∀i ∈ N, gi(q, C) =
∑
j∈M+

i

fij(q, C).

Obviously, if a value f is consistent with a method g on Gm, then it is also weakly
consistent with g. The converse is not true.

Three well known discrete cost sharing methods are the Aumann-Shapley method
(see Sprumont (2005)), the Pseudo Average method (see Moulin (1995)) and the
Serial cost sharing method (see Moulin (1995)). Each of these methods is an additive
method, in the sense that, for each (q, C), (q, C ′) ∈ Gm,

g(q, C) + g(q, C ′) = g(q, C + C ′).
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In the following, we provide a mathematical expression of these methods and point
out if the method is consistent/weakly consistent with an existing value for multi-
choice games.

Since a discrete cost sharing problem is a multi-choice game, then by (2.32),

∀(q, C) ∈ Gm, C =
∑
s≤q

∆C(s)us.

For a certain s ∈ M such that ∆C(s) is negative, (q,∆C(s)us) is a non-monotonic
game and so is not a discrete cost sharing problem. To get around this drawback,
let us re-writte the cost function C as

C =
∑
s≤q

∆C(s)≥0

∆C(s)us +
∑
s≤q

∆C(s)<0

∆C(s)us

C =
∑
s≤q

∆C(s)≥0

∆C(s)us −
∑
s≤q

∆C(s)<0

(−∆C(s)us).

With this re-writing, one can express any cost function with monotonic games only.
Formally, for any additive discrete cost sharing method g,

g(q, C) =
∑
s≤q

∆C(s)≥0

g(q,∆C(s)us)−
∑
s≤q

∆C(s)<0

g(q,−∆C(s)us). (2.51)

For the sake of clarity, we define discrete cost sharing methods on a minimal effort
game (q, us). One can always retrieve the expression of the method on (q, C) by
(2.51).

The discrete Aumann-Shapley method, originally introduced in Moulin (1995),
has been defined, in the introduction, in terms of Shapley values. This method has an
expression in terms of hierarchical strengths (see (2.40)) when applied to a minimal
effort game.

Definition 20 (Aumann-Shapley method, Moulin (1995)). For each (q, us) ∈
Gm, where s ≤ q, the (discrete) Aumann-Shapley method is defined as

∀i ∈ N, ASi(q, us) = hisi(s).

Recall that the hierarchical strength of a pair (i, j) ∈ M+ in s ≤ q represents the
average number of admissible orders over M+ such that all the pairs in B(s) =
{(k, l) ∈M+ : l ≤ sk}, except (i, j), are ordered prior to step |B(s)| − 1 and (i, j) is
ordered last. Formally, the hierarchical strength of a pair (i, j) ∈M+ in s is defined
as

hij(s) =
1

|ΘvdN |
|{θvdN ∈ ΘvdN : θvdN(i, j) = |B(s)|}|.

Clearly, the higher the demand si of i within s, the more admissible orders satisfying
in which (i, j) is ordered last. Therefore, the higher the demand of i within s, the
higher its cost share in (q, us).
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Proposition 8 (Calvo & Santos (2000)). The vdN value is weakly consistent
with the discrete Aumann-Shapley method on Gm.

The (discrete) Pseudo-average method is introduced by Moulin (1995). For a
minimal effort game (q, us), this method allocates to each consumer a cost share
proportional to its demand si.

Definition 21 (Pseudo-average method, Moulin (1995)). For each
(q, us) ∈ Gm, where s ≤ q, the (discrete) Pseudo-average method is defined as

∀i ∈ N, PAi(q, us) =
si
|B(s)|

.

Similarly to the Aumann-Shapley method, the Pseudo-average method allocates an
amount to each player that increases with respect to the player’s demand within s.

Proposition 9 (Albizuri et al. (2003)). The DP value is weakly consistent with
the pseudo average cost method on Gm.

To conclude this section, we introduce the (discrete) Serial cost sharing method
(see Moulin & Shenker (1992) and Moulin (1995)), which proves useful for Chapter
4. For a minimal effort game (q, us), this method allocates the total cost among the
consumers with the highest demands in s. For each profile s ∈ M, define the set of
players with the highest demands within the profile by

Y (s) = {i ∈ N : si ≥ si′ ,∀i′ ∈ N}.

Definition 22 (Serial cost sharing method, Moulin (1995)). For each (q, us) ∈
Gm, where s ≤ q, the (discrete) Serial cost sharing is defined as

∀i ∈ N, SCSi(q, us) =


1

|Y (s)|
if i ∈ Y (s),

0 otherwise.
(2.52)

A new extension of the Shapley value from TU-games to multi-choice games is intro-
duced in Chapter 4. We will show that this value is consistent with the Serial cost
sharing method on Gm.
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Chapter 3: Values for Multi-Choice
Games with a Permission (tree) Struc-
ture

3.1 Introduction

Permission structures model situations in which some players may need permission
from other players to cooperate (see Section 2.2). It turns out that permission rela-
tionships between gas consumers can arise in the context of gas distribution. Indeed,
the gas distribution network has a history: it was built progressively according to
the growing demands of consumers. Thus, some consumers would never have been
able to demand gas if other consumers had not been connected beforehand: this can
be considered as a permission relationship.

For example, let us consider Figure 3.1 representing a distribution (tree) net-
work managed by GRDF. Consumer a is located at the root of this network, which
means that a was the first consumer that GRDF connected to the network. In par-
ticular, GRDF determined that it was worth connecting a to the network given the
investment required to connect it.

Consumers b and c were able to take advantage of a’s connection to connect
themselves to the distribution network. Indeed, in the absence of a, the investments
required for their connection may have been too great. Consequently, GRDF may
have decided to not connect them directly to the root. Since a is connected, GRDF
determined that it was worth connecting b and c to the network since the only
investment required is an additional connection to a for both of them.

This situation can be represented by permission relationship: b and c need per-
mission from a to be connected. Similarly, f needs permission from c, d needs
permission from b and e needs permission from b. All in all, a permission structure
can be extracted from the information provided by the distribution network.
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a

c b

def

Figure 3.1: A distribution network.

This chapter takes advantage of the information provided by the distribution
network to enrich the model of multi-choice games with a permission (tree) structure.
No consideration is given to the principles pursued by GRDF. Instead, we focus on
the information provided by the distribution network and investigate how to combine
a permission structure with a multi-choice game to derive relevant solution concepts.

A few studies have enriched the model of multi-choice games with a structure
(see Section 1.5). In this study, we investigate how a permission structure on the
player set can be combined with different levels of participation. There is no straight-
forward way to combine these two aspects. We propose to deal with this problem
in two steps that correspond to two approaches describing two different but closely
related models. In a first approach, we consider multi-choice games enriched with
a permission structure defined on the set of player-activity levels pairs. In a second
approach, we consider multi-choice games with a permission structure defined on the
set of players.

The first approach consists in defining a permission structure on the set of player-
activity level pairs (a pal-permission structure henceforth) and not on the player set
as in Section 2.2. The underlying idea is that a player i making a certain activity
level j may need another player k to make a certain activity level l beforehand to
cooperate. This approach generalizes in a straightforward way the model of TU-
games with a permission structure (see Section 2.2). We proceed in several steps.
First, we define a set of feasible coalitions with respect to a pal-permission struc-
ture and show that this set forms a sub-lattice of the set of coalitions. Second,
we define the sovereign and authorizing parts of a coalition s as its largest feasible
sub-coalition and its smallest feasible super-coalition, respectively. Third, we intro-
duce a restricted multi-choice game given by the worth of the sovereign part of the
coalitions. Finally, we define the Pal-permission value as the DP value (see (2.37))
applied to the above restricted multi-choice game. This value generalizes both the
DP value for multi-choice games and the Permission value (2.21) for TU-games with
a permission structure.

The second approach keeps a permission structure on the player set, as in Section
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2.2, and combines it with a multi-choice game. In this second approach, it is always
considered that the players are part of a permission structure but we also exploit the
fact that the set of activity levels of each player is totally ordered. This leads us to
consider that there are two types of permission structures: the first one operates be-
tween players and the second one operates between the activity levels of each player.
Indeed, one considers that the activity levels are part of a permission structure in
the sense that choosing the activity level j requires having made or being able to
make the activity level j − 1. In other words, players gradually deploy their activity
levels, from the lowest to the highest level.

We then propose several axioms allowing us to characterize three new values
for multi-choice games with a permission structure. Each one coincides with a Pal-
permission value on multi-choice games enriched with a specific pal-permission struc-
ture as described in the first approach. They differ in the way that the pal-permission
structure emerges from the set of axioms:

- for the first value, the pal-permission structure is such that a player is allowed
to cooperate at any activity level if and only if its superiors in the hierarchy
cooperate at their maximal level;

- for the second one, the pal-permission structure is such that a player is allowed
to cooperate at any activity level if its superiors already participate (meaning
that each superior is deploying at least its first activity level);

- for the third one, a player can cooperate at some activity level j if, and only if,
its superiors cooperate at least at the activity level j. In this case, it should be
noted that even if the permission structure on the player set is a rooted tree,
the induced pal-permission structure is not a rooted tree.

These three axiomatic characterizations are inspired from the axiomatic charac-
terization of the Permission value for TU-games with a permission tree structure
recently provided by van den Brink et al. (2015) (see Theorem 11). Our approach
is interesting for several reasons. First, it distinguishes a priori a permission struc-
ture between the players from a permission structure on the activity levels of each
player. Then, the axiomatic study sheds light on how these two types of permis-
sion structures are combined into one pal-permission structure on the player-activity
level pairs, taking into account the inter and intra players relationships. Quite dif-
ferent pal-permission structures emerge, each one of them having its own natural
interpretation.

All in all, this chapter sheds light on the additional difficulties that arise when
one tries to combine a multi-choice game with a structure on the player set. This
chapter makes use of the information provided by the distribution network, but has
no consideration for the Independence of higher demands or the Uniformity principle.

The chapter is organized as follows. Section 3.2 introduces pal-permission struc-
tures. Section 3.3 deals with the set of feasible coalitions and its properties as well
as the sovereign and authorizing parts of a coalition. Section 3.4 introduces the
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Pal-permission value. Section 3.5 investigates the model of multi-choice games with
a permission structure on the player set and how a pal-permission structure can
emerge from such model. Section 3.6 introduces the above three values for multi-
choice games with a permission tree structure. Section 3.7 contains the axiomatic
results. Section 3.8 concludes the chapter.

3.2 Pal-permission structures

In the context of multi-choice games, we consider situations in which some players
cannot cooperate at a certain activity level until some other players have reached
a certain activity level. To model such situations, we introduce player-activity
level permission structures (pal-permission structures henceforth) that extend
permission structures from N to M+.

Take any nonempty set of player-activity level pairs M+. A pal-permission struc-
ture on M+ is a map

P+ : M+ −→ 2M
+

such that the relationship (k, l) ∈ P+(i, j) indicates that player k cannot cooperate at
activity level l until i has reached its activity level j. In this case, the pair (k, l) ∈M+

is a successor of the pair (i, j) ∈ M+. Moreover, (i, j) ∈ (P+)−1(k, l) indicates that
the pair (i, j) is a predecessor of the pair (k, l). The map P+ is assumed to be
asymmetric, that is,

∀i ∈ N, ∀(i, j) ∈M+
i , (i, j) ̸∈ P+(i, j).

The notation P̂+ stands for the transitive closure of P+, the set of superiors and
subordinates of a player are defined accordingly.

Because player’s i set of activity levels Mi is totally ordered from the null activity
level 0 to the greatest activity level mi, the set of pairs {i}×M+

i can be also totally
ordered as follows: (i, 1) < (i, 2) < . . . < (i,mi). From this point of view, we obtain
a pal-permission structure between i’s activity levels. The trivial pal-permission
structure P+,0 on M+ is the pal-permission structure modeling this idea. In P+,0,
a player cannot cooperate at its activity level j if it has not reached its activity level
j − 1 and no pair formed by two player-activity level pairs involving distinct players
are in relation. Formally,

P+,0 : M+ −→ 2M
+

is defined as

∀i ∈ N, ∀j ∈M+
i \ {mi}, (i, j + 1) ∈ P+,0(i, j).
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Take any two pal-permission structures P+ and Q+. We say that P+ extends
Q+ if

∀(i, j), (k, l) ∈M+,
[
(i, j) ∈ Q+(k, l)

]
=⇒

[
(i, j) ∈ P+(k, l)

]
.

Finally, we say that a pal-permission structure P+ is cohesive with respect to P+,0

or simply cohesive if it extends P+,0. Thus, in a cohesive pal-permission structure, a
player cannot cooperate at its activity level j if it has not reached its activity level
j − 1.

Example 4. Consider the player set N = {a, b} and the vector of maximal activity
levels m = (3, 2) where ma = 3 and mb = 2. Consider the pal-permission struc-
tures P+,0 and P+ such that P+ extends P+,0. We represent the two pal-permission
structures by the following digraphs

(a,2)

(a,1)

(a,3)

(b,1)

(b,2)

(a) P+,0

(a,2)

(a,1)

(a,3)

(b,1)

(b,2)

(b) P+

In P+,0, a needs to achieve its activity levels 1 and 2 before deploying its activity
level 3. In P+, a not only has to achieve its activity levels 1 and 2 to deploy its
activity level 3, but also needs that b achieves its activity levels 1 and 2.

In the following, we only consider the set of cohesive and acyclic pal-permission
structures that we denote by P .

3.3 Feasible multi-choice coalitions

A multi-choice game (m, v) ∈ G enriched with a pal-permission structure P+ ∈ P
is the triplet (m, v, P+). The class of multi-choice games with a pal-permission
structure is denoted by GP . A pal-permission structure P+ ∈ P influences the
possibilities of cooperation in a multi-choice game in the following way. Let (k, l) be
a predecessor of (i, j) with respect to P+ and s be a coalition such that si = j. In
order for player i to be able to to cooperate at activity level j, player k must have an
activity level of at least l in s, that is, sk ≥ l. In this sense, the player-activity level
pair (i, j) needs the permission of the player-activity level pair (k, l) to cooperate
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in s. A coalition s is feasible if each player-activity level pair has the permission
of all its superiors in s. This way of introducing the influence of the permission
relationships in a coalition is a natural generalization of the conjunctive approach
from TU-games to multi-choice games (see 2.16).

Definition 23 (Feasible coalitions). Take any m ≤ (K, . . . ,K). Take any pal-
permission structure P+ ∈ P on M+. The set of feasible coalitions F(m,P+) is
defined as

F(m,P+) =
{
s ≤ m : si > 0 =⇒ ∀(k, l) ∈ (P̂+)−1(i, si), sk ≥ l)

}
(3.1)

Example 5. Consider again Example 4 where the pal-permission structure P+ is
given by Figure (b). A coalition s is of the form (sa, sb), where sa ∈ {0, 1, 3} is the
activity level of a and sb ∈ {0, 1, 2} is the activity level of b. Then, the set of feasible
coalitions is defined as

F(m,P+) =M\ {(0, 2), (3, 0), (3, 1)}.

For instance, consider the coalition (sa, sb) = (0, 2). This coalition is not feasible
because b needs a to play an activity level sa ≥ 1 to cooperate at level 2, which is not
the case in coalition (0, 2). On the other hand, coalition (sa, sb) = (0, 1) is feasible
because b does not need the permission of any activity level of a to be able to cooperate
at activity level 1.

The next proposition establishes that the set of feasible coalitions forms a (finite)
lattice whose greatest element is the grand coalition and the least element is the null
coalition.

Proposition 10. Take any (m, v, P+) ∈ GP. The set F(m,P+) satisfies the fol-
lowing properties

(i) 0⃗ ∈ F(m,P+);

(ii) m ∈ F(m,P+);

(iii) for each s, t ∈ F(m,P+), it holds that s ∧ t and s ∨ t are still elements of
F(m,P+).

Proof. Take any (m, v, P+) ∈ GP .

(i) Consider the null coalition s = 0⃗. Because there is no i ∈ N such that si > 0,
by definition of F(m,P+) conclude that 0⃗ ∈ F(m,P+).

(ii) Consider the grand coalition m. Because each coordinate of m is maximal, by
definition of F(m,P+) conclude that m ∈ F(m,P+).
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(iii) Consider two feasible coalitions s, t ∈ F(m,P+) and set a = s∧ t and b = s∨ t.
Let us show that a, b ∈ F(m,P+).

First, we show that a ∈ F(m,P+). We proceed by contradiction. Suppose that
a /∈ F(m,P+). By definition, there exist i, k ∈ N such that ai > 0, ak < l,
and (k, l) ∈ (P̂+)−1(i, ai). Observe that for such a player i, it holds that either
ai = si or ai = ti. Without loss of generality, suppose that ai = si ≤ ti. In the
same way, either ak = sk or ak = tk.

- If ak = sk, then sk < l. Because ai = si, it follows that (k, l) ∈
(P̂+)−1(i, si) and so s /∈ F(m,P+), which is a contradiction.

- If ak = tk, then tk < l. Because ai = si ≤ ti and (k, l) ∈ (P̂+)−1(i, si), by
consistency of P+ we also have
(k, l) ∈ (P̂+)−1(i, ti). Thus,t /∈ F(m,P+), which is a contradiction.

All in all, we have shown that a ∈ F(m,P+). The proof that b ∈ F(m,P+) is
similar and so is left to the reader.

■

Clearly, Proposition 10 extends Proposition 3 from TU-games with a permission
structure to multi-choice games with a pal-permission structure.

Because F(m,P+) is a finite sub-lattice ofM for each coalition s, we can define
the supremum of the feasible coalitions smaller than s and the infimum of the feasible
coalitions larger than s. In the first case, we obtain the greatest feasible coalition
σ(s) ∈ F(m,P+) such that σ(s) ≤ s; in the second case, we obtain the smallest
feasible coalition α(s) ∈ F(m,P+) such that α(s) ≥ si for each i ∈ N . To paraphrase
Definition 9, σ(s) is the sovereign part of s and α(s) is the authorizing part of
s.

Definition 24 (Sovereign and authorizing parts). Take any
(m, v, P+) ∈ GP. Take any pal-permission structure P+ on M+ and any multi-
choice coalition s ∈M. The sovereign and authorizing parts of s with respect to P+

are respectively given by

σ(s) =
∨

t∈F(m,P+)
t≤s

t, α(s) =
∧

t∈F(m,P+)
t≥s

t. (3.2)

Obviously, for each t ∈ F(m,P+), it holds that σ(t) = α(t) = t; in particular,
σ(m) = α(m) = m. Finally, for any s, t ∈ M such that s ≤ t, it holds that
σ(s) ≤ σ(t) and α(s) ≤ α(t).

To close this section, the following proposition provides interesting properties of
the sovereign and authorizing parts of a multi-choice coalition. This proposition
echoes Proposition 4 for coalitions of players.
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Proposition 11. Take any (m, v, P+) ∈ GP. For any pal-permission structure P+

on M+ and any pair of coalitions s, t ∈M, it holds that:

(i) σ(s) ∨ σ(t) ≤ σ(s ∨ t);

(ii) σ(s) ∧ σ(t) = σ(s ∧ t);

(iii) α(s) ∨ α(t) = α(s ∨ t);

(iv) α(s ∧ t) ≤ α(s) ∧ α(t).

Proof. Take any pal-permission structure P+ on M+ and any pair of coalitions s, t ∈
M.

(i) By definition, s ≤ s∨ t and t ≤ s∨ t and so σ(s) ≤ σ(s∨ t) and σ(t) ≤ σ(s∨ t).
By definition of the supremum,

σ(s) ∨ σ(t) ≤ σ(s ∨ t) ∨ σ(s ∨ t) = σ(s ∨ t).

(ii) By definition, t ≥ s∧ t and s ≥ s∧ t and so σ(s) ≥ σ(s∧ t) and σ(t) ≥ σ(s∧ t).
This implies that σ(s) ∧ σ(t) ≥ σ(s ∧ t). On the other hand, by definition of
σ, σ(s) ≤ s and σ(t) ≤ t. Thus, we obtain

σ(s) ∧ σ(t) ≤ s ∧ t

⇐⇒ σ(σ(s) ∧ σ(t)) ≤ σ(s ∧ t)

⇐⇒ σ(s) ∧ σ(t) ≤ σ(s ∧ t),

where the equality

σ(σ(s) ∧ σ(t)) = σ(s) ∧ σ(t)

comes from the fact that σ(s)∧ σ(t) ∈ F(m,P+) by Proposition 10. Conclude
that σ(s) ∧ σ(t) = σ(s ∧ t).

(iii) By definition of α, α(s) ≥ s and α(t) ≥ t, from which we get:

α(s) ∨ α(t) ≥ s ∨ t

⇐⇒ α(α(s) ∨ α(t)) ≥ α(s ∨ t)

⇐⇒ α(s) ∨ α(t) ≥ α(s ∨ t)

On the other hand, s ≤ s∨ t, which implies that α(s) ≤ α(s∨ t). By definition,
α(t) ≤ α(s ∨ t). It implies that α(t) ∨ α(s) ≤ α(s ∨ t). From the above
arguments, we arrive at α(s) ∨ α(t) = α(s ∨ t).

(iv) The fact that s ∧ t ≤ s and s ∧ t ≤ t implies that α(s ∧ t) ≤ α(s) and
α(s ∧ t) ≤ α(t), and so α(s ∧ t) ≤ α(s) ∧ α(t).

■
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3.4 Values for multi-choice games with a pal-permission

structure

In a multi-choice game with a pal-permission structure (m, v, P+), the multi-choice
game (m, v) describes the possibilities of cooperation regardless of the restrictions
induced by the pal-permission structure. To take these restrictions into account, a
new multi-choice game (m,RP+(v)) ∈ G is constructed. This game takes into ac-
count both the cooperation possibilities represented by (m, v) and the permission
relationships represented by P+. The resulting multi-choice game (m,RP+(v)) is
the (conjunctive) restriction of the multi-choice game of (m, v) induced by the pal-
permission structure P+. Then, the DP value (see (2.37)) is applied to (m,RP+(v)).
This allows to define a value for multi-choice games with a pal-permission structure.
Because the DP value is a generalization of the Shapley value, and the Permission
value is the Shapley value of a TU-game restricted by a permission structure, it
follows that the DP value applied to (m,RP+(v)) can be viewed as a possible gen-
eralization of the Permission value from TU-games with a permission structure to
multi-choice games with a pal-permission structure.

Take any (m, v, P+) ∈ GP . The restriction of (m, v) on P+ is the multi-choice
game (m,RP+(v)) where the characteristic function RP+(v) is defined as

RP+(v) = v ◦ σ. (3.3)

Thus, the worth RP+(v)(s) of the multi-choice coalition s is the worth v(σ(s))
of its sovereign part. In other words, the mapping σ indicates how s is evaluated:
the sovereign part with respect to P+, that is, the greatest feasible coalition smaller
than s, generates a worth v(σ(s)) when s forms. Clearly, this restriction extends the
restriction of a TU-game by a permission structure (see (2.17)) to the framework of
multi-choice games.

If (m, v) is monotonic, then (m,RP+(v)) is also monotonic. Indeed, if s ≤ t
implies v(s) ≤ v(t), then σ(s) ≤ σ(t) and so RP+(v)(s) ≤ RP+(v)(t). Fix the
set of multi-choice coalitions M. The operator RP+ is linear in v on M, that is,
RP+(v + γw) = RP+(v) + γRP+(w) for each (m, v), (m,w) ∈ G and each γ ∈ R.

Proposition 12. For each (m,us, P
+) ∈ GP, s ∈M such that s ̸= (0, . . . , 0)

RP+(us) = uα(s).

Proof. Take any (m,us, P
+) ∈ GP and any s ∈ M such that s ̸= (0, . . . , 0). By

definition of RP+(us),

∀t ∈M, RP+(us)(t) = us(σ(t)) =

{
1 if σ(t) ≥ s,

0 otherwise.

First, let us show the following equivalence

σ(t) ≥ s ⇐⇒ t ≥ α(s).
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- Suppose that σ(t) ≥ s. We have α(σ(t)) = σ(t) ≥ α(s). Because t ≥ σ(t), we
obtain t ≥ α(s);

- Reciprocally, if t ≥ α(s), then σ(t) ≥ σ(α(s)) = α(s) ≥ s.

Thus, we obtain that:

∀t ∈M, RP+(us)(t) =

{
1 if t ≥ α(s),

0 otherwise,

so that RP+(us) = uα(s), as desired. ■

By Proposition 12 and the linearity of the operator RP+ , the characteristic function
RP+(v) can we rewritten as

RP+(v) = RP+

(∑
s∈M

∆v(s)us

)
(3.4)

=
∑
s∈M

∆v(s)RP+(us) (3.5)

=
∑
s∈M

∆v(s)uα(s). (3.6)

We introduce a new value for multi-choice games with a pal permission structure,
called the Pal-permission value, which allocates the worth of the grand coali-
tion according to the DP value applied to the restricted game induced by the pal-
permission structure.

Definition 25 (Pal-permission value). The Pal-permission value Υ is defined,
for each (m, v, P+) ∈ GP, as

∀(i, j) ∈M+, Υij(m, v, P+) = DPij(m,RP+(v)). (3.7)

From (2.32), (2.31), and the fact that the DP value is linear (see (2.36)), Υ can be
rewritten as

∀(i, j) ∈M+, Υij(m, v, P+) =
∑
s≤m

(i,j)∈B(α(s))

∆v(s)

|B(α(s))|

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

. (3.8)

The Pal-permission value Υ distributes the dividend of each coalition s equally among
the admissible pairs of the authorizing part α(s) of s. It follows that Υ is a gener-
alization of both the DP value (see (2.37)) and the Permission value (see (2.21)).
Indeed, in case (m, v) is a TU-game, i.e., m = (1, . . . , 1), the Pal-permission value
boils down to the Permission value. In case P+ = P+,0, the Pal-permission value
boils down to the DP value.
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3.5 Pal-permission structures induced by a per-

mission tree structure

Consider the situation where the players are part of a permission structure and
the sets of activity levels are totally ordered from the lowest activity level to the
greatest activity level. In such a situation, several pal-permission structures can be
created from the permission structure on the player set and the sets of activity levels.
This amounts to say that the relations between the players, the inter-individual
relationships, and the relations between the activity levels of each player, the intra-
individual relationships, are a priori two independent objects. This means that they
can be combined to obtain a single hierarchical organization represented by a pal-
permission structure. This leads to the following definition.

Definition 26 (Induced pal-permission structures). A pal-permission structure
induced by a permission tree structure P ∈ PT and the vector of maximal activity
levels m is a cohesive and acyclic pal-permission structure P+ ∈ P constructed from
the relationships given by P and the set of the activity levels obtained from m.

We focus the study on three particular induced pal-permission structures that we
detail below. For a permission tree structure P ∈ PT and any profile of maximal
activity levels m:

- the m-permission structure on M+ induced by P and m, is the cohesive
pal-permission tree structure in which a player can cooperate only if all its su-
periors in P participate by choosing their maximal activity level. The resulting
structure is denoted by P+

m . Formally, P+
m ∈ P is defined as

∀i, j ∈ N,
[
j ∈ P (i)

]
⇐⇒

[
(j, 1) ∈ P+

m(i,mi)
]
;

- the 1-permission structure on M+ induced by P and m is the cohesive
pal-permission tree structure in which a player can cooperate only if all its
superiors in P participate. Such a structure is denoted by P+

1 . Formally,
P+
1 ∈ P is defined as

∀i, j ∈ N,
[
j ∈ P (i)

]
⇐⇒

[
(j, 1) ∈ P+

1 (i, 1)
]
;

- the Full-permission structure on M+ induced by P and m is the cohesive
and acyclic pal-permission structure in which a player can cooperate at a certain
activity level l if its superiors in P participate at level l or more. We assume
that, for each j ∈ P (i), mj ≤ mi. This assumption leads to a specific class
of games which will be detailed later (in Section 4.3). Formally, P+

F ∈ P is
defined as

∀i, j ∈ N,∀l ∈Mj,
[
j ∈ P (i)

]
⇐⇒

[
(j, l) ∈ P+

F (i, l)
]
.
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Observe that, for each P ∈ PT and each m, the structures P+
m , P+

1 and P+
F are

uniquely determined and are acyclic pal-permission structures P by construction.

Example 6. Consider once again Example 4, where the two players are {a, b} and
the vector of maximal activity levels is m = (3, 2). Consider the permission tree
structure P ∈ PT such that b ∈ P (a). The induced pal-permission structures P+

m , P+
1

and P+
F are represented by figures (a), (b) and (c), respectively.

(a,2)

(a,1)

(a,3)

(b,1)

(b,2)

(a) P+
m

(a,2)

(a,1)

(a,3)

(b,1)

(b,2)

(b) P+
1

(a,2)

(a,1)

(a,3)

(b,1)

(b,2)

(c) P+
F

Observe that the induced pal-permission structures P+
m and P+

1 are always trees,
whereas P+

F is clearly not a tree.

3.6 Three new values for multi-choice games with

a permission structure

Let GP be the class of games (m, v, P ) where the players in N play the multi-choice
game (m, v) ∈ G and are organized according to the permission structure P ∈ P on
N . The class of multi-choice games with a permission tree structure is denoted by
GPT . Clearly, it holds that GPT ⊆ GP.

We consider three possible values on GPT . Each of these values are computed
using the Pal-permission value Υ for multi-choice games with a pal permission struc-
ture. The first one consists in applying the Pal-permission value on multi-choice
games with the m-permission structure. The second one consists in applying the
Pal-permission value on multi-choice games with the 1-permission structure. And
the last one consists in applying the Pal-permission value on multi-choice games with
the Full-permission structure.

Proceeding in this way, the inter-individual relationships represented by P and
the intra-individual relationships represented bym and the linear order of the activity
levels are combined into a pal-permission structure (P+

m , P+
1 , or P+

F ) on M+. Then,
the allocation of the payoffs are given by the DP value of the restricted game induced
by the corresponding pal-permission structure. This leads to the following definition.
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Definition 27 (Values for multi-choice games with a permission structure).

- The value f (+,m) on GPT is defined as

f (+,m)(m, v, P ) = Υ(m, v, P+
m)

= DP (m,RP+
m
(v)). (3.9)

- The value f (+,1) on GPT is defined as

f (+,1)(m, v, P ) = Υ(m, v, P+
1 )

= DP (m,RP+
1
(v)). (3.10)

- The value f (+,F ) on GPT is defined as

f (+,F )(m, v, P ) = Υ(m, v, P+
F )

= DP (m,RP+
F
(v)). (3.11)

Example 7. Consider the permission structure of Example 6. For the sake of sim-
plicity, assume that ma = 2 and mb = 1 so that m = (2, 1). The induced pal-
permission structures P+

m , P+
1 and P+

F are represented by figures (a), (b) and (c),
respectively.

(a,1)

(a,2) (b,1)

(a) P+
m

(a,1)

(a,2) (b,1)

(b) P+
1

(a,1)

(a,2) (b,1)

(c) P+
F

The multi-choice game (m, v) is given by the following table

(sa, sb) (0, 0) (1, 0) (2, 0) (0, 1) (1, 1) (2, 1)
v(s) 0 1 4 1 3 5

The three restricted games corresponding to each induced pal-permission structure
are as follows

(sF , sW ) (0, 0) (1, 0) (2, 0) (0, 1) (1, 1) (2, 1)
RP+

m
(v)(s) 0 1 4 0 1 5

RP+
1
(v)(s) 0 1 4 0 3 5

RP+
F
(v)(s) 0 1 4 0 3 5
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The worth RP+
m
(v)(1, 1) = v(1, 0) = 1 because b is unable to achieve activity level

1 if a has not reached activity level 2. It follows that σ(1, 1) = (1, 0) under the
m-permission structure. Thus, we obtain

RP+
m
(v)(1, 1) = v(σ(1, 1)) = v(1, 0) = 1.

Similarly, RP+
1
(v)(0, 1) = 0 because b does not have the permission of a to cooperate

at level 1 if a is inactive. It follows that σ(0, 1) = (0, 0) under the 1-permission
structure. Thus, we obtain

RP+
1
(v)(0, 1) = v(σ(0, 1)) = v(0, 0) = 0.

In this example, RP+
1
(v) and RP+

F
(v) coincide because P+

1 and P+
F coincide in this

particular case. Finally, we compute f (+,m), f (+,1), f (+,F ) and the DP value.

(i, j) (a, 1) (a, 2) (b, 1)

f (+,m)(m, v, P ) 3.17 1.17 0.67

f (+,1)(m, v, P ) 2.83 1.83 0.33

f (+,F )(m, v, P ) 2.83 1.83 0.33
DP(m, v) 2.67 1.17 1.17

As expected f (+,m), f (+,1) and f (+,F ) allocate a greater payoff to the root (a, 1) than
the DP value.

3.7 Axiomatic characterizations

This section provides comparable axiomatic characterizations of f (+,m), f (+,1), and
f (+,F ). These axiomatic characterizations preserve the principles of Efficiency, Per-
mission fairness, and the Inessential player property contained in Theorem 11 for
TU-games with a permission tree structure. However, four types of modifications
need to be incorporated due to the multi-choice nature of the game and the two
types of permission relationships:

- two, rather than one, principles of permission fairness are introduced. The
first one concerns inter-individual relationships, the second one concerns intra-
individual relationships;

- the above two principles of permission fairness no longer concern the players
but the player-activity level pairs;

- the notion of inessential player must be extended to that of inessential pair;

- because the values f (+,m), f (+,1) and f (+,F ) are built on different pal-permission
structures, P+

m , P+
1 and P+

F respectively, each of them have different interpre-
tation of permission fairness and of an inessential pair.
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3.7.1 Characterization of f (+,m)

Suppose that a pair (i, j) ∈M+ is null in a game (m, v, P ) ∈ GPT . Assume first that
P coincides with the trivial permission structure S0. Then, player i does not need
anyone’s permission to participate at level j, and the principle incorporated in the
Null pair property (see 2.50) applies. But, if P differs from the trivial structure S0,
although the pair (i, j) is a null pair, it might be the case that other players need
(i, j)’s permission to fully cooperate. In that case, it seems no longer reasonable to
assume that the pair (i, j) gets a zero payoff. The Null pair property is still applicable
for the case in which (i, j) is a null pair and all pairs (k, l) are null pairs in (m, v),
where k is a subordinate of i. Formally, a pair (i, j) ∈M+ is a m-inessential pair
if it is a null pair in (m, v) and if, for each of its subordinates k ∈ P̂ (i), it holds
that (k, 1) is a null pair in (m, v, P ). The set of all m-inessential pairs in (m, v, P )
is denoted by ILm(m, v, P ). The following axiom indicates that each m-inessential
pair gets a null payoff.

Axiom 35 (m-Inessential pair property). For each (m, v, P ) ∈ GPT , if (i, j) ∈
ILm(m, v, P ), then

fij(m, v, P ) = 0.

The m-Inessential pair property implies the Null pair property (see 2.50).

m-Inessential pair property =⇒ Null pair property

Also, the m-Inessential pair property extends the Inessential player property (see
2.22) from TU-games with a permission structure to multi-choice games with a per-
mission structure.

The following two axioms apply the principle of permission fairness into two di-
rections. Before introducing these axioms, we need a definition. Take any (m, v, P ) ∈
GPT . For each pair (i, j′) ∈ M+, define the associated (i, j′)-game (m, v

−(i,j′)
m , P ) ∈

GPT where in v
−(i,j′)
m , player i stops any activity from level j′ onwards, and its sub-

ordinates are no longer active. For each s ∈ M, the worth v
−(i,j′)
m (s) is defined

as

v−(i,j′)
m (s) = v(s̄), where s̄k =


j′ − 1 if k = i and sk ≥ j′,

0 if k ∈ P̂ (i),

sk otherwise.

By construction, for each k ∈ P̂ (i) and each l ∈M+
k ,

(k, l) ∈ ILm(m, v−(i,j′)
m , P ).

Similarly, for each j′ ≤ j ≤ mi,

(i, j) ∈ ILm(m, v−(i,j′)
m , P ).

The first axiom of permission fairness indicates that the changes in payoff of the
pairs (i, j) ∈M+

i , for j ≤ j′ are equal.
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Axiom 36 (Intra m-fairness). For each (m, v, P ) ∈ GPT and each
(i, j), (i, j′) ∈M+ such that j′ ≥ j,

fij(m, v, P )− fij(m, v−(i,j′)
m , P ) = fij′(m, v, P )− fij′(m, v−(i,j′)

m , P ).

The second axiom of permission fairness considers the payoff variation of the first
activity level of a player k and the payoff variation of the maximal activity level of its
superior i when player k and all its subordinates do not participate anymore. This
axiom requires an equal payoff variation for the pairs (k, 1) and (i,mi).

Axiom 37 (Inter m-fairness). For each (m, v, P ) ∈ GPT and each (k, 1) ∈ M+,
where k is different from the root of P , and i ∈ P−1(k),

fimi
(m, v, P )− fimi

(m, v−(k,1)
m , P ) = fk1(m, v, P )− fk1(m, v−(k,1)

m , P ).

Inter m-fairness extends Permission fairness (see 2.23) from TU-games with a per-
mission structure to multi-choice games with a permission structure.

In a pal-permission structure P+
m , a coalition s ∈ M is feasible in the sense of

(3.1) if the superiors of each active player have reached their maximal activity level.
From this observation, the set of feasible coalitions F(m,P+

m) is given by

F(m,P+
m) :=

{
s ∈M :

[
si > 0 and k ∈ P̂−1(i)

]
=⇒

[
sk = mk

]}
, (3.12)

from which we deduce the following proposition.

Proposition 13. The sovereign part σ(s) and the authorizing part α(s) of a coalition
s with respect to P+

m are defined as1

- ∀i ∈ N , σi(s) =

{
0 if there exists k ∈ P̂−1(i) such that sk < mk,

si otherwise.

- ∀i ∈ N , αi(s) =

{
mi if there exists k ∈ P̂ (i) such that sk > 0,

si otherwise.

Proof. The proof follows directly from (3.12) and (3.2). ■

Example 8. In Example 6, the set of feasible coalitions under P+
m consists of all

coalitions such that if sb > 0, then sa = 3. For instance, coalition (sa, sb) = (2, 2) is
not feasible since sb = 2 > 0 and sa = 2 < 3. In this case, σ(2, 2) = (2, 0) because
σb(2, 2) = 0 for the above mentioned reason. On the other hand, α(2, 2) = (3, 2)
since αa(2, 2) = 3.

1We continue to denote the sovereign part and the authorizing part of s by σ(s) and α(s) with
the understanding that the underlying pal-permission structure is P+

m .
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The next proposition identifies a subset of coalitions whose worth is unchanged
in the associated (k, l)-game (m, v

−(k,l)
m , P ). From this proposition, we deduce that

the Harsanyi dividends of these coalitions coincide in (m, v, P ) and (m, v
−(k,l)
m , P ).

Proposition 14. For each (m, v, P ) ∈ GPT , each (k, l) ∈ M+ and each coalition
s ∈M such that αk(s) < l,

v−(k,l)
m (s) = v(s).

Proof. By definition of v
−(k,l)
m (s),

v−(k,l)
m (s) = v(s̄),

where

s̄h =


l − 1 if h = k and sh ≥ l,

0 if h ∈ P̂ (k),

sh otherwise.

First, by Proposition 13, αk(s) < l ≤ mi and h ∈ P̂ (k) imply that sh = 0, so
that sh = s̄h = 0. Second, by definition of the authorizing part of a coalition,
sk ≤ αk(s). Thus, by definition of v

−(k,l)
m , s̄k = sk. Third, by definition of v

−(k,l)
m , we

also have s̄h = sh for each other player h /∈ P̂ (k) ∪ {k}. Conclude that s̄ = s and so

v
−(k,l)
m (s) = v(s̄) = v(s). ■

Proposition 15. For each (m, v, P ) ∈ GPT and each s ∈M such that αk(s) < l,

∆
v
−(k,l)
m

(s) = ∆v(s).

Proof. The proof follows from Proposition 14 and the recursive definition of the
Harsanyi dividend (see (2.3)). ■

Theorem 18. A value f on GPT satisfies Efficiency, the m-Inessential pair property,
Intra m-fairness and Inter m-fairness if and only if f = f (+,m).

Proof. First, we show that f (+,m) satisfies all the axioms of the statement of Theo-
rem 18. Take any (m, v, P ) ∈ GPT . The permission structure P induces the unique
m-permission structure P+

m ∈ P and thus a unique game (m, v, P+
m) ∈ GP .

Efficiency: By definition of f (+,m),

f (+,m)(m, v, P ) = DP(m,RP+
m
(v)) = DP(m, v ◦ σ).
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From Section 2.4.2, we know that the DP value is an efficient value, and from (3.2),
we know that σ(m) = m. Thus, we obtain

∑
i∈N

mi∑
j=1

f
(+,m)
ij (m, v, P ) =

∑
i∈N

mi∑
j=1

DPij(v ◦ σ) = v(σ(m)) = v(m),

which proves that f (+,m) satisfies Efficiency.

m-Inessential pair property: From Section 2.4.2, we know that the DP value
satisfies the Null pair property, that is, each null pair obtains a null payoff in a
multi-choice game. Thus, by definition of f (+,m), it is sufficient to prove that an
m-inessential pair in (m, v, P ) is a null pair in (m,RP+

m
(v)). Take any m-inessential

pair (i, j) ∈ ILm(m, v, P ) and any coalitions s, s′ ∈ M such that si = j − 1 and
s′ = (s−i, l), j ≤ l ≤ mi. Because s′k = sk for each k ∈ N \ P̂ (i), it follows that
σk(s

′) = σk(s). For each k ∈ P̂ (i) ∪ {i}, it holds that σk(s
′) ≥ σk(s). In particular,

the superiors of player i play the same activity level in s and s′. Thus, if σi(s) = 0,
then σi(s

′) = 0, and so v(σ(s′)) = v(σ(s)). If σi(s) = j − 1, then σi(s
′) = l ≥ j.

Because (i, j) is an m-inessential pair, we still have v(σ(s′)) = v(σ(s)). It follows
that (i, j) is a null pair in RP+

m
(v), and so

f
(+,m)
ij (m, v, P ) = DPij(m,RP+

m
(v)) = 0,

which shows that f (+,m) satisfies the m-Inessential pair property.

Intra m-fairness: Take any two pairs (i, j), (i, j′) ∈ M+ such that j < mi and
j′ ≥ j. By definition,

f
(+,m)
ij (m, v, P )− f

(+,m)
ij (m, v−(i,j′)

m , P )

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′>αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)
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By Proposition 15, ∆
v
−(i,j′)
m

(s) = ∆v(s) when αi(s) < j′. Thus, we obtain

f
(+,m)
ij (m, v, P )− f

(+,m)
ij (m, v−(i,j′)

m , P )

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′>αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)

=
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j′≤αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)

=
∑
s≤m

j′≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j′≤αi(s)

∆
v
−(i,j′)
m

(s)∑
h∈N αh(s)

= f
(+,m)
ij′ (m, v, P )− f

(+,m)
ij′ (m, v−(i,j′)

m , P ),

which shows that f (+,m) satisfies Intra m-fairness.

Inter m-fairness: Take any k, i ∈ N such that i ∈ P−1(k). By definition,

f
(+,m)
imi

(m, v, P )− f
(+,m)
imi

(m, v−(k,1)
m , P )

=
∑
s≤m

mi=αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

=
∑
s≤m

mi=αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)
αk(s)=0

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)
1≤αk(s)

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

By Proposition 15, ∆
v
−(k,1)
m

(s) = ∆v(s) when αk(s) = 0. Thus, we obtain

f
(+,m)
imi

(m, v, P )− f
(+,m)
imi

(v−(k,1)
m , P )

=
∑
s≤m

mi=αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)
αk(s)=0

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)
1≤αk(s)

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

=
∑
s≤m

mi=αi(s)
1≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

mi=αi(s)
1≤αk(s)

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

.
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Recall that, for each s ∈ M, α(s) is a feasible coalition. By definition of a feasible
coalition, if αk(s) ≥ 1 > 0 then αi(s) = mi because k ∈ P (i). Thus, we obtain

f
(+,m)
imi

(m, v, P )− f
(+,m)
imi

(v−(k,1)
m , P )

=
∑
s≤m

1≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αk(s)

∆
v
−(k,1)
m

(s)∑
h∈N αh(s)

= f
(+,m)
k1 (m, v, P )− f

(+,m)
k1 (m, v−(k,1)

m , P ),

which shows that f (+,m) satisfies Inter m-fairness. In particular,
f
(+,m)
k1 (m, v

−(k,1)
m , P ) = 0, because (k, 1) is an m-inessential pair in v

−(k,1)
m .

To complete the proof, it remains to show that there is at most one value f
satisfying Efficiency, the m-Inessential pair property, Intra m-fairness and Inter m-
fairness. So, take any value f that satisfies the above four axioms and take any
(m, v, P ) ∈ GPT . Without loss of generality, suppose that 2 ∈ S(1) and 1 is the root
of the permission tree. To show uniqueness, we proceed by (descending) induction
over the cardinality of ILm(m, v, P ).

Initialization: If |ILm(m, v, P )| =
∑

i∈N mi, then each activity level of each player
is an m-inessential pair. By the m-Inessential pair property, for each (i, j) ∈M+,

fij(m, v, P ) = 0.

If |ILm(m, v, P )| =
∑

i∈N mi − 1, then each activity level of each player is an m-
inessential pair, except the first activity level of the top player, that is, (1, 1) /∈
ILm(m, v, P ). Indeed, if (1, 1) ∈ ILm(m, v, P ) then, by definition of a m-essential
pair, any pair in M+ is a null pair, which leads to a contradiction. By Efficiency and
the m-Inessential pair property,

f11(m, v, P ) = v(m) and fij(m, v, P ) = 0

for each pair (i, j) ̸= (1, 1). So, f is uniquely determined.

Induction hypothesis: Suppose that the statement is true for any (m, v, P ) ∈ GPT

such that |ILm(m, v, P )| = I + 1 where I + 1 ≤
∑

i∈N mi − 1.

Induction step: Take any (m, v, P ) ∈ GPT such that |ILm(m, v, P )| = I.
For any pair (i, j) ∈ ILm(m, v, P ), the m-Inessential pair property implies

fij(m, v, P ) = 0.

For any two pairs (i, j), (i, j + 1) ∈ M+
i \ ILm(m, v, P ) such that i ∈ N and

j < mi, Intra m-fairness implies
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fij(m, v, P )−fi(j+1)(m, v, P ) = fij(m, v−(i,j+1)
m , P )−fi(j+1)(m, v−(i,j+1)

m , P ). (3.13)

Next, for any two pairs (i,mi), (k, 1) ∈M+ \ ILm(m, v, P ) such that k ∈ P (i), Inter
m-fairness implies

fimi
(m, v, P )− fi1(m, vm, P ) = fimi

(m, v−(k,1)
m , P )− fk1(m, v−(k,1)

m , P ). (3.14)

Using Intra m-fairness and Inter m-fairness and the fact that P is a permission
tree structure, we can generate

∑
i∈N mi − |ILm(m, v, P )| − 1 linear equations. By

Efficiency, ∑
(i,j)∈M+\ILm(m,v,P )

fij(m, v, P ) = v(m). (3.15)

We obtain a system of
∑

i∈N mi − |ILm(m, v, P )| linear equations of the following
form 

f11(m, v, P )− f12(m, v, P ) = f11(m, v(1,2)m , P )− f12(m, v−(1,2)
m , P )

f12(m, v, P )− f13(m, v, P ) = f12(m, v
(1,3)
m , P )− f13(m, v

−(1,3)
m , P )

. . .

f1(m1−1)(m, v, P )− f1m1(m, v, P ) =

f1(m1−1)(m, v
(1,m1)
m , P )− f1(m1−1)(m, v

−(1,(m1−1))
m , P )

f1m1(m, v, P )− f21(m, v, P ) = f1m1(m, v
−(2,1)
m , P )− f21(m, v

−(2,1)
m , P )

f21(m, v, P )− f22(m, v, P ) = f21(m, v
(2,2)
m , P )− f22(m, v

−(2,2)
m , P )

. . . ∑
(i,j)∈M+\ILm(m,v,P )

fij(m, v, P ) = v(m).

Recall that (k, 1) and (i, j + 1) are m-inessential pairs in v
−(k,1)
m and v

−(i,j+1)
m respec-

tively, but are not m-inessential pairs in (m, v). Thus,

|ILm(m, v
−(k,1)
m , P )| ≥ I + 1 and |ILm(v

−(i,j+1)
m , P )| ≥ I + 1. By the induction hy-

pothesis,
f(m, v

−(k,1)
m , P ) and f(m, v

−(i,j+1)
m , P ) are uniquely determined. Therefore, all the

unknowns of the linear system formed by (3.13), (3.14), and (3.15) are located on
the left hand side side of the equations.

Let us show that this system of
∑

i∈N mi − |ILm(m, v, P )| linear equations with∑
i∈N mi − |ILm(m, v, P )| unknowns leads to a unique solution. It admits a unique

solution if and only if

Ax = b
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admits a unique solution x ∈ R
∑

i∈N mi−|ILm(m,v,P )|, where A is a matrix of size(∑
i∈N

mi − |ILm(m, v, P )|)× (
∑
i∈N

mi − |ILm(m, v, P )|
)

and b a real vector of size∑
i∈N

mi − |ILm(m, v, P )|,

respectively given by

A =


1 −1 0 . . . 0 0
0 1 −1 . . . 0 0
. . .
0 0 . . . 1 −1 0
0 0 . . . 0 1 −1
1 1 1 . . . 1 1



b =



f11(m, v
(1,2)
m , P )− f12(m, v

−(1,2)
m , P )

f12(m, v
(1,3)
m , P )− f13(m, v

−(1,3)
m , P )

. . .

f1m1(m, v
−(2,1)
m , P )− f21(m, v

−(2,1)
m , P )

. . .
v(m)


The equation Ax = b admits a unique solution x = A−1b if and only if A is invertible,
i.e., the matrix A is full rank.

We show that A is full rank. We prove such statement by showing the linear
independence of A’s columns. Let us denote by ai the i-th column of A such that
A = (a1, . . . , an). Suppose that there exists λ ∈ R

∑
i∈N mi−|ILm(m,v,P )| such that

λ1a1 + λ2a2 + . . .+ λ∑
i∈N mi−|ILm(m,v,P )|a

∑
i∈N mi−|ILm(m,v,P )| = 0.

First, one can infer from the
∑

i∈N mi − |ILm(m, v, P )| − 1 first rows of A that

λ1 = λ2 = . . . = λ∑
i∈N mi−|ILm(m,v,P )|.

Then, the last row of A indicates that

λ1 + λ2 + . . .+ λ∑
i∈N mi−|ILm(m,v,P )| = 0.

Hence λ1 = λ2 = . . . = λ∑
i∈N mi−|ILm(m,v,P )| = 0, meaning the columns of A are

linearly independent which is equivalent to say that A is a full rank matrix. Hence,
the linear system of equations leads to a unique solution. This completes the proof
of the induction step.

Conclude that f (+,m) is the unique value on GPT satisfying Efficency, the m-
Inessential pair property, Intra m-fairness and Inter m-fairness, as desired.

■
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The four axioms of the statement of Theorem 18 are logically independent, as
shown by the following alternative solutions.

- The value f given, for each (m, v, P ) ∈ GPT , by f(m, v, P ) = 0⃗, satisfies all the
axioms except Efficiency.

- We use an extension of the Equal division value from TU-games to multi-choice
games (see (2.42)). Fix a real number α ∈]0, 1[. The value fα given, for each
(m, v, P ) ∈ GPT , by

∀i ∈ N, j ∈Mi, fα
ij(m, v, P ) = αED1

ij(m, v) + (1− α)f
(+,m)
ij (m, v, P ),

satisfies all the axioms except the m-Inessential pair property.

- Take any (m, v, P ) ∈ GPT . Recall that

∀s ∈M, C(s) = {(i, j) ∈M+ : j = si}. (3.16)

Define, for each s ∈M, the set of pairs

W (s) = C(s) ∪ {(i,mi) ∈M+ : (P (i), 1) ∈ C(s)}.

The value f given by

∀(i, j) ∈M+, fij(m, v, P ) =
∑
s≤m

(i,j)∈W (s)

∆v(s)

|W (s)|
,

satisfies all the axioms except Intra m-fairness.

- The value f given, for each (m, v, P ) ∈ GPT , by f(m, v, P ) = DP (m, v), sat-
isfies all the axioms except Inter m-fairness. Indeed, Inter m-fairness indicates
that the payoff of a pair (i,mi) varies if the subordinates of i do no longer par-
ticipate. This implies that the pair (i,mi) may have a non-null payoff before or
after these players stop participating, even if (i,mi) is a null pair. However, the
DP value satisfies the Null pair property, which contradicts this observation.

3.7.2 Characterization of f (+,1)

The reasoning is similar to the previous characterization, except that the concepts
of inessential players and fairness properties must be adjusted according to the pal-
permission structure P+,1.

Here, a player is considered to be inessential in two cases. First, if it and each of
its subordinates do not generate any worth at any level of activity. Second, if there
is an activity level greater than 1 at which its productivity falls to zero. Formally,
a pair (i, j) ∈ M+ is a 1-inessential pair in (m, v, P ) ∈ GPT in the following two
cases:
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- either j = 1 and (i, j) is a null pair in (m, v, P ) and for each k ∈ P̂ (i), (k, 1) is
also a null pair in (m, v, P );

- or j > 1 and (i, j) is a null pair in (m, v, P ).

The set of 1-inessential pairs in (m, v, P ) is denoted by IL1(m, v, P ). Observe
that ILm(m, v, P ) ⊆ IL1(m, v, P ). This leads to a new inessential pair property,
weaker than the m-Inessential pair property.

Axiom 38 (1-Inessential pair property). For each (m, v, P ) ∈ GPT , if (i, j) ∈
IL1(m, v, P ), then

fij(m, v, P ) = 0.

The 1-Inessential pair property implies the Null pair property (see 2.50).

1-Inessential pair property =⇒ Null pair property

Also, the 1-Inessential pair property extends the Inessential player property (see 2.22)
from TU-games with a permission structure to multi-choice games with a permission
structure.

Next, we provide two new axioms of intra and inter fairness, which are based
on similar principles as the previous ones except that the associated game from
which they are defined is different. Precisely, take any (m, v, P ) ∈ GPT . For each

pair (i, j′) ∈ M+, define the associated (i, j′)-game (m, v
−(i,j′)
1 , P ) ∈ GPT where in

v
−(i,j′)
1 , player i stops its activity from level j′ onward. If j′ > 1, the other players
are not affected. If j = 1, then i and its subordinates are no longer active. For each
s ∈M,

v
−(i,j′)
1 (s) = v(s̃) where s̃k =


j′ − 1 if k = i and sk ≥ j′,

0 if k ∈ P̂ (i) and j′ = 1,

sk otherwise.

In (m, v
−(i,j)
1 , P ) two cases occur: either j′ = 1, and in this case any pair (k, l) such

that k ∈ P̂ (i)∪{i} becomes an 1-inessential pair; or j′ > 1, and in this case, for each
j ≥ j′, the pair (i, j) becomes 1-inessential.

Axiom 39 (Intra 1-fairness). For each (m, v, P ) ∈ GPT and each
(i, j), (i, j′) ∈M+ such that j′ ≥ j,

fij(m, v, P )− fij(m, v
−(i,j′)
1 , P ) = fij′(m, v, P )− fij′(m, v

−(i,j′)
1 , P ).

Axiom 40 (Inter 1-fairness). For each (m, v, P ) ∈ GPT , each k ∈ N , each (k, 1) ∈
M+ and each i ∈ P−1(k),

fi1(m, v, P )− fi1(m, v
−(k,1)
1 , P ) = fk1(m, v, P )− fk1(m, v

−(k,1)
1 , P ).
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Contrary to Intra m-fairness, which compares the variations in payoffs of (k, 1)
and (i,mi), Inter 1-fairness compares the variations in payoffs of (k, 1) and (i, 1).

Inter 1-fairness extends Permission fairness (see 2.23) from TU-games with a
permission structure to multi-choice games with a permission structure.

In a pal-permission structure P+
1 , a coalition s ∈ M is feasible if the superiors

of each active player are active as well. From this observation the set of feasible
coalitions F(m,P+

1 ) is given by

F(m,P+
1 ) =

{
s ∈M :

[
si > 0 and k ∈ P−1(i)

]
=⇒

[
sk ≥ 1

]}
. (3.17)

Example 9. From Example 6, the coalition (sa, sb) = (2, 1) is a feasible coalition in
P+
1 (see Figure (b)). In this situation, b cannot cooperate until a makes at least its

first activity level. When the coalition (2, 1) forms, it is understood that a undertakes
its activity level 1 before reaching level 2. In this sense, both pairs (a, 1) and (a, 2) are
to be considered, and because (b, 1) ∈ P+

1 (a, 1), b is allowed to make its activity level
1. In other words, although (a, 2) is not a predecessor of (b, 1) in P+

1 , we consider
that if level 2 is reached by a then level 1 must have been reached as well.

From the definition of feasible coalitions, we deduce the following proposition.

Proposition 16. The sovereign part σ(s) and the authorizing part α(s) associated
with a coalition s ∈M in P+

1 are defined as

∀i ∈ N, σi(s) =

{
0 if ∃k ∈ P̂−1(i) such that sk = 0,

si otherwise.

∀i ∈ N, αi(s) =

{
1 if ∃k ∈ P̂ (i) such that sk > 0 and si = 0,

si otherwise.

Proof. The proof of the proposition follows directly from (3.17) and (3.2). ■

Example 10. Continuation of Example 9. The set of feasible coalitions under P+
1

consists of all coalitions such that if sb > 0, then sa ≥ 1. For instance, coalition
(sa, sb) = (0, 1) is not feasible since sb = 1 > 0 and sa = 0 < 1.

The next proposition identifies a subset of coalitions whose worth is unchanged in
the associated (k, l)-game (m, v

−(k,l)
1 , P ). From this proposition, we obtain that the

Harsanyi dividends of these coalitions coincide in (m, v, P ) and (m, v
−(k,l)
1 , P ).

Proposition 17. For each (m, v, P ) ∈ GPT and each coalition s ∈ M such that
αk(s) < l,

v
−(k,l)
1 (s) = v(s).
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Proof. By definition of v
−(k,l)
1 ,

v
−(k,l)
1 (s) = v(s̃),

where

s̃h =


l − 1 if h = k and sh ≥ l,

0 if h ∈ P̂ (k) and l = 1,

sh otherwise.

By definition of the authorizing part of s and hypothesis, sk ≤ αk(s) < l. Thus,
sk < l and so s̃k = sk. For each h ∈ P̂ (k), if l = 1, then αk(s) = 0 = sk. Thus,
by Proposition 16, sh = 0 and, by definition, s̃h = 0, so that sh = s̃h. For any
h /∈ P̂ (k) ∪ {k}, by definition, s̃k = sk. All in all, we get v

−(k,l)
1 (s) = v(s̃) = v(s). ■

Proposition 18. For each (m, v, P ) ∈ GPT and each s ∈M such that αk(s) < l,

∆
v
−(k,l)
1 (s)

= ∆v(s).

Proof. The proof follows directly from Proposition 17 and the recursive definition of
the Harsanyi dividend (see (2.3)). ■

Theorem 19. A value f on GPT satisfies Efficiency, the 1-Inessential pair property,
Intra 1-fairness and Inter 1-fairness if and only if f = f (+,1).

Proof. We only show that f (+,1) satisfies the 1-Inessential pair property, Intra 1-
fairness and Inter 1-fairness. The rest of the proof is similar to the proof of Theorem
18, and so is omitted. Take any (m, v, P ) ∈ GPT . The permission structure P induces
the unique 1-permission structure P+

1 ∈ P and thus a unique game (m, v, P+
1 ) ∈ GP .

1-Inessential pair property: to show that f (+,1) satisfies the axiom it is sufficient
to show that any 1-inessential pair in (m, v, P ) is a null pair in (m,RP+

1
(v)). Take

any pair (i, j) ∈ IL1(m, v, P ). Take any s ∈ M such that si = j − 1, and consider
the coalition s′ = (s−i, l) such that j ≤ l ≤ mi. We distinguish two cases:

- if j = 1, then (i, 1) ∈ IL1(m, v, P ) means that (i, 1) is a null pair as well as each
pair (k, 1), k ∈ P̂ (i). Next, by definition of the sovereign part of a coalition,
s′ ≥ s implies σ(s′) ≥ σ(s). By Proposition 16, for each k ̸∈ P̂ (i), σk(s

′) =
σk(s). For k ∈ P̂ (i) ∪ {i}, σk(s

′) ≥ σk(s). But, because (i, 1) ∈ IL1(m, v, P ),
we obtain that v(σ(s′)) = v(σ(s));

- if j > 1, then (i, j) ∈ IL1(m, v, P ) means that the pair (i, j) is a null level pair.
By Proposition 16, only the sovereign part of (i, j)’s subordinates can be af-
fected by a deviation initiated by i, and, by definition of P+

1 , these subordinates
are precisely the pairs (i, j + 1), . . . , (i,mi). Because j > 1, the sovereign part
of (i, j)’s subordinates are not affected by such a deviation. Finally, because
(i, j) is a null level pair, it follows that v(σ(s′)) = v(σ(s)).
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Thus, (i, j) is a null pair in (m,RP+
1
(v)). By definition of f (+,1) and the Null pair

property,

f
(+,1)
ij (m, v, P ) = DPij(m,RP+

1
(v)) = 0,

which shows that f (+,1) satisfies the 1-Inessential pair property.

Intra 1-fairness: Take any two (i, j), (i, j′) ∈M+ such that j < mi and j′ > j.
By definition of f (+,1),

f
(+,1)
ij (m, v, P )− f

(+,1)
ij (m, v

−(i,j′)
1 , P )

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′>αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

.

By Proposition 18, ∆
v
−(i,j′)
1

= ∆v(s) when αi(s) < j′. Thus, we obtain

f
(+,1)
ij (m, v, P )− f

(+,1)
ij (m, v

−(i,j′)
1 , P )

=
∑
s≤m

j≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′>αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j≤αi(s)
j′≤αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

j′≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

j′≤αi(s)

∆
v
−(i,j′)
1

(s)∑
h∈N αh(s)

= f
(+,1)
ij′ (m, v, P )− f

(+,1)
ij′ (m, v

−(i,j′)
1 , P ),

which shows that f (+,1) satisfies Intra 1-fairness. Note that

f
(+,1)
ij′ (m, v

−(i,j′)
1 , P ) = 0 because (i, j′) is an 1-inessential pair in (m, v

−(i,j′)
1 , P ).

Inter 1-fairness: Take any k, i ∈ N such that i ∈ P−1(k). It holds that
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f
(+,1)
i1 (m, v, P )− f

(+,1)
i1 (m, v

−(k,1)
1 , P )

=
∑
s≤m

1≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

1≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)
1>αk(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)
1≤αk(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

.

By Proposition 18, note that ∆
v
−(k,1)
1 (s)

= ∆v(s) when αk(s) < 1. Thus, we obtain

f
(+,1)
i1 (m, v, P )− f

(+,1)
i1 (m, v

−(k,1)
1 , P )

=
∑
s≤m

1≤αi(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)
1>αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)
1≤αk(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

1≤αi(s)
1≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αi(s)
1≤αk(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

=
∑
s≤m

1≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤αk(s)

∆
v
−(k,1)
1

(s)∑
h∈N αh(s)

= f
(+,1)
k1 (m, v, P )− f

(+,1)
k1 (m, v

−(k,1)
1 , P ),

where the third equality follows from the fact that αk(s) ≥ 1 implies αi(s) ≥ 1
for i ∈ P̂−1(k). This shows that f (+,1) satisfies Inter 1-fairness. Observe that

f
(+,1)
k1 (m, v

−(k,1)
1 , P ) = 0, because (k, 1) is an 1-inessential pair in (m, v

−(k,1)
1 , P ). ■

The four axioms of the statement of Theorem 19 are logically independent. One
can find examples showing this independence that are close to the examples proposed
for the logical independence of Theorem 18. Therefore, we will omit the demonstra-
tion of the logical independence for Theorem 19.

3.7.3 Characterization of f (+,F )

The characterization of f (+,F ) slightly differs from the previous ones. There are two
main changes:

- first, the axiomatic characterization cannot be stated on the full class GPT .
Due to the definition of the F-permission structures (see Section 3.5) we need
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to restrict the study to situations where, for each multi-choice game (m, v) and
each permission tree structure P , the following holds:

∀i, j ∈ N, j ∈ P (i) =⇒ mj ≤ mi.

The class of games satisfying this assumption is denoted by GPT . This class
of games contains the games in which each player has the same set of activity
levels. The reason for this change is that the F-permission structure conveys
the idea that each player should be able to supervise its subordinates. Thus,
we expect each player to be able to achieve at least the same activity levels as
its subordinates;

- second, we will no long apply the principle of permission fairness into two direc-
tions. Instead, a single axiom, generalizing the axiom of permission fairness,
is proposed. As in the previous sections, the notion of inessential players is
adjusted in the same way as in the previous sections.

Here, a player is considered to be inessential if there is an activity level at which
its productivity and the productivity of its subordinates fall to zero. Formally, a
pair (i, j) ∈ M+ is a F-inessential pair in (m, v, P ) ∈ GPT if it is a null pair
in (m, v, P ) and if, for each k ∈ P̂ (i), (k, j) is also a null pair in (m, v, P ). The
set of F-inessential pairs in (m, v, P ) is denoted by ILF (m, v, P ). Observe that
ILm(m, v, P ) ⊆ ILF (m, v, P ). This leads to a new inessential pair property, weaker
than the m-Inessential pair property.

Axiom 41 (F-inessential pair property). For each (m, v, P ) ∈ GPT , if (i, j) ∈
ILF (m, v, P ), then

fij(m, v, P ) = 0.

The F-Inessential pair property implies the Null pair property (see 2.50).

F-Inessential pair property =⇒ Null pair property

Also, the F-Inessential pair property extends the Inessential player property (see 2.22)
from TU-games with a permission structure to multi-choice games with a permission
structure.

Next, we provide one last axiom of permission fairness. Instead of dealing with
permission fairness within and between players, the axiom compares the variations
in payoffs of each pair with the variations in payoffs of the root of P+

F (despite not
being a tree, the pal-permission structure P+

F still has a unique root). Without loss
generality, we suppose that (1, 1) is the root of M+. Before introducing the axiom,
we need a definition. Take any (m, v, P ) ∈ GPT . For each pair (i, j′) ∈ M+, define

the associated (i, j′)−game (m, v
−(i,j′)
F , P ) ∈ GPT where in v

−(i,j′)
F , player i and its
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subordinates stop any activity from level j′ onward. For each s ∈ M, the worth

v
−(i,j′)
F is defined as

v
−(i,j′)
F (s) = v(ŝ), where ŝk =

{
j′ − 1 if sk ≥ j′ for k ∈ P̂ (i) ∪ {i},
sk otherwise.

By construction, for each k ∈ P̂ (i) ∪ {i} and each l ∈ M+
k such that l ≥ j′, (k, l) ∈

ILF (m, v
−(i,j′)
F , P ). The next axiom of permission fairness indicates that the changes

in payoffs of the pair (1, 1) is equal to the changes in payoffs of the pair (i, j′).

Axiom 42 (F-fairness). Take any (m, v, P ) ∈ GPT , for each (i, j′) ∈M+\{(1, 1)},

f(1,1)(m, v, P )− f(1,1)(m, v
−(i,j′)
F , P ) = f(i,j′)(m, v, P )− f(i,j′)(m, v

−(i,j′)
F , P ).

In a pal-permission structure P+
F , a coalition s ∈ M is feasible in the sense of (3.1)

if each player is active at a higher level than its subordinates. From this observation,
the set of feasible coalitions according to P+

F is denoted by F(m,P+
F ) and given by

F(m,P+
F ) =

{
s ∈M :

[
si > 0 and k ∈ P̂−1(i)

]
=⇒

[
sk ≥ si]

}
, (3.18)

from which we deduce the following proposition.

Proposition 19. The sovereign part σ(s) and the authorizing part α(s) of a coalition
s in P+

F are defined as

- ∀i ∈ N, σi(s) = min
k∈P̂−1(i)∪{i}

sk;

- ∀i ∈ N, αi(s) = max
k∈P̂ (i)∪{i}

sk.

Proof. The proof of the Proposition 19 follows directly from (3.18) and (3.2).
■

Example 11. Continuation of Example 9. The set of feasible coalitions under P+
F

consists of all coalitions such that if sa ≥ sb. For instance, coalition (sa, sb) = (0, 1)
is not feasible since sb = 1 > 0 and sa = 0 < 1.

As in the previous sections, we introduce a proposition stating that the Harsanyi
dividends of a certain subset of coalitions coincide in (m, v, P ) and (m, v−(k,l), P ).

Proposition 20. For each (m, v, P ) ∈ GPT , s ∈ M, k ∈ N and l ∈ M+
k such that

αk(s) < l,

∆
v
−(k,l)
F

(s) = ∆v(s).
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We have the material to state the main result of this section.

Theorem 20. A value f satisfies Efficiency, the F-inessential pair property and
F-fairness on GPT if and only if f = f (+,F ).

Proof. We show that f (+,F ) satisfies the F-inessential pair property and the F-
fairness. Efficiency follows in the same way as in the previous theorems. Take
any F-permission structure P+

F ∈ P and the game (m, v, P+
F ) ∈ GPT .

F-inessential pair property: It is sufficient to show that an F-inessential pair in
(m, v, P ) is a null pair in (m,RP+

F
(v)). Take any pair (i, j) ∈ ILF (m, v, P ). Take

any s ∈ M such that si = j − 1, and take any coalition s′ = (s−i, l) such that
j ≤ l ≤ mi. By definition of the sovereign part of a coalition, s′ ≥ s implies
σ(s′) ≥ σ(s). By Proposition 19, for each k ∈ P̂−1(i), σk(s

′) = σk(s), and if, for
k ∈ P̂ (i) ∪ {i}, σk(s

′) > σk(s) then σk(s
′) = l. But, because (i, j) ∈ ILF (m, v, P ),

we obtain v(σ(s′)) = v(σ(s)).
Thus, (i, j) is a null pair in (m,RP+

F
(v)). By definition of f (+,F ) and the Null

pair property,

f
(+,F )
ij (m, v, P ) = DPij(m,RP+

F
(v)) = 0,

which shows that f (+,F ) satisfies the F-inessential pair property.

F-fairness: Take any (k, l) ∈M+ \ {(1, 1)}. By definition of f (+,F ),

f
(+,F )
11 (m, v, P )− f

(+,F )
11 (m, v

−(k,l)
F , P )

=
∑
s≤m

1≤α1(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)

∆
v
−(k,l)
F

(s)∑
h∈N αh(s)

=
∑
s≤m

1≤α1(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)
αk(s)<l

∆
v
−(k,l)
F

(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)
l≤αk(s)

∆
v
−(k,l)
F

(s)∑
h∈N αh(s)
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By Proposition 20, ∆
v
−(k,l)
F

(s) = ∆v(s) when αk(s) < l. Thus, we obtain

f
(+,F )
11 (m, v, P )− f

(+,F )
11 (m, v

−(k,l)
F , P )

=
∑
s≤m

1≤α1(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)
l>αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)
l≤αk(s)

∆v−(k,l)(s)∑
h∈N αh(s)

=
∑
s≤m

1≤α1(s)
l≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

1≤α1(s)
l≤αk(s)

∆
v
−(k,l)
F

(s)∑
h∈N αh(s)

=
∑
s≤m

l≤αk(s)

∆v(s)∑
h∈N αh(s)

−
∑
s≤m

l≤αk(s)

∆
v
−(k,l)
F

(s)∑
h∈N αh(s)

= f
(+,F )
kl (m, v, P )− f

(+,F )
kl (m, v

−(k,l)
F , P ),

where the third equality follows from Proposition 19. Conclude that f
(+,F )
kl satisfies

F-fairness. Note that f
(+,F )
kl (m, v

−(k,l)
F , P ) = 0 because (k, l) is an F-inessential pair

in (m, v
−(k,l)
F , P ).

The uniqueness part of the proof is similar to the proof of Theorem 18. The
only difference lies in the fact that the linear system of equations arises from F-
fairness and Efficiency, instead of two axioms of permission fairness and Efficiency as
in the previous proofs. Indeed, remark the F-fairness generates

∑
i∈N mi − 1 linear

equations and Efficiency generates one linear equation. We obtain a linear system of∑
i∈N mi equations with

∑
i∈N mi unknows. Proceeding as in the proof of Theorem

18, it is easy to show that this system is linearly independent. ■

The three axioms of the statement of Theorem 20 are logically independent, as
shown by the following alternative solutions.

- The value f given, for each (m, v, P ) ∈ GPT , by f(m, v, P ) = 0⃗, satisfies all the
axioms except Efficiency.

- We use an extension of the Equal division value from TU-games to multi-choice
games (see (2.42)). Fix a real number α ∈]0, 1[. The value fα given, for each
(m, v, P ) ∈ GPT , by

∀i ∈ N, j ∈Mi, fα
ij(m, v, P ) = αED1

ij(m, v) + (1− α)f
(+,F )
ij (m, v, P ),

satisfies all the axioms except the F-inessential pair property.
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- The value f given, for each (m, v, P ) ∈ GPT , by f(m, v, P ) = DP (m, v), sat-
isfies all the axioms except F-fairness. Indeed, F-fairness indicates that the
payoff of the pair (1, 1) varies if a player and all of its subordinates no longer
participate above a certain activity level. This implies that the pair (1, 1) may
receive a non-null payoff before or after these players stop participating, even
if (1, 1) is a null pair. However, the DP value satisfies the Null pair property,
which contradicts this observation.

3.8 Conclusion

This chapter takes advantage of the information provided by the distribution network
to combine multi-choice games and permission tree structures. We have proposed
two approaches to combine the intra-player relationships provided by the permission
structure with the intra-player relationships provided by the game. This led us to the
definition of three specific pal-permission structures from which we have constructed
three new values. Finally, we have provided comparable axiomatic characterizations
of these values.

This chapter sheds light on the additional difficulties that arise when one tries to
combine a multi-choice game with a structure on the player set. It makes use of the
information provided by the distribution network, but has no consideration for the
Independence of higher demands or the Uniformity principle.
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Chapter 4: Marginalism, Egalitari-
anism and Efficiency in Multi-Choice
Games

4.1 Introduction

Contrary to Chapter 3, this chapter focuses on the Independence of higher demands
principle and the Uniformity principle. It will disregard the information provided by
the distribution network.

This chapter addresses the trade-off between marginalism and egalitarianism,
which is one of the main issues in economic allocation problems. Marginalism sup-
ports allocations based on a player’s marginal contributions to coalitions, whereas
egalitarianism is in favor of an equal allocation at the expense of the differences
between the players’ marginal contributions to coalitions. Observe that the Unifor-
mity principle can be seen as a form of egalitarianism. In the context of TU-games,
the trade-off between marginalism and egalitarianism can be seen as a compromise
between the Shapley value and the Equal division value since the two values are
often seen as the embodiment of marginalism and egalitarianism, respectively. This
compromise can be made by considering convex combinations of the Shapley value
and the Equal division value (see Section 2.1.2).

In multi-choice games, several solution concepts were inspired by the Shapley
value, the Equal division value, the Core and the Weber set. In Chapter 2, the
extensions of the Core from TU-games to multi-choice games by Grabisch & Xie
(2007) (see Definition 16) and van den Nouweland et al. (1995) (see Definition 18)
are presented. Grabisch & Xie (2007) show that their extension of the Core and
the Weber set both coincide on the class of super-modular multi-choice games (see
Proposition 7). It should be observed that this property does not hold for the
extension of the Core and the Weber set provided by van den Nouweland et al.
(1995), since, for each multi-choice game, their extension of the Weber set is strictly
included in their extension of the Core. For this reason, we prefer to consider the
Core and the Weber set as introduced by Grabisch & Xie (2007) (or simply the Core
and the Weber set afterwards). Precisely, we focus on a necessary condition for a
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payoff vector to be in the Core (see Definition 16). This condition, called Multi-
efficiency, extends Efficiency from TU-game to multi-choice games. As a reminder,
Multi-efficiency is based on the concept of synchronized coalition (see (2.44)). A
payoff vector is Multi-efficient if for each level j, the sum of the payoffs of all players
for their activity levels up to j is equal to the worth of the j-synchronized coalition.
We say that a solution on multi-choice games satisfies Multi-efficiency if it assigns a
multi-efficient payoff vector to each game in this class.

In this chapter, we introduce a new axiom for multi-choice games related to Multi-
efficiency and the Independence of higher demands principle: Independence of higher
activity levels. This axiom ensures that the payoff distributed to a player’s activ-
ity level is independent from higher activity levels. In particular, Independence of
higher activity levels protects players with lower activity levels from being influenced
by players with higher activity levels. We show that if a value satisfies Independence
of higher activity levels and Efficiency, then it satisfies Multi-efficiency. Therefore,
Multi-efficiency can be seen as a desirable axiom for multi-choice games. First, it
is implied by two desirable axioms for multi-choice games, one of them being a di-
rect translation of the Independence of higher demands principle. Second, from a
technical point of view, it is a necessary condition to be in the Core. However, none
of the previously introduced single-valued solutions for multi-choice games (see Sec-
tion 2.4.2) satisfies Multi-efficiency.1 For this reason, we propose several solution
concepts for multi-choice games satisfying Multi-efficiency. This allows us to discuss
the trade-off between marginalism and egalitarianism by means of a compromise be-
tween multi-efficient solutions. To that end, we first study a multi-efficient extension
of the Shapley value, which we call the multi-choice Shapley value. This value
is computed as follows. Assume that the grand coalition forms step by step starting
from the empty coalition, in which no player participates at all. At each step, one
player increases its activity by one unit according to a restricted order (see (2.35)).
The marginal contribution of a player for an activity level to a coalition is the varia-
tion in worth that is created when that player reaches that particular level from the
level just below. The multi-choice Shapley value assigns to each activity level of each
player its expected marginal contribution assuming that each restricted order occurs
with equal probability. This value is the centroid of the Weber set and therefore
belongs to the Core of super-modular multi-choice games. As an additional remark,
we show that the multi-choice Shapley value is consistent with the discrete serial cost
sharing method for discrete cost sharing problems (see Definition 22).

Then, we introduce the multi-choice Equal division value: it divides the
variation in worth between two consecutive synchronized coalitions (e.g. the j-
synchronized and the (j + 1)-synchronized coalitions) equally among the players
able to play the required activity levels. This value applies the Uniformity principle
since it allocates the same amount to any two players with the same maximal activity
level.

1The list of single valued solutions provided in Section 2.4.2 is not exhaustive, but, to our
knowledge, no multi-efficient value for multi-choice games exist in the literature.
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To our knowledge, no previous work has addressed the trade-off between marginal-
ism and egalitarianism in the context of multi-choice games. We address this trade-off
by compromising between the multi-choice Shapley value and the multi-choice Equal
division value. To that end, we introduce the multi-choice Egalitarian Shapley
values for multi-choice games. This family of values is composed of convex combi-
nations of the multi-choice Shapley value and the multi-choice Equal division value.
Obviously, the multi-choice Egalitarian Shapley values are multi-efficient. Since we
consider multi-choice games, we can define a specific convex combination at each ac-
tivity level. This allows for different types of compromise, depending on the activity
level.

We provide several axiomatic characterizations of these new multi-efficient solu-
tion concepts. To that end, we introduce Sign symmetry for equal pairs, which is an
extension of Sign symmetry from TU-games to multi-choice games. Additionally, we
propose Equal treatment for equal pairs, which strengthens Sign symmetry for equal
pairs. Furthermore, we introduce Weak monotonicity, which relaxes Strong mono-
tonicity. Combining classical and new axioms for multi-choice games, we provide
two characterizations of the multi-choice Shapley value, one that relies on Additivity
(Theorem 21) and another one that does not (Theorem 22). Furthermore, we show
that the multi-choice Shapley value admits an expression in terms of Harsanyi divi-
dends (see (4.23)). Next, we provide an axiomatic characterization of the multi-choice
Equal Division value (Theorem 23). Finally, we provide an axiomatic characteriza-
tion of the Egalitarian Shapley values (Theorem 24).

The rest of the chapter is organized as follows. Multi-efficient solution concepts
are introduced in Section 4.2. Section 4.2.1 introduces Multi-efficiency. Subsection
4.2.2 introduces the multi-choice Shapley value, Section 4.2.3 introduces the multi-
choice Equal Division value and Section 4.2.4 introduces the multi-choice Egalitarian
Shapley values. Axiomatic characterizations of these solution concepts are intro-
duced in Section 4.3. Additional remarks regarding the multi-choice Shapley value
and its relationship with the serial cost sharing method are made in Section 4.4.
Finally, Section 4.5 concludes the chapter.

4.2 Multi-efficient solution concepts

In this section, we discuss a necessary condition for a payoff vector to be in the
Core of multi-choice games (see Definition 16), which we call Multi-efficiency.
We propose new multi-efficient solution concepts for multi-choice games. We first
provide a new extension of the Shapley value (see Definition 4) from TU-games to
multi-choice games. Next, we provide new extensions of the Equal division value and
the Egalitarian Shapley values from TU-games to multi-choice games.
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4.2.1 Multi-efficiency

Recall that the Core of a multi-choice game (m, v) ∈ G (see Definition 16) is denoted
by C(m, v) and defined as the set of payoff vector x satisfying

∀s ∈M,
∑
i∈N

si∑
j=1

xij ≥ v(s) (4.1)

and ∀l ≤ max
k∈N

mk,
∑
i∈N

l∧mi∑
j=1

xij = v((l ∧mi)i∈N). (4.2)

Equation (4.2) is the Multi-efficiency condition. Let us translate this condition
into an axiom for solutions on G. Let f be a solution on G.

Axiom 43 (Multi-efficiency). For each (m, v) ∈ G,

∀l ≤ max
k∈N

mk,
∑
i∈N

l∧mi∑
j=1

fij(m, v) = v((l ∧mi)i∈N). (4.3)

Remark 4. For each (m, v) ∈ G, (4.3) can be re-written as

∀l ≤ max
k∈N

mk,∑
i∈Q(l)

fil(m, v) = v((l ∧mk)k∈N)− v(((l − 1) ∧mk)k∈N). (4.4)

The sum of the payoffs of all pairs (i, l) containing activity level l is equal to the
surplus generated between the l-synchronized coalition and the (l − 1)-synchronized
coalition.

4.2.2 The multi-choice Shapley value

In this section, we define the multi-choice Shapley value, which is a multi-efficient
value that extends the Shapley value from TU-games to multi-choice games.

Assume that the grand coalition m forms according to a restricted order (see
(2.45)) over the set of pairs. The multi-choice Shapley value assigns to each pair
(i, j) ∈ M+ its expected marginal contribution, assuming that each restricted order
over the set of pairs occurs with equal probability.

Definition 28 (Multi-choice Shapley value). For each (m, v) ∈ G, the multi-
choice Shapley value φ is defined as

∀(i, j) ∈M+, φij(m, v) =
1∏

j≤ max
k∈N

mk
|Q(j)|!

∑
θGX∈ΘGX

ηθGX
ij (m, v). (4.5)
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Whenever m = (1, . . . , 1), this value coincides with the Shapley value on TU-games.
Recall that, for each (m, v) ∈ G, the Weber setW is the convex hull of all marginal

vectors defined as

W(m, v) = co({ηθGX (m, v) | θGX ∈ ΘGX}).

The multi-choice Shapley value is the centroid of the Weber set. By Proposition 7,
the Weber set coincides with the Core on the class of super-modular multi-choice
games. Therefore, the following result holds.

Proposition 21. For each super-modular multi-choice game (m, v) ∈ G,

φ(m, v) ∈ C(m, v).

The next results states that the multi-choice Shapley value admits an alternative
expression which requires less orders over the set of pairs to be computed. For each
j ≤ maxk∈N mk, denote by

M+,j = {(i, j) ∈M+ : i ∈ Q(j)}

the subset of pairs containing the activity level j. An order over M+,j is given by

θj : M
+,j → {1, . . . , |Q(j)|}.

Denote by Θj the set of all orders over M+,j. These orders can also be interpreted
as orders over the set of players in Q(j). For each θj ∈ Θj and h ∈ {0, . . . , |Q(j)|},
define sθj ,h as

∀i ∈ N, s
θj ,h
i =


j if i ∈ Q(j) and θj(i, j) ≤ h,

j − 1 if i ∈ Q(j) and θj(i, j) > h,

mi if i /∈ Q(j).

(4.6)

Observe that

sθj ,|Q(j)| = (j ∧mk)k∈N and sθj ,0 = ((j − 1) ∧mk)k∈N .

The coalition sθj ,h ∈ M represents a situation in which each player able to play at
j and ordered prior to step h, with respect to θj, participates at its activity level
j, whereas each player able to play j but not ordered prior to step h, with respect
to θj, participates at its activity level j − 1. Players unable to play j participate at
their maximal activity level.

Proposition 22. For each (m, v) ∈ G, the multi-choice Shapley value φ admits an
alternative expression given by

∀(i, j) ∈M+, φij(m, v) =
1

|Q(j)|!
∑
θj∈Θj

[
v(sθj ,θj(i,j))− v(sθj ,θj(i,j)−1)

]
. (4.7)
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Proof. We show that the multi-choice Shapley value admits an alternative expression
given by (4.7). Observe that there are |Θl| = |Q(l)|! ways to order the pairs in M+,l

for each l ≤ maxk∈N mk. Additionally, there are∏
l<j

|Q(l)|!

ways to order the pairs in M+,1, then the pairs in M+,2, and so on, until the pairs
in M+,j−1. Similarly, there are∏

l>j

|Q(l)|!

ways to order the pairs in M+,j+1, then the pairs in M+,j+2, and so on. Observe that,
for each θGX ∈ ΘGX , there exists exactly one order θj ∈ Θj such that sθGX ,θGX(i,j) =
sθj ,θj(i,j). Additionally, for each θj ∈ Θj, there are∏

l<j

|Q(l)|!×
∏
l>j

|Q(l)|!

orders θGX ∈ ΘGX such that sθGX ,θGX(i,j) = sθj ,θj(i,j). It follows that, for each (m, v) ∈
G and (i, j) ∈M+,

φij(m, v)

=
1∏

l≤ max
k∈N

mk
|Q(l)|!

∑
θGX∈ΘGX

[
v(sθGX ,θGX(i,j))− v(sθGX ,θGX(i,j)−1)

]

=
(
∏

l<j |Q(l)|!)(
∏

l>j |Q(l)|!)∏
≤ max

k∈N
mk
|Q(l)|!

∑
θj∈Θj

[
v(sθj ,θj(i,j))− v(sθj ,θj(i,j)−1)

]
.

The first line comes from the definition of the multi-choice Shapley value, the second
line follows from (4.6) and the fact that there are∏

l<j

|Q(l)|!×
∏
l>j

|Q(l)|!

orders θGX ∈ ΘGX such that sθGX ,θGX(i,j) = sθj ,θj(i,j) for each θj ∈ Θj. Simplifying
the expression, we obtain the desired result

∀(i, j) ∈M+, φij(m, v) =
1

|Q(j)|!
∑
θj∈Θj

[
v(sθj ,θj(i,j))− v(sθj ,θj(i,j)−1)

]
.

■

In the sequel, we will retain expression (4.7) of the multi-choice Shapley value.
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4.2.3 The multi-choice Equal division value

In this section, we propose a new multi-efficient value that extends the Equal division
value from TU-games to multi-choice games. This value is referred to as the multi-
choice Equal division value. The multi-choice Equal division value divides the surplus
generated between two consecutive synchronized coalitions (4.4) equally among the
pairs containing the activity level on which the players in the larger of the two
coalitions are synchronized.

Definition 29 (Multi-choice Equal division value). For each (m, v) ∈ G, the
multi-choice Equal division value ξ is defined as

∀(i, j) ∈M+,

ξij(m, v) =
1

|Q(j)|

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N))

]
. (4.8)

Whenever m = (1, . . . , 1), the multi-choice Equal division value boils down to the
Equal division value on TU-games (see (2.10)). The Multi-choice Equal division
value allocates the same total payoff to any two players sharing the same maximal
activity level. Therefore, this value is in line with the Uniformity principle.

4.2.4 The multi-choice Egalitarian-Shapley values

In this section, we propose a trade-off between marginalism and egalitarianism by
considering convex combinations of the multi-choice Shapley value and the multi-
choice Equal division value.

Definition 30 (Multi-choice Egalitarian Shapley value). Let
α = {αj}1≤j≤K be a parameter system such that αj ∈ [0, 1] for each 1 ≤ j ≤ K. For
each (m, v) ∈ G, the multi-choice Egalitarian Shapley value χα is defined as

∀(i, j) ∈M+, χα
ij(m, v) = αjφij(m, v) + (1− αj)ξij(m, v). (4.9)

Whenever m = (1, . . . , 1), these values boil down to the Egalitarian Shapley values
on TU-games (see (2.12)). We illustrate the possibilities offered by multiple convex
combinations through an example.

Example 12. Consider (m, v) ∈ G and i ∈ N such that mi = 3. Consider an
Egalitarian Shapley value defined by α1 = 0.2, α2 = 0.5 and α3 = 0.8. The payoff
χα
ij will be closer to the multi-choice Equal division value if j = 1 and closer to the

multi-choice Shapley value if j = 3. Thus, egalitarianism is progressively overtaken
by marginalism as the activity level increases. This is due to the fact that α1 < α2 <
α3. Depending on the parameter system, a multi-choice Egalitarian Shapley value
operates different compromises between egalitarianism and marginalism for different
activity levels. These differences can be progressive as it is the case in this example.
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4.3 Axiomatic characterizations

In this section, we discuss new and classical axioms for multi-choice games. We also
provide axiomatic characterizations of each solution introduced in Section 4.2.

4.3.1 Characterizations of the multi-choice Shapley value

We provide two axiomatic characterizations of the multi-choice Shapley value. The
first characterization relies on Linearity, whereas the second does not. We also pro-
vide an expression of the multi-choice Shapley value in terms of Harsanyi dividends.
Let f be a value on multi-choice games.

The next axiom adapts the Independence of higher demands principle to the
framework of multi-choice games. It requires that if the maximal activity level of
each player reduces to a certain level, then the payoff of each player for this activity
level remains unchanged.

Axiom 44 (Independence of higher activity levels). For each
(m, v) ∈ G,

∀(i, j) ∈M+, fij(m, v) = fij((j ∧mk)k∈N , v). (4.10)

It turns out that Independence of higher activity levels combined with Efficiency
implies Multi-efficiency.

Proposition 23. If a value f on G satisfies Efficiency and Independence of higher
activity levels, then it satisfies Multi-efficiency.

Proof. Let (m, v) ∈ G, l ≤ maxk∈N mk and f a value satisfying Efficiency and In-
dependence of higher activity levels. Consider the sub-game ((l ∧ mk)k∈N , v). By
Efficiency, it holds that∑

i∈N

l∧mi∑
j=1

fij((l ∧mk)k∈N , v) = v((l ∧mk)k∈N). (4.11)

By Independence of higher activity levels,∑
i∈N

h∧mi∑
j=1

fij((l ∧mk)k∈N , v) =
∑
i∈N

l∧mi∑
j=1

fij(m, v). (4.12)

Combining (4.11) with (4.12), we obtain the desired result. ■

Remark 5. The converse of Proposition 23 is not true. Indeed, consider the value
d defined for each (m, v) ∈ G and each (i, j) ∈M+ as

dij(m, v) =


v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

|{h ∈ N : mh ≥ mk,∀k ∈ N}|
if mi ≥ mk,∀k ∈ N,

0 otherwise.
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The value d satisfies Multi-efficiency, but does not verify Independence of higher
activity levels. To see this, consider N = {1, 2, 3} and (m, v) ∈ G such that m =
(3, 2, 3). Observe that d1,1((2, 2, 2), v) =

1
3
v(1, 1, 1) ̸= d1,1(m, v) which shows that d

violates Independence of higher activity levels.

The next two axioms compare the payoffs of equal pairs (see (2.26) for the defini-
tion of equal pairs). First, we introduce the Equal treatment for equal pairs axiom,
which states that two equal pairs should receive the same payoff. We also suggest
a relaxation of Equal treatment for equal pairs into Sign symmetry for equal pairs.
This new axiom states that two equal pairs should receive a payoff of the same sign.

Axiom 45 (Equal treatment for equal pairs). For each (m, v) ∈ G and two
distinct equal pairs (i, j)(i′, j) ∈M+,

fij(m, v) = fi′j(m, v).

Whenever m = (1, . . . , 1), Equal treatment for equal pairs boils down to the classical
axiom of Equal treatment for equal for TU-games.

Axiom 46 (Sign symmetry for equal pairs). For each (m, v) ∈ G and two dis-
tinct equal pairs (i, j), (i′, j) ∈M+,

sign(fij(m, v)) = sign(fi′j(m, v)).

Whenever m = (1, . . . , 1), Sign symmetry for equal pairs boils down to the Sign
symmetry axiom for TU-games.

Equal treatment for equal pairs =⇒ Sign symmetry for equal pairs

We have the material to provide a first axiomatic characterization of the multi-
choice Shapley value.

Theorem 21. A value f on G satisfies Efficiency, Independence of higher activity
levels, Linearity, Sign symmetry for equal pairs and the Null pair property if and
only if f = φ.

Proof. The proof is divided in two-steps.

Step 1: we show that φ satisfies all the axioms of the statement of Theorem 21.

Efficiency: For each (m, v) ∈ G,∑
i∈N

∑
j∈M+

i

φij(m, v)

=
∑

j≤ max
k∈N

mk

∑
i∈Q(j)

φij(m, v)

(4.7)
=

∑
j≤ max

k∈N
mk

1

|Q(j)|!
∑
θj∈Θj

∑
i∈Q(j)

[
v(sθj ,θj(i,j))− v(sθj ,θj(i,j)−1)

]
.
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Observe that, for each θj ∈ Θj,∑
i∈Q(j)

[
v(sθj ,θj(i,j))− v(sθj ,θj(i,j)−1)

]
= v(sθj ,|Q(j)|)− v(sθj ,0).

By (4.6), for each θj ∈ Θj,

sθj ,|Q(j)| = (j ∧mk)k∈N , and sθj ,0 = ((j − 1) ∧mk)k∈N .

It follows that∑
i∈N

∑
j∈M+

i

φij(m, v)

=
∑

j≤ max
k∈N

mk

1

|Q(j)|!
∑
θj∈Θj

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

]
. (4.13)

Since the quantity v((j ∧mk)k∈N) − v(((j − 1) ∧mk)k∈N) is independent from any
order θj ∈ Θj, it follows that it is summed as many times in (4.13) as there are orders
in Θj. Therefore, it holds that∑

i∈N

∑
j∈M+

i

φij(m, v)

=
∑

j≤ max
k∈N

mk

1

|Q(j)|!
Q(j)!

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N

]
=

∑
j≤ max

k∈N
mk

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

]
= v(m),

which shows that the value satisfies Efficiency.

Other axioms: By definition of the multi-choice Shapley value (see (4.7)), the
payoff of a pair is independent from any activities different from the activity level
contained in this pair. Therefore, we have that φ satisfies Independence of higher
activity levels. Linearity follows directly from (4.7). By definition of equal pairs (see
(2.26)), φ satisfies Equal treatment of equal pairs, which implies that φ satisfies Sign
symmetry for equal pairs. By definition of null pairs (see (2.25)), φ satisfies the Null
pair property. This concludes Step 1.

Step 2: To complete the proof, it remains to show that there is at most one value
satisfying all the axioms of the statement of Theorem 21. Take any f satisfying all
the axioms of the statement of Theorem 21. Consider any (m, v) ∈ G. We know that
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each multi-choice game admits a unique linear decomposition in terms of minimal
effort games {us}s∈M. Consider s ∈ M such that s ̸= −→0 . The set of top pairs T (s)
(see (2.29)) can be re-written as

T (s) = {(i, sT ) ∈M+,sT : si = sT},

where sT = maxi∈N si. Let us show that f(m,us) is uniquely determined. We divide
this Step 2 into several sub-steps.

Step 2.1. Let us show that, for each (i, j) ∈ M+ such that j ̸= sT , fij(m,us) is
uniquely determined.

Step 2.1.1. If j < sT , then (j ∧mk)k∈N ≱ s. It follows that ((j ∧mk)k∈N , us) is the
null game since us(t) = 0 for each t ≤ (j ∧mk)k∈N . Recall that each pair is a null
pair (see (2.25)) in the null game. By Independence of higher activity levels and the
Null pair property, for each (i, j) ∈M+ such that j < sT , we obtain

fij(m,us) = fij((j ∧mk)k∈N , us) = 0.

Step 2.1.2. If j > sT then, by definition of a minimal effort game (see (2.31)), (i, j)
is a null pair in (m,us). By the Null pair property, for each (i, j) ∈ M+ such that
j > sT ,

fij(m,us) = 0.

We have shown that fij(m,us) = 0, and so is uniquely determined, for each (i, j) ∈
M+ such that j ̸= sT .

Step 2.2. We now show that, for each pair (i, j) ∈ M+ such that j = sT , i.e., each
pair (i, sT ) ∈ M+,sT , fisT (m,us) is uniquely determined. To that end, consider the
game (m,w) ∈ G defined as

∀t ≤ m, w(t) = us(t)−
∑

(i,sT )∈T (s)

φisT (m,us)u(0−i,sT )(t). (4.14)

Step 2.2.1. We show that∑
(i,sT )∈M+,sT

fisT (m,w) = 0.

We consider pairs in M+,sT . By definition of M+,sT , observe that∑
i∈Q(sT )

fisT (m,w) =
∑

(i,sT )∈M+,sT

fisT (m,w).
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We have that any pair (i, sT ) ∈M+,sT is either in T (s) or not. Since f satisfies Effi-
ciency and Independence of higher activity levels, by Proposition 23, f also satisfies
Multi-efficiency. Therefore,

∑
(i,sT )∈M+,sT

fisT (m,w) =w((sT ∧mk)k∈N)− w(((sT − 1) ∧mk)k∈N)

(4.14)
= us((s

T ∧mk)k∈N)

−
∑

(i,sT )∈T (s)

φisT (m,us)u(0−i,sT )((s
T ∧mk)k∈N)

−us(((s
T − 1) ∧mk)k∈N)

+
∑

(i,sT )∈T (s)

φisT (m,us)u(0−i,sT )(((s
T − 1) ∧mk)k∈N).

(4.15)

Observe that ((sT ∧mk)k∈N) ≥ s ≥ ((0−i, s
T ), (((sT − 1)∧mk)k∈N) ̸≥ s and (((sT −

1) ∧ mk)k∈N) ̸≥ (0−i, s
T ), where (i, sT ) ∈ T (s). By definition of a minimal effort

game (2.31),

us((s
T ∧mk)k∈N) = 1,

and, ∀(i, sT ) ∈M+,sT , u(0−i,sT )((s
T ∧mk)k∈N) = 1.

us(((s
T − 1) ∧mk)k∈N) = 0,

and, ∀(i, sT ) ∈M+,sT , u(0−i,sT )(((s
T − 1) ∧mk)k∈N) = 0.

It follows that (4.15) becomes∑
(i,sT )∈M+,sT

fisT (m,w) =1−
∑

(i,sT )∈T (s)

φisT (m,us)− 0 + 0. (4.16)

Observe that, since (i, sT ) /∈ T (s) if and only if sT > si, then each (i, sT ) /∈ T (s) is
also a null pair in (m,us). Since φ satisfies the Null pair property, φisT (m,us) = 0
for each (i, sT ) /∈ T (s). Since φ satisfies Efficiency, Independence of higher activity
levels, by Proposition 23 the value satisfies Multi-efficiency. Therefore,∑

(i,sT )∈T (s)

φisT (m,us) =
∑

(i,sT )∈T (s)

φisT (m,us) +
∑

(i,sT )/∈T (s)

φisT (m,us)

=
∑

(i,sT )∈M+,sT

φisT (m,us)

=us((s
T ∧mk)k∈N)

=1.
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Therefore, (4.16) becomes∑
(i,sT )∈M+,sT

fisT (m,w) =1− 1 = 0, (4.17)

which concludes Step 2.2.1.

Step 2.2.2. We show that, for each (i, sT ) ∈M+,sT ,

fisT (m,w) = 0.

We know that each pair (i, sT ) /∈ T (s) is a null pair in (m,us). Moreover, each
pair (i, sT ) /∈ T (s) is a null pair in each (m,u(⃗0−i′ ,s

T )), (i
′, sT ) ∈ T (s). Indeed, in

(m,u(⃗0−i′ ,s
T )), (i

′, sT ) is the only productive pair and all other pairs are null pairs.

It follows that each pair (i, sT ) /∈ T (s) is a null pair in (m,w). By the Null pair
property, for each (i, sT ) /∈ T (s),

fisT (m,w) = 0. (4.18)

It follows that∑
(i,sT )∈M+,sT

fisT (m,w) =
∑

(i,sT )∈T (s)

fisT (m,w) +
∑

(i,sT )/∈T (s)

fisT (m,w)

=
∑

(i,sT )∈T (s)

fisT (m,w) + 0

(4.17)
= 0. (4.19)

To complete the proof of Step 2.2.2, it remains to show that if there exist two
distinct pairs (i, sT ), (i′, sT ) ∈ T (s), then these pairs are equal. By definition of a
minimal effort game (see (2.31)), two distinct pairs (i, sT ), (i′, sT ) ∈ T (s) are equal in
(m,us). Since φ satisfies Equal treatment for equal pairs, it follows that φisT (m,us) =
φi′sT (m,us). By definition of a minimal effort game, for each t ∈ M such that
ti = ti′ = sT − 1,

u(0−i,sT )(t) = u(0−i′ ,s
T )(t) = 0, (4.20)

and u(0−i,sT )(t+ ei) = u(0−i′ ,s
T )(t+ ei′) = 1. (4.21)
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Therefore, for each t ∈M such that ti = ti′ = sT − 1,∑
(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )(t+ ei)

=
∑

(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )(t) + φisT (m,us)

=
∑

(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )(t) + φi′sT (m,us)

=
∑

(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )(t+ ei′),

where the first equality and the third equality follow from (4.20) and (4.21), and the
second equality follows from φisT (m,us) = φi′sT (m,us) by Equal treatment for equal
pairs. It follows that

w(t+ ei) = w(t+ ei′),

for each t ∈ M such that ti = ti′ = sT − 1, showing that (i, sT ), (i′, sT ) ∈ T (s)
are equal pairs in (m,w). By Sign symmetry for equal pairs, sign(fisT (m,w)) =
sign(fi′sT (m,w)). It follows from (4.19) that, for each (i, sT ) ∈ T (s),

fisT (m,w) = 0. (4.22)

Combining (4.18) with (4.22), the proof of Step 2.2.2 is complete.

Step 2.2.3. We show that for each (i, sT ) ∈M+,sT ,

fisT (m,us) = φisT (m,us).

By (4.14), (4.22) and Linearity, for each (i, sT ) ∈M+,sT ,

fisT (m,w) = fisT (m,us)− fisT
(
m,

∑
(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )

)
⇐⇒ fisT (m,us)

(4.22)
= fisT

(
m,

∑
(k,sT )∈T (s)

φksT (m,us)u(0−k,sT )

)
=

∑
(k,sT )∈T (s)

φksT (m,us)fisT
(
m,u(0−k,sT )

)
.

Additionally, by the Null pair property and Multi-efficiency,

fisT (m,u(0−i,sT )) = 1
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since (i, sT ) is the only productive pair in (m,u(0−i,sT )). Therefore, for each (i, sT ) ∈
M+,sT ,

φksT (m,us)fisT
(
m,u(0−k,sT )

)
=

{
φksT (m,us) if k = i,

0 otherwise.

It follows that, for each (i, sT ) ∈M+,sT ,

fisT (m,us) = φisT (m,us),

therefore fisT (m,us) is uniquely determined. This concludes Step 2.2.3.
From Step 2.1 and Step 2.2, we conclude that f(m,us) is uniquely determined.

By Linearity, f(m, v) is uniquely determined, which concludes the proof of Theorem
21. ■

The five axioms of the statement of Theorem 21 are logically independent, as
shown by the following alternative solutions.

- The value f given, for each (m, v) ∈ G, by f(m, v) = 0⃗ satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

fij(m, v) =



φij(m, v) +
∆((2∧mk)k∈N )(v)

|Q(1)|
if j = 1 and mT > 1,

φij(m, v)−
∆((2∧mk)k∈N )(v)

|Q(2)|
if j = 2 and mT > 1,

φij(m, v) otherwise,

satisfies all the axioms except Independence of higher activity levels.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =
∑
s≤m

(i,j)∈T (s)

(v(((j − 1) ∧mh)h∈N + ei)
2) + 1∑

(k,sk)∈T (s)((v(((j − 1) ∧mh)h∈N + ek)2) + 1
∆v(s),

satisfies all the axioms except Linearity.

- The multi-choice Equal division value ξ satisfies all the axioms except the Null
pair property.
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- Take any (m, v) ∈ G and fix any arbitrary integer βij ∈ {1, 2} for each (i, j) ∈
M+. The value fβ given by

∀(i, j) ∈M+, fβ
ij(m, v) =

∑
s≤m

(i,j)∈T (s)

βij∑
(k,l)∈T (s) βkl

∆v(s),

satisfies all the axioms except Sign symmetry for equal pairs.

By Theorem 21, we provide another alternative expression of the multi-choice
Shapley value in terms of Harsanyi dividends.

Corollary 1. The multi-choice Shapley value admits an alternative expression in
terms of Harsanyi dividends. For each game (m, v) ∈ G, the value is defined as

∀(i, j) ∈M+, φij(m, v) =
∑
s≤m

(i,j)∈T (s)

∆v(s)

|T (s)|
. (4.23)

Proof. By the the proof of Theorem 21, φ satisfies Efficiency, Linearity, Independence
of higher activity levels, the Null pair property and Equal treatment for equal pairs.
Consider (m,us) ∈ G, s ∈ M such that s ̸= −→0 . Similarly to (4.18), for each
(i, j) /∈ T (s), the Null pair property and Multi-efficiency imply

φij(m,us) = 0. (4.24)

All pairs in T (s) are equal pairs in (m,us). Thus, by Equal treatment for equal pairs,

φisT (m,us) = . . . = φi′sT (m,us). (4.25)

By Efficiency and Linearity, we obtain the desired result. ■

We provide a second axiomatic characterization of the multi-choice Shapley value
without resorting to Linearity. In line with Young (1985) and Casajus (2018) (see
Theorem 3 and 4), we use a Strong monotonicity axiom. This axiom states that,
if the marginal contributions to coalitions of a pair increase from a game (m,w) to
another game (m, v), then the payoff of this pair also increases.

Axiom 47 (Strong monotonicity.). For each (m, v), (m,w) ∈ G, each (i, j) ∈
M+ and each s ∈M such that si = j − 1,

v(s+ ei)− v(s) ≥ w(s+ ei)− w(s),

it holds that

fij(m, v) ≥ fij(m,w).
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Whenever m = (1, . . . , 1), Strong monotonicity boils down to the axiom of Strong
monotonicity for TU-games introduced by Young (1985). We have the material to
provide a second axiomatic characterization of the multi-choice Shapley value.

Theorem 22. A value f on G satisfies Efficiency, Independence of higher activity
levels, Strong monotonicity and Sign symmetry for equal pairs if and only if f = φ.

Proof. From Theorem 21, we know that φ satisfies Efficiency, Independence of higher
activity levels and Sign symmetry for equal pairs. By definition (see (4.7)), the multi-
choice Shapley value satisfies Strong monotonicity.

Next, we show that φ is the unique value satisfying all the axioms of the state-
ment of Theorem 22. Take any f satisfying all the axioms of the statement of
Theorem 22 and consider any (m, v) ∈ G. Recall that (m, v) ∈ G can be rewritten as
(m,

∑
t∈M ∆v(t)ut). We define the set of coalitions for which the Harsanyi dividend

is non-null as

T (v) = {t ∈M | ∆v(t) ̸= 0}.

By induction on the cardinality of T (v), we show that

f(m, v) = φ(m, v).

Initialization: If |T (v)| = 0, then each Harsanyi dividend is null. The only game
(m, v) ∈ G such that |T (v)| = 0 is the null game. Recall that

M+,j = {(i, j) ∈M+ : i ∈ Q(j)}.

Since f satisfies Efficiency and Independence of higher activity levels, by Proposition
23, it satisfies Multi-efficiency. It follows that, for each j ≤ maxk∈N mk,∑

(i,j)∈M+,j

fij(m, v) =v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

=0. (4.26)

Recall that any two distinct pairs (i, j), (i′, j) ∈ M+,j are equal in the null game
(m, v). Therefore, by Sign symmetry for equal pairs,

sign(fij(m, v)) = sign(fi′j(m, v)). (4.27)

Combining (4.26) and (4.27), for each j ≤ maxk∈N mk and each (i, j) ∈ M+,j, we
obtain

fij(m, v) = 0.
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Recall also that each pair is a null pair in the null game. Since φ satisfies the Null
pair property, for each j ≤ maxk∈N mk and each (i, j) ∈M+,j,

φij(m, v) = 0 = fij(m, v).

This concludes the initialization.

Hypothesis: Fix r ∈ N such that r < |M|−1. We assume that, for each (m, v) ∈ G
such that |T (v)| ≤ r,

f(m, v) = φ(m, v).

Induction: Consider any (m, v) ∈ G such that |T (v)| = r + 1. Let us show that

f(m, v) = φ(m, v).

We define the minimum coalition of the set T (v) as

p =
∧

t∈T (v)

t.

Two cases can be distinguished. First, assume that p ̸= −→0 . Consider any pair
(i, j) ∈ M+ such that j > pi. By definition of p, there exists a t ∈ T (v) such that
j > ti. For such t, consider the game (m, v − ∆v(t)ut). By definition of a minimal
effort game (2.31) and (4.4), (i, j) is a null pair in (m,∆v(t)ut). Therefore (i, j) has
the same marginal contributions in (m, v) and in (m, v−∆v(t)ut). Moreover, observe
that

|T (v)| > |T (v −∆v(t)ut)|.

Therefore,

r ≥ |T (v −∆v(t)ut)|

By the induction hypothesis and Strong monotonicity, for each (i, j) ∈M+ such that
j > pi,

fij(m, v) = fij(m, v −∆v(t)ut)

Hyp
= φij(m, v −∆v(t)ut)

= φij(m, v). (4.28)

Next, we assume that p =
−→
0 . For each (i, j) ∈M+, there exists a t ∈ T (v) such

that j > ti. In this case, (4.28) holds for each (i, j) ∈M+ and the proof is complete.

It remains to show that, if p ̸= −→0 , then for each (i, j) ∈M+ such that j ≤ pi,

fij(m, v) = φij(m, v).
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We proceed in two-steps.

Step 1. We define the game (m,w) ∈ G as

w = v −
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j), (4.29)

and we show that, for each (i, l) ∈M+ such that l ≤ pi,

fil(m,w) = 0. (4.30)

Step 1.1. To that end, we show that∑
(i,l)∈M+,l

l≤pi

fil(m,w) = 0.

By Proposition 23, f satisfies Multi-efficiency. By Multi-efficiency and (4.29), for
each l ≤ maxk∈N mk,∑

(i,l)∈M+,l

fil(m,w) =w((l ∧mk)k∈N)− w((l − 1 ∧mk)k∈N

⇐⇒
∑

(i,l)∈M+,l

l≤pi

fil(m,w) =w((l ∧mk)k∈N)− w((l − 1 ∧mk)k∈N

−
∑

(i,l)∈M+,l

l>pi

fil(m,w)

(4.29)
= v((l ∧mk)k∈N)− v((l − 1 ∧mk)k∈N

−
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l ∧mk)k∈N)

+
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l − 1 ∧mk)k∈N)

−
∑

(i,l)∈M+,l

l>pi

fil(m,w). (4.31)
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Before proceeding further into the computation of (4.31), observe that

−
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l ∧mk)k∈N)

+
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l − 1 ∧mk)k∈N)

=−
∑

(i,j)∈M+

j≤pi
j<l

φij(m, v)u(0−i,j)((l ∧mk)k∈N)

−
∑

(i,j)∈M+

j≤pi
j=l

φij(m, v)u(0−i,j)((l ∧mk)k∈N)

−
∑

(i,j)∈M+

j≤pi
j>l

φij(m, v)u(0−i,j)((l ∧mk)k∈N)

+
∑

(i,j)∈M+

j≤pi
j<l

φij(m, v)u(0−i,j)((l − 1 ∧mk)k∈N)

+
∑

(i,j)∈M+

j≤pi
j≥l

φij(m, v)u(0−i,j)((l − 1 ∧mk)k∈N)

By definition, pi ≤ mi for each i ∈ N . For each i ∈ N and j ≤ pi ≤ mi,

u(0−i,j)((l ∧mk)k∈N) =

{
1 if j ≤ (l ∧mi),

0 otherwise.

It follows that

−
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l ∧mk)k∈N) (4.32)

+
∑

(i,j)∈M+

j≤pi

φij(m, v)u(0−i,j)((l − 1 ∧mk)k∈N)

=−
∑

(i,j)∈M+

j≤pi
j<l

φij(m, v)−
∑

(i,j)∈M+

j≤pi
j=l

φij(m, v) +
∑

(i,j)∈M+

j≤pi
j<l

φij(m, v)

=−
∑

(i,j)∈M+

j≤pi
j=l

φij(m, v) = −
∑

(i,l)∈M+,l

l≤pi

φil(m, v). (4.33)
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By (4.32), (4.31) becomes∑
(i,l)∈M+,l

l≤pi

fil(m,w) =v((l ∧mk)k∈N)− v((l − 1 ∧mk)k∈N

−
∑

(i,l)∈M+,l

l≤pi

φil(m, v)−
∑

(i,l)∈M+,l

l>pi

fil(m,w). (4.34)

By (4.28), for each (i, l) ∈M+,l such that l > pi,

fil(m,w) = φil(m,w). (4.35)

Combining (4.34) and (4.35), we obtain∑
(i,l)∈M+,l

l≤pi

fil(m,w) =v((l ∧mk)k∈N)− v((l − 1 ∧mk)k∈N

−
∑

(i,l)∈M+,l

l≤pi

φil(m, v)−
∑

(i,l)∈M+,l

l>pi

φil(m,w). (4.36)

Moreover, each (i, l) ∈ M+,l such that l > pi, is a null pair in (m,u0−i,j), where
(i, j) ∈ M+ is such that j ≤ pi. By definition of (m,w) (see (4.29)), it follows that
each pair (i, l) such that l > pi, has the same marginal contributions in (m,w) and in
(m, v). Since φ satisfies Strong monotonicity, for each (i, l) ∈M+,l such that l > pi,

φil(m,w) = φil(m, v). (4.37)

Combining (4.36), (4.37) and the fact that φ satisfies Multi-efficiency, we obtain∑
(i,l)∈M+,l

l≤pi

fil(m,w) =v((l ∧mk)k∈N)− v((l − 1 ∧mk)k∈N (4.38)

−
∑

(i,l)∈M+,l

φil(m, v)

=0. (4.39)

This concludes Step 1.1.

Step 1.2. We show that all the pairs (i, l) ∈ M+,l such that l ≤ pi, are equal in
(m,w).

By definition of M+,l, it holds that l ≥ 1. Consider two pairs (i, l), (i′, l) ∈ M+,l

such that l ≤ pi and l ≤ pi′ . Since p =
∧

t∈T (v) t, each t ∈ T (v) verifies ti ≥ l and
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ti′ ≥ l. In other words, for each s ∈ M such that si < l or si′ < l, ∆v(s) = 0.
Therefore, for each s ∈M such that si = si′ = l − 1,

v(s+ ei) = v(s+ ei′) = 0. (4.40)

Therefore, (i, l) and (i′, l) are equal in (m, v). Since φ satisfies Equal treatment for
equal pairs and by (4.29), for each s ∈M such that si = si′ = l − 1,

w(s+ ei)
(4.29)
= v(s+ ei)−

∑
(h,j)∈M+

j≤ph

φhj(m, v)u(0−h,j)(s+ ei)

=v(s+ ei)−
∑

(h,j)∈M+

j≤ph
h̸=i,i′

φhj(m, v)u(0−h,j)(s+ ei)

−
∑
j≤pi′
j≤l−1

φi′j(m, v)u(0−i′ ,j)
(s+ ei)

−
∑
j≤pi
j≤l−1

φij(m, v)u(0−i,j)(s+ ei)− φil(m, v)u(0−i,l)(s+ ei)

=v(s+ ei)−
∑

(h,j)∈M+

j≤ph
h̸=i,i′

φhj(m, v)u(0−h,j)(s+ ei)

−
∑
j≤pi′
j≤l−1

φi′j(m, v)u(0−i′ ,j)
(s+ ei)

−
∑
j≤pi
j≤l−1

φij(m, v)u(0−i,j)(s+ ei)− φil(m, v)

=v(s+ ei′)−
∑

(h,j)∈M+

j≤ph
h̸=i,i′

φhj(m, v)u(0−h,j)(s+ ei′)

−
∑
j≤pi′
j≤l−1

φi′j(m, v)u(0−i′ ,j)
(s+ ei′)

−
∑
j≤pi
j≤l−1

φij(m, v)u(0−i,j)(s+ ei′)− φi′l(m, v)

(4.29)
= w(s+ ei′).

Therefore, two pairs (i, l) and (i′, l) such that l ≤ pi and l ≤ pi′ , are equal in
(m,w). This concludes Step 1.2
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By Sign symmetry for equal pairs,

sign(fil(m,w)) = sign(fi′l(m,w)). (4.41)

Combining (4.38) and (4.41), for each (i, l) ∈M+ such that l ≤ pi, we obtain

fil(m,w) = 0,

which concludes Step 1.

Step 2. For each (i, j) ∈M+ such that 0 < j ≤ pi, we define the game (m,wij) ∈ G
as

wij = v − φij(m, v)u(0−i,j). (4.42)

In this step, we first show that, for each (i, j) ∈M+ such that j ≤ pi,

φij(m, v) = fij(m, v)− fij(m,wij).

The game (m,wij) is defined in such a way that the pair (i, j) has the same marginal
contributions in (m,w) and in (m,wij). Indeed, observe that the pair (i, j) has null
marginal contributions to coalition in each game (m,u(0−i′ ,j

′)) such that i′ ̸= i or
i′ = i and j′ ̸= j. Therefore, by Strong monotonicity, for each (i, j) ∈M+ such that
j ≤ pi,

fij(m,w) = fij(m,wij). (4.43)

Additionally, by Multi-efficiency, (4.42) and the definition of a minimal effort game
(see (2.31)),∑

(k,j)∈M+,j

fkj(m,wij) =wij((j ∧mk)k∈N)− wij(((j − 1) ∧mk)k∈N)

(4.42)
= v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

− φij(m, v)u(0−i,j)((j ∧mk)k∈N)

+ φij(m, v)u(0−i,j)(((j − 1) ∧mk)k∈N)

(2.31)
= v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

− φij(m, v). (4.44)

Each pair in M+,j \ {(i, j)} is null in (m,u0−i,j). Therefore, by (4.42), each pair
in M+,j \ {(i, j)} has the same marginal contributions in (m,wij) and in (m, v). It
follows that, by Strong monotonicity, each pair in M+,j \ {(i, j)} receives the same
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payoff in (m,wij) and in (m, v). Thus,∑
(k,j)∈M+,j

fkj(m,wij) =
∑

(k,j)∈M+,j

k ̸=i

fkj(m,wij) + fij(m,wij)

=
∑

(k,j)∈M+,j

k ̸=i

fkj(m, v) + fij(m,wij)

=v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

− fij(m, v) + fij(m,wij). (4.45)

Combining (4.44) and (4.45), for each (i, j) ∈M+ such that j ≤ pi, we obtain

φij(m, v) = fij(m, v)− fij(m,wij), (4.46)

which concludes Step 2.
We have the material to conclude the proof of the Induction step. By (4.43),

fij(m,wij) = fij(m,w) and by (4.30), fij(m,w) = 0 for each (i, j) ∈ M+ such that
j ≤ pi. By (4.46), for each (i, j) ∈M+ such that j ≤ pi,

fij(m, v) = φij(m, v).

Therefore, for each (m, v) ∈ G and each (i, j) ∈M+,

fij(m, v) = φij(m, v).

The proof of the theorem is complete. ■

The four axioms of the statement of Theorem 22 are logically independent, as
shown by the following alternative solutions.

- The value f given by f(m, v) = 0⃗ for each (m, v) ∈ G satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =


φij(m, v) +

mT

|Q(1)|
if j = 1 and mT > 1,

φij(m, v)− mT

|Q(2)|
if j = 2 and mT > 1,

φij(m, v) otherwise.

satisfies all the axioms except Independence of higher activity levels.

- The multi-choice Equal division value ξ satisfies all the axioms except Strong
monotonicity.
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- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+, fij(m, v) =


φij(m, v) + 1 if (i, j) = (1, 1),

φij(m, v)− 1 if (i, j) = (n, 1),

φij(m, v) otherwise,

satisfies all the axioms except Sign symmetry for equal pairs.

4.3.2 Characterization of the multi-choice Equal Division
value

To characterize the multi-choice Equal Division value, we introduce the Sign preser-
vation axiom. This axiom is a stronger version of Sign symmetry for equal pairs. It
requires that two pairs featuring the same activity level receive a payoff of the same
sign.

Axiom 48 (Sign preservation). For each (m, v) ∈ G and each (i, j), (i′, j) ∈M+,

sign(fij(m, v)) = sign(fi′j(m, v)).

Sign preservation =⇒ Sign symmetry for equal pairs.

We have the material to provide an axiomatic characterization of the multi-choice
Equal Division value.

Theorem 23. A value f on G satisfies Efficiency, Linearity, Independence of higher
activity levels, Sign preservation and Equal treatment of equal pairs if and only if
f = ξ.

Proof. First, let us show that ξ satisfies all the axioms of the statement of Theorem
23.

Efficiency: For each (m, v) ∈ G,∑
i∈N

∑
j∈M+

i

ξij(m, v)

=
∑

j≤ max
k∈N

mk

∑
i∈Q(j)

1

|Q(j)|

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

]

=
∑

j≤ max
k∈N

mk

v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

= v(m).
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This shows that the value satisfies Efficiency.

Other axioms: By definition of ξ (see (29)), the payoff of a pair does not depends
on activity levels different from the one contained in this pair. Therefore, ξ satisfies
Independence of higher activity levels. Linearity, Sign preservation and Equal treat-
ment of equal pairs are direct consequences from the definition of ξ.

Next, we show the uniqueness of the solution. Let f be a value satisfying all the
axioms of the statement of Theorem 23. We know that each characteristic function
v admits a linear decomposition in terms of Dirac games. By Linearity, for each
(m, v) ∈ G,

f(m, v) =
∑
s≤m

v(s)f(m, δs).

For each s ∈M, we show that

f(m, δs) = ξij(m, δs).

We consider several cases.

Case 1. Suppose that s ∈M is not a synchronized coalition, that is s ̸= ((l∧mk)k∈N)
for each l ≤ maxk∈N mk. Since f satisfies Efficiency, and Independence of higher
activity levels, by Proposition 23 it satisfies Multi-efficiency. Therefore, by Multi-
efficiency, for each j ≤ maxk∈N mk,∑

(i,j)∈M+,j

fij(m, δs) = δs((j ∧mk)k∈N)− δs(((j − 1) ∧mk)k∈N).

Since s ̸= ((j ∧mk)k∈N) and s ̸= (((j − 1) ∧mk)k∈N), by definition of a Dirac game,∑
(i,j)∈M+,j

fij(m, δs) = 0. (4.47)

Since δs((j ∧mk)k∈N)− δs(((j − 1) ∧mk)k∈N) = 0, by Sign preservation and (4.47),
for each (i, j) ∈M+,j,

fij(m, δs) = 0 = ξij(m, δs).

Case 2. Suppose that s ∈ M is a synchronized coalition, that is s = (l ∧mk)k∈N ,
where l ≤ maxk∈N mk. Take any activity level j such that j < l. By Multi-efficiency,∑

(i,j)∈M+,j

fij(m, δs) = δs((j ∧mk)k∈N)− δs(((j − 1) ∧mk)k∈N).
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Since s ̸= ((j ∧mk)k∈N) and s ̸= (((j − 1) ∧mk)k∈N), by definition of a Dirac game,∑
(i,j)∈M+,j

fij(m, δs) = 0.

Since δs((j ∧mk)k∈N)− δs(((j − 1) ∧mk)k∈N) = 0, by Sign preservation and (4.47),
for each pair (i, j) ∈M+,j such that j < l,

fij(m, δs) = 0 = ξij(m, δs).

Case 3. Suppose that s ∈M is a synchronized coalition such that s = (l∧mk)k∈N ,
where l ≤ maxk∈N mk. Similarly to Case 1 and 2, for each (i, j) ∈ M+ such that
j > l + 1,

fij(m, δs) = 0 = ξij(m, δs).

Case 4. Suppose that s ∈M is a synchronized coalition such that s = (l∧mk)k∈N ,
where l ≤ maxk∈N mk. Consider the pairs (i, j) ∈ M+ such that j = l, that is the
pairs in M+,l. By Multi-efficiency and the definition of a Dirac game,∑

(i,l)∈M+,l

fil(m, δs) = δs((l ∧mk)k∈N)− δs((l − 1 ∧mk)k∈N)

= 1. (4.48)

Two distinct pairs (i, l), (i′, l) ∈ M+,l are equal in (m, δs). Therefore, by Equal
treatment of equal pairs,

fil(m, δs) = fi′l(m, δs). (4.49)

From (4.48) and (4.49), it follows that for each (i, l) ∈M+,l,

fil(m, δs) =
1

|Q(l)|
= ξil(m, δs).

Case 5. Consider s ∈M such that s = (l∧mk)k∈N , where l < maxk∈N mk. Consider
the pairs (i, l+ 1) ∈M+,l+1. By Multi-efficiency and the definition of a Dirac game,∑

(i,l+1)∈M+,l+1

fi(l+1)(m, δs) = δs(((l + 1) ∧mk)k∈N)− δs((l ∧mk)k∈N)

= 0− 1

= −1.

Similarly to Case 4, for each (i, l + 1) ∈M+,l+1,

fi(l+1)(m, δs) = −
1

|Q(l + 1)|
= ξi(l+1)(m, δs).

Therefore, for each s ∈M, f(m, δs) = ξ(m, δs). By Linearity, we conclude the proof
of Theorem 23. ■
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The five axioms of the statement of Theorem 23 are logically independent, as shown
by the following alternative solutions.

- The value f given, for each (m, v) ∈ G, by f(m, v) = 0⃗ satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =
1

|Q(j)|
∑
k≥j

v((k ∧mh)h∈N)− v(((k − 1) ∧mh)h∈N)

k

satisfies all the axioms except Independence of higher activity levels. Observe
that this value extends the Equal division value from TU-games to multi-choice
games.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =
(v(((j − 1) ∧mh)h∈N + ei)

2) + 1∑
k∈Q(k)

((v(((j − 1) ∧mh)h∈N + ek)
2) + 1

×
[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N

]
,

satisfies all the axioms except Linearity.

- The multi-choice Shapley value φ satisfies all the axioms except Sign preserva-
tion.

- Take any (m, v) ∈ G and fix any arbitrary integer βij ∈ {1, 2} for each (i, j) ∈
M+. The value fβ given by

∀(i, j) ∈M+,

fβ
ij(m, v) =

βij∑
k∈Q(j) β

kj

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

]
,

satisfies all the axioms except Equal treatment for equal pairs.

4.3.3 Characterization of the multi-choice Egalitarian Shap-
ley values

In this subsection we provide an axiomatic characterization of the multi-choice Egal-
itarian Shapley values. To that end, we introduce two new axioms.
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A multi-efficient value shares the surplus generated between two consecutive syn-
chronized coalitions among the pairs containing the required activity level (see (4.4)).
This surplus can eventually be negative. Requiring that the payoff of a pair varies
according to its marginal contributions to coalitions regardless of the surplus to be
shared is then a strong requirement in Strong monotonicity. On the contrary, it
seems reasonable that the payoff of a pair, let us say (i, j) ∈M+,j, does not decrease
from one game, let us say (m, v) ∈ G, to another, let us say (m,w) ∈ G, if the
surplus generated between the j-synchronized coalition and the (j− 1)-synchronized
coalition does not decrease from (m, v) to (m,w). The next axiom is a weaker ver-
sion of Strong monotonicity which requires that the surplus generated between two
synchronized coalitions should not decrease from one game to another.

Axiom 49 (Weak monotonicity). For each (m, v), (m,w) ∈ G and each (i, j) ∈
M+ such that

v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

≥
w((j ∧mk)k∈N)− w(((j − 1) ∧mk)k∈N),

and for each s ∈M such that si = j − 1,

v(s+ ei)− v(s) ≥ w(s+ ei)− w(s),

then,

fij(m, v) ≥ fij(m,w).

Whenever m = (1, . . . , 1), Weak monotonicity boils down to the axiom of Weak
monotonicity for TU-games (see (2.15)). Obviously, Strong monotonicity implies
Weak monotonicity.

Strong monotonicity =⇒ Weak monotonicity

Consider (m, v) ∈ G and two distinct pairs (i, j), (i′, j) ∈ M+,j. We say that the
pair (i, j) is more desirable than the pair (i′, j) in (m, v) if its has better marginal
contributions to coalitions. Formally, (i, j) is more desirable than (i′, j) if for each
s ∈M such that si = si′ = j − 1,

v(s+ ei) ≥ v(s+ ei′).

The next axiom requires that a pair receives a greater payoff than other less desirable
pairs.

Axiom 50 (Level desirability). For each (m, v) ∈ G and two distinct pairs (i, j), (i′, j) ∈
M+ such that (i, j) is more desirable than (i′, j) in (m, v),

fij(m, v) ≥ fi′j(m, v).
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Whenever m = (1, . . . , 1), Level desirability boils down to the axiom of desirability
for TU-games (see (2.14)). We have the material to provide a characterization of the
multi-choice Egalitarian Shapley values.

Remark 6. By definition, Level desirability implies Equal treatment for equal pairs.
If (m, v) ∈ G is the null game, then Multi-efficiency and Level desirability imply
fij(m, v) = 0 for each (i, j) ∈M+.

Theorem 24. A solution f on G satisfies Efficiency, Linearity, Independence of
higher activity levels, Weak monotonicity and Level desirability if and only if f = χα,
for some parameter system α.

Proof. Consider any parameter system α. By definition and the fact that multi-
choice Egalitarian Shapley values are convex combinations of the multi-choice Shap-
ley value and the multi-choice Equal division value (see (4.9)), χα satisfies all the
axioms of the statement of Theorem 24.

Next, we show that the multi-choice Egalitarian Shapley values are the only
values satisfying all the axioms of the statement of Theorem 24. Consider a value f
satisfying all the axioms of the statement of Theorem 24. To prove the uniqueness
part, we show that, for each (m, v) ∈ G, there exists a parameter system α such that

f(m, v) = χα(m, v).

By Linearity, for each (m, v) ∈ G,

f(m, v) =
∑
t≤m

∆t(v)f(m,ut).

For each t ∈ M, we introduce the notation tT = maxi∈N ti. Take any 1 ≤ l ≤ mT .
Let us show that f can be written, for each (m,ut) such that tT = l, as

∀(i, j) ∈M+,

fij(m,ut) =

{
αlφil(m,ut) + (1− αl)ξil(m,ut) if j = l,

0 otherwise,

for some 0 ≤ αl ≤ 1. To that end, consider all pairs (i, j) ∈M+ such that j < l. By
Independence of higher activity levels,

fij(m,ut) = fij((j ∧mk)k∈N , ut).

Since ((j∧mk)k∈N , ut) is the null game, by Remark 6, for each (i, j) ∈M+ such that
j < l,

fij(m,ut) = 0. (4.50)
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Consider all pairs (i, j) ∈ M+ such that j > l. These pairs are null pairs in (m,ut)
and thus are equal. From Remark 6 and Multi-efficiency, for each (i, j) ∈ M+ such
that j > l,

fij(m,ut) = 0. (4.51)

Now, consider all pairs (i, l) ∈ M+ such that i ∈ Q(l). We show that f can be
written, for each (m,ut) such that tT = l, as

∀(i, l) ∈M+, fil(m,ut) = αlφil(m,ut) + (1− αl)ξil(m,ut),

for some 0 ≤ αl ≤ 1. We proceed by induction on qt(l) the number of players that
play l in coalition t.

Initialization: Take any minimal effort game (m,ut) ∈ G such that tT = l and
qt(l) = 1. In such game, there is exactly one player, let us say k ∈ N , that plays the
activity level l in t.

Before proceeding further into the initialization step, we must show the following
claim. There exists a unique cl ∈ R such that, for any minimal effort game (m,ut) ∈
G, tT = l, qt(l) = 1, it holds that

∀(i, l) ∈M+, i ̸= k, fil(m,ut) = cl, (4.52)

where k refers to the only player that plays the activity level l in t. This means that
all the pairs (i, l) ∈M+, i ̸= k, receive the same payoff in (m,ut) and that this payoff
does not depend on the player k that plays the activity level l in t. To this end, we
distinguish three exclusive cases.

Case 1. If |Q(mT )| ≥ 3, then there is at least three players in Q(l). Consider any
three distinct players in Q(l) denoted by k, i and i′. Consider the three coalitions
t, t′, t′′ ∈M defined as

tk = l, and ∀h ∈ N \ {k}, th < l,

t′i = l, and ∀h ∈ N \ {i}, t′h < l,

t′′i′ = l, and ∀h ∈ N \ {i′}, t′′h < l.

Consider the minimal effort games (m,ut), (m,ut′) and (m,ut′′). Observe that:

- (i, l) ∈ M+ is a null pair in (m,ut) and (m,ut′′), and it is the only non null
pair in (m,ut′);

- (i′, l) ∈ M+ is a null pair in (m,ut) and (m,ut′), and it is the only non null
pair in (m,ut′′);

- (k, l) ∈ M+ is a null pair in (m,ut′) and (m,ut′′), and it is the only non null
pair in (m,ut);
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- (i, l), (i′, l) ∈M+ are equal pairs in (m,ut);

- (i, l), (k, l) ∈M+ are equal pairs in (m,ut′′);

- (i′, l), (k, l) ∈M+ are equal pairs in (m,ut′).

Observe that

ut((l ∧mh)h∈N) = ut′((l ∧mh)h∈N)

= ut′′((l ∧mh)h∈N)

and ut(((l − 1) ∧mh)h∈N) = ut′(((l − 1) ∧mh)h∈N)

= ut′′(((l − 1) ∧mh)h∈N). (4.53)

By (4.53), the fact that (i, l) ∈ M+ is a null pair in (m,ut) and (m,ut′′), and Weak
monotonicity, one obtains

fil(m,ut) = fil(m,ut′′). (4.54)

Similarly,

fi′l(m,ut) = fi′l(m,ut′)

and fkl(m,ut′) = fkl(m,ut′′). (4.55)

By the fact that (i, l), (i′, l) ∈ M+ are equal pairs in (m,ut) and Level desirability,
one obtains

fil(m,ut) = fi′l(m,ut). (4.56)

Similarly,

fi′l(m,ut′) = fkl(m,ut′)

and fil(m,ut′′) = fkl(m,ut′′). (4.57)

Combining (4.54), (4.55), (4.56) and (4.57), one obtains

fil(m,ut)
(4.54)
= fil(m,ut′′)

(4.57)
= fkl(m,ut′′)

(4.55)
= fkl(m,ut′)

(4.57)
= fi′l(m,ut′)

(4.55)
= fi′l(m,ut)

= cl,

for some cl ∈ R.
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We have shown that there exists a unique cl ∈ R such that, for any minimal effort
game (m,ut) ∈ G, |Q(mT )| ≥ 3, tT = l, qt(l) = 1, (4.52) holds.

Case 2. If |Q(mT )| = 2, then there is at least two players in Q(l). If there are at
least three players in Q(l), then the proof is identical to the one in Case 1. Therefore,
let us assume that Q(l) = 2. Let us call the players in Q(l) by i and k. Consider the
two coalitions t, t′ ∈M defined as

ti = l, and ∀h ∈ N \ {i}, th < l,

t′k = l, and ∀h ∈ N \ {k}, t′h < l.

Consider the minimal games (m,ut) ∈ G, (m,ut′) ∈ G, and (m,ut + ut′) ∈ G.
Observe that (i, l), (k, l) ∈ M+ are equal pairs in (m,ut + ut′). Therefore, by Level
desirability, it holds that

fil(m,ut + ut′) = fkl(m,ut + ut′). (4.58)

By Linearity, (4.58) becomes

fil(m,ut) + fil(m,ut′) = fkl(m,ut) + fkl(m,ut′)

⇐⇒ fil(m,ut) = fkl(m,ut) + fkl(m,ut′)− fil(m,ut′). (4.59)

Since f satisfies Efficiency and Independence of higher activity, by Proposition 23,
f satisfies Multi-efficiency. Since i and k are the only two players in Q(l), by Multi-
efficiency, it holds that

fil(m,ut) + fkl(m,ut) = 1

and fil(m,ut′) + fkl(m,ut′) = 1.

It follows that

fil(m,ut) + fkl(m,ut) = fil(m,ut′) + fkl(m,ut′) (4.60)

Combining (4.59) and (4.60), one obtains

fkl(m,ut) + fkl(m,ut′)− fil(m,ut′) + fkl(m,ut)

= fil(m,ut′) + fkl(m,ut′)

⇐⇒ fkl(m,ut)− fil(m,ut′) + fkl(m,ut) = fil(m,ut′)

⇐⇒ fkl(m,ut) = fil(m,ut′) = cl,

for some cl ∈ R.
We have shown that there exists a unique cl ∈ R such that, for any minimal effort

game (m,ut) ∈ G, |Q(mT )| = 2, tT = l, qt(l) = 1, (4.52) holds.
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Case 3. Finally, assume that |Q(mT )| = 1. If there is only one player in Q(l), then
there is nothing to show. If there are two players in Q(l), then (4.52) holds according
to Case 2. If there three players or more in Q(l), then (4.52) holds according to Case
1.

We have shown that there exists a unique cl ∈ R such that, for any minimal effort
game (m,ut) ∈ G, tT = l and qt(l) = 1, (4.52) holds.

Next, take any minimal effort game (m,ut) ∈ G such that tT = l and qt(l) = 1.
The pair (k, l) is the only non-null pair in (m,ut) featuring the activity level l and
ut(m) ≥ 0. By (4.52), Multi-efficiency and the fact that null pairs featuring the
activity levels l are equal pairs in (m,ut), it holds that

fkl(m,ut) = 1− (|Q(l)| − 1)cl.

Define αl as

αl = 1− cl|Q(l)|,

so that one obtains

cl =
1− αl

|Q(l)|
.

Now, we show that αl ≤ 1. By Remark 6, each pair receives a zero payoff in the null
game. Observe that each pair in M+ has better marginal contributions to coalitions
in (m,ut) than in the null game. Moreover, it holds that

ut((l ∧mk)k∈N)− ut(((l − 1) ∧mk)k∈N) ≥ 0.

Thus, by Weak monotonicity, fil(m,ut) ≥ 0 for each (i, l) ∈M+. It follows that

cl =
1− αl

|Q(l)|
≥ 0 =⇒ αl ≤ 1.

Therefore, for each (i, l) ∈M+,

fil(m,ut) =


1− αl

|Q(l)|
if j = l and i ̸= k,

1− αl

|Q(l)|
+ αl if j = l and i = k,

(4.61)

for some 0 ≤ αl ≤ 1. Observe that, for each (i, l) ∈M+,

ξil(m,ut) =
1

|Q(l)|
, φil(m,ut) =

{
0 if i ̸= k,

1 if i = k.
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Comparing ξil(m,ut) and φil(m,ut) with (4.61), one obtains

∀(i, l) ∈M+, fil(m,ut) = αlφil(m,ut) + (1− αl)ξil(m,ut).

for some 0 ≤ αl ≤ 1. This concludes the initialization step.

Hypothesis: Consider r ∈ N such that 1 ≤ r < |Q(l)|. Consider any t such that
qt(l) = r. In this case, there are r players that play l in t. Assume that

∀(i, l) ∈M+, fil(m,ut) = αlφil(m,ut) + (1− αl)ξil(m,ut).

Induction: Consider any t such that qt(l) = r + 1. Let s = t− eh, for some k ∈ N
such that tk = x. Obviously, it holds that qs(l) = W . Recall that (i, l) /∈ T (t) if
ti < l. Observe that if (i, l) /∈ T (t) then (i, l) /∈ T (s). If (i, l) /∈ T (t) then (i, l) is
a null pair in (m,ut) and is also a null pair in (m,us). Therefore, each (i, l) /∈ T (t)
has the same marginal contributions in both games (m,ut) and (m,us). Moreover,
it holds that

ut((l ∧mh)h∈N)− ut(((l − 1) ∧mh)h∈N)

= us((l ∧mh)h∈N)− us(((l − 1) ∧mh)h∈N).

Then by double application of Weak monotonicity, the induction hypothesis and by
definition of φ and ξ, for each (i, l) /∈ T (t),

fil(m,ut) = fil(m,us)

Hyp
= αlφil(m,us) + (1− αl)ξil(m,us)

=
(1− αl)

|Q(l)|
. (4.62)

By Multi-efficiency, (4.62) and the definition of a minimal effort game,∑
(i,l)∈T (t)

fil(m,ut) =ut((l ∧mh)h∈N)− ut(((l − 1) ∧mh)h∈N)

−
∑

(i,l)/∈T (t)

fil(m,ut)

=1− 0− (|Q(l)| − |T (t)|)1− αl

|Q(l)|
. (4.63)

Additionally, any two distinct pairs (i, l), (i′, l) ∈ M+ such that (i, l), (i′, l) ∈ T (t),
are equal in (m,ut). By Remark 6 and by Level desirability, for each (i, l) ∈ T (t),

fil(m,ut) = c′,
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for some c′ ∈ R. It follows that∑
(i,l)∈T (t)

fil(m,ut) = |T (t)|c′. (4.64)

Therefore, combining (4.63) and (4.64), for each (i, l) ∈ T (t), we obtain

c′ =

1− (|Q(l)| − |T (t)|)1− αl

|Q(l)|
|T (t)|

.

It follows that, for each (i, l) ∈ T (t),

fil(m,ut) =

1− (|Q(l)| − |T (t)|)1− αl

|Q(l)|
|T (t)|

=
αl

|T (t)|
+

1− αl

|Q(l)|
= αlφil(m,ut) + (1− αl)ξil(m,ut). (4.65)

Combining (4.62) and (4.65), if tT = l, then for each (i, l) ∈M+,

fil(m,ut) = αlφil(m,ut) + (1− αl)ξil(m,ut).

This concludes the induction step.
We have shown that there exists a parameter system α such that f can be written,

for each (m,ut) such that tT = l, as

∀(i, j) ∈M+, fij(m,ut) =

{
αlφil(m,ut) + (1− αl)ξil(m,ut) if j = l,

0 otherwise.

By definition of multi-choice Egalitarian Shapley values (see (4.9)), for such a pa-
rameter systems α, there is a χα such that, for each (m,ut),

f(m,ut) = χα(m,ut).

We conclude by Linearity that there exists a parameter system α such that, for each
(m, v) ∈ G,

f(m, v) = χα(m, v).

This concludes the proof of the theorem. ■

The five axioms of the statement of Theorem 24 are logically independent, as shown
by the following alternative solutions.
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- The value f given, for each (m, v) ∈ G, by f(m, v) = 0⃗ satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =
maxk∈N mk∑

k∈N mk

φ(m, v) +
(
1− maxk∈N mk∑

k∈N mk

)
ξ(m, v),

satisfies all the axioms except Independence of higher activity levels.

- The following value f on G satisfies all the axioms except Linearity. Take any
(m, v) ∈ G. Denote the difference in worth between the grand coalition and
the (mT − 1)-synchronized coalition by

V = v(m)− v(((mT − 1) ∧mk)k∈N .

The value f is defined as follows:

· if |Q(mT )| ≠ 2, then f(m, v) = φ(m, v);

· if |Q(mT )| = 2, then there are two players i and i′ in Q(mT ). For each
(k, j) ∈M+ such that j ̸= mT ,

fkj(m, v) = φkj(m, v),

and for the two remaining pairs (i,mT ), (i
′,mT ) ∈M+, it holds that

(fimT
(m, v), fi′mT

(m, v)) =

(φimT
(m, v), φi′mT

(m, v)) if φimT
(m, v) ≥ 0 and φi′mT

(m, v) ≥ 0,

(0, V ) if φimT
(m, v) < 0, φi′mT

(m, v) > 0 and V ≥ 0,

(V, 0) if φimT
(m, v) < 0, φi′mT

(m, v) > 0 and V < 0,

(φimT
(m, v), φi′mT

(m, v)) if φimT
(m, v) ≤ 0 and φi′mT

(m, v) ≤ 0,

(0, V ) if φimT
(m, v) > 0, φi′mT

(m, v) < 0 and V ≤ 0,

(V, 0) if φimT
(m, v) > 0, φi′mT

(m, v) < 0 and V > 0.

Let us illustrate this value with a simple example. Consider the two games
(m, v), (m,w) ∈ G, where Q(mT ) = {1, 2}, and such that

V = v(m)− v(((mT − 1) ∧mk)k∈N > 0

W = w(m)− w(((mT − 1) ∧mk)k∈N ≤ 0

V +W > 0

φ1mT
(m, v) > 0 and φ1mT

(m,w) > 0

φ2mT
(m, v) < 0 and φ2mT

(m,w) < 0.
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According to the value f , it holds that

(f1mT
(m, v), f2mT

(m, v)) = (V, 0)

(f1mT
(m,w), f2mT

(m,w)) = (0,W )

(f1mT
(m, v + w), f2mT

(m, v + w)) = (V +W, 0).

Obviously, (V + W, 0) ̸= (V, 0) + (0,W ). This shows that f does not satisfy
Linearity.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v) =v(((j − 1) ∧mk)k∈N) + ei)

+
(v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N))

|Q(j)|

−
∑

k∈Q(j) v(((j − 1) ∧mk)k∈N) + ek)

|Q(j)|
,

satisfies all the axioms except Weak monotonicity. Observe that this value
extends the Equal surplus division from TU-games to multi-choice games.

- Take any (m, v) ∈ G and fix any arbitrary integer βij ∈ {1, 2} for each (i, j) ∈
M+. The value fβ given by

∀(i, j) ∈M+,

fβ
ij(m, v) =

βij∑
k∈Q(j) β

kj

[
v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

]
,

satisfies all the axioms except Level desirability.

4.4 Additional remarks

In this last section, we formulate two remarks regarding the solutions introduced
in this chapter. First, we discuss the relationship between the multi-choice Shapley
value and the discrete serial cost sharing method introduced by Moulin & Shenker
(1992) for discrete cost sharing problems (see Definition 22). Second, we discuss a
potential application of the multi-choice Egalitarian Shapley values.

Fix N = {1, . . . , n} a set of n different goods produced in indivisible units.
Recall that a discrete cost sharing problem can be expressed by a couple (q, C),
where q = (q1, . . . , qn). Each qi ∈ N represents the demand in good i, and C is a non

decreasing real-valued function on
∏

i∈N{0, 1, . . . , qi} such that C(
−→
0 ) = 0. The total

cost to be shared is given by C(q). As mentioned in Section 2.4.4, the class of discrete
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cost sharing problems is the class of monotonic multi-choice games Gm. Recall that
a method on Gm is a map g that associates to each problem (q, C) ∈ Gm a vector
g(q, C) ∈ Rn satisfying the budget balanced condition, i.e.,

∑
i∈N gi(q, C) = C(q). A

popular cost sharing method for cost sharing problems is the discrete serial cost
sharing method (see Definition 22) introduced by Moulin & Shenker (1992).

We provide an alternative expression of the discrete serial cost sharing method
proposed by Albizuri et al. (2003). To that end, we define a specific TU-game.

Consider (q, C) ∈ C and j ≤ mT . Define the TU-game (Q(j), w
(q,C)
j ) as

∀E ⊆ Q(j),

w
(q,C)
j (E) = C

(
((j − 1) ∧ qk)k∈N + eE

)
− C

(
((j − 1) ∧ qk)k∈N

)
.

The worth w
(q,C)
j (E) can be interpreted as the additional costs generated when each

player in E increases its activity level (demand) from j − 1 to j while all the other
players play either the activity level j − 1 or their maximal feasible activity level if
they are unable to do so. Albizuri et al. (2003) show that the discrete serial cost
sharing admits the following expression

∀i ∈ N, SCSi(q, C) =

qi∑
j=1

Shi

(
Q(j), w

(q,C)
j

)
. (4.66)

Proposition 24. The multi-choice Shapley value is consistent with the discrete se-
rial cost sharing method proposed by Moulin & Shenker (1992).

Proof. Observe that, for each i ∈ N and each j < qi,

∀E ⊆ Q(j), w
(q,C)
j (E) = w

(q−ei,C)
j (E).

Therefore,

∀i ∈ N, j < qi, Shi

(
N,w

(q,C)
j

)
= Shi

(
N,w

(q−ei,C)
j

)
. (4.67)

Additionally, recall that, for each j ≤ mT , the set of orders Θj over M+,j can be
interpreted as the set of orders over the set of players in Q(j). An order over Q(j) is a
map θNj : Q(j)→ {1, . . . , |Q(j)|}. We denote by Q(j) the set of of orders over Q(j).

Consider an order θNj ∈ Qj and h ∈ {1, . . . , |Q(j)|}. Recall that, for each B ∈ 2N ,

the vector eB ∈ R|A| is defined as (eB)i = 1 if i ∈ B and (eB)i = 0 otherwise. We
denote by

((j − 1) ∧ qk)k∈N + e
E

θN
j

,h

the coalition in which each player in Q(j) ordered prior to step h with respect to
θNj , participates at its activity level j, whereas each player in Q(j) ordered after
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step h with respect to θNj , participates at its activity level j − 1. Each player not
in Q(j) participates at its maximal activity level. Obviously, this coalition coincides
with sθj ,h, where θj is the counterpart of θNj among the orders in Θj. We use the
convention

((j − 1) ∧ qk)k∈N + e
E

θN
j

,0 = ((j − 1) ∧ qk)k∈N .

Consider an order θNj ∈ Qj. For each i ∈ Q(j), we denote by

µ
θNj
i (q, C) =C

(
((j − 1) ∧ qk)k∈N + e

E
θN
j

,θN
j

(i)

)
− C

(
((j − 1) ∧ qk)k∈N + e

E
θN
j

,θN
j

(i)−1

)
, (4.68)

the marginal contribution of player i for its activity level j with respect to the order
θNj . By (4.6), (4.7) and (4.68), for each (q, C) ∈ C, the multi-choice Shapley value
can be re-written as

∀(i, j) ∈M+,j, φij(q, C) =
1

|Q(j)|!
∑

θNj ∈Qj

µ
θNj
i (q, C).

By definition of the Shapley value for TU-games (see Shapley (1953)), for each j ≤
mT ,

∀i ∈ Q(j), Shi

(
N,w

(q,C)
j

)
=

1

|Q(j)|!
∑

θNj ∈Qj

µ
θNj
i (q, C) = φij(q, C). (4.69)

It follows that the multi-choice Shapley value is consistent with the discrete serial
cost sharing method since, for each i ∈ N ,

SCSi(q, C)− SCSi(q − ei, C) =

qi∑
j=1

Shi

(
N,w

(q,C)
j

)
−

qi−1∑
j=1

Shi

(
N,w

(q−ei,C)
j

)
=Shi

(
N,w(q,C)

qi

)
=φiqi(q, C),

where the second equality follows from (4.66) and (4.67), and the third equality
follows from (4.69). ■

To conclude this section, we discuss a potential application of the multi-choice
Egalitarian Shapley values. Consider a wage assignment problem in a firm as dis-
cussed in Abe & Nakada (2019). In a firm, each worker may receive a base salary in
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addition to a reward for its contribution to the firm. This wage assignment may be
more secure than an assignment without a base salary given the possibility that em-
ployees cannot contribute due to raising children, for instance. Such assignment can
obviously be viewed as a compromise between marginalism and egalitarianism. Abe
& Nakada (2019) point out that the wage may be affected by exogenous variables
independent of one’s contributions, such as seniority or educational background. A
way to address this problem is to model it with a multi-choice game and endow
each employee with a maximal activity level representing its seniority or education
background. In this case, if we assume that the assignment of an employee is equal
to the total payoff she receives by a multi-choice Egalitarian Shapley value, then the
base salary a worker receive corresponds to the egalitarian part of the value. Observe
that, the base salary of an employee will increase with respect to her seniority or
education. In addition, this increase depends on the parameter system used for the
computation of the value. For instance, one could select a parameter system that
operates a progressive compromise between marginalism and egalitarianism.

4.5 Conclusion

This chapter focuses on the principles pursued by GRDF and the doctrines that are
driving the solution concepts for cooperative games. Consequently, it disregards the
information provided by the distribution network.

We introduced: the multi-choice Shapley value and the multi-choice Equal di-
vision value. The two values satisfy Independence of higher activity levels, which
is a translation of the Independence of higher demands principle to the framework
of multi-choice games. We show that the combination of Independence of higher
activity levels and Efficiency implies Multi-efficiency, which is Core necessary con-
dition. Additionally, the multi-choice Equal division value is a solution in line with
the Uniformity principle.

Finally, we introduce the multi-choice Egalitarian Shapley values for multi-choice
games. These values are computed as the convex combination of the multi-choice
Shapley value and the multi-choice Equal division value.

Two axiomatic characterizations of the multi-choice Shapley value are provided.
Following the first characterization, we show that the multi-choice Shapley value
admits an expression in terms of Harsanyi dividends. Finally, one axiomatic char-
acterization of the Equal division value and one axiomatic characterization of the
Egalitarian Shapley values are provided.
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Chapter 5: Values for Multi-Choice
Games with a Priority Structure

5.1 Introduction

The two previous chapters deal with the principles pursued by GRDF and the in-
formation provided by the distribution network respectively. This chapter aims to
address both issues at the same time. Contrary to Chapter 3, a permission structure
is not extracted from the information provided by the distribution network. Instead,
we extract a priority structure, which naturally arises in the context of gas distribu-
tion. For instance, it seems reasonable to prioritize the supply of a hospital rather
than the supply of an amusement park. Additionally, contrary to Chapter 4, which
considers both the Uniformity principle and the Independence of higher demands
principle, this chapter only focuses on the latter.

In the framework of multi-choice games, the use of a priority structure on the
player set brings additional possibilities that would not have been possible in the
framework of TU-games. Similarly to Chapter 2, the set of activity levels is linearly
ordered. Consequently, it provides an intra-player information, whereas the priority
structure provides an inter-player information. Depending on the cooperative situ-
ation, these two pieces of information can be useful to define a relevant allocation
process. In this chapter, a lexicographic order defined over the set of player-activity
level pairs is defined. Consider any two player-activity level pairs (i, j) and (i′, j′).
The two players i and i′ are part of a priority structure. The activity levels of the
players are assumed to be the most significant criterion. If one of the two pairs has a
higher position than the second in the lexicographic order, then it features a higher
activity level than the second pair. If the two activity levels are equal, then the pair
featuring the player that has priority over the second player has a higher position
than the other pair in the lexicographic order.

In line with this lexicographic order, a generalization of the Priority value from
TU-games to multi-choice games is introduced: the multi-choice Priority value.
This value equally divides the net surplus of each coalition among the player(s) in
the coalition with the highest position in the lexicographic order. Such allocation
process especially makes sense when resources are scarce, and trade-offs have to be
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made among different criteria.
We provide two axiomatic characterizations of the multi-choice Priority value.

Both characterizations rely on known axioms for multi-choice games: Efficiency,
Additivity and Independence of higher activity levels. In addition, we use new axioms
that take into account the priority structure. The two characterizations differ in these
new axioms.

As our first main result, we show that the multi-choice Priority value is charac-
terized by the combination of Efficiency, Additivity, Independence of higher activity
levels and the next two axioms (see Theorem 25). The first axiom is called: Priority
relation for the same maximal activity level. This axiom considers two players with
the same maximal activity level and comparable in terms of priority. This axiom
expresses the idea that the payoff possibilities of a player are blocked by any other
player with higher priority, even if they both have the same maximal activity level.
In terms of gas distribution, this axioms holds a nice interpretation: the supply pos-
sibilities in gas of a consumer are blocked if there is another consumer with the same
demand in gas and who has priority over it. For instance, the supply of a hospital
should be prioritized over the supply of an amusement park, even if both of them
have the same demand in gas. The second axiom is called: Balanced contributions
for the same prevailing group. This axiom relies on a fairness requirement for indis-
tinguishable players regarding both the priority structure and their maximal activity
level. It indicates that such players affect each other payoff in the same manner.

The second characterization of the multi-choice Priority value consists of a set
of axioms with similar interpretations than the axioms of the statement of Theorem
21. It invokes Independence of null pairs: removing a player’s maximal activity
level does not alter the payoffs of the remaining player’s activity level if this player
is unproductive in each coalition in which it plays its maximal activity level. Yet,
the multi-choice Priority value departs from the multi-choice Shapley value in one
important aspect. Contrary to the latter, it does not satisfy Equal treatment for
equal pairs: two players that contribute the same amount to each coalition in which
they play the same activity level should receive the same payoff for this activity level.
In the presence of priority relations, this axiom becomes very strong. Therefore, it
is replaced by two new axioms that take into account the priority structure. Both
axioms deal with decisive players. A player is decisive if each coalition in which it does
not play its maximal activity level generates a null worth. This notion generalizes
the notion of a veto player from TU-games to multi-choice games. In terms of
gas distribution, a decisive player can be viewed as a consumer without whom the
distribution network would never have existed. For instance, some consumers with
very large demand in gas can be held responsible for the creation of the distribution
network. Indeed, in some cases, a distribution network is created for the sole purpose
to supply a single consumer with an important demand in gas. Subsequently, this
allowed other (smaller) consumers to be connected to this distribution network. All
in all, the decisive gas consumers can be viewed as the necessary condition for a gas
distribution network to exist. Consider two decisive players with the same maximal
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activity level. The axiom of Priority relation for decisive players requires that the
payoff of the first decisive player is zero if the second decisive player has priority over
it. This axiom has a strong meaning in terms of gas distribution since it ensures
a null payoff to any decisive gas consumer as long as another consumer with the
same demand has priority over it. Second, the axiom of Decisive players with equal
prevailing group property deals with decisive players that are incomparable in terms
of both maximal activity level and priority. It requires that such players should be
treated equally for their maximal activity level. Therefore, this axiom is a relaxation
of Equal treatment for equal pairs. As our second main result, we show that the
multi-choice Priority value is the unique value that satisfies Efficiency, Additivity,
Independence of higher activity levels, Independence of null pairs, Priority relation
for decisive players and the Decisive players with equal prevailing group property
(see Theorem 26).

Finally, we consider priority structures in which the set of players can be par-
titioned into several priority classes. Precisely, each class contains incomparable
players that have priority over each player in the next class. In such priority re-
lations structured by classes, we show that the multi-choice Priority value can be
interpreted as a sequential procedure involving specific TU-games. Consider a given
activity level that is played by at least one player and a priority class p. Consider all
players in this priority class which are able to play the required activity level. The
payoff obtained by these players correspond to their marginal contribution to the
coalition formed by all players over which this class has priority (and that are able
to play the required activity level). The final payoff of each player in this priority
class for the required activity level is the Shapley value applied to a TU-game on the
subset of players in the priority class p, which are able to play the required activity
level (Theorem 27).

The rest of the chapter is organized as follows. Section 5.2 introduces the axioms
and proceeds to the axiomatic study. Section 5.3 discusses multi-choice games with
a priority relation structured by classes. Finally, Section 5.4 concludes the chapter.

5.2 Axiomatic study

The class of multi-choice games with a priority structure is denoted by GS. There are
several ways to consider the influence of a priority structure on multi-choice games.
Here, this issue is approached through an axiomatic study. Denote by f a value on
GS.

Remark 7. If f satisfies Independence of higher activity levels, then for each
(m, v,⪰) ∈ GS and each i, i′ ∈ N such that mi = mi′,

∀j < mi, fij(m, v,⪰) = fij(m− ei′ , v,⪰).
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5.2.1 Balanced contributions

This section introduces axioms that compare players with the same maximal activity
level. Consider two players i and i′ such that mi = mi′ and i ≻ i′. This axiom states
that the payoff of i′’s maximal activity level remains unchanged if player i’s maximal
activity level decreases by one unit.

Axiom 51 (Priority relation for the same maximal activity level). For each
(m, v,⪰) ∈ GS, and each i, i′ ∈ N such that mi = mi′ and i′ ≻ i,

fimi
(m, v,⪰) = fimi

(m− ei′ , v,⪰).

To introduce the next axiom, a definition is needed. A player i prevails on
another player i′ if it has priority over i′ and its maximal activity level mi is not
lower than mi′ . Take any (m, v,⪰) ∈ GS. For each i ∈ N , the set of players that
prevail on i is defined as

Li(m, v,⪰) =↑≻ i ∩
{
k ∈ N \ {i} : mk ≥ mi

}
.

The next axiom is inspired by the well known Balanced contributions axiom
introduced by Myerson (1980) for TU-games (see Axiom 12). Originally, Balanced
contributions asserts that for any two players, the amount that each player gains or
loses by the other player’s withdrawal from the game should be equal. It expresses
a fairness requirement according to which two players affect each other payoff in
the same way. There are several generalizations of this axiom from TU-games to
multi-choice games that translate this fairness condition in case a player gets access
to (or looses) an additional activity level (see Theorem 15). However, because of
the exogenous asymmetries between players, it seems more reasonable that such
condition applies with respect to the priority structure. In particular, the next
axiom relies on the idea that two players affect each other payoff in the same manner
if they have the same maximal activity level and the same prevailing group.

Axiom 52 (Balanced contributions for the same prevailing group). For each
(m, v,⪰) ∈ GS, and each i, i′ ∈ N such that i ̸= i′, mi = mi′ and Li(m, v,⪰) =
Li′(m, v,⪰),

fimi
(m, v,⪰)− fimi

(m− ei′ , v,⪰) = fi′mi′
(m, v,⪰)− fi′mi′

(m− ei, v,⪰).

Proposition 25. There is at most one value on GS that satisfies Efficiency, Inde-
pendence of higher activity levels, Priority relation for the same maximal activity
level and Balanced contributions for the same prevailing group.

Proof. Let f be a value on GS that satisfies all the axioms from the statement of
Proposition 25. Let us show that, for each (m, v,⪰) ∈ GS, f(m, v,⪰) is uniquely
determined. We proceed by induction on the number of activity levels in a game
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given by
∑

i∈N mi for each (m, v) ∈ GS.

Initialization: Take any (m, v,⪰) ∈ GS such that
∑

i∈N mi = 1. There exists a
unique i ∈ N such that mi = 1 and mk = 0 for each k ̸= i. By Efficiency and by
definition of a payoff vector, each payoff vector verifies fi1(m, v,⪰) = v(m). This
shows that f(m, v,⪰) is uniquely determined.

Induction hypothesis: Assume that f(m, v,⪰) is uniquely determined for each
(m, v,⪰) ∈ GS such that∑

i∈N

mi = W ≥ 1.

Induction step: Take any (m, v,⪰) ∈ GS such that∑
i∈N

mi = W + 1.

Let us show that f(m, v,⪰) is uniquely determined. Recall that the highest maximal
activity level in (m, v,⪰) is denoted by

mT = max
k∈N

mk,

and denote the set of players having access to mT by

Q(mT ) = {i ∈ N | mi = mT}.

By Independence of higher activity levels, for each player i ∈ N \Q(mT ) and for
each j ≤ mi,

fij(m, v,⪰) = fij((mk ∧ j)k∈N , v,⪰). (5.1)

Observe that there is less than W activity levels in (m− ei, v,⪰). Therefore, by the
induction hypothesis, fij((mk ∧ j)k∈N , v,⪰) is uniquely determined. Thus, by (5.1),
fij(m, v,⪰) is uniquely determined, for each i ∈ N \Q(mT ) and for each j ≤ mi.

Then, take any i ∈ Q(mT ). Assume that |Q(mT )| = 1. It follows that mk < mi

for each k ∈ N . Denote by M+
−ei = M+ \ {(i,mi)} the set of pairs associated with

the game ((mk ∧ (mi − 1))k∈N , v,⪰) = (m − ei, v,⪰). By Independence of higher
activity levels,

∀k ∈ N, j < mi fkj(m, v,⪰) = fkj(m− ei, v,⪰)

=⇒
∑

(k,j)∈M+
−ei

fkj(m− ei, v,⪰) =
∑

(k,j)∈M+
−ei

fkj(m, v,⪰). (5.2)
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By Efficiency and (5.2),∑
(k,j)∈M+

−ei

fkj(m− ei, v,⪰) =v(m− ei)

=⇒
∑

(k,j)∈M+
−ei

fkj(m, v,⪰) =v(m− ei)

=⇒ fimi
(m, v,⪰) =

∑
(k,j)∈M+

fkj(m, v,⪰)

−
∑

(k,j)∈M+
−ei

fkj(m, v,⪰)

= v(m)− v(m− ei).

This shows that fimi
(m, v,⪰) is uniquely determined.

Now, assume that |Q(mT )| > 1. Consider the subposet (Q(mT ),⪰Q(mT )) of
(N,⪰) and the priority group ↑≻Q(mT ) k of a player k ∈ Q(mT ). Two separate cases
are considered.

Case 1. Take any k ∈ Q(mT ) such that ↑≻Q(mT ) k ̸= ∅. Then, there is at least one
i ∈ Q(mT ) such that i ≻ k. By Priority relation for the same maximal activity level,

fk,mk
(m, v,⪰) = fk,mk

(m− ei, v,⪰). (5.3)

Observe that there is a total of W activity levels in (m − ei, v,⪰). By the induc-
tion hypothesis, fk,mk

(m − ei, v,⪰) is uniquely determined. Therefore, by (5.3),
fk,mk

(m, v,⪰) is uniquely determined.

Case 2. Take any i ∈ Q(mT ) such that ↑≻Q(mT ) i = ∅. Define

Q(mT ) = {i ∈ Q(mT ) | ↑≻Q(mT ) i = ∅}

the set of players with the highest maximal activity level and with an empty priority
group in (Q(mT ),⪰). Denote by |Q(mT )| the number of players in Q(mT ). By
definition, for each i ∈ Q(mT ), Li(m, v,⪰) = ∅. If |Q(mT )| > 1, then by Balanced
contributions for the same prevailing group,

∀i, i′ ∈ Q(mT ),

fimi
(m, v,⪰)− fi′mi′

(m, v,⪰) = fimi
(m− ei′ , v,⪰)− fi′mi′

(m− ei, v,⪰). (5.4)

Observe that there is a total of W activity levels in (m− ei, v,⪰) and (m− ei′ , v,⪰).
The right hand-side of (5.4) is uniquely determined by the induction hypothesis.

Applying the same argument for each player in Q(mT ) one generates

(
|Q(mT )|

2

)
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equations of type (5.4). Moreover, by Efficiency∑
(i,j)∈M+

fij(m, v,⪰) =
∑
i∈N

mi∑
j=1

fij(m, v,⪰)

=v(m)

=
∑
i∈N

mi−1∑
j=1

fij(m, v,⪰)

+
∑

k ̸∈Q(mT )

fkmk
(m, v,⪰) +

∑
i∈Q(mT )

fimi
(m, v,⪰).

This can also be written as∑
i∈Q(mT )

fimi
(m, v,⪰) =v(m)−

∑
i∈N

mi−1∑
j=1

fij(m, v,⪰)

−
∑

k ̸∈Q(mT )

fkmk
(m, v,⪰)−

∑
k∈Q(mT )

k ̸∈Q(mT )

fkmk
(m, v,⪰). (5.5)

Let b denote the right-hand side of (5.5). At this step, it has been shown that:

- fij(m, v,⪰) is uniquely determined for each j < mi;

- fkmk
(m, v,⪰) is uniquely determined for each k ̸∈ Q(mT );

- fkmk
(m, v,⪰) is uniquely determined for each k ∈ Q(mT ) and k ̸∈ Q(mT ).

Therefore, b is uniquely determined. From (5.5) and (5.4), one generates the system

of
(|Q(mT )|

2

)
+ 1 equations with Q(mT ) unknowns

(A) =


∑

i∈Q(mT )

fimi
(m, v,⪰) = b,

∀i, i′ ∈ Nm, fimi
(m, v,⪰)− fi′mi′

(m, v,⪰)
= fimi

(m− ei′ , v,⪰)− fi′mi′
(m− ei, v,⪰).

Without loss of generality, relabel each player in Q(mT ) by i1, i2, . . . , i|Q(mT )|. By
considering the sequence of players (i1, i2, . . . , i|Q(mT )|), one obtains the subsystem of

|Q(mT )| equations with |Q(mT )| unknowns

∑
i∈Q(mT )

fimi
(m, v,⪰) = b,

∀k ∈ {1, . . . |Q(mT )| − 1},
fikmik

(m, v,⪰)− fik+1mik+1
(m, v,⪰)

= fikmik
(m− eik+1

, v,⪰)− fik+1mik+1
(m− eik , v,⪰).
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It is straightforward to verify that these |Q(mT )| equations are linearly indepen-
dent. Therefore, the subsystem of (A) admits a unique solution. We conclude that
the original system (A) admits at most one solution. This allows to conclude the
induction step. The proof of the theorem is completed.

■

In many economic decision problems, a decision maker has to choose an option
within a finite set of possible alternative. Often, these alternative are defined accord-
ing to a finite number of criteria (see Svenson (1979)). A popular decision making
process is to select the alternative according to a lexicographic order based on these
criteria (see Fishburn (1974)). Put simply, one classifies the criteria according to
their relative significance. Then, the alternative that performs the best on the first
criterion is selected. If more than one alternative is selected, then the second crite-
rion is used to tiebreak the alternative. This process continues until there is only
one alternative left, or no criterion left.

We introduce the multi-choice Priority value for multi-choice games with a
priority structure that follows a lexicographic allocation process. The activity levels
of the players are assumed to be the most significant criterion. The multi-choice
Priority value allocates the surplus of each coalition among a subset of players within
this coalition. These players are chosen according to a lexicographic decision process
that selects the players with the highest activity level in the coalition. In case more
than one player is selected, the process sorts the players according to their position
in the priority structure.

Precisely, we derive a lexicographic partial order (M+,⪰∗) from the total order
on the set of activity levels (M+

i ,≥) of the players i ∈ N and the priority structure
(N,⪰).

Definition 31. Given a multi-choice game with a priority structure (m, v,⪰) ∈ GS,
define the lexicographic partial order ⪰∗ on the set of pairs M+ as

∀(i, j), (i′j′) ∈M+,

(i, j) ⪰∗ (i′, j′) ⇐⇒
[
[j > j′] or [j = j′ and i ⪰ i′]

]
. (5.6)

We now have the material to define the multi-choice Priority value, Γ. For each
s ∈ M, the value assigns to a pair (i, si) ∈ C(s) a share of the Harsanyi dividend
∆v(s) if no other pair in C(s) has a higher position in the lexicographic order induced
by the coalition.

Definition 32 (Multi-choice Priority value). For each (m, v,⪰) ∈ GS, the multi-
choice Priority value Γ is defined as

∀(i, j) ∈M+, Γij(m, v,⪰) =
∑
s≤m
j=si

(i,j)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
, (5.7)
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where for each s ∈ M, Z(C(s),⪰∗) is the set of maximal elements of the sub-poset
(C(s),⪰∗), and C(s) is the set of pairs featuring players and their non-null activity
level in s (see (2.39)).

Whenever m = (1, . . . , 1), this value coincides with the Priority value for TU-games
with a priority structure (2.24). Whenever the priority structure is a trivial poset
(N,⪰0), this value coincides with the multi-choice Shapley value (4.5).

The next theorem provides an axiomatic characterization of the value Γ on the
class of multi-choice games with a priority structure.

Theorem 25. A value f on GS satisfies Efficiency, Independence of higher activity
levels, Priority relation for the same maximal activity level and Balanced contribu-
tions for the same prevailing group if and only if f = Γ.

Proof. By Proposition 25, we know that there is at most one value that satisfies all
the axioms from the statement of Theorem 25. It remains to show that the value Γ
satisfies these axioms.

Efficiency: Take any (m, v,⪰) ∈ GS. By definition of Γ, the Harsanyi dividend of
a coalition s ∈M is equally allocated among the pairs in Z(C(s),⪰∗). Therefore, it
holds that∑

(i,j)∈M+

Γij(m, v,⪰) =
∑
s≤m

∑
(i,j)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

=
∑
s≤m

∆v(s)

= v(m).

This shows that the value Γ satisfies Efficiency.

Independence of higher activity levels: Take any (m, v,⪰) ∈ GS and any pair
(i, j) ∈M+ such that j < mi. By definition of Γ, the payoff Γij(m, v,⪰) only depends
on the coalitions s ∈M verifying sk ≤ j for each k ∈ N . Thus, it is straightforward
to see that the value Γ satisfies Independence of higher activity levels.

Priority relation for the same maximal activity level: Take any (m, v,⪰) ∈
GS, any s ∈ M, and any two players i, i′ ∈ N such that mi = mi′ and i′ ≻ i. If
(i,mi) ∈ Z(C(s),⪰∗), then we necessarily have si′ < mi′ , i.e., s ≤ m−ei′ . Therefore,
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it holds that

Γimi
(m, v,⪰) =

∑
s≤m
mi=si

(i,mi)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

=
∑

s≤m−ei′
mi=si

(i,mi)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

= Γimi
(m− ei′ , v,⪰).

This shows that the value Γ satisfies Priority relation for the same maximal activity
level.

Balanced contributions for the same prevailing group: Take any (m, v,⪰) ∈
GS and any two players i, i′ ∈ N such that mi = mi′ and Li(m, v,⪰) = Li′(m, v,⪰).
Observe that, for each s ∈M, if (i,mi), (i,mi′) ∈ C(s), then

(i,mi) ∈ Z(C(s),⪰∗) ⇐⇒ (i′,mi′) ∈ Z(C(s),⪰∗). (5.8)

Let us compute the payoff of the pair (i,mi). By definition of Γ,

Γimi
(m, v,⪰) =

∑
s≤m

(i,mi)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

=
∑
s≤m

(i,mi)∈Z(C(s),⪰∗)
si′<mi′

∆v(s)

|Z(C(s),⪰∗)|
+

∑
s≤m

(i,mi)∈Z(C(s),⪰∗)
si′=mi′

∆v(s)

|Z(C(s),⪰∗)|
.

By (5.8),

Γimi
(m, v,⪰) =

∑
s≤m

(i,mi)∈Z(C(s),⪰∗)
si′<mi′

∆v(s)

|Z(C(s),⪰∗)|

+
∑
s≤m

(i,mi),(i
′,mi′ )∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
.

Moreover,

Γimi
((m− ei′), v,⪰) =

∑
s≤(m−ei′ )

(i,mi)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

=
∑
s≤m

(i,mi)∈Z(C(s),⪰∗)
si′<mi′

∆v(s)

|Z(C(s),⪰∗)|
.
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The same reasoning holds for (i′,mi′), from which one concludes that

Γimi
(m, v,⪰)− Γimi

((m− ei′), v,⪰) =
∑
s≤m

(i,mi),(i
′,mi′ )∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

= Γi′mi′
(m, v,⪰)− Γi′mi′

((m− ei), v,⪰),

as desired. This concludes the proof of the theorem. ■

The four axioms of the statement of Theorem 25 are logically independent, as
shown by the following alternative solutions.

- The value f given, for each (m, v) ∈ G, by f(m, v) = 0⃗ satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+, fij(m, v,⪰) =
∑
s≤m

si≥j>0
(i,si)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
∑

(k,sk)∈Z(C(s),⪰∗)

sk
,

satisfies all the axioms except Independence of higher activity levels.

- The multi-choice Shapley value satisfies all the axioms except Priority relation
for the same maximal activity level.

- Take any (m, v) ∈ G and fix any arbitrary integer βk,l ∈ {1, 2} for each (k, l) ∈
M+. The value fβ given by

∀(i, j) ∈M+, fβ
ij(m, v,⪰) =

∑
s≤m
si=j

(i,si)∈Z(C(s),⪰∗)

βi,j∑
(i′,j′)∈Z(C(s),⪰∗)

βi′j′

∆v(s),

satisfies all the axioms except Balanced contributions for the same prevailing
group.

5.2.2 Decisive players and priority relations

This section provides a second characterization of the value Γ for multi-choice games
with a priority structure. The next two axioms are generalizations of standard axioms
for multi-choice games to multi-choice games with a priority structure.

Axiom 53 (Null game). If (m, v,⪰) ∈ GS is the null game, then

∀(i, j) ∈M+, fij(m, v,⪰) = 0.

163



Axiom 54 (Independence of null pairs). For each (m, v,⪰) ∈ GS and each null
pair (i, j) ∈M+,

∀(i′, j′) ∈M+ \ {(i,mi)}, fi′j′(m, v,⪰) = fi′j′(m− ei, v,⪰).

By successive applications of Independence of null pairs and Efficiency one obtains
the following result.

Proposition 26. If a value f on GS satisfies Efficiency and Independence of null
pairs, then it satisfies the Null pair property.

The next two axioms relate to decisive players with the same maximal activity
level. A player i ∈ N is decisive if any coalition in which it does not play its
maximal activity level generates zero worth. Put differently, i ∈ N is decisive if the
pair (i,mi) is a decisive pair. Let s ∈ M be a coalition such that si = j − 1. The
surplus v(s+ ei)− v(s) refers to the marginal contribution of i for its activity level j
to the coalition s. It is straightforward to see that two decisive players i, i′ such that
mi = mi′ have the same marginal contributions to coalitions, i.e., for each s where
si = si′ = mi−1 and sk ≤ mk, k ̸= i, i′, it holds that v(s+ei) = v(s+ei′) = 0.1 In this
case, the pairs (i,mi) and (i′,mi′) are equals. Equal treatment of equal pairs imposes
that equal pairs receive the same payoff. However, two decisive players may differ
according to their position in the priority structure. Priority relation for decisive
players aims to accommodate this difference. It requires that the payoff of a decisive
player is zero if the other decisive player has priority over it.

Axiom 55 (Priority relation for decisive players). For each
(m, v,⪰) ∈ GS, for each i, i′ ∈ N decisive players such that mi′ = mi and i′ ≻ i,

fimi
(m, v,⪰) = 0.

Whenever two decisive players are indistinguishable in terms of both maximal
activity levels and priority, there is no reason to treat them differently. The next ax-
iom relies on this idea and weakens the Equal treatment of equal pairs by considering
decisive players with the same prevailing group and maximal activity level.

Axiom 56 (Decisive players with equal prevailing group property). For each
(m, v,⪰) ∈ GS, for each pair of decisive players i, i′ ∈ N such that mi = mi′ and
Li(m, v,⪰) = Li′(m, v,⪰),

fimi
(m, v,⪰) = fimi′

(m, v,⪰).

Interestingly, the combination of Priority relation for the same maximal activity
level and Null game implies Priority relation for decisive players. Moreover, the
combination of Balanced contributions for the same prevailing group and Null game
implies the Decisive players with equal prevailing group property.

1This observation can be extended by considering two decisive players with different maximal
activity levels.
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Proposition 27. On GS, the two following properties hold:

a. Priority relation for the same maximal activity level and Null game imply Pri-
ority relation for decisive players;

b. Balanced contributions for the same prevailing group and Null game imply the
Decisive players with equal prevailing group property.

Proof. We prove both points of the proposition separately.

Point a: Let f be a value on GS that satisfies Priority relation for the same maximal
activity level and Null game. Take any (m, v,⪰) ∈ GS and any decisive player i′ ∈ N .
By Priority relation for the same maximal activity level, for each decisive player i ∈ N
such that mi′ = mi and i′ ⪰ i,

fimi
(m, v,⪰) = fimi

(m− ei′ , v,⪰).

Since (i′,mi′) is decisive in (m, v,⪰), the sub-game (m − ei′ , v,⪰) is a null game.
Therefore, by Null game,

fimi
(m, v,⪰) = fimi

(m− ei′ , v,⪰) = 0.

This shows that f satisfies Priority relation for decisive players.

Point b: Let f be a value on GS that satisfies Balanced contributions for the same
prevailing group and Null game. Take any (m, v,⪰) ∈ GS and any two decisive
players i, i′ ∈ N such that mi = mi′ and Li(m, v,⪰) = Li′(m, v,⪰). By Balanced
contributions for the same prevailing group,

fimi
(m, v,⪰)− fimi

(m− ei′ , v,⪰) = fi′mi′
(m, v,⪰)− fi′mi′

(m− ei, v,⪰).

Since (i,mi) and (i′,mi′) are decisive in (m, v,⪰), it holds that (m − ei′ , v,⪰) and
(m− ei, v,⪰) are null games. By Null game,

fimi
(m− ei′ , v,⪰) = fi′mi′

(m− ei, v,⪰) = 0.

Thus, we conclude that

fimi
(m, v,⪰) = fi′mi′

(m, v,⪰).

This shows that f satisfies the Decisive players with equal prevailing group property.
■

The next result provides a second axiomatic characterization of Γ on the class of
multi-choice games with a priority structure.

165



Theorem 26. A value f on GS satisfies Efficiency, Additivity, Independence of
higher activity levels, Independence of null pairs, Priority relation for decisive players
and the Decisive players with equal prevailing group property if and only if f = Γ.

Proof. By Theorem 25, we know that the value Γ satisfies Efficiency and Indepen-
dence of higher activity levels. Since Γ is a weighted sum of the Harsanyi dividend,
it satisfies Additivity. Observe that, for each null pair (i, j) ∈ M+ and each s ∈ M
such that si ≥ j, it holds that ∆v(s) = 0. From this observation, it follows that Γ
satisfies Independence of null pairs. Since Additivity implies Null game, by Proposi-
tion 27, Γ satisfies Priority relation for decisive players and the Decisive players with
equal prevailing group property.

It remains to show the uniqueness of the value. Let f be a value on GS that
satisfies all the axioms from the statement of Theorem 26. Let us show that f is
uniquely determined. Take any (m, v,⪰) ∈ GS. By Additivity, it is enough to show
that, for each t ∈ M, f(m,∆v(t)ut,⪰) is uniquely determined. Take any t ∈ M,
recall that the highest activity level in t is denoted by tT .

Each pair (i, j) ∈ M+ such that j > ti, is a null pair in (m,∆v(t)ut,⪰). Since f
satisfies Efficiency and Independence of null pairs, by Proposition 26 it satisfies the
Null pair property. Therefore, for each (i, j) ∈M+ such that j > ti, fij(m,∆v(t)ut,⪰
) = 0. By successive applications of Independence of null pairs, for each (i, j) ∈M+

such that j ≤ ti, we obtain

fij(m,∆v(t)ut,⪰) = fij(t,∆v(t)ut,⪰).

Take any pair (i, j) ∈ M+ such that j < tT . By Independence of higher activity
levels,

fij(t,∆v(t)ut,⪰) = fij((tk ∧ j)k∈N ,∆v(t)ut,⪰).

Then, by definition of a minimal effort game (see Definition 2.31) and by the fact
that Additivity implies Null game,

fij((tk ∧ j)k∈N ,∆v(t)ut,⪰) = 0

= fij(t,∆v(t)ut,⪰).

Observe that any i ∈ Q(tT ) is a decisive player in the game (t,∆v(t)ut,⪰).
Take any pair (i, j) ∈ M+ such that j = ti = tT , i.e., i ∈ Q(tT ). Two cases are
distinguished. First if Li(t,∆v(t)ut,⪰) ̸= ∅. Since i’s maximal activity level in
(t,∆v(t)ut,⪰) is tT , i′ ∈ Li(t,∆v(t)ut,⪰) implies i′ ≻ i and ti′ = tT . Thus, there
exists another player i′ ∈ Q(tT ) such that i′ ≻ i. By Priority relation for decisive
players,

fij(t,∆v(t)ut,⪰) = 0.
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Now suppose that Li(t,∆v(t)ut,⪰) = ∅. Consider the set of pairs

M+
L(t) = {(i, j) ∈M+ | i ∈ Q(tT ), Li(t,∆v(t)ut,⪰) = ∅}.

At this step, we know that fij(m,∆v(t)ut,⪰) = 0 for each (i, j) ∈ M+ \M+
L(t). If

|M+
L(t)| = 1, then fij(m,∆v(ut),⪰), for (i, j) ∈ M+

L(t), is uniquely determined by

Efficiency. If |M+
L(t)| > 1, then by Efficiency,∑

(i,j)∈M+

fij(m,∆v(t)ut,⪰) =
∑

(i,j)∈M+
L(t)

fij(t,∆v(t)ut,⪰) = ∆v(t). (5.9)

By the Decisive players with equal prevailing group property,

∀(i, j), (i′, j′) ∈M+
L(t), fij(t,∆v(t)ut,⪰) = fi′j′(t,∆v(t)ut,⪰) = c, (5.10)

for some c ∈ R. From (5.10) and (5.9), fij(m,∆v(t)ut,⪰) is uniquely determined for
each (i, j) ∈M+

L(t). Additivity allows to conclude the proof.
■

The six axioms of the statement of Theorem 26 are logically independent, as
shown by the following alternative solutions.

- The value f given, for each (m, v) ∈ G, by f(m, v) = 0⃗ satisfies all the axioms
except Efficiency.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v,⪰) =
∑
s≤m

si≥j>0
(i,si)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
∑

(k,sk)∈Z(C(s),⪰∗)

sk
,

satisfies all the axioms except Independence of higher activity levels.

- The value f given, for each (m, v) ∈ G, by

∀(i, j) ∈M+,

fij(m, v,⪰) =
∑
s≤m
si=j

(i,j)∈Z(C(s),⪰∗)

(v(0−i, j))
2 + 1∑

(k,j)∈Z(C(s),⪰∗)

(v(0−k, j))
2 + 1

∆v(s),

satisfies all the axioms except Additivity.
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- Take any (m, v) ∈ G. For the sake of presentation, we use the notation

∀j ≤ mT , ZC(j) = Z(C((j ∧mk)k∈N),⪰∗).

The value f given by

fij(m, v,⪰)

=


v((j ∧mk)k∈N)− v(((j − 1) ∧mk)k∈N)

|ZC(j)|
if (i, j) ∈ ZC(j),

0 otherwise,

satisfies all the axioms except Independence of null pairs. Indeed, this value
allocates to each pair (i, j) ∈ ZC(j) an equal share of the difference between
the worth of (j ∧mk)k∈N and ((j − 1) ∧mk)k∈N . Take any pair (i, j) ∈ ZC(j)
and assume that it is a null pair. If player i reduces its maximal activity level to
j−1, this may impact the payoff of the other pairs in ZC(j), which contradicts
Independence of null pairs.

- The multi-choice Shapley value satisfies all the axioms except Priority relation
for decisive players.

- Take any (m, v) ∈ G and fix any arbitrary integer βk,l ∈ {1, 2} for each (k, l) ∈
M+. The value fβ given by

∀(i, j) ∈M+, fβ
ij(m, v,⪰) =

∑
s≤m
si=j

(i,si)∈Z(C(s),⪰∗)

βi,j∑
(i′,j′)∈Z(C(s),⪰∗)

βi′j′

∆v(s),

satisfies all the axioms except the Decisive players with equal prevailing group
property.

5.3 Priority relations structured by classes

This section presents situations in which the set of players can be partitioned into
several priority classes (N1,, . . . , Nq). Each priority class contains incomparable play-
ers that have priority over each player in the next class. Such priority structures
generalize the linear priority structures. Formally,

∀i, i′ ∈ N, [i ≻ i′] ⇐⇒ [i ∈ Np, i
′ ∈ Np′ =⇒ p < p′].

The set of players over which player i ∈ Np has priority is

↓≻ i =
⋃
p′>p

Np′ .

In the following, N>p stands for
⋃

p′>pNp′ .
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Example 13. Let N = {1, 2, 3, 4, 5, 6, 7, 8} be the set of players and consider (N,⪰)
a priority structured by classes. Suppose that the set of players is partitioned into
three cells: N1 = {4, 5, 6}, N2 = {2, 3} and N3 = {1, 7, 8}. Each player in N1 has
priority over players in N2 ∪N3, and each player in N2 has priority over players in
N3. Figure 2 represents the Hasse diagram of the poset (N,⪰).

5

3 2

4

1

6

78

N1

N2

N3

Figure 2: Hasse diagram of (N,⪰) structured by classes.

■

5.3.1 The multi-choice Priority value as a sequential alloca-
tion process

Consider the class of multi-choice games with priority relations structured by classes.
We define a sequential allocation process denoted by f . First consider an activity
level j ≤ maxi∈N mi and the set of players that are able to play this activity level, i.e.,
the set Q(j). Then, consider the priority class p ∈ {1, . . . , q}, and players in Np that
are able to play j, i.e., the subset of players Np ∩Q(j). Finally, one assigns to each
pair (i, j) ∈M+ such that i ∈ Np, the Shapley value obtained by i in a TU-game on
Np ∩Q(j). This sequential allocation process is detailed by the following procedure.
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Allocation process for multi-choice games with a priority relation struc-
tured by classes

1: for j = 1 to maxi∈N mi do
2:

3: for t = 1 to q do
4: p = q − t+ 1
5: if Np ∩Q(j) ̸= ∅ then
6:

∀E ⊆ Np ∩Q(j),

wp
j (E) =v

(
((j − 1) ∧mk)k∈N + e(E∪N>p)∩Q(j)

)
− v
(
((j − 1) ∧mk)k∈N + eN>p∩Q(j)

)
(5.11)

∀i ∈ Np ∩Q(j),

fij(m, v,⪰) = Shi(Np ∩Q(j), wP
j )

7: else
8:

9: end if
10: end for
11: end for

Line 1 highlights that the procedure applies from the smallest activity level j = 1
to the highest activity level in the multi-choice game. Similarly, line 3 emphasizes
that for each level of activity, the procedure applies from the last priority class Nq

to the first priority class N1. Line 6 defines the TU-game (Np ∩ Q(j), wp
j ), whose

interpretation is the following. Assume that all players in Np∩Q(j) play the activity
level j. These players obtain their marginal contribution to the coalition in which
all players in N>p ∩Q(j) play j, while all other players play j − 1 (or their maximal
activity level). To determine how this contribution is allocated, one defines the TU-
game (Np∩Q(j), wp

j ) as in (5.11). For each coalition E ⊆ Np∩Q(j), the worth wp
j (E)

corresponds to the surplus generated (in the game (m, v,⪰)) when each player in E
increases its activity level from j − 1 to j. For an illustration of the procedure, see
Example 14 below.

Remark 8. Observe that, for each priority class p ∈ {1, . . . , q} the TU-game (Np ∩
Q(j), wp

j ), as defined in (5.11), is the sub-game of the TU-game (Q(j), wj) where

∀E ⊆ Q(j), wj(E) = v
(
((j−1)∧mk)k∈N +eE

)
−v
(
((j−1)∧mk)k∈N

)
. (5.12)

One can interpret wj(E) as follows. Suppose that each player outside coalition E
plays its activity level j−1 or its maximal activity level (if it is unable to play j−1).
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Then, the worth wj(E) corresponds to the surplus generated (in the game (m, v,⪰))
when each player in E increases its activity level from j − 1 to j.2

Let E ⊆ Q(j), by definition of the Harsanyi dividends given by (2.32),

wj(E) =
∑

t≤((j−1)∧mk)k∈N+eE

∆v(t)−
∑

t≤((j−1)∧mk)k∈N

∆v(t),

that is

∀E ⊆ Q(j), wj(E) =
∑

t≤((j−1)∧mk)k∈N+eE
t̸≤((j−1)∧mk)k∈N

∆v(t). (5.13)

It should be observed that this sum takes in arguments each coalition t ≤ ((j − 1) ∧
mk)k∈N +eE in which at least one player in E plays activity level j. This observation
will be useful to prove the next results.

Example 14. To illustrate the allocation process, consider (m, v,⪰) ∈ GS such that
(N,⪰) is the priority structured by classes given in Example 13. Let m7 = 1, m1 =
m2 = m6 = 2, m3 = m4 = m5 = m8 = 3. It holds that Q(1) = N , Q(2) = N \ {7}
and Q(3) = {3, 4, 5, 8}. Apply the sequential procedure to determine the payoffs of
the pairs in M+.

1. Consider the activity level j = 1, and the subset of players Q(1) = N .

1.1. Consider the priority class p = 3 and players in N3 ∩ Q(1) = {1, 7, 8} = N3.
All players in this subset cooperate at activity level j = 1. The contribution
v(eN3) − v(⃗0) is allocated among all players in N3 according to the TU-game
(N3, w

3
1) defined as,

∀E ⊆ N3, w3
1(E) = v(eE).

Then, assign Shi(N3, w
3
1) to each player in i ∈ N3, which corresponds to their

payoff for their activity level j = 1.

1.2. Consider the priority class p = 2 and players in N2 ∩ Q(1) = {3, 2} = N2.
Define the TU-game (N2, w

2
1) as

∀E ⊆ N2, w2
1(E) = v(eE + eN3)− v(eN3).

Then, assign Shi(N2, w
2
1) to each player i ∈ N2, which corresponds to their

payoff for their activity level j = 1.

2One can also find a similar construction of TU-games in the context of cost sharing problems
(for instance, see Albizuri et al. (2003)).
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1.3. The procedure is applied similarly. Thus, one defines the TU-game (N1, w
1
1) as

∀E ⊆ N1, w1
1(E) = v(eE + eN2∪N3)− v(eN2∪N3).

Then, each player i ∈ N1 receives Shi(N1, w
1
1) which corresponds to their payoff

for their activity level j = 1.

The total worth allocated to players in Q(1) is

v(eN1 + eN2∪N3) + v(eN2∪N3) + v(eN3)− v(eN2∩N3)− v(eN3) = v(1, . . . , 1).

2. Consider the activity level j = 2 and the subset of players Q(2).

2.1. Consider the priority class p = 3 and players in N3 ∩ Q(2). Then, define the
TU-game (N3 ∩Q(2), w3

2) as

∀E ∈ 2N3 ∩Q(2), w3
2(E) = v((1, . . . , 1) + eE)− v((1, . . . , 1)).

Then, assigns Shi(N3 ∩Q(2), w3
1) to each player i ∈ N3 ∩Q(2).

The next steps are applied similarly. ■

We now show that the multi-choice Priority value applied to a multi-choice game
with a priority structure organized by classes coincides with the Shapley value of a
certain TU-game. First, we need an intermediary result.

The following proposition establishes that the Harsanyi dividend of a coalition
E ⊆ Q(j) of the intermediary TU-game (Q(j), wj), defined as (5.12), has a relevant
expression in terms of the Harsanyi dividends of multi-choice coalitions (of the multi-
choice game (m, v,⪰)). Specifically, the Harsanyi dividend of a coalition E ⊆ Q(j)
is the sum of the Harsanyi dividend of the multi-choice coalitions t such that for each
i ̸∈ E, ti ≤ (j − 1) ∧mi and for each i ∈ E, ti = j.

Proposition 28. For each TU-game (Q(j), wj) as defined by (5.12), it holds that

∀E ⊆ Q(j), ∆wj
(E) =

∑
t≤((j−1)∧mk)k∈N+eE :

∀i∈E,ti=j

∆v(t).

Proof. Let (Q(j), wj) be the TU-game derived from (m, v,⪰) ∈ GS and the activ-
ity level j ≤ maxi∈N mi. The proof proceeds by induction on the size of coalitions
E ⊆ Q(j).

Initialization: Take any coalition E ⊆ Q(j) such that |E| = 1. Let say that
E = {i} ⊆ Q(j). By definition of the Harsanyi dividend of a TU-game,

∆wj
({i}) = wj({i})

=
∑

t≤((j−1)∧mk)k∈N+ei
t̸≤((j−1)∧mk)k∈N

∆v(t).
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where the first equality comes from the definition of the Harsanyi dividend in TU-
games and the definition of wj; and the second equality comes from (5.13). Observe
that the set of coalitions t ≤ ((j − 1) ∧ mk)k∈N + ei and t ̸≤ ((j − 1) ∧ mk)k∈N is
equal to the set of coalitions t ≤ ((j − 1) ∧mk)k∈N + ei such that ti = j. Therefore,
we obtain

∆wj
({i}) =

∑
t≤((j−1)∧mk)k∈N+ei

ti=j

∆v(t),

the desired result.

Induction hypothesis: Assume that for each E ⊆ Q(j) such that |E| = r with
1 ≤ r < |Q(j)|,

∆wj
(E) =

∑
t≤((j−1)∧mk)k∈N+eE :

∀i∈E:ti=j

∆v(t).

Induction step: Take any coalition E ⊆ Q(j) such that |E| = r + 1. By definition
of the Harsanyi dividend, it holds that

∆wj
(E) = wj(E)−

∑
T⊂E

∆wj
(T ).

Observe that, for each T ⊂ E, it holds that |T | ≤ r. By (5.13) and the induction
hypothesis, it follows that

∆wj
(E) =

∑
t≤((j−1)∧mk)k∈N+eE

t̸≤((j−1)∧mk)k∈N

∆v(t)−
∑
T⊂E

∑
t≤((j−1)∧mk)k∈N+eT

∀i∈T :ti=j

∆v(t). (5.14)

Note that, each coalition t ≤ ((j − 1) ∧mk)k∈N + eE and t ̸≤ ((j − 1) ∧mk)k∈N is
such that

- for each player i ∈ N \ E, ti ≤ (j − 1) ∧mi,

- for some players in E, ti = j.

Consider a coalition t ≤ ((j − 1) ∧mk)k∈N + eE and t ̸≤ ((j − 1) ∧mk)k∈N . Denote
by T ⊆ E, the subset of players such that ti = j. Summing over all coalitions t of
this form, one obtains∑

T⊆E

∑
t≤((j−1)∧mk)k∈N+eT

∀i∈T :ti=j

∆v(t) =
∑

t≤((j−1)∧mk)k∈N+eE
t̸≤((j−1)∧mk)k∈N

∆v(t).
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From this observation, (5.14) now becomes

∆wj
(E) =

∑
T⊆E

∑
t≤((j−1)∧mk)k∈N+eT

∀i∈T :ti=j

∆v(t)−
∑
T⊂E

∑
t≤((j−1)∧mk)k∈N+eT

∀i∈T :ti=j

∆v(t)

=
∑

t≤((j−1)∧mk)k∈N+eE
∀i∈E:ti=j

∆v(t).

This concludes the induction step and completes the proof. ■

The main result of this section establishes that, on the class of multi-choice games
with a priority structure organized by classes, the multi-choice Priority value assigns
to each pair (i, j) ∈M+ a payoff resulting from the above sequential procedure: the
payoff assigned to an activity level j of the player i ∈ Np coincides with the Shapley
value obtained by i in the TU-game (Np ∩Q(j), wp

j ).

Theorem 27. For each (m, v,⪰) ∈ GS, where (N,⪰) is a priority structured by
the classes (N1, . . . , Nq), for each priority class p ∈ {1, . . . , q}, and for each pair
(i, j) ∈M+ where i ∈ (Np ∩Q(j)), it holds that

Γij(m, v,⪰) = Shi((Np ∩Q(j)), wp
j ),

where the TU-game (Np ∩Q(j), wp
j ) is defined as (5.11).

Proof. Take any multi-choice game with priority structure (m, v,⪰) ∈ GP , where
(N,⪰) is structured by the classes (N1, . . . , Nq). Take any class p, any activity
level j ≤ maxi∈N mi and consider the TU-game (Np ∩ Q(j), wp

j ) given by (5.11).
Adapting an intermediary result provided by Béal et al. (2021a),3 one can show that
the Harsanyi dividends of the TU-game (Np ∩Q(j), wp

j ) are given by

∀E ⊆ Np ∩Q(j), ∆wp
j
(E) =

∑
T⊆N>p∩Q(j)

∆wj
(T ∪ E).

From, Proposition 28, one can write

∀E ⊆ Np ∩Q(j), ∆wp
j
(E) =

∑
T⊆N>p∩Q(j)

∑
t≤((j−1)∧mk)k∈N+eE∪T

∀i∈E∪T :ti=j

∆v(t). (5.15)

Next, take any priority class p ∈ {1, . . . , q} and any pair (i, j) ∈ M+ such that
i ∈ Np. The payoff of the pair (i, j) through the value Γ is

Γij(m, v,⪰) =
∑
s≤m
si=j

(i,j)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
.

3The reader is referred to the proof of Theorem 3 in Béal et al. (2021a).
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Observe that, if apair (i′, j′) ∈ C(s) is such that either i′ ̸= i and j′ > j or i′ = i
and j′ > j, then we necessarily have (i, j) ̸∈ Z(C(s),⪰∗). From this observation,
Γij(m, v,⪰) can be written as

Γij(m, v,⪰) =
∑

s≤(j∧mk)k∈N
si=j

(i,j)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|

=
∑

s≤((j−1)∧mk)k∈N+eQ(j)

si=j
(i,j)∈Z(C(s),⪰∗)

∆v(s)

|Z(C(s),⪰∗)|
.

Because i ∈ Np, for each coalition s ≤ ((j − 1) ∧mk)k∈N + eQ(j) such that (i, j) ∈
Z(C(s),⪰∗), it holds that

- si = j

- ∀k ∈ N \Q(j): sk ≤ mk < j;

- ∀k ∈ Np′ ∩Q(j), where p′ > p: sk < j;

- ∀k ∈ (Np ∪N>p) ∩Q(j): sk ≤ j.

These four points imply that the payoff of the pair (i, j) is obtained by summing
the Harsanyi dividends of (m, v,⪰) over the multi-choice coalitions s ≤ ((j − 1) ∧
mk)k∈N + e(Np∪N>p)∩Q(j) such that si = j. Moreover, by summing over such multi-
choice coalitions, one considers all sub-coalitions of players T ⊆ (Np ∪ N>p) ∩ Q(j)
containing player i. Thus, we obtain

Γij(m, v,⪰) =
∑

E⊆Np∩Q(j)
i∈E

∑
T⊆N>p∩Q(j)

∑
s≤((j−1)∧mk)k∈N+eE∪T

∀k∈E∪T : sk=j

∆v(s)

|Z(C(s),⪰∗)|
.

It should be observed that |Z(C(s),⪰∗)| does not depend on the coalitions T ⊆
N>p ∩ Q(j). More precisely, it can be shown that, for each coalition s ≤ ((j − 1) ∧
mk)k∈N + eE∪T such that ∀k ∈ E ∪ T where sk = j, one have |Z(C(s),⪰∗)| = |E|.
Therefore, it holds that

Γij(m, v,⪰) =
∑

E⊆Np∩Q(j)
i∈E

1

|E|
∑

T⊆N>p∩Q(j)

∑
s≤((j−1)∧mk)k∈N+eE∪T

∀k∈E∪T : sk=j

∆v(s)

=
∑

E⊆Np∩Q(j)
i∈E

1

|E|
∆wp

j
(E)

= Shi((Np ∩Q(j)), wp
j ),

where the second equality comes from (5.15), and the third equality comes from
the definition of the Shapley value for TU-games. This completes the proof of the
theorem. ■
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5.4 Conclusion

This chapter provides an axiomatic study on the class of multi-choice games with
a priority structure. A new value for this class is introduced and characterized:
the multi-choice Priority value. This value takes advantage of a lexicographic partial
order resulting from a specific combination of the ordered sets of activity levels of the
players with the priority structure. The axiomatic approach allows to endogenously
determine the partial lexicographic order on the set of pairs (composed of players
and their activity levels). It can be pointed out that many other combinations are
possible. In particular, several relaxations/alternative forms of the axioms would
lead to different combinations, and thus, to different values.

This chapters takes advantage of the information provided by the distribution
network by extracting a priority structure from it. Moreover, this chapter has con-
sideration for the principles pursued by GRDF since the multi-choice Priority value
is in line with the Independence of higher demands principle. However, this chapter
fails at considering the Uniformity principle.
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Chapter 6: Sharing the Cost of a
gas Distribution Network

6.1 Introduction

To convey out its task properly, a gas distribution network operator is confronted
with various operation costs, some of which are not directly assignable to a given
consumer. Usually, a network operator recovers these costs by sharing them among
the consumers. A cost sharing is relevant if it meets the principles selected and the
objective pursued by the network operator.

In our case, the main principles pursued by GRDF are the Independence of
higher demands principle and the Uniformity principle. In this chapter, we consider
these two principles along with a third one that makes sense in the context of gas
distribution. Moreover, we take the distribution network into account in the model
and in the cost sharing rules developed in this chapter.

The gas distribution network is represented by a finite set N ⊂ N of n consumers
and a rooted tree graph D. The nodes of the graph represent the consumers, the
root represents the source in gas and the arcs of the graph represent the pipelines
making up the network. An integer in N refers to both a consumer and the pipeline
having this consumer at its tail since each node has at most one direct predecessor
in a rooted tree graph.

Each consumer i ∈ N has an effective demand qi ≤ K, where K ∈ N is an
upper bound for effective demands. This effective demand corresponds to the highest
daily volume that this consumer expects to achieve in a year. For instance, the effec-
tive demand of a regular household is often determined by its consumption during
winter. The effective demand is communicated to the operator in advance in order
to design the network accordingly. The profile of all effective demands is given by
q = (q1, . . . , qn). Without loss of generality, for each i ∈ N , assume that qn ≥ qi.
Each consumer i ∈ N is endowed with a discrete set {0, 1, . . . , qi} that describes
its effective demand qi and each of the demands smaller than qi. This set can be
interpreted as the set of all demands available to i, since i is not required to demand
qi all year round.
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The network operator must be able to satisfy any effective demand at any time.
Therefore, we assume that each pipeline is designed to satisfy the highest effective
demand of the consumers located at the tail and downstream of that pipeline (its
highest downstream demand for short). Formally, a pipeline with consumer i
located at its tail is designed to meet its highest downstream demand denoted by qi,
and is given by

qi = max
k ∈ {i} ∪ {downstream consumers of i}

qk.

There are alternative to this approach to pipeline design that we will not consider for
our study. Each of these approaches, including this one, has its advantages and its
drawbacks. We will discuss these alternative approaches at the end of the chapter.

A non-decreasing cost function C : N × {0, . . . , qn} → R+ computes the cost of
any pipeline of any capacity. From this function, the total cost of operating the
network is computed as the sum of the costs of all pipelines, assuming that each
pipeline is designed to meet its highest downstream demand.

The problem is then to determine a relevant rule to share the total cost among the
consumers. This problem is called the cost sharing problem of gas distribution (the
gas distribution problem for short) and is denoted by (N, q, C,D). A cost sharing
rule is a map f that associates to each gas distribution problem (N, q, C,D) a profile

f(N, q, C,D) ∈ R
∑

i∈N qi
+ .

This profile specifies a positive cost share fij(N, q, C,D) to each demand j ∈ {1, . . . , qi}
of each consumer i. This allows us to have a detailed overview of how much a con-
sumer must pay to increase its demand by one unit or more. A cost sharing rule is
particularly useful if the operator wants to derive a rate schedule from it.

Subsequently, a consumer i ∈ N with an effective demand qi is charged with the
total cost share∑

j∈{1,...,qi}

fij(N, q, C,D).

Obviously, a consumer’s total cost share is non-decreasing in its effective demand.
This property relates to the axiom of (demand) monotonicity discussed in Moulin &
Shenker (1992) and Moulin (1995). A cost sharing rule satisfies the budget balanced
condition, meaning that it recovers the total cost of operating the network.

We adopt a normative approach to determine relevant rules. Three principles
are considered: the Independence of higher demands principle, the Uniformity prin-
ciple and the Connection principle. The first two principles have been extensively
discussed in the previous chapters. In particular, we saw that the Uniformity prin-
ciple can be seen as a form of egalitarianism. The Connection principle has been
mentioned in the introduction of the thesis (see Section 1.8.5). Below we provide
additional details.
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Consider a gas distribution network in which all the consumers, except one, have
a null demand in gas. To supply this consumer with gas, all the pipelines connecting
this consumer to the source must be involved. In other words, this consumer depends
on a number of pipelines in addition to the one to which it is the tail. It should be
reasonable to charge this consumer for the costs of operating these pipelines. In a
more general way, a consumer should pay for the portion of the network it uses.
This idea is the Connection principle. This principle is in the same spirit than the
upstream responsibility principle that comes from the unlimited territorial integrity
theory for polluted river problems. In short, the upstream responsibility principle
states that agents, located on a polluted river network, should pay for the cost of
cleaning the portion of the river that connect them to the source (see Dong et al.
(2012) for details).

We define three cost sharing rules on the basis of these principles. Recall that
a cost sharing rule charges a cost share to each demand of each consumer. To
clearly present our cost sharing rules, assume that a pipeline is built, step by step,
by increasing its capacity to satisfy a demand from 0 up to its highest downstream
demand. At each step, an incremental cost is generated. This allows us to understand
how each incremental cost is shared among the demands of the consumers depending
on the cost sharing rule.

The first cost sharing rule is called the Connection rule and is computed as
follows. Consider any pipeline. Assume that each consumer located downstream
of this pipeline has an effective demand of at most 1 unit. Then, this pipeline is
designed to meet a demand of 1 unit. The Connection rule shares the cost of this
pipeline equally among the first unit of demand of all downstream consumers. Next,
assume that each consumer located downstream of this pipeline now has an effective
demand of at most 2 units. Then, upgrade this pipeline in order to meet a demand
of 2. This upgrade generates a positive incremental cost. The Connection rule shares
this incremental cost equally among the second unit of demand of all downstream
consumers whose demand is at least 2 units. This procedure continues until the
demand for which this pipeline is designed, i.e., its higher downstream demand is
reached and is applied to each pipeline. Obviously, this cost sharing rule recovers the
total cost of the network and respects the Connection principle. It should be pointed
out that the Connection rule also respects the Independence of higher demands
principle. Indeed, a consumer will never have to pay for upgrades with the purpose
of meeting demands higher than its own effective demand. This cost sharing rule
shares some similarities with the Downstream equal sharing solution, introduced by
Dong et al. (2012) for polluted river problems. However, contrary to the Downstream
equal sharing solution, the Connection rule takes into account the demands of the
consumers.

The second cost sharing rule is called the Uniform rule and is computed in a
similar manner to the Connection rule. Consider any pipeline. Assume that this
pipeline is designed to meet a demand of 1 unit. The Uniform rule shares the cost of
this pipeline equally among the first unit of demand of all the consumers regardless of

180



their position on the network. Then, assume that this pipeline is upgraded to meet a
demand of 2 units. This upgrade generates a positive incremental cost. The Uniform
rule shares this incremental cost equally among the second unit of demand of all the
consumers whose demand is at least 2 units. This procedure continues until the
demand for which this pipeline is designed (i.e., its higher downstream demand) is
reached and is applied to each pipeline. Obviously, this cost sharing rule recovers the
total cost of the network and respects the uniform principle and the Independence
of higher demands principle.

In the same way that we reach a compromise between marginalism and egalitari-
anism in Chapter 4, we try to reach a compromise between the Connection principle
and the Uniformity principle through a new family of cost sharing rules. Each cost
sharing rule in this family achieves a compromise by means of convex combinations
between the Connection rule and the Uniform rule. These cost sharing rules are
called the Mixed rules and are computed in a similar manner to the two other cost
sharing rules. Consider any pipeline. Assume that this pipeline is designed to meet
a demand of 1 unit. The Mixed rule charges to the first unit of demand of each
consumer a share of the cost of this pipeline. This share is computed as a convex
combination between the share that would have been allocated by the Connection
rule and the share that would have been allocated by the Uniform rule. In other
words, the amount charged to the consumers for their first unit of demand results
from a compromise between the Connection principle and the uniform principle.
Then, assume that this pipeline is upgraded in order to meet a demand of 2 units.
The incremental cost generated when this pipeline is upgraded is shared among the
second unit of demand of all the consumers whose demand is at least 2 units. This
share is computed as a convex combination (possibly different from the first combi-
nation) between the share that would have been allocated by the Connection rule
and the share that would have been allocated by the Uniform rule. In other words,
the amount charged to the consumers for their second unit of demand results from
a compromise between the Connection principle and the Uniformity principle. This
second compromise being potentially different from the first compromise. This pro-
cedure continues until the demand for which this pipeline is designed (i.e., its higher
downstream demand) is reached and is applied to each pipeline. The Mixed rules
allow for different compromises depending on the level of demand. For instance, it is
possible to operate a compromise in favor of the Uniformity principle for the demand
1, in which case, each consumer will be charged an amount relatively similar to other
consumers for their first demand. Meanwhile, it is possible to operate a compromise
in favor of the Connection principle for the demand 2, in which case, each consumer
with a demand of at least 2 will be charged an amount that greatly depends on its
position on the network for its second demand.

We axiomatically characterize these three cost sharing rules. To do so, we for-
malize the three principles into axioms for cost sharing rules. Moreover, we provide
additional axioms that do not necessarily fit into the idea of the three principles but
can still be viewed as desirable properties for cost sharing rules. We formally detail
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all the axioms in Section 6.3.
Finally, we establish a link between the cost sharing rules introduced in this chap-

ter and the values for multi-choice games introduced in Chapter 4. From any gas dis-
tribution problem (N, q, C,D), one can derive the gas distribution game (N, q, vC,D).
In this game, the player set represents the set of consumers, and the activity levels
represent the demands of the consumers. The worth of a coalition s corresponds to
the cost of the gas distribution network (N, s, C,D) designed to meet the demands
of the coalition s. We show that the Connection rule of a gas distribution problem
corresponds to the multi-choice Shapley value of the corresponding gas distribution
game. Similarly, we show that the Uniform rule corresponds to the multi-choice Equal
division value and the Mixed rules to the multi-choice Egalitarian Shapley values.
Moreover, we show that, for each gas distribution problem, the multi-choice Shapley
value of the corresponding gas distribution game is in the Core of the gas distribution
game. A related study by van den Brink et al. (2018) considers a polluted river prob-
lem and derives a special TU-game with a permission structure from the problem.
In particular, the authors show that the permission value (see Section 2.2) of this
special TU-game coincides with the Downstream equal sharing solution applied to
the original polluted river problem. Additionally, several other papers address the
cooperative aspect of gas-related problems. For instance, Massol & Tchung-Ming
(2010) consider cooperation among liquefied gas suppliers and Csercsik et al. (2019)
partition function form games to model transfer profit as externalities.

The rest of this chapter is organized as follows. After dealing with preliminaries on
the gas distribution framework in Section 6.2.1, we define gas distribution problems
in Section 6.2.2. In Section 6.3, we define above mentioned rules and provide their
axiomatic characterization. Then, we show how solution concepts for multi-choice
games relate to our rules in Section 6.4. Section 6.5 concludes.

6.2 The model

6.2.1 Notation and Definitions

Fix N = {1, 2, . . . , n}, n ≥ 2 a finite set of consumers. These consumers are
connected to a source in gas S through pipelines. The consumers and the pipelines
form a fixed gas distribution network, which is modeled by a rooted tree graph.
A rooted tree graph is a couple (N ∪ S, D) where

D : N ∪ S −→ 2N∪S

is a map representing the connections (pipelines) between the nodes. The relationship
i′ ∈ D(i) means that i′ ∈ N is supplied right after consumer i. Equivalently, we
denote by i ∈ D−1(i′) if and only if i′ ∈ D(i). In this case, consumer i is the
predecessor of i′ while i′ is the successor of i. Put differently, i is the head of the
pipeline and i′ is the tail of the pipeline.
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The transitive closure of a directed graph D is a directed graph D̂ such that, for
each i ∈ N , i′ ∈ D̂(i) if and only if there exists a path

i = h1, h2, . . . , hk = i′, such that hk ∈ D(hk−1), . . . , h2 ∈ D(h1).

The consumers in D̂(i) are called the subordinates of i ∈ N inD, and the consumers
in D̂−1(i) := {i′ ∈ N : i ∈ D̂(i′)} are called the superiors of i ∈ N in D. Similarly,
the set D̂(E) represents the subordinates of the players in E ∈ 2N and D̂−1(E)
represents the superiors of the players in E ∈ 2N . A cycle occurs in a graph
(N ∪ S, D) if there exists a path

i = h1, h2, . . . , hk = i, such that hk ∈ D(hk−1), . . . , h2 ∈ D(h1).

A rooted tree graph is an acyclic directed graph in which each node has at most one
predecessor and only one node (the source) has no predecessor, i.e., D−1(S) = ∅. For
each i ∈ N , we call pipeline i the pipeline having consumer i as a tail. Consumer
i ∈ N and its subordinates are called the downstream consumers of pipeline i. If
no confusion arises, we simply denote the gas distribution network by D.

Each consumer i ∈ N has several levels of demand in gas that vary throughout
a year. A consumer’s effective demand qi ∈ N∗, refers to the highest daily volume
that a consumer i ∈ N expects to demand in a year. Fix K ∈ N an upper bound
for effective demands, such that qi ≤ K for each i ∈ N . We model the set of all
available demands of any consumer i ∈ N by the discrete set Mi = {0, . . . , qi}. We
denote by

Q(j) = {i ∈ N : qi ≥ j}

the set of consumers with an effective demand of at least j. The profile of effective
demands is denoted by q = (q1, . . . , qn). Without loss of generality, assume that
qn ≥ qi for each i ∈ N .

A cost function is a map

C : N × {0, . . . , K} → R+

that measures the cost of any pipeline when designed to meet any demand. Formally,
for each i ∈ N and j ∈ {1, . . . , K}, C(i, j) represents the cost of operating the
pipeline i when it is designed to meet a demand of j. We use the convention C(i, 0) =
0 for each i ∈ N . We assume that each map

∀i ∈ N, C(i, .) : {1, . . . , K} → R+

is non-decreasing: the larger the demand, the larger is the pipeline’s capacity, which
leads to higher costs. On the other hand, for any j ∈ {1, . . . , K} and any two
i, i′ ∈ N , we do not necessarily have C(i, j) = C(i′, j). Indeed, the cost of operating
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a pipeline may differ depending on the pipeline. These differences are due to exoge-
nous features of the gas distribution network such as the length or the geographical
location.

Equivalently, a cost function can be expressed as a matrix of incremental costs.
We denote by AC

ij the incremental cost of pipeline i for a demand j. The incre-
mental cost AC

ij represents the increase in cost of pipeline i when it is upgraded by
one unit to meet a demand of j instead of j − 1. Formally, it is defined as

∀i ∈ N, ∀j ∈ {1, . . . , K}, AC
ij = C(i, j)− C(i, j − 1).

Obviously, AC
ij ≥ 0 for each i ∈ N and each j ∈ {1, . . . , K}, since C(i, .) is a

non-decreasing map. The (n,K) matrix of incremental costs collects all the
incremental costs, and is denoted by AC . Take any i ∈ N and any j ≤ K. The unit
cost matrix I ij is the (n,K) matrix defined as

∀k ∈ N, l ≤ K, I ijkl =

{
1 if k = i, l = j,

0 otherwise.
(6.1)

In such matrix, only one pipeline i generates a non-null incremental cost for a cer-
tain demand j. A matrix of incremental costs AC can be expressed as the linear
combination of n×K unit cost matrices:

AC =
∑
i∈N

∑
j≤K

AC
ijI

ij. (6.2)

Alternatively, the (n, qn) sub-matrix AC,qn collects all the incremental costs gen-
erated by demands lower or equal than qn. Such sub-matrix represents a situation
where the highest effective demand of the consumers in N is qn. Similarly, a sub-
matrix I ij,qn is a (n, qn) matrix where only one pipeline i ∈ N generates a non-null
incremental cost for a certain demand j ≤ qn. In the following, we are only interested
in the incremental costs contained within AC,qn . Thus, we are going to focus on the
sub-matrix AC,qn instead of the whole matrix AC . For the sake of clarity, we keep
the notation AC to refer to AC,qn . Similarly, for each i ∈ N and each j ≤ qn, we keep
the notation I ij to refer to I ij,qn .

6.2.2 The gas distribution problem

We propose an approach to compute the total cost of operating a gas distribution
network from N , q, D and C. Alternative approaches are discussed at the end of
this chapter.

Assume that each pipeline is always designed to meet the highest effective demand
of its downstream consumers. Then, for each i ∈ N , the cost of operating pipeline i
is given by

C(i, qi), where qi = max
k∈D̂(i)∪{i}

qk. (6.3)
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Equivalently, observe that

∀i ∈ N, C(i, qi) =
∑

j∈{1,...,qi}

AC
ij.

For each i ∈ N , one may have qi > qi. This is due to the fact that the highest
effective demand of the downstream consumers of i may be strictly greater than the
effective demand of i. We compute the total cost of operating the gas distribution
network as the sum of the costs of all the pipelines designed as in (6.3), which is
given by∑

i∈N

C(i, qi), or equivalently
∑
i∈N

∑
j∈{1,...,qi}

AC
ij. (6.4)

Definition 33 (The cost sharing problem of gas distribution). A cost shar-
ing problem of gas distribution (a gas distribution problem for short) is denoted by
(N, q, C,D), or (q, AC) for short, since N and D are fixed and C and AC are equiv-
alent. The problem is to determine a way to share the total cost among consumers
based on their demands and location on the distribution network. The set of gas
distribution problems is denoted by GDP.

We address gas distribution problems by defining cost sharing rules (rules for
short). A rule on GDP is a map

f : GDP→
⋃

q≤(K,...,K)

R
∑

i∈N qi
+ ,

that describes how much each consumer is charged for each of its demand units.
Take any (q, AC) ∈ GDP. A rule f applied on (q, AC) ∈ GDP assigns a non-negative
real number fij(q, A

C) ∈ R+ to each demand j ∈ {1, . . . , qi} of each consumer i ∈ N .
This number represents the amount that a consumer must pay for its demand j,
assuming that it already pays a certain amount for its demand j − 1, its demand
j − 2, and so on. A rule is particularly useful if the gas network operator wants
to derive a rate schedule from it. A rule satisfies the budged balanced condition,
which states that a rule recovers the total cost of operating the gas distribution
network. Formally, the budget balanced condition is given by

∀(q, AC) ∈ GDP,
∑
i∈N

∑
j∈{1,...,qi}

fij(q, A
C) =

∑
i∈N

C(i, qi)

=
∑
i∈N

∑
j∈{1,...,qi}

AC
ij. (6.5)
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Example 15. Consider the set of consumers N = {a, b, c, d}, the upper bound for
effective demands is K = 3, and the source in gas is S. In this example, we consider
the following tree graph D representing a gas distribution network.

D(S) = {a}, D(a) = {b, c}, D(c) = {d}, D(b) = D(d) = ∅.

Consider the profile of effective demands q = (1, 3, 1, 2). We introduce the lengths
of the pipelines, which is one of the possible exogenous features of a gas distribution
network. The profile L = (1, 1, 2, 1) collects the length of each pipeline. The network,
the profile of effective demands and the profile of lengths are described in Figure 1.

Consider the cost function

C : {a, b, c, d} × {1, 2, 3} → R+

(i, j) 7→ Li + j,

which specifies the cost of each pipeline when designed to meet a certain demand. The
cost of a pipeline is computed as the sum of its length and the highest downstream
demand it needs to meet. This cost function is obviously overly simplified but it is
consistent with the facts since the cost of a pipeline is increasing with respect to both
parameters.

Consider pipeline c. This pipeline is designed to meet its downstream effective
demand. In this case, the downstream effective demand of pipeline c is 2 since d ∈
D(c), qd = 2 and maxk∈D̂(c)∪c qk = qd. Thus, this pipeline costs

C(c, qd) = Lc + qd

= 4.

Applying the same reasoning to each pipeline, we obtain the cost of operating each
pipeline. These costs are represented in Figure 2. The total cost of operating this gas
distribution network is given by∑

i∈N

C(i, qi) = C(a, qb) + C(b, qb) + C(c, qd) + C(d, qd)

= 15.

S

a,1b,3 c,1

d,2

La = 1
Lb = 1

Lc = 2
Ld = 1

Figure 6.1

S

ab c

d

4

4 4
3

Figure 6.2
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6.3 Rules and their axiomatic characterizations

This section is devoted to the study of the Connection rule, the Uniform rule and the
Mixed rules. We provide an axiomatic characterization for each one of these rules.

6.3.1 The Connection rule

We define a rule on gas distribution problems that satisfies the Connection principle
and the Independence of higher demands principle. This rule is called the Connection
rule, it ensures that each consumer pays a fair share of the portion of the network
that connects it to the source. Formally, for each pipeline k and each demand j
such that some downstream consumers of pipeline k are in Q(j), the Connection
rule shares the incremental cost AC

kj equally among the downstream consumers of
pipeline k that are in Q(j).

Definition 34 (Connection rule). The Connection rule Ψ is defined, for each
(q, AC) ∈ GDP, as

∀j ≤ qn,∀i ∈ Q(j), Ψij(q, A
C) =

∑
k∈D̂−1(i)∪{i}

AC
kj

|(D̂(k) ∪ {k}) ∩Q(j)|
. (6.6)

Proposition 29. The Connection rule satisfies the budget balanced condition.

Proof. Take any (q, AC) ∈ GDP and any incremental cost AC
kj, where k ∈ N and

j ≤ qn. By Definition 34, AC
kj is taken into account in the computation of the

Connection rule if and only if the set of consumers (D̂(k)∪{k})∩Q(j) is non-empty.
The Connection rule divides AC

kj equally among the consumers in (D̂(k)∪{k})∩Q(j)
for their level of demand j, which implies that the rule recovers AC

kj entirely.
The set AC(Ψ) of incremental costs taken into account in the computation of the

Connection rule can be defined as

AC(Ψ) = {AC
kj : (D̂(k) ∪ {k}) ∩Q(j) ̸= ∅}.

Alternatively, the set AC(Tot) of incremental costs taken into account in the com-
putation of the total cost (6.4) can be defined as

AC(Tot) = {AC
kj : j ≤ qk}.

To prove Proposition 29, let us show that

AC(Ψ) = AC(Tot). (6.7)

First, let us show that AC(Ψ) ⊆ AC(Tot). Take any AC
kj ∈ AC(Ψ). If (D̂(k) ∪

{k}) ∩Q(j) ̸= ∅, then there is at least one downstream consumer of pipeline k with
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an effective demand of at least j. Put differently, this means that qk ≥ j. This shows
that AC(Ψ) ⊆ AC(Tot).

Next, let us show that AC(Tot) ⊆ AC(Ψ). Take any AC
kj ∈ AC(Tot). By def-

inition of AC(Tot), it holds that j ≤ qk. Therefore, there is at least one down-
stream consumer of pipeline k with an effective demand of at least j. It follows that
(D̂(k) ∪ {k}) ∩Q(j) ̸= ∅. This shows that AC(Tot) ⊆ AC(Ψ).

Since (6.7) holds, and since the Connection rule recovers the entirety of the incre-
mental costs in AC(Ψ), it holds that∑

i∈N

∑
j∈{1,...,qi}

Ψij(q, A
C) =

∑
A∈AC(Ψ)

A

=
∑

A∈AC(Tot)

A

=
∑
k∈N

∑
j∈{1,...,qk}

AC
kj.

The proof of Proposition 29 is complete. ■

The Connection rule shares some similarities with the Downstream equal sharing
solution introduced by Dong et al. (2012) for polluted river problems. Both solutions
share the costs generated by an arc of the graph among downstream consumers. The
difference between the two solutions lies in the fact that gas distribution problems
consider situations in which agents can have several demands, which is not the case in
the model studied by Dong et al. (2012). We provide an axiomatic characterization
of the Connection rule. Let f be a rule on GDP. The costs of operating a distribution
network can be divided into two categories called: the construction costs and the
maintenance costs. The first axiom, Weak linearity, ensures that there is no difference
whether the consumers share the two costs separately or together. If the costs are
expressed in USD and we want the rule to be expressed in EUR, then Weak linearity
ensures that there is no difference between converting the currencies before or after
the application of the rule.

Axiom 57 (Weak linearity). For each (q, AC), (q, AC′
) ∈ GDP and each β ∈ R+,

∀i ∈ N, j ≤ qi, fij(q, A
C + βAC′

) = fij(q, A
C) + βfij(q, A

C′
).

The next axiom is a formal expression of the Independence of higher demands
principle. It ensures that the amount charged to a consumer for a certain demand
is independent of any higher demand. This axiom compares two situations. The
first situation is a gas distribution problem. The second situation is another gas
distribution problem similar to the first one, except that it is no longer possible for
consumers to demand more than a certain quantity, let us say l. This axiom requires
that the amount charged to any consumer for any demand below l remains the same
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in both situations. Clearly, this axiom is an adaptation of Independence of higher
activity level (see Axiom 44) to the framework of gas distribution problems.

Axiom 58 (Independence of higher demands). For each (q, AC) ∈ GDP and
each l ≤ qn,

∀i ∈ Q(l), j ≤ l, fij(q, A
C) = fij((l ∧ qk)k∈N , A

C).

The next result states that if a rule satisfies Independence of higher demands,
then the sum of all cost shares charged to consumers in Q(j) for their demand j is
equal to the sum of all incremental costs, generated by the pipelines, for a demand
j, that connect the consumers in Q(j) to the source.

Proposition 30. If a rule f on GDP satisfies Independence of higher demands then,
for each (q, AC) ∈ GDP,

∀l ≤ qn,
∑

k∈Q(l)

fkl(q, A
C) =

∑
i∈D̂−1(Q(l))∪Q(l)

AC
il .

Proof. Consider a rule f on GDP that satisfies Independence of higher demands. By
the Budget Balanced condition (see (6.5)), for each (q, AC) ∈ GDP,∑

k∈N

∑
j∈{1,...,qk}

fkj(q, A
C) =

∑
i∈N

∑
j∈{1,...,qi}

AC
ij

⇐⇒
∑

j∈{1,...,qn}

∑
k∈Q(j)

fkj(q, A
C) =

∑
i∈N

∑
j∈{1,...,qi}

AC
ij. (6.8)

Recall that, for each i ∈ N , qi = maxh∈D̂(i)∪{i} qh. Observe that, for each l ≤ qn,

((l ∧ q)k∈N)i = l ∧ qi. (6.9)

Indeed, for each l ≤ qn and i ∈ N ,

((l ∧ q)k∈N)i = max
h∈D̂(i)∪{i}

((l ∧ q)k∈N)h

= max
h∈D̂(i)∪{i}

(l ∧ qh)

=

{
l if maxh∈D̂(i)∪{i} qh ≥ l

maxh∈D̂(i)∪{i} qh otherwise.

= l ∧ qi.

By Independence of higher demands (IHD), (6.8) and (6.9), for each l ≤ qn,∑
j∈{1,...,l}

∑
k∈Q(j)

fkj(q, A
C)

(IHD)
=

∑
j∈{1,...,l}

∑
i∈Q(j)

fij((l ∧ qk)k∈N , A
C)

(6.8)
=
∑
i∈N

∑
j∈{1,...,((l∧q)k∈N )i}

AC
ij

(6.9)
=
∑
i∈N

∑
j∈{1,...,l∧qi}

AC
ij.
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Similarly, it holds that∑
j∈{1,...,l−1}

∑
k∈Q(j)

fkj(q, A
C) =

∑
j∈{1,...,l−1}

∑
i∈Q(j)

fij(((l − 1) ∧ qk)k∈N , A
C)

=
∑
i∈N

∑
j∈{1,...,(l−1)∧qi}

AC
ij.

Therefore, for each l ≤ qn,∑
k∈Q(l)

fkl(q, A
C) =

∑
j∈{1,...,l}

∑
i∈Q(j)

fij(q, A
C)−

∑
j∈{1,...,l−1}

∑
i∈Q(j)

fij(q, A
C)

=
∑
i∈N

∑
j∈{1,...,l∧qi}

AC
ij −

∑
i∈N

∑
j∈{1,...,(l−1)∧qi}

AC
ij

=
∑
i∈N

[ ∑
j∈{1,...,l∧qi}

AC
ij −

∑
j∈{1,...,(l−1)∧qi}

AC
ij

]
.

To conclude this proof, observe that, for each i ∈ N such that l ∧ qi = (l − 1) ∧ qi,
i.e., qi ≤ l − 1,∑

j∈{1,...,l∧qi}

AC
ij −

∑
j∈{1,...,(l−1)∧qi}

AC
ij = 0.

On the contrary, for each i ∈ N such that l ∧ qi > (l − 1) ∧ qi, i.e., qi ≥ l),∑
j∈{1,...,l∧qi}

AC
ij −

∑
j∈{1,...,(l−1)∧qi}

AC
ij = AC

il .

Observe that qi ≥ l if and only if i ∈ D̂−1(Q(l)) ∪Q(j). Therefore, for each l ≤ qn,
we obtain the desired result∑

k∈Q(l)

fkl(q, A
C) =

∑
i∈D̂−1(Q(l))∪Q(l)

AC
il .

■

We say that a pipeline is irrelevant to a consumer if it is not a pipeline that helps
to connect this consumer to the source. The next axiom is in line with the Connection
principle. It ensures that a consumer is not charged for the costs generated by
irrelevant pipelines. Formally, the axiom is formulated using unit cost matrices (see
(6.1)). Take any (q, I ij) ∈ GDP. Recall that the unit cost matrix I ij possesses a
unique non-null incremental cost. The next axiom states that the consumers for
whom this incremental cost is irrelevant should pay nothing in (q, I ij).

Axiom 59 (Independence of irrelevant costs). For each (q, I ij) ∈ GDP,

∀h ∈ Q(j), h /∈ (D̂(i) ∪ {i}), fhj(q, I
ij) = 0.
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The next axiom ensures that the rule treats each downstream consumer equally
regarding a given upstream cost. Take any (q, I ij) ∈ GDP. This axiom states that
any two distinct consumers located downstream of pipeline i are charged the same
amount for their demand j in (q, I ij).

Axiom 60 (Downstream symmetry). For each (q, I ij) ∈ GDP,

∀h, h′ ∈ [D̂(i) ∪ {i}] ∩Q(j), fhj(q, I
ij) = fh′j(q, I

ij).

We have the material to characterize the Connection rule.

Theorem 28. A rule f on GDP satisfies Weak linearity, Independence of higher
demands, Independence of irrelevant costs and Downstream symmetry if and only if
f = Ψ.

Proof. First, we show that Ψ satisfies the axioms of the statement of Theorem 28.

Weak linearity: The proof is straightforward and so is omitted.

Independence of higher demands: The proof follows directly from the definition
of the Connection rule. The cost share charged to a consumer i for a demand j is
computed using only the incremental costs generated by the demand j of the con-
sumers. Therefore, we directly have that Ψ satisfies the axiom.

Independence of irrelevant costs: The proof follows directly from the definition
of the Connection rule. The cost share charged to a consumer i for a demand j is
computed using only the incremental costs generated by the pipelines that connect i
to the source. Therefore, the incremental costs generated by the pipelines irrelevant
to i are not taken into account by the Connection rule in the computation of the
cost share of i for its demand j.

Downstream symmetry: Take any (q, I ij) ∈ GDP. For each h, h′ ∈ [D̂(i)∪{i}]∩
Q(j), it holds that

Ψhj(q, I
ij) =

∑
k∈D̂−1(h)∪h

I ijkj

|(D̂(k) ∪ {k}) ∩Q(j)|

=
1

|(D̂(k) ∪ {k}) ∩Q(j)|
,

and Ψh′j(q, I
ij) =

∑
k∈D̂−1(h′)∪l

I ijkj

|(D̂(k) ∪ {k}) ∩Q(j)|

=
1

|(D̂(k) ∪ {k}) ∩Q(j)|
,

191



which shows that Ψ satisfies the axiom.

Next, we show that the Connection rule is the only rule on GDP that satisfies all
the axioms of the statement of Theorem 28. Take any (q, AC) ∈ GDP. Let f be a rule
that satisfies all the axioms of the statement of Theorem 28 on GDP. Let us show
that f(q, AC) is uniquely determined. To do so, we focus on unit cost matrices, since
each problem (q, AC) ∈ GDP can be expressed as a non-negative linear combination
of unit cost matrices (see (6.2)), f satisfies Weak linearity and each incremental cost
is non-negative.

Take any I ij such that j ≤ qn and i /∈ D̂−1(Q(j))∪Q(j). By the budget balanced
condition, it holds that∑

k∈N

∑
l∈{1,...,qk}

fkl(q, I
ij) =

∑
k∈N

∑
l∈{1,...,qk}

I ijkl . (6.10)

By (6.1), it holds that I ijkl ̸= 0 if k = i and l = j. However, since

i /∈ D̂−1(Q(j)) ∪Q(j),

it holds that

qi = max
h∈D̂(i)∪{i}

qh < j.

Therefore, there is no k ∈ N and l ∈ {1, . . . , qk} such that I ijkl ̸= 0. Therefore, (6.10)
becomes∑

k∈N

∑
l∈{1,...,qk}

fkl(q, I
ij) = 0.

Since the cost share charged to each demand of each consumer is always non-negative,
it follows that, for each k ∈ N and each l ∈ {1, . . . , qk},

fkl(q, I
ij) = 0.

Therefore, f(q, I ij) is uniquely determined.
Now, consider I ij such that j ≤ qn and i ∈ D̂−1(Q(j)) ∪Q(j). By Independence

of irrelevant costs, for each k ∈ Q(j) such that k /∈ D̂(i) ∪ {i},

fkj(q, I
ij) = 0. (6.11)

By Downstream symmetry, for each k, h ∈ Q(j) such that k, h ∈ D̂(i) ∪ {i},

fkj(q, I
ij) = fhj(q, I

ij). (6.12)
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By Proposition 30,∑
k∈Q(j)

fkj(q, I
ij) =

∑
k∈D̂−1(Q(j))∪Q(j)

I ijkj

= 1. (6.13)

Combining (6.11), (6.12) and (6.13), for each k ∈ (D̂(i) ∪ {i}) ∩Q(j), we obtain

fkj(q, I
ij) =

1

|(D̂(i) ∪ {i}) ∩Q(j)|
. (6.14)

By the budget balanced condition,∑
k∈N

∑
l∈{1,...,qk}

fkl(q, I
ij) = 1. (6.15)

Combining (6.13) and (6.15), we obtain∑
k∈N

∑
l∈{1,...,qk}

l ̸=j

fkl(q, I
ij) =

∑
k∈N

∑
l∈{1,...,qk}

fkl(q, I
ij)−

∑
k∈Q(j)

fkj(q, I
ij)

= 1− 1

= 0.

Since the cost share charged to each demand of each consumer is always non-negative,
for each l ̸= j and each k ∈ Q(l), it holds that

fkl(q, I
ij) = 0. (6.16)

Combining (6.11), (6.14) and (6.16), for each l ≤ qk and k ∈ Q(l), we obtain

fkl(q, I
ij) =


1

|(D̂(i) ∪ {i}) ∩Q(j)|
if k ∈ D̂(i) ∪ {i} and l = j,

0 otherwise.

Therefore, f(q, I ij) is uniquely determined. By (6.2) and by Weak linearity we
conclude that f(q, AC) is uniquely determined. The proof of Theorem 28 is complete.
■

The four axioms of the statement of Theorem 28 are logically independent, as
shown by the following alternative solutions.

- Take any (q, AC) ∈ GDP and fix any arbitrary integer βi′ ∈ {1, 2} for each
i′ ∈ N . The rule fβ given by

∀j ≤ qn,∀i ∈ Q(j),

fβ
ij(q, A

C) =


Ψij(q, A

C) if |{AC
kj ̸= 0, k ∈ Q(j)}| ≤ 1,∑

k∈D̂−1(i)∪{i}

βi∑
i′∈Q(j)

βi′

× AC
kj otherwise,

satisfies all the axioms except Weak linearity.
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- The rule f given, for each (q, AC) ∈ GDP, by

∀j ≤ qn,∀i ∈ Q(j), fij(q, A
C) =

∑
k∈D̂−1(i)∪{i}

∑
l≥j

AC
kl

|(D̂(k) ∪ {k})| × l
.

satisfies all the axioms except Independence of higher demands.

- The Uniform rule (introduced in the next section, see Definition 35) satisfies
all the axioms except Independence of irrelevant costs.

- Take any (q, AC) ∈ GDP and fix any arbitrary integer βi′ ∈ {1, 2} for each
i′ ∈ N . The rule fβ given by

∀j ≤ qn,∀i ∈ Q(j),

fβ
ij(q, A

C) =
∑

k∈D̂−1(i)∪{i}

βi∑
x∈Q(j)

βx

× AC
kj,

satisfies all the axioms except Downstream symmetry.

6.3.2 The Uniform rule

We define a rule on gas distribution problems that follows the Independence of higher
demands principle and the Uniformity principle. This rule is called the Uniform
rule, it ensures that two consumers are charged with the same amount for the same
demand, regardless of their location on the distribution network. Formally, take any
j ≤ qn. The Uniform rule shares each incremental cost AC

kj, where k ∈ D̂−1(Q(j)) ∪
Q(j), equally among each consumer in Q(j), even if some of the consumers in Q(j)
are not downstream consumers of pipeline k.

Definition 35 (Uniform rule). The Uniform rule Ω is defined, for each (q, AC) ∈
GDP, as

∀j ≤ qn,∀i ∈ Q(j), Ωij(q, A
C) =

1

|Q(j)|
∑

k∈D̂−1(Q(j))∪Q(j)

AC
kj. (6.17)

Proposition 31. The Uniform rule satisfies the budget balanced condition.

Proof. The proof is similar to the proof of Proposition 29, and so is omitted.

■
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Observe that, for each j ∈ {0, . . . , qn} and each i ∈ Q(j), Ωij(q, A
C) does not

depend on the position of i in the gas distribution network. Observe that the Uniform
rule satisfies Weak linearity and Downstream symmetry.

We introduce a new axiom for rules on gas distribution problems. Let f be a
rule on GDP. Assume that one or several pipelines generate additional costs due
to exogenous reasons (incident, natural disaster, etc), which leads to an increase
of the incremental costs. This axiom ensures that additional costs do not increase
the inequalities between the cost shares of the consumers. Formally, consider any
demand j. This axiom compares the difference in cost share between two consumers
in Q(j) before and after the costs increase. In particular, it compares the difference
between the highest cost share charged to a consumer for its demand j with the
lowest cost share charged to a consumer for its demand j. This axiom states that if
the incremental costs increase, then this difference does not increase.

Axiom 61 (Non-increasing inequalities). For each (q, AC), (q, AC′
) ∈ GDP such

that AC′
ij ≥ AC

ij, each i ∈ N and each j ≤ qn,

∀j ∈ {1, . . . , qn}, max
i∈Q(j)

fij(q, A
C′
)− min

i∈Q(j)
fij(q, A

C′
)

≤ max
i∈Q(j)

fij(q, A
C)− min

i∈Q(j)
fij(q, A

C).

We have the material to characterize the Uniform rule.

Theorem 29. A rule f on GDP satisfies Independence of higher demands and Non-
increasing inequalities if and only if f = Ω.

Proof. First, we show that Ω satisfies the axioms of the statement of Theorem 29.

Independence of higher demands: The proof follows directly from the definition
of the Uniform rule. The cost share charged to a consumer i for a demand j is com-
puted using only the incremental costs generated by the demand j of the consumers.
Therefore, we directly have that Ω satisfies the axiom.

Non-increasing inequalities: The proof is straightforward since each consumer is
charged with the same amount for a given demand.

Next, we show that the Uniform rule is the only rule on GDP that satisfies all
the axioms of the statement of Theorem 29. Consider (q, AC) ∈ GDP and a rule f
that satisfies all the axioms of the statement of Theorem 29 on GDP. Let us show
that f(q, AC) is uniquely determined. By Proposition 30, for each j ≤ qn,∑

i∈Q(j)

fij(q, A
C) =

∑
i∈D̂−1(Q(j))∪Q(j)

AC
ij. (6.18)
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Consider the matrix of incremental costs 0C in which each incremental cost is null.
By definition of a rule, each cost share is non-negative. Thus, by (6.18),

∀j ≤ qn,∀i ∈ Q(j), fij(q, 0
C) = 0.

Observe that the difference between any two cost shares is always null. Therefore,
by Non-increasing inequalities and the non-negativity of the cost shares, we obtain

∀j ≤ qn,∀i, i′ ∈ Q(j), fij(q, A
C) = fi′j(q, A

C). (6.19)

Combining (6.18) and (6.19), f(q, AC) is uniquely determined, which concludes the
proof of Theorem 29. ■

The two axioms of the statement of Theorem 29 are logically independent, as
shown by the following alternative solutions.

- The rule f given, for each (q, AC) ∈ GDP, by

∀j ≤ qn,∀i ∈ Q(j), fij(q, A
C) =

1∑
k∈N qk

∑
i∈N

∑
j∈{1,...,qi}

AC
ij

satisfies Non-increasing inequalities but does not satisfy Independence of higher
demands.

- The Connection rule satisfies Independence of higher demands but does not
satisfy Non-increasing inequalities.

6.3.3 The Mixed rules

Observe that the Uniform rule does not satisfy Independence of irrelevant costs. On
the other hand, the Connection rule does not satisfy Non-increasing inequalities.
This testifies that the Uniformity principle and the Connection principle are clearly
incompatible. However, both can be highly desirable in the context of gas distribu-
tion problems. For this reason, we propose a trade-off between the two principles
by compromising between the Connection rule and the Uniform rule. We define a
class of rules on gas distribution problems that follow the Independence of higher
demands principle and compromise between the Uniformity principle and the Con-
nection principle. A rule in this class is called a Mixed rule and is computed as
convex combinations of the Connection rule and the Uniform rule. Moreover, the
Mixed rules allow for different compromises between the Uniformity principle and
the Connection principle, depending on the level of demand.

Definition 36 (Mixed rules). Let α = {αj}1≤j≤K be a parameter system such
that αj ∈ [0, 1] for each 1 ≤ j ≤ K. The α-Mixed rule µα is defined, for each
(q, AC) ∈ GDP, as

∀j ≤ qn,∀i ∈ Q(j), µα
ij(q, A

C) = αjΨij(q, A
C) + (1− αj)Ωij(q, A

C).

196



An α-Mixed rule operates convex combinations between the Connection rule and
the Uniform rule. For each demand j ∈ {1, . . . , qn}, a consumer i ∈ Q(j) is charged
a cost share µα

ij(q, A
C) lying between Ψij(q, A

C) and Ωij(q, A
C). This cost share is

determined by the parameter αj. For instance, pretend that αj is closer to 1. This
leads to a cost share closer to Ψij(q, A

C). On the other hand, if αj is closer to 0,
then this cost share will be closer to Ωij(q, A

C).

Proposition 32. The Mixed rules all satisfy the bugdet balanced condition.

Proof. The proof follows directly from Proposition 29 and Proposition 31.

■

To characterize the Mixed rules, we introduce three new axioms. The first axiom
describes how an irrelevant cost impacts the cost share of two distinct consumers.
The second axiom describes how the cost share of a consumer is impacted by two
distinct irrelevant costs. Finally, the last axiom describes the impact of a given cost
on two consumers. This cost being irrelevant for one of them, and relevant for the
other.

Let f be a rule on GDP. The first axiom states that any two distinct consumers
are equally impacted by irrelevant costs, without specifying the extent of this impact.
Take any (q, I ij) ∈ GDP. Recall that a unit cost matrix I ij possesses a unique non-
null incremental cost. The next axiom states that any two distinct consumers for
whom this incremental cost is irrelevant should pay the same amount in (q, I ij).

Axiom 62 (Equal impact of irrelevant costs). For each (q, I ij) ∈ GDP,

∀h, h′ ∈ Q(j), h, h′ /∈ D̂(i) ∪ {i}, fhj(q, I
ij) = fh′j(q, I

ij).

Observe that both the Connection rule and the Uniform rule satisfy Equal impact
of irrelevant costs. Moreover, Independence of irrelevant costs implies Equal impact
of irrelevant costs.

Indep of irrelevant costs =⇒ Equal impact of irrelevant costs

The next axiom states that no matter where an irrelevant cost is located, the impact
of that cost on a consumer, for whom that cost is irrelevant, remains the same. Take
any two distinct problems (q, I ij), (q, I i

′j) ∈ GDP. Assume that each of the two unit
cost matrices features a unique non-null incremental cost that can be considered
irrelevant for a given consumer. The axiom states that the consumer for whom these
incremental costs are not relevant should pay the same amount in both problems.

Axiom 63 (Location independence of irrelevant costs). For each
(q, I ij), (q, I i

′j) ∈ GDP,

∀h ∈ Q(j), h /∈
[
D̂(i) ∪ {i}

]
∪
[
D̂(i′) ∪ {i′}

]
, fhj(q, I

ij) = fhj(q, I
i′j).
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Observe that both the Connection rule and the Uniform rule satisfy Location in-
dependence of irrelevant costs. Moreover, Independence of irrelevant costs implies
Location independence of irrelevant costs.

Indep of irrelevant costs =⇒ Location indep of irrelevant costs

Similarly to Equal impact of irrelevant costs, the third axiom compares the cost share
charged to the consumers on the basis of the consumer’s geographical localization.
Take any problem (q, I ij) ∈ GDP. A unit cost matrix I ij possesses a unique non-null
incremental cost. The axiom states that any consumer located downstream of the
cost generating pipeline should not pay less than any other consumer for whom this
cost is irrelevant.

Axiom 64 (Fairness). For each (q, I ij) ∈ GDP,

∀k ∈ [D̂(i) ∪ {i}] ∩Q(j),

∀h ∈ Q(j), h /∈ D̂(i) ∪ {i}, fkj(q, I
ij) ≥ fhj(q, I

ij).

Observe that both the Connection rule and the Uniform rule satisfy Fairness. We
have the material to characterize the Mixed rules.

Theorem 30. A rule on GDP satisfies Weak linearity, Independence of higher de-
mands, Equal impact of irrelevant costs, Location independence of irrelevant costs,
Fairness and Downstream symmetry if and only if f = µα, for some parameter sys-
tem α.

Proof. Take any α parameter system and consider the Mixed rule µα. By definition,
and the fact that µα is computed as a convex combination of Ψ and Ω, µα satisfies
all the axioms of the statement of Theorem 30.

It remains to show that the Mixed rules are the only rules that satisfy all the
axioms of the statement of Theorem 30. Consider (q, AC) ∈ GDP and f on GDP a
rule that satisfies all the axioms of the statement of Theorem 30.

Take any I ij such that j ≤ qn and i /∈ D̂−1(Q(j))∪Q(j). In the same way as the
proof of Theorem 28, by the budget balanced condition,∑

k∈N

∑
l∈{1,...,qk}

fkl(q, I
ij) =

∑
k∈N

∑
l∈{1,...,qk}

I ijkl

= 0.

Since the cost share charged to each demand of each consumer is always non-negative,
it follows that, for each k ∈ N and each l ∈ {1, . . . , qk},

fkl(q, I
ij) = 0.
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Therefore, f(q, I ij) is uniquely determined whenever j ≤ qn and i /∈ D̂−1(Q(j)) ∪
Q(j).

Now, take any I ij such that j ≤ qn and i ∈ D̂−1(Q(j)) ∪Q(j). By Equal impact
of irrelevant costs, for each h, h′ ∈ Q(j) such that h, h′ /∈ D̂(i) ∪ {i},

fhj(q, I
ij) = fh′j(q, I

ij)

= Y, (6.20)

for some Y ≥ 0. By Fairness and Downstream symmetry, for each h ∈ (D̂(i)∪{i})∩
Q(j),

fhj(q, I
ij) ≥ Y

⇐⇒ fhj(q, I
ij) = Y +W, (6.21)

for some W ≥ 0. By Independence of higher demands and Proposition 30,∑
h∈Q(j)

fhj(q, I
ij) = 1. (6.22)

Observe that Y ≤ 1
Q(j)

. By 6.21 and (6.22), it follows that

|(D̂(i) ∪ {i}) ∩Q(j)|(Y +W ) + |Q(j) \ ((D̂(i) ∪ {i}) ∩Q(j))|Y = 1

⇐⇒ |(D̂(i) ∪ {i}) ∩Q(j)|W = 1− |Q(j)|Y
=⇒ 0 ≤ |(D̂(i) ∪ {i}) ∩Q(j)|W ≤ 1

⇐⇒ 0 ≤ W ≤ 1

|(D̂(i) ∪ {i}) ∩Q(j)|

⇐⇒ W =
αj

|(D̂(i) ∪ {i}) ∩Q(j)|
, (6.23)

for some 0 ≤ αj ≤ 1. Combining (6.20), (6.21),(6.22) and (6.23), we obtain

|Q(j)|Y + αj = 1

⇐⇒ Y =
1− αj

|Q(j)|
. (6.24)

Combining (6.21) and (6.24), for each h ∈ (D̂(i) ∪ {i}) ∩Q(j), we obtain

fhj(q, I
ij) =

1− αj

|Q(j)|
+

αj

|(D̂(i) ∪ {i}) ∩Q(j)|
. (6.25)

By (6.22) and the budget balanced condition, for each l ̸= j and h ∈ Q(l),

fhl(q, I
ij) = 0. (6.26)
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Finally, combining (6.24),(6.25) and (6.26), we obtain

∀l ≤ qn, h ∈ Q(l),

fhl(q, I
ij) =


0 if l ̸= j,
1− αj

|Q(j)|
if l = j and h /∈ D̂(i) ∪ {i},

1− αj

|Q(j)|
+

αj

|(D̂(i) ∪ {i}) ∩Q(j)|
if l = j and h ∈ D̂(i) ∪ {i},

for some 0 ≤ αj ≤ 1. However, observe that

∀l ≤ qn, h ∈ Q(l),

Ψhl(q, I
ij) =


0 if l ̸= j,

0 if l = j and h /∈ D̂(i) ∪ {i},
1

|(D̂(i) ∪ {i}) ∩Q(j)|
if l = j and h ∈ D̂(i) ∪ {i}.

and

Ωhl(q, I
ij) =


0 if l ̸= j,

1

|Q(j)|
if l = j and h /∈ D̂(i) ∪ {i},

1

|Q(j)|
if l = j and h ∈ D̂(i) ∪ {i}.

Thus, for each h ∈ N and l ≤ qh,

fhl(q, I
ij) = αlΨhl(q, I

ij) + (1− αl)Ωhl(q, I
ij), (6.27)

for some parameter system α such that αj is the one determined above. Observe that,
for any I i

′j such that i′ ∈ D̂−1(Q(j)) ∪ Q(j) and i′ ̸= i, Equal impact of irrelevant
costs and Location independence of irrelevant costs ensure that 6.21 still holds. It
follows that (6.27) still holds with the same parameter system α.

By Weak linearity, we conclude that f(q, AC) = µα(q, AC). The proof of the
theorem is complete. ■

The six axioms of the statement of Theorem 30 are logically independent, as
shown by the following alternative solutions.

- The rule f given, for each (q, AC) ∈ GDP, by

∀j ≤ qn,∀i ∈ Q(j),

fij(q, A
C) =

{
Ωij(q, A

C) if
∑

i∈N
∑

j∈{1,...,qi}
AC

ij ≤ 10,

Ψij(q, A
C) otherwise.

satisfies all the axioms except Weak linearity.
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- The rule f given, for each (q, AC) ∈ GDP, by

∀j ≤ qn,∀i ∈ Q(j), fij(q, A
C) =

1∑
k∈N qk

∑
i∈N

∑
j∈{1,...,qi}

AC
ij

satisfies all the axioms except Independence of higher demands.

To properly explain the next two alternative solutions, we introduce the following
claim. Take any (q, AC) ∈ GDP. Denote by AC(Tot) the set of incremental costs
taken into account in the computation of the total cost (6.4). Take any sequence
(f ij)ij:AC

ij∈AC(Tot) of |AC(Tot)| rules on GDP. Then, the map f defined as

f(q, AC) =
∑

AC
ij∈AC(Tot)

f ij(q, I ijAC
ij) (6.28)

is also a rule on GDP. Indeed, by the properties of the sum, it holds that f assigns a
positive cost share to each demand of each consumer. Moreover, by (6.4), f satisfies
the budget balanced condition.

In the next two alternative solutions, we define rules computed in a similar manner
than (6.28). This will be useful to understand how the rule treats each incremental
cost individually.

- Take any (q, AC) ∈ GDP and any h ∈ N . Let us focus on a given (q, Ik1AC
k1).

Recall that Q(1) = N . Define the cost share Ψ−h
i1 (q, Ik1AC

k1) of a consumer
i ∈ N for its demand unit 1 by

Ψ−h
i1 (q, Ik1AC

k1) =



AC
k1

N
if i /∈ D̂(k) ∪ {k} and i = h,

0 if i /∈ D̂(k) ∪ {k} and i ̸= h,

AC
k1

1− 1
N

|D̂(i) ∪ {i}|
if i ∈ D̂(k) ∪ {k} and h /∈ D̂(k) ∪ {k},

Ψij(q, I
k1AC

k1) otherwise.

This cost share behaves just like the Connection rule, but it gives special treat-
ment to h by allocating it a non-null share for irrelevant costs. Indeed, for each
i ∈ N , the cost share allocated by the Connection rule in (q, Ik1AC

k1) is given
by

Ψi1(q, I
k1AC

k1) =


0 if i /∈ D̂(k) ∪ {k},

AC
k1

D̂(i) ∪ {i}
if i ∈ D̂(k) ∪ {k}.

The main difference between the two costs shares Ψ−h
i1 (q, Ik1AC

k1) and

Ψi1(q, I
k1AC

k1) is that the former allocates
AC

k1

N
to h whenever AC

k1 is an irrelevant
cost for h, whereas the later allocates it a null share. In case AC

k1 is a relevant
cost for h, then the two cost shares coincide.
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Observe that∑
i∈N

Ψ−h
i1 (q, Ik1AC

k1) = AC
k1. (6.29)

Indeed, if h ∈ D̂(k) ∪ {k}, then Ψ−h
i1 (q, Ik1AC

k1) = Ψi1(q, I
k1AC

k1). By the fact
that Ψ satisfies Independence of higher demands and by Proposition 30, it
follows that (6.29) holds. If h /∈ D̂(k) ∪ {k}, then∑

i∈N

Ψ−h
i1 (q, Ik1AC

k1) =
AC

k1

N
+ |D̂(i) ∪ {i}|AC

k1

1− 1
N

|D̂(i) ∪ {i}|
= AC

k1,

which shows that (6.29) holds.

Using the rule Ψ−h, let us define another rule denoted by f . For each demand
level j > 1 and each consumer i ∈ Q(j), fij(q, A

C) = Ψij(q, A
C). As for the

demand level 1, f is defined by

∀i ∈ N, fi1(q, A
C) =

∑
k∈N

Ψ−h
i1 (q, Ik1AC

k1).

We show that f satisfies the budget balanced condition. By (6.29), it holds
that ∑

i∈N

fi1(q, A
C) =

∑
k∈N

∑
i∈N

Ψ−h
i1 (q, Ik1AC

k1)

=
∑
k∈N

AC
k1.

This means that f recovers all the incremental costs generated by the first
demands of the consumers, and share them entirely among the first demand
unit of the consumers. Since f coincides with the Connection rule for any level
of demand above 1, by definition of the Connection rule, we can conclude that
f satisfies the budget balanced condition. The rule f satisfies all the axioms
except Equal impact of irrelevant costs since consumer h is getting a special
treatment for its first level of demand.

- Take any (q, AC) ∈ GDP. For each k ∈ N , fix any parameter αk ∈ [0, 1]. The
rule fα is defined, for each (q, AC) ∈ GDP, as

∀j ≤ qn,∀i ∈ Q(j),

fα
ij(q, A

C)

=
∑

k∈D̂−1(Q(j))∪Q(j)

[
αkΨij(q, I

kjAC
kj) + (1− αk)Ωij(q, I

kjAC
kj)
]
.
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This rule operates different compromises between the connection principle and
the uniformity principle for each pipeline of the network. For instance, pipeline
k ∈ N may be attributed a parameter αk = 1, in which case the rule fα

will share the incremental costs generated by k according to the connection
principle. Alternatively, pipeline k′ ∈ N may be attributed a parameter αk′ =
0, in which case the rule fα will share the incremental costs generated by k′

according to the uniformity principle.

We show that fα satisfies the budget balanced condition. Pick any j ≤ qn. By
definition of the Connection rule and the Uniform rule, it holds that∑

i∈Q(j)

fα
ij(q, A

C)

=
∑

k∈D̂−1(Q(j))∪Q(j)

[
αk
∑

i∈Q(j)

Ψij(q, I
kjAC

kj) + (1− αk)
∑

i∈Q(j)

Ωij(q, I
kjAC

kj)
]

=
∑

k∈D̂−1(Q(j))∪Q(j)

[
αkAC

kj + (1− αk)AC
kj

]
=

∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj.

We obtain the desired result∑
j≤qn

∑
i∈Q(j)

fα
ij(q, A

C) =
∑
j≤qn

∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj

=
∑
k∈N

∑
j≤qk

AC
kj.

The rule fα satisfies all the axioms except Location independence of irrelevant
costs.

- The rule f is defined, for each (q, AC) ∈ GDP, as

∀j ≤ qn,∀i ∈ Q(j),

fij(q, A
C) =

[( 1

|Q(j)|2
+

1

|Q(j)|

) ∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj

]
− Ψij(q, A

C)

|Q(j)|
.

To leave no room for doubt, let us show that this rule satisfies the budget
balanced condition. Take any (q, AC) ∈ GDP and any j ≤ qn. Since Ψ satisfies
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Independence of higher demands, by Proposition 30, it holds that∑
i∈Q(j)

fij(q, A
C) =|Q(j)|

[( 1

|Q(j)|2
+

1

|Q(j)|

) ∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj

]
− 1

|Q(j)|
∑

k∈D̂−1(Q(j))∪Q(j)

AC
kj

=
1

|Q(j)|
∑

k∈D̂−1(Q(j))∪Q(j)

AC
kj +

∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj

− 1

|Q(j)|
∑

k∈D̂−1(Q(j))∪Q(j)

AC
kj

=
∑

k∈D̂−1(Q(j))∪Q(j)

AC
kj.

Therefore, we obtain the desired result∑
j≤qn

∑
i∈Q(j)

fij(q, A
C) =

∑
j≤qn

∑
k∈D̂−1(Q(j))∪Q(j)

AC
kj

=
∑
k∈N

∑
j≤qk

AC
kj.

This rule satisfies all the axioms except Fairness. Indeed, for any (q, I ij) ∈ GDP
such that i ∈ Q(j), it holds that

fij(q, I
ij) =

[( 1

|Q(j)|2
+

1

|Q(j)|

) ∑
k∈D̂−1(Q(j))∪Q(j)

I ijkj

]
− Ψij(q, I

ij)

|Q(j)|

=
1

|Q(j)|2
+

1

|Q(j)|
− 1

|Q(j)|
1

(D̂(i) ∪ {i}) ∩Q(j)
.

Moreover, for each k ∈ Q(j) such that k /∈ D̂(i) ∪ {i}, it holds that

fkj(q, I
ij) =

1

|Q(j)|2
+

1

|Q(j)|
.

The desired result holds since

fkj(q, I
ij) > fij(q, I

ij).

- Take any (q, AC) ∈ GDP. For each k ∈ N and each j ≤ qk, define the vector
β(kj) as

∀i ∈ N, βij(kj) =


20 if i = k,

10 if i ∈ D̂(k),

1 otherwise.
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The rule fβ given by

∀j ≤ qn,∀i ∈ Q(j),

fβ
ij(q, A

C) =
∑

k∈D̂−1(i)∪{i}

βij(kj)∑
i′∈Q(j)

βi′j(kj)
× AC

kj,

satisfies all the axioms except Downstream symmetry.

6.4 Rules and multi-choice games

For each gas distribution problem, we derive a specific multi-choice game, which we
call the gas distribution game. Using this gas distribution game, we study how our
rules relate to the solution concepts for multi-choice games introduced in Section 4.2.
In particular, we show that the Connection rule is a stable rule, in the sense that
consumers have an interest in becoming customers of the operator.

6.4.1 The gas distribution game

A gas distribution game, derived from a gas distribution problem (q, AC), measures
the total cost of each gas distribution problem (s, AC) in which each consumer i ∈ N
has an effective demand of si ≤ qi. Put differently, a gas distribution game is a
collection of all the total costs that could be generated by gas distribution networks
smaller than the one they are derived from.

Definition 37 (The gas distribution game). For each (q, AC) ∈ GDP, its asso-
ciated gas distribution (multi-choice) game (q, vC,D) is defined as

∀s ≤ q, vC,D(s) =
∑
i∈N

C(i, si)

=
∑
i∈N

∑
j∈{1,...,si}

AC
ij (6.30)

where ∀i ∈ N, si = max
k∈D̂(i)∪{i}

sk.

In a gas distribution game, the players represent the consumers and the activity
levels represent the demands of the consumers. The worth vC,D(s) represents the total
cost associated with the gas distribution problem (s, AC) in which each consumer
i ∈ N has an effective demand of si. Obviously, vC,D(q) coincides with the total cost
of operating the gas distribution network and vC,D(0, . . . , 0) = 0 since C(i, 0) = 0
for each i ∈ N . Since C(i, .) is non-decreasing, for each i ∈ N , it follows that a gas
distribution game is monotonic, meaning that for each (q, AC) ∈ GDP,

∀s ≥ t, vC,D(s) ≥ vC,D(t).
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6.4.2 Rules and solution concepts for multi-choice games

For each gas distribution problem, the Connection rule applied to the problem co-
incides with the multi-choice Shapley value applied to the gas distribution game
associated with the problem. To prove this, we need an intermediary result. To
that end, consider a gas distribution problem (q, AC) ∈ GDP and its associated gas

distribution game (q, vC,D). For each j ≤ qn, define the TU-game (N,w
(q,vC,D)
j ) as

∀E ∈ 2N , w
(q,vC,D)
j (E) =vC,D

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek
)
∧ q

]
− vC,D

[(∑
k∈N

(j − 1)ek
)
∧ q

]
.

The worth w
(m,vC,D)
j (E) can be interpreted as the surplus in cost generated in vC,D

when a group of players E decide to increase their activity level from j−1 to j while
all the other players play the activity level j − 1 or their maximal feasible activity
level if they are unable to play j − 1. The next proposition is already proved on the
class of monotonic multi-choice games (see 4.69).

Proposition 33. For each gas distribution problem (q, AC) ∈ GDP and its associ-
ated gas distribution game (q, vC,D), it holds that

∀(i, j) ∈M+, φij(q, v
C,D) = Shi(N,w

(q,vC,D)
j ). (6.31)

Theorem 31. For each gas distribution problem (q, AC) ∈ GDP and its associated
gas distribution game (q, vC,D), it holds that

φ(q, vC,D) = Ψ(q, AC). (6.32)

Proof. Consider (q, AC) ∈ GDP and j ≤ qn. For each k ∈ N , define the TU-game
(Q(j), Rk) as

∀E ⊆ Q(j), Rk(E) =

{
1 if E ∩ (D̂(k) ∪ {k}) ̸= ∅,
0 otherwise.

By definition of the Shapley value,

∀i ∈ N, Shi(Q(j), Rk) =


1

|(D̂(k) ∪ {k}) ∩Q(j)|
if i ∈ D̂(k) ∪ {k},

0 otherwise.

(6.33)
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Consider (q, vC,D) ∈ G, the gas distribution game associated with (q, AC). Consider
the TU-game (Q(j), w(q,vC,D)) and observe that, for each E ⊆ Q(j),

w
(q,vC,D)
j (E) =vC,D

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek

)
∧ q

]
− vC,D

[(∑
k∈N

(j − 1)ek

)
∧ q

]

=
∑
i∈N

[
C

(
i, max

h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek
)
∧ q

]
h

)

− C

(
i, max

h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek
)
∧ q

]
h

)]

=
∑

i∈D̂−1(E)∪E

[
C

(
i, max

h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek
)
∧ q

]
h

)

− C

(
i, max

h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek
)
∧ q

]
h

)]

+
∑

i/∈D̂−1(E)∪E

[
C

(
i, max

h∈D̂(i)∪{i}

[
(
∑
k∈N

(j − 1)ek +
∑
k∈E

ek) ∧ q

]
h

)

− C

(
i, max

h∈D̂(i)∪{i}

[
(
∑
k∈N

(j − 1)ek) ∧ q

]
h

)]
. (6.34)

For each i ∈ D̂−1(E)∪E, there exists at least one h ∈ D̂(i)∪{i} such that h ∈ E ⊆
Q(j). Therefore, for each i ∈ D̂−1(E) ∪ E,

max
h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek
)
∧ q

]
h

= j. (6.35)

On the other hand,

max
h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek
)
∧ q

]
h

= j − 1. (6.36)

For each i /∈ D̂−1(E)∪E, there is no h ∈ D̂(i)∪ {i} such that h ∈ E. Therefore, for
each i /∈ D̂−1(E) ∪ E,

max
h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek +
∑
k∈E

ek
)
∧ q

]
h

= max
h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek
)
∧ q

]
h

.

(6.37)
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For the sake of clarity, for each i /∈ D̂−1(E) ∪ E, we use the notation

Ki = max
h∈D̂(i)∪{i}

[(∑
k∈N

(j − 1)ek
)
∧ q

]
h

.

Therefore, by (6.35), (6.36) and (6.37), (6.34) becomes

w
(q,vC,D)
j (E) =

∑
i∈D̂−1(E)∪E

[
C(i, j)− C(i, j − 1)

]
+

∑
i/∈D̂−1(E)∪E

[
C(i,Ki)− C(i,Ki)

]
=

∑
i∈D̂−1(E)∪E

AC
ij + 0

=
∑
i∈N

AC
ij ×Ri(E).

By Proposition 33, for each i ∈ N and j ∈ {1, . . . , qi},

φij(q, v
C,D) = Shi

(
Q(j),

∑
l∈N

AC
lj ×Rl

)
=
∑
l∈N

AC
lj × Shi

(
Q(j), Rl

)
=

∑
l∈D̂−1(i)∪{i}

AC
lj

|(D̂(l) ∪ l) ∩Q(j)|

= Ψij(q, A
C).

The second equality follows from the Linearity of the Shapley value and the third
equality follows from (6.33). This concludes the proof of the theorem. ■

The next result states that, for each gas distribution problem, the Uniform rule
applied to the gas distribution problem coincides with the multi-choice Equal division
value applied to the gas distribution game associated with the problem.

Theorem 32. For each gas distribution problem (q, AC) ∈ GDP and its associated
gas distribution game (q, vC,D), it holds that

ξ(q, vC,D) = Ω(q, AC). (6.38)

Proof. The proof of the theorem follows directly from (6.30) and Definition 29. ■

The next result states that, for each gas distribution problem, the set of Mixed
rules applied to the problem coincides with the set of multi-choice Egalitarian Shapley
values applied to the gas distribution game associated with the problem.
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Theorem 33. Let α = {αj}1≤j≤K be a parameter system such that αj ∈ [0, 1] for
each 1 ≤ j ≤ K. For each gas distribution problem (q, AC) ∈ GDP and its associated
gas distribution game (q, vC,D), it holds that

χα(q, vC,D) = µα(q, AC). (6.39)

Proof. The proof of the theorem follows directly from Theorem 31 and Theorem 32.
■

We introduce the definition of the Core of a gas distribution game. This definition
is highly inspired from the definition of the Core of multi-choice games (see Definition
16).

Definition 38 (The Core). The Core of a gas distribution game (q, vC,D), denoted
by C(q, vC,D), is the set of payoff vectors x ∈ R

∑
i∈N qi defined as

∀s ≤ q,
∑
i∈N

si∑
j=1

xij ≤ vC,D(s), (6.40)

∀l ≤ qn,
∑
i∈N

l∧qi∑
j=1

xij = vC,D((l ∧ qi)i∈N). (6.41)

If we re-interpret the Core conditions in terms of rule for gas distribution problems,
condition (6.40) ensures that consumers always pay less than the cost of supplying
themselves in gas and (6.41) states that if a group of consumers, which synchronize
their demands in the sense of a synchronized coalition, decide to supply themselves
without resorting to the network operator, then they should pay the same amount
as they would have been charged by the operator. Thus, the Core can be viewed as
the set of stable rules, in the sense that consumers have an interest in becoming
customers of the operator. We point out that condition (2.43) is the opposite of
the original definition of the Core of a multi-choice game (see Definition 16). This
difference lies in the fact that the worth of a coalition and the payoffs both represent
some costs. In this context, it is more desirable, for a coalition of consumer, to pay
less than their actual worth. For each gas distribution problem, the multi-choice
Shapley value applied to a gas distribution game is always in the Core. Therefore,
the Connection rule is a stable rule.

Theorem 34. For each gas distribution problem (q, AC) ∈ GDP and its associated
gas distribution game (q, vC,D), it holds that

φ(q, vC,D) ∈ C(q, vC,D). (6.42)

Proof. In Chapter 4, we show that the multi-choice Shapley value belongs to the Core
of super-modular games. Since the game reflects costs in this framework, the multi-
choice Shapley value belongs to the Core of sub-modular (cost) games. Therefore, it
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suffice to show that gas distribution games are sub-modular games to prove Theorem
34. Consider a gas distribution game (q, vC,D) ∈ G associated with a gas distribution
problem (q, AC) ∈ GDP. For each s, t ∈M,

vC,D(t) + vC,D(s) =
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

sk)

+
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

tk),

and vC,D(s ∨ t) + vC,D(s ∧ t) =
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

(sk ∨ tk))

+
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

sk ∧ tk)).

Take any i ∈ N . Without loss of generality, assume that

max
k∈D̂(i)∪{i}

sk ≥ max
k∈D̂(i)∪{i}

tk.

Then, on the one hand,

max
k∈D̂(i)∪{i}

(sk ∨ tk) = max
k∈D̂(i)∪{i}

sk

=⇒ C(i, max
k∈D̂(i)∪{i}

(sk ∨ tk)) = C(i, max
k∈D̂(i)∪{i}

sk).

On the other hand, since C is non-decreasing, it holds that

∀k ∈ D̂(i) ∪ {i}, sk ∧ tk ≤ tk

⇐⇒ max
k∈D̂(i)∪{i}

(sk ∧ tk) ≤ max
k∈D̂(i)∪{i}

tk

=⇒ C(i, max
k∈D̂(i)∪{i}

(sk ∧ tk)) ≤ C(i, max
k∈D̂(i)∪{i}

tk).

This shows that, for each i ∈ N ,∑
i∈N

C(i, max
k∈D̂(i)∪{i}

(sk ∨ tk)) +
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

(sk ∧ tk))

≤
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

sk) +
∑
i∈N

C(i, max
k∈D̂(i)∪{i}

tk),

and so, we obtain the desired result

vC,D(s ∨ t) + vC,D(s ∧ t) ≤ vC,D(s) + vC,D(t).

■
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6.5 Conclusion

In this chapter, we define gas distribution problems and provide three solutions con-
cepts for these problems. Applying the Connection principle and the Independence
of higher demands principle, we propose the Connection rule. Applying the Unifor-
mity principle and the Independence of higher demands principle, we propose the
Uniform rule. In order to make a trade-off between the Connection principle and
the Uniformity principle, we propose the Mixed rules. We provide an axiomatic
characterization of each one of these rules. Additionally, we show that these rules
coincide with solution concepts from multi-choice games. In particular, we show that
the Connection rule applied to a gas distribution problem belongs to the Core of a
specific multi-choice game derived from this problem.

Throughout this chapter, we have assumed that each pipeline is designed to meet
its highest downstream demand. Let us call this approach the optimistic approach
to pipeline design. The main drawback of this approach is that a pipeline can only
satisfy a few effective demands at a time. In particular, the highest downstream
demand of a pipeline already saturates its capacity, preventing any other demand
from being satisfied at the same time. However, this approach has its advantages
since it can be implemented at a low cost while ensuring a minimal service to the
consumers.

An alternative approach is the pessimistic approach to pipeline design: the
network operator must be able to satisfy all the effective demands at any time.
Therefore, each pipeline should be designed to meet the sum of all of its downstream
effective demands. Unlike the previous approach, this approach ensures a flawless
service to the consumers. The main drawback of this approach is the resulting total
cost of operating the network. Indeed, a network designed this way would be possibly
too huge and too expensive to be operational.

The two approaches have their advantages and their drawbacks. In practice, a gas
distribution network is rarely design according to the optimistic or the pessimistic
approach. It may be interesting to investigate a new approach that compromises
between these two. Such an approach would be more consistent with the facts since
it makes the network more capable of handling multiple effective demands at the
same time, while limiting the total cost of the network.
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Chapter 7: Concluding Remarks

To conclude, we propose an overview of the results obtained in this thesis. This
allows us to discuss the connections between the chapters, and to show that some
solution concepts introduced in this thesis are interlinked. A diagram to explicit
these connections concludes this chapter.

7.1 Overview

Chapter 3 focuses on multi-choice games with a permission (tree) structure. It inves-
tigates how a permission structure on the player set can be combined with different
levels of participation. To conduct this study, pal-permission structures are intro-
duced, allowing us to define the pal-permission value for multi-choice games with a
pal-permission structure. The pal-permission value is computed as the DP value of a
game restricted by a pal-permission structure. Alternatively, three solution concepts
for multi-choice games with a permission structure are defined. Each of these solu-
tions is computed as the pal-permission value of a multi-choice game with a specific
pal-permission structure, which is derived from the original permission structure and
the participation levels of the players. An axiomatic characterization is provided for
each of these three solutions. This chapter sheds light on the additional difficulties
that arise when one tries to combine a multi-choice game with a structure on the
player set, but does not take into account the Independence of higher demands or
the Uniformity principle.

Chapter 4 focuses on multi-choice games without consideration for any structure.
It addresses the trade-off between marginalism and egalitarianism, which is one of the
main issues in economic allocation problems. The multi-choice Shapley value, the
multi-choice Equal division value and the multi-choice Egalitarian Shapley values
are introduced. Each of these solution concepts satisfies Independence of higher
activity levels, which clearly is an equivalent formulation of the Independence of
higher demands principle adapted to the class of multi-choice games. Additionally,
the multi-choice Equal division value is in line with the Uniformity principle. At least
one axiomatic characterization is provided for each of these solution concepts. This
chapter puts into perspective the principles pursued by GRDF by showing that they
are not always compatible with other desirable properties. We should observe that
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this chapter does not consider the information provided by the distribution network.
Chapter 5 focuses on multi-choice games with a priority structure. The multi-

choice Priority value is introduced, which is defined according to a lexicographic
procedure on two criteria: the activity levels and the position of the players in
the priority structure. Contrary to the solution concepts introduced in Chapter 3,
the multi-choice Priority value satisfies Independence of higher activity levels. This
value combines a principle pursued by GRDF with an information provided by the
gas distribution network. Two axiomatic characterizations of this value are provided.

Chapter 6 proposes cost sharing rules to determine relevant distribution rates.
We resort to three principles: (i) the Independence of higher demands principle, (ii)
the Connection principle and (iii) the Uniformity principle. Applying (i) and (ii),
we derive the Connection rule and applying (i) and (iii), we derive the Uniform rule.
In order to make a trade-off between (ii) and (iii), we propose the Mixed rules. For
each cost sharing rule, an axiomatic characterization is provided. Then, we show that
the Connection rule coincides with the multi-choice Shapley value of a specific multi-
choice game derived from the network and the demands of the consumers. Moreover,
the Connection rule is in the Core of this specific multi-choice game. Finally, we show
that the Uniform rule coincides with the multi-choice Equal division value and the
Mixed rules coincide with the multi-choice Egalitarian Shapley values. Similarly to
Chapter 4, this chapter puts into perspective the principles pursued by GRDF in
the framework of gas distribution problems. This chapter is the only chapter in this
thesis that considers both the information provided by the distribution network and
the two principles retained by GRDF.

7.2 Discussion on Chapters 2, 3 and 5

In this section, new solution concepts for multi-choice games with a pal-permission
structure and multi-choice games with a permission structure are proposed. These
new solution concepts are defined using elements from Chapter 3 and Chapter 4.
Then, we observe that one of these solution concepts coincides with the Connection
rule from Chapter 6, under certain conditions.

In Chapter 3, the Pal-permission value Υ for multi-choice games with a pal-
permission structure is computed by applying the DP value to a restricted game
induced by a pal-permission structure (see (3.7)). Instead of applying the DP value,
one can apply the multi-choice Shapley value, from Chapter 5, to the restricted game.
This results in a new solution concept for multi-choice games with a pal-permission
structure, denoted by υ, and defined, for each (m, v, P+) ∈ GP , as

∀(i, j) ∈M+, υij(m, v, P+) = φij(m,RP+(v))

=
∑
s≤m

(i,j)∈T (α(s))

∆v(s)

|T (α(s))|
.
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This value extends the Permission value from TU-games with a permission structure
and the multi-choice Shapley value from multi-choice games to multi-choice games
with a pal-permission structure.

Similarly to Definition 27, three new solution concepts for multi-choice games with
a permission (tree) structure can be defined. These solutions are computed from υ
and the m-permission structure, the 1-permission structure and the F -permission
structure from Chapter 2 (see Section 3.5).

- The value g(+,m) on GPT is defined as

g(+,m)(m, v, P ) = υ(m, v, P+
m).

- The value g(+,1) on GPT is defined as

g(+,1)(m, v, P ) = υ(m, v, P+
1 ).

- The value g(+,F ) on GPT is defined as

g(+,F )(m, v, P ) = υ(m, v, P+
F ).

Ni & Wang (2007) and Dong et al. (2012) study a situation where a river is
polluted. To consume the water, the river must be cleaned. When the river passes
through several different countries, a natural question is how should the cleaning
costs be shared among the countries. An extreme solution is that each country only
pays for the cleaning cost at its own region. However, if upstream countries are
also partly responsible for the pollution at a certain river segment, then it seems
reasonable that upstream countries share their downstream countries’ pollution cost.
This idea resulted into the Upstream equal sharing method (UES). On the other
hand, since downstream countries benefit from upstream countries cleaning the river,
it might be reasonable that downstream countries contribute in the cleaning cost of
upstream countries. This idea resulted into the Downstream equal sharing method
(DES). van den Brink et al. (2018) show that the UES and DES methods can be
obtained as the (conjunctive) permission value of an associated TU-game with a
permission structure. The permission structure is opposite to the river structure.
Meanwhile, the associated TU-game, called the stand-alone game, is an additive
game that associates to each coalition of countries the sum of their cleaning costs.

A study similar to van den Brink et al. (2018) can be conducted to show that
the Connection rule can be computed as a value of a specific multi-choice game with
a permission structure. Consider a gas distribution network D and a finite set of
consumers N . Assume that each consumer has an effective demand smaller than
its subordinates in the distribution network. Let us define an associated permis-
sion structure PD that indicates opposite relationships to the ones described by the
distribution network.
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Example 16. For instance, consider a situation with six consumers in a distribution
network D. The gas distribution network and its associated permission structure PD

are given by

a

c b

def

Figure 7.1: D

a

c b

def

Figure 7.2: PD

Thus, in such associated permission structure PD, each consumer has an effective
demand greater than its subordinates.

Consider a gas distribution problem (q, AC) ∈ GDP, where AC is a matrix of
incremental costs induced by a cost function C : Πi∈N{0, 1, . . . , qi} → R. From
(q, AC) ∈ GDP, one can derive a multi-choice game with a permission structure
(q, CSA, PD), C (⃗0) = 0, where CSA : M → R is a characteristic function different
from vC,P , and conceptually close to the stand-alone TU-game used by van den Brink
et al. (2018). For each (q, AC) ∈ GDP, this game verifies

Ψ(q, AC) = g(+,F )(q, CSA, PD). (7.1)

Observe that PD is not a (rooted) permission tree. Therefore, the conjunctive ap-
proach and the disjunctive approach to coalition restriction do not coincide anymore.
Then, (7.1) only holds if one defines RP+

F
as a conjunctive restriction operator.

7.3 Discussion on Chapters 4 and 5

In Chapter 6, we show that the Connection rule applied to a gas distribution problem
coincides with the multi-choice Shapley value applied to a multi-choice game derived
from the gas distribution problem.

Take any gas distribution problem (q, AC) ∈ GDP and derive the multi-choice
game, as in (6.30), (q, vC,P ) from it. Endow (q, AC) and (q, vC,P ) with a priority struc-
ture (N,⪰) on the player set. The priority structure can model the priority needs of
certain consumers (heating for households, hospital, etc). The triplet (q, vC,P ,⪰) can
be viewed as a monotonic multi-choice game with a priority structure. Therefore,
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one can apply the multi-choice Priority value to (q, vC,P ,⪰), which results in a rule γ
for gas distribution problems with a priority structure. Formally, the rule is defined
as

∀(i, j) ∈M+, γ(q, C,⪰) = Γij(q, v
C,P ,⪰)

=
∑
s≤q

(i,j)∈H(C(s),⪰∗)

∆vC,P (s)

|H(C(s),⪰∗)|
.

This rule divides the surplus generated by each coalition of gas consumers accord-
ing to the lexicographic partial order (M+,⪰∗) introduced in Chapter 5. This rule
differs from the Connection rule since exogenous asymmetries between the players
are taken into account. In this case, the information provided by the gas distribution
network is taken into account two times. It is used to define the game (q, vC,P ), and
also affect the allocation process through a priority structure (N,⪰). Similarly, a
number of rules for gas distribution problems can be defined in this way.

7.4 Discussion on Chapters 2,3 and 4

Chapter 3 considers pal-permission structures, which are structures defined over the
set of pairs player-activity levels, whereas Chapter 5 has very little consideration for
structures defined over the set of pairs, excepted the lexicographic partial order over
the set of pairs.

This section introduces pal-priority structures for multi-choice games. Such struc-
tures can be understood as priority structures defined over the set of player-activity
level pairs. We introduce a value for multi-choice games with a pal-priority structure,
and show that it coincides with the multi-choice Priority value, from Chapter 5, and
the multi-choice Shapley value, from Chapter 4, under certain conditions.

Take any (m, v) ∈ G. A pal-priority structure on M+ represents priority relation-
ships between the pairs formed by a player and one of its activity levels. It reflects
the fact that some activity levels of a player may have priority over some activity
levels of other players in the allocation process. Formally, a pal-priority structure on
M+ is a poset (M+,⪰+). The class of pal-priority structures is denoted by S.

Take any A ⊆ M+. Denote by H(A,⪰+) the non-empty subset of priority pairs
in (A,⪰+) defined as

H(A,⪰+) =
{
(i, j) ∈ A :

[
(i′, j′) ⪰+ (i, j)

]
=⇒

[
(i, j) = (i′, j′)

]}
.

Example 17. Let N = {a, b, c} and m = (3, 3, 2), we have

M+ = {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (b, 3), (c, 1), (c, 2)}.

Take the pal-priority structure (M+,⪰+) illustrated by the following Hasse diagram
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(a, 3)

(a, 2)

(a, 1)

(b, 2)

(b, 3)(b, 1)

(c, 2) (c, 1)

In this case,

H({(a, 1), (a, 2), (b, 1), (b, 2)},⪰+) =
{
(a, 2), (b, 2)

}
;

H({(a, 3), (b, 3), (c, 2)},⪰+) =
{
(c, 2)

}
;

H(M+,⪰+) =
{
(a, 2), (b, 2), (c, 1), (c, 2)

}
.

A multi-choice game on N with a pal-priority structure is a triplet (m, v,⪰+).
The class of multi-choice games with a pal-priority structure is denoted by GS. We
introduce a new value on GS denoted by Λ, and defined for each (m, v,⪰+) ∈ GS as

∀(i, j) ∈M+, Λij(m, v,⪰+) =
∑
s≤m

(i,j)∈H(B(s),⪰+)

∆v(s)

|H(B(s),⪰+)|
. (7.2)

This value extends the Priority value from TU-games with a priority structure and
the DP value from multi-choice games to multi-choice games with a pal-priority
structure.

Observe that the lexicographic partial order (M+,⪰∗) (see Definition 31) is a
pal-priority structure. Therefore, for each (m, v,⪰) ∈ GS, one can derive the unique
pal-priority structure (m, v,⪰∗) ∈ GS, which verifies

∀(i, j) ∈M+, Γij(m, v,⪰) = Λij(m, v,⪰∗).

Take any (m, v) ∈ G. Define the pal-priority structure (M+,⪰Sh) that prioritizes
the pairs with the highest activity levels in (m, v) ∈ G by

∀(i, j), (k, l) ∈M+, (i, j) ⪰Sh (k, l) ⇐⇒ j > l.

Put simply, a pair has priority over another pair in (M+,⪰Sh) if and only if the former
features a strictly greater activity level than the latter. Clearly, to each multi-choice
game (m, v) ∈ G, one can associates a unique (M+,⪰Sh). Observe that (M+,⪰Sh)
verifies

∀s ∈M, H(B(s),⪰Sh) = T (s). (7.3)

By (4.23) and (7.3), for each (m, v) ∈ G, it holds that

∀(i, j) ∈M+, φij(m, v) = Λij(m, v,⪰Sh).
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Example 18. Let N = {a, b, c} and m = (3, 3, 2). The set of pairs is given by

M+ = {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (b, 3), (c, 1), (c, 2)}.

The pal-priority structure (M+,⪰Sh) is illustrated by the following digraph.

(a, 3)

(a, 2)

(a, 1)

(b, 2)

(b, 3)

(b, 1)

(c, 2)

(c, 1)

If s = (1, 2, 2), then

B(s) = {(a, 1), (a, 2), (b, 1), (b, 2), (c, 1), (c, 2)}

and

H(B(s),⪰Sh) =
{
(b, 2), (c, 2)

}
= T (s).

If s = (3, 2, 2), then

B(s) = {(a, 1), (a, 2), (a, 3), (b, 1), (b, 2), (c, 1), (c, 2)}

and

H(B(s),⪰Sh) =
{
(a, 3)

}
= T (s).

All the elements discussed in this conclusion are illustrated by the following figure.
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Chapter 3: Values for
multi-choice games with
a permission structure

Chapter 4: Marginalism,
egalitarianism and effi-

ciency in multi-choice games

Chapter 5: Values for
multi-choice games with

a priority structure

Chapter 6: Sharing the cost
of a gas distribution network

Applying the multi-choice Shap-
ley value to a game augmented
by a pal-permission structure,
yields υ, which can be used to
define g(+,m),g(+,1) and g(+,F ).

The Connection rule applied
to a gas distribution problem
coincides with the value g(+,F )

when applied to a stand-
alone game with a permission
structure derived from the
gas distribution problem.

A rule γ for gas distribution
problems with a priority

structure can be defined by
applying the multi-choice
Priority rule to the multi-

choice games (q, vC,P ) endowed
with a priority structure.

Multi-choice games with a pal-
Priority structure and a value
Λ for such games are possible.

The value Λ can be used
to express the multi-choice

Priority value and the
multi-choice Shapley value.
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Multi-choice clan games and their core. TOP, 17(1), 123–138.

Calvo, Emilio, & Santos, Juan Carlos. 2000. A value for multichoice games. Mathe-
matical Social Sciences, 40(3), 341–354.
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van den Brink, René. 2002. An axiomatization of the Shapley value using a fairness
property. International Journal of Game Theory, 30(3), 309–319.
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