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Abstract 

Recent developments in Raman microspectroscopy have extended its application to biology, medicine 

and pharmaceutical sciences. A prime example is the significant improvements in imaging sensitivity 

and speed that have enabled to apply Raman to biomedical research. Raman imaging is nowadays a 

new imaging modality that can provide molecular level information in biological systems inaccessible 

by conventional optical techniques. Raman imaging provides label free, non-destructive, high 

chemical selectivity with superb optical resolution. 
However, Raman-based microspectroscopy still has its drawbacks. In general, the Raman signal is 

scattered and detected by a camera to ultimately form a hyperspectral image. This generates large 

volumes of data, as well as requires very long acquisition times.  The high data volume inherent in 

Raman microspectroscopy is the major challenge that prevents dynamic spectral imaging fore live 

applications. 

In this thesis, we used the Compressive Raman Technology (CRT), the development of which 

represents a significant advance in the field of Raman spectroscopy. CRT speeds up the measurement 

process and simultaneously simplifies the data analysis. CRT uses a programmable filter located in the 

spectral plane of a spectrometer. It is then possible to select a set of Raman lines specific to a chemical 

compound and detect them not with a camera, but with a faster single-pixel detector. The technology 

is accompanied by a suite of algorithms that define the optimal filters to detect and identify known 

chemical species and recover their proportions. We apply first CRT imaging for the quantification of 

chemical species in the context of polymorph active molecular ingredient in pharmaceutical tablets. 

Second CRT imaging is applied for the detection of micro-plastics coming from natural environmental 

samples. In both cases we demonstrate the superiority of CRT imaging as compared to conventional 

Raman approaches. 
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Introduction 

I have a quite atypical academic cursus coming from environment and biology background I ended up 

doing a PhD in Physics. The main reason to do a thesis is (for me) to learn new things without staying 

in the same field of study. In the search of new approaches that could allow to progress in my fields of 

interest such as ecology. I could read a paper that was using laser light to interrogate the molecular 

content of a sample. This reading was the turning point and I decided to go further into this direction 

and new field for me. Scientific articles linking disciplines such as physics, biology, ecology or evolution 

presented the Raman technique as a candidate to learn more about the intimate molecular structure of 

an unknown sample [1] [2] [3]. I convinced myself that molecular Raman spectroscopy and imaging 

could fit well with the conceptual, technical and pragmatic considerations of ecology [2].  

 

Spontaneous Raman spectroscopy is a molecular spectroscopy technique based on the interaction of 

light with matter [4]. It brings information on the composition or characteristics of the material owing 

to an inelastic light scattering process. When light interacts with molecules in gas, liquid or solid media, 

the vast majority of photons are scattered or propagated but the kinetic energy of the excitatory photons 

is conserved. This phenomenon is called elastic scattering, or Rayleigh scattering. A small number of 

photons, approximately 1 photon for 10 million, will scatter at a different frequency from the excitatory 

photons [5]. This process is called inelastic scattering, or the Raman effect [4]. This effect was predicted 

by A.G. Smekal in 1923 [6], and demonstrated experimentally for the first time in 1928, by C. V. Raman 

(laureate of the Nobel Prize in 1930) and K. S. Krishnan while looking for an optical analogue of the 

Compton effect (1928) in India and by G. Landsberg and L. Mandelstam (1928) in the Soviet Union [7]. 

Since then, the Raman effect has been used in a wide range of applications, from medical diagnostics to 

materials science to reaction analysis. 

Raman spectroscopy provides information on intra- and intermolecular vibrations induced by a light 

stimulus. The vibrational spectrum of a molecule appears as a "molecular fingerprint" or a molecular 

specific "barcode" [8]. This barcode identifies a substance, its structure and the way it interact with the 

molecules around it. Because Raman scattering results from the interaction of light with the intrinsic 

vibration of molecules. A label free technique requires no sample preparation. 

 

Nevertheless, two notable factors constrain the use of hyperspectral Raman imaging on a larger scale, 

despite its multiple advantages. The Raman scattering efficiency process is a first factor because it is 

extremely low: only about 10-6 of the incident intensity is converted into Raman signal and thus leads 

to low signal levels (especially in endogenous compounds) and long integration times [9] [10]. Imaging 

an area of a few hundred µm can easily take minutes or even hours with currently available instruments. 

This limits the implementation of spontaneous Raman imaging to slow dynamics and ex-vivo studies. 
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The development and use of coherent Raman scattering could be an effective solution which will come 

at the expense of spectral range or resolution, cost and complexity [11]. 

If the information contained in a hyperspectral image is considerably more complete than in other 

imaging techniques (i.e. fluorescence), but it comes at the expense of an immeasurably greater volume 

of data. This represents the second constrain of hyperspectral Raman imaging where an image of a few 

hundred µm generates several gigabytes of data. 

In the case of hyperspectral imaging, the data acquired is generally very compressible [12] [13]. This 

parameter is relevant in order to be able to find a more efficient way not only to store, but also to acquire 

data. The recent theoretical and technological progress makes it possible not only to better compress the 

data after acquisition, but also to apply this compressibility further upstream to acquire less data. This 

is to achieve faster and smaller acquisitions in terms of memory used [12] [14] [15]. Under certain 

conditions, this paradigm can go further: the acquisition process can be modified in such a way that the 

partial processing is carried out directly in the hardware [16] [17]. This also reduces the need for post-

processing sessions. 

 

In this thesis, we develop and use an imaging method named compressive Raman technology (CRT) to 

overcome the speed and storage limitation on conventional Raman. Unlike commercial devices that 

record the full Raman spectrum on an array detector, CRT selects and combines some specific Raman 

lines on a fast single-pixel detector. The spectral components are selected (i) numerically with an 

optimisation procedure which minimizes the estimation variance, and (ii) physically with a 

programmable optical filter (digital micromirror device (DMD) [15]). This programmable optical filter 

is located in the spectral plane of a spectrometer [18]. A suite of algorithms that define the optimal 

spectral filters for detecting known chemical species and recovering their concentrations accompanies 

the technology [19] [20] [21]. CRT aims to obtain a substantial acceleration as well as a massive 

reduction in the volumes of data generated. 

 

The work carried out in this thesis has enabled the development of CRT, in particular through two 

applications where the adaptability and efficiency of CRT have been demonstrated. 

The background and the advantages of Raman spectroscopy are presented in the first chapter, but also 

the limits of the technique. The discussion continues by describing alternative acquisition methods and 

recent improvements. 

This path leads directly to chapter 2 where the main principles of compressive Raman are introduced. 

Firstly, various concepts are presented to introduce the processes on which CRT is based. At the same 

time, we show that the efficiency of these processes helps to justify a simpler, optimized and faster 

workflow for compressive Raman imaging. A comparison between conventional and compressive 

spectrometers is presented. We then present our configuration of CRT, oriented for application purposes, 
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with detailed descriptions of the different components and their key roles. This chapter ends with a 

simple experimental implementation on a test sample. 

Chapters 3 and 4 represent the application part of this thesis. CRT is applied to the fields of chemical 

sensing for health problems and pharmacology, initially, with precise analysis of the composition of 

drugs. It will then be translated, to an important environmental problem : the detection of plastic 

pollution. In these two application chapters, we demonstrate the effectiveness of CRT to detect, classify, 

quantify ad image molecular species present in the samples. 

Finally, the potential of CRT will be presented in Chapter 5 where scopes for improvement the 

technology, but also concrete collaborative projects are described. 

 

This work, builds up on the initial PhD of C. Scotté on CRT and results from a collaboration with P. 

Réfrégier, F. Galland and T. Justel from the signal processing team (PhyTI) of the Fresnel Institute. 

External collaborations include the laboratories of SANOFI (Montpellier, France) and IFREMER 

(Brest, France).  
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Chapter 1 

 Introduction to the method of using the Raman 

Effect    

Contents 

 

1.1 Raman effect: Historical development      

1.1.1 Discovery of the Raman effect      p.8 

1.1.2 Infrared spectroscopy : A direct and historic competitor to Raman  

spectroscopy        p.9 

1.2 Spontaneous Raman scattering       p.10 

1.2.1 Molecular vibration  notion      p.10 

1.2.2 Principle        p.12 

1.2.3 Spontaneous Raman conventional technology    p.16 

1.2.4 Limits         p.17 

1.3 Improvement of spontaneous Raman spectrometry    p.19 

1.3.1 Nonlinear optical technique : CARS and SRS    p.19 

1.3.2 A linear alternative approach : Compressive Raman technology  p.21 

1.4 Conclusion          p.21 

 

This chapter introduces the physical and chemical principles underlying Raman scattering and the 

methods based on this phenomenon. This description highlights the context and the issues related to 

Raman scattering and is based on recently published research works. The phenomenon behind Raman 

scattering will first be presented from a classical perspective. While this simplified approach is defective 

to fully understand the mechanisms, it provides a general qualitative understanding and explains the 

basic principles of spontaneous Raman scattering. 

The important features and advantages of Raman spectroscopy will be mentioned but also the limitations 

of the technique. We will continue the discussion by describing alternative acquisition methods and 

recent improvements to finally end up on the analysis of compressive Raman which will be quickly 

introduced here and will be seen in detail in the second chapter of this thesis. Finally we will present the 

compressive Raman analysis. The books of D. Long [5], a tutorial article by H. Rigneault and P. Berto 

[22], and the doctoral thesis by C. Scotté [23] mainly inspire this chapter. 



 
 

8 
 

1.1 Raman effect: Historical development 

1.1.1 Discovery of the Raman effect 

In all preliminary studies of light scattering, centuries ago, the light source was the sun. A light beam 

passing through a dense medium induces different processes. Light is partially reflected, scattered and 

transmitted through the sample, with a certain amount of loss (Fig. 1.1). At thermodynamic equilibrium, 

refraction (deflection of the light wave at the interface between two media), absorption (temporary 

conservation of light energy by the molecule or solid) and diffusion govern the interaction light with 

matter.  

 

 

 

Light scattering is indicated by the instantaneous deviation by the molecule from a part of the light beam 

in multiple directions and different from that of the incoming beam. Most of the scattered light has the 

same energy as the incident light. This phenomenon of elastic scattering of light at the incident 

wavelength is called Rayleigh scattering. However, a small part of the scattered photons (about one 

photon out of 106) gains or loses energy and therefore experiences a wavelength shift. This physical 

phenomenon is called Raman scattering, an inelastic molecular dispersion of light [5] [24] [25]. It is 

directly opposed to infrared spectrometry based on the absorption process. Raman scattering was 

predicted by A.G. Smekal in 1923 [6], and demonstrated experimentally in India for the first time in 

1928 by C.V. Raman (Nobel Prize winner in 1930) and K.S. Krishnan by seeking an optical analogue 

of the Compton effect (1928). This effect was also found at the same time by and by G. Landsberg and 

L. Mandelstam (1928) in the Soviet Union [4], [7]. By focusing spectrally filtered sunlight in a material, 

it was possible to observe new frequencies in the scattered light. 

Transmitted light

Reflection

Excitation

Absorption
Transmission

Elastic scattering Inelastic scattering

Fluorescence Incident light Specular reflection

Scattered light

Figure 1.1: Schematic representation of different phenomena produced in the interaction 
between radiation and dense medium. 
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1.1.2 Infrared spectroscopy: A direct and historic competitor to 

Raman spectroscopy 

During the first years after its discovery, the Raman effect has been extensively addressed in more than 

700 articles in the scientific literature, mainly by physicists and chemists who used it to study the 

vibration and rotation of molecules and to link these phenomenon to molecular structure [26]. By the 

late 1930s, the Raman effect had become the primary method of non-destructive chemical analysis of 

compounds, organic and non-organic, as providing to scientists a way to elucidate the vibrational modes 

of molecules using visible light. It was a ubiquitous technique, providing qualitative and quantitative 

information in a plethora of samples. Then, as noted the biographer Raman G. Venkataraman, there was 

a decline in interest, as "the first bloom of novelty had worn off and physicists were satisfied that they 

understood the origin of the effect".  

 

The development of infrared (IR) spectroscopy, still at the end of the 1930s, was, in part, motivated and 

facilitated by the (un)advances of Raman spectroscopy. The techniques have similarities. They are both 

molecular vibrational signatures by observing localized bonds. However, IR observes electric dipole 

moment variations, while Raman observes electric polarizability variations. The spectra also differ, with 

IR showing irregular absorbance lines and Raman showing a scattered Rayleigh line and the Stoke/anti-

Stoke lines [27]. A practical example of differentiating between these two approaches is the study of a 

crystallization process, in which Raman spectroscopy analyses the solid crystal form(s) and IR 

spectroscopy simultaneously measures characteristics of the solution phase, such as supersaturation 

[28]. 

This is why the rules for selecting the excitations “seen” by Raman and IR are slightly different and 

provide complementarity information [29]. IR spectroscopy is not, a priori, a superior technique to 

Raman spectroscopy. In particular, it has certain important constraints, such as its sensitivity to the 

presence of water, the influence of the local atmosphere, etc. [30]. Nevertheless, its deployment was 

much faster, mainly for practical reasons. IR instruments are more accessible and very easy to use for 

academic communities. Consequently, the Raman technique remained little used for a few years and 

confined only to a limited number of research laboratories. 

The use of Raman spectroscopy as a basic analytical tool changed considerably after the Second World 

War. During the war, IR spectroscopy was reinforced by the development of sensitive detectors and 

advances in electronics. IR measurements quickly became routine operations, while Raman 

measurements still required skilled operators and darkroom facilities. Raman spectroscopy could no 

longer compete with IR until other developments in physics - the laser (1960) and the cameras (1980) - 

worked to revive Raman spectroscopy in a new form from the 1960s. In addition, in the 1980s, the 

development of IR spectroscopy gave a boost to Raman spectrometry. They go so far as to merge with 
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the development of Fourier transform Raman which prefigures the real revival of Raman spectrometry 

[31]. Finally, and thanks to the enormous advances in IR spectroscopy, Raman spectroscopy can be used 

as a routine analytical technique. Many laboratories are using Raman spectroscopy for analyses where 

IR spectroscopy could not be used in the field of analysis of polymorphs [32], local microcrystalline 

structure [33], aqueous systems [34], etc. 

It was also at this time that a technical development indirectly introduced a new advantage for the 

deployment of Raman spectroscopy. Indeed, astronomy pushes for the development of new instruments 

having some similarities with the needs of Raman spectroscopy. As in the case of Raman scattering, it 

involves capturing very small quantities of photons (emitted by stars) at very specific wavelengths. This 

requires very high resolution spectrometers, and avoiding the glare of the detector by light sources close 

to the point of analysis (filter light from stars close to those studied or, in the Raman case, avoid 

recording the light from the laser beam). This is how charge coupled devices (CCD detectors) and 

powerful new Rayleigh filters were made available to the public. 

At the end of the 1980s and the beginning of the 1990s, the scientific community finally had a large 

number of Raman instruments and the technique regained significant momentum and became routine in 

certain university laboratories. However, the number of equipped industrial laboratories remains very 

low, except in the pharmaceutical sector which makes extensive use of it for the characterization of new 

compounds and for identifying polymorphs. 

We need to close this historical description to make room for a more in-depth explanation of the different 

mechanisms that we have introduced here. In particular, we will develop the notion of molecular 

vibration, then we will continue with the very principles of spontaneous Raman to the limits of this 

process. From these discussions we will be able to bounce back on the existing solutions including our 

technology on which this thesis is based. 

1.2 Spontaneous Raman scattering 

1.2.1 Molecular vibration notion 

What is a molecular vibration? How can a molecule vibrate? Rather than talking directly about the 

principles of spontaneous Raman scattering, these questions will be answered first. An understanding 

will thus be provided on the notion of molecular vibration in the simplest way, without going into too 

much detail. 
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At a molecular level, the atoms are linked through molecular orbitals filled with electrons brought into 

play by the atoms; these bonds are sorts of "bridges" between two atoms, which accommodate at least 

two electrons, shared in a more or less balanced way by the atoms. 

When a molecule is subjected to electromagnetic waves in the IR range, these waves interact specifically 

with the bonds, which leads the molecule to “vibrate”, i.e. to make atoms approach and move away from 

each other. Each bond has its own characteristics whose depends on the atoms composing the bond (in 

terms of size, valence and atomic mass) and their electrons involved, but also depending on the 

surroundings. This is why each bond specifically absorbs certain wavelengths in the IR, while remaining 

transparent to other wavelengths in the IR [35]. 

 

In order to complete these answers in a somewhat more schematic way, we must begin the study of a 

very simple system by adopting a classical wave point of view. A molecule of diatomic gas is thus 

considered (Fig. 1.2). The two atoms, of masses 𝑚𝑚1and 𝑚𝑚2 are connected by a chemical bond, similar 

to a spring aligned on the x-axis. As with a conventional mass-spring-mass system, this bond-atom 

assembly can vibrate. 

 

 
  

 

For this molecule, it is necessary to refer to the following equation to obtain a description faithful to the 

experimental observations. This case study is also called the harmonic oscillator [36] [37].  

𝜐𝜐0 =
1

2𝜋𝜋
�
𝑘𝑘
𝜇𝜇

  (1.1) 

Where 𝜇𝜇 = 𝑚𝑚1𝑚𝑚2
𝑚𝑚1+𝑚𝑚2

 is the reduced mass of the system (in kg) and 𝑘𝑘 the stiffness constant (or "force 

constant") of the connection (in N/m). The frequency 𝜐𝜐0 thus depends specifically on the molecule 

studied. 

The vibrational states of a molecule can be probed in different ways. The most direct way is IR 

spectroscopy, since vibrational transitions generally require an amount of energy that corresponds to the 

IR region of the spectrum. In our case study Raman spectroscopy which, unlike direct absorption 

processes, generally uses visible light, can also be used to directly measure vibrational frequencies. Also, 

in Raman scattering, the frequency of the applied electric field need not to match the resonant 

𝑋

𝑚𝑚1 𝑚𝑚2

Figure 1.2: Simple model of the gas molecule 
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frequencies of the system. On the contrary, the electric field must simply induce a disturbance of the 

electronic cloud [29] [30]. 

1.2.2 Principle 

Among the existing analytical techniques, Raman spectroscopy is widely used in research laboratories. 

Indeed, the wide range of analysable materials, the diversity of features that can be measured (nature 

and chemical structure, orientation of molecules etc.) as well as the non-invasive aspect of this method, 

explains its popularity [38]. The phenomenon of Raman scattering concerns photons, which is why we 

use here classical and quantum mechanics to understand the phenomenon correctly. 

To begin with, at the microscopic scale, molecules can be visualized as a set of dipoles with positive 

(nuclei) and negative (electrons) charges. The electrons are found in the area surrounding the nucleus 

and are an integral part of the atom: this area is called the “electron cloud”. Under the influence of an 

oscillating electric field 𝑬𝑬��⃗ , the positively charged particles vibrate in one direction (that of the electric 

field 𝑬𝑬��⃗ ), while the others, negatively charged, vibrate in the other direction (opposite direction to that of 

the field 𝑬𝑬��⃗ ). In dielectric materials, these charges being bound by electrostatic interactions, there is a 

certain elasticity of the bond between the charges. Their movement, according to the frequency of the 

oscillating field 𝑬𝑬��⃗ , create an oscillating dipole. In the Figure 1.3, a representation at the molecular scale 

shows this oscillation of an electron bound to its nucleus. 

 

 
 

 

In a classical approach, the inelastic scattering of light arises from an induced dipole oscillating at a 

frequency different from that of the incident light. The polarizability assesses the response of the electron 

cloud to the external electric field 𝐸𝐸�⃗ . 

 

+-

𝐸𝐸

𝑋0 0

Nucleuselectron

Figure 1.3: Schematic representation of an oscillating electric dipole  
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As soon as the material studied is subjected to a monochromatic electromagnetic wave of frequency ω, 

it is possible to model the deformation of the electronic field as a spring which oscillates slightly around 

its equilibrium position at the frequency ω: 

𝐸𝐸�⃗ =    𝐸𝐸�⃗ 0 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔) (1.2) 

The response of the molecule to the perturbation 𝐸𝐸�⃗   can be measured with the electric dipole moment  𝑷𝑷��⃗  :  

𝑃𝑃�⃗ = [𝛼𝛼]𝐸𝐸�⃗   (1.3)  

[α] being the polarizability tensor of the molecule (or of the solid). It represents the response capacity 

(in the case of charge displacement) of the electronic cloud to deform when submitted to an external 

electric field 𝑬𝑬��⃗ . It reads as follows: 

𝛼𝛼 = �
𝛼𝛼𝑋𝑋𝑋𝑋 𝛼𝛼𝑋𝑋𝑋𝑋 𝛼𝛼𝑋𝑋𝑋𝑋
𝛼𝛼𝑌𝑌𝑌𝑌 𝛼𝛼𝑌𝑌𝑌𝑌 𝛼𝛼𝑌𝑌𝑌𝑌
𝛼𝛼𝑍𝑍𝑍𝑍 𝛼𝛼𝑍𝑍𝑍𝑍 𝛼𝛼𝑍𝑍𝑍𝑍

� 

 
Where 𝛼𝛼𝑖𝑖𝑖𝑖 are the components of 𝛼𝛼 in the frame (Oxyz). 

 
The dipole moment 𝑷𝑷��⃗  will then be defined by the expression below, equivalent to equation (1.2): 
 

�
𝑃𝑃𝑋𝑋
𝑃𝑃𝑌𝑌
𝑃𝑃𝑍𝑍
� = �

∝𝑋𝑋𝑋𝑋 ∝𝑋𝑋𝑋𝑋 ∝𝑋𝑋𝑋𝑋
∝𝑌𝑌𝑌𝑌 ∝𝑌𝑌𝑌𝑌 ∝𝑌𝑌𝑌𝑌
∝𝑍𝑍𝑍𝑍 ∝𝑍𝑍𝑍𝑍 ∝𝑍𝑍𝑍𝑍

��
𝐸𝐸𝑋𝑋
𝐸𝐸𝑌𝑌
𝐸𝐸𝑍𝑍
� 

 

Polarizability evaluates the response of the electron cloud to the external electric field. It increases as 

the volume occupied by the bonding electrons increases. The vibrations can be represented by the 

variation of the normalized coordinate, 𝑢𝑢, of the displacement of the atoms compared to their 

equilibrium position, 𝑢𝑢0, at a frequency Ω of the following form:  

𝑢𝑢 = 𝑢𝑢0 𝑐𝑐𝑐𝑐𝑐𝑐(Ωt) (1.4) 

 

The first order development of polarizability as a function of the 𝑢𝑢 coordinate gives:  

[𝛼𝛼] = [𝛼𝛼0] + �
𝜕𝜕[𝛼𝛼]
𝜕𝜕𝜕𝜕

�
𝑢𝑢=𝑢𝑢0

(𝑢𝑢 − 𝑢𝑢0) (1.5) 

 

Where [𝛼𝛼0] being the polarizability tensor undisturbed by the nuclear movement. The combination of 

equations (1), (2), (3) and (4) gives:    
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𝑃𝑃�⃗ = [𝛼𝛼0]  𝐸𝐸�⃗ 0 𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔) + �
𝜕𝜕[𝛼𝛼]
𝜕𝜕𝜕𝜕

�
𝑢𝑢=𝑢𝑢0

(𝑢𝑢 − 𝑢𝑢0) 𝑢𝑢0𝐸𝐸�⃗ 0 𝑐𝑐𝑐𝑐𝑐𝑐(𝛺𝛺𝛺𝛺)𝑐𝑐𝑐𝑐𝑐𝑐(𝜔𝜔𝜔𝜔)  (1.6) 

 

However,  

cos(Ωt)cos(ωt) =  1
2� �cos�(ω− Ω)t� +  cos�(ω + Ω)t��  (1.7) 

So the expression of polarization becomes:  

P��⃗ = [α0]  E��⃗ 0 cos(ωt) + 1
2� �
∂[α]
∂u

�
u=u0

u0E��⃗ 0�cos�(ω− Ω)t� +  cos�(ω + Ω)t�� (1.8) 

In equation (1.8), the first term is a dipole oscillating at the frequency ω, giving rise to elastic Rayleigh 

scattering. In that case, the electronic dipole radiation oscillates at same frequency identically that of the 

incident electromagnetic wave. The other two terms correspond to two dipoles radiating at ω and 

oscillating at frequencies ω− Ω and ω + Ω. They are responsible for Raman Stokes and Anti-Stokes 

scattering, respectively, and come from energy transfer between light and molecules. During the 

interaction, the molecule reaches a higher energetic state with a short lifespan called "virtual state" (Fig. 

1.4). Thus, the system being excited into a virtual level of energy by absorption of an incident photon is 

correlated to a photon being emitted with the same energy in the case of Rayleigh scattering, and 

different energy in the case of Raman scattering [39]. In the latter case, the system transits to a different 

energy level than its initial state. For Stokes scattering (ω− Ω), the final state has higher energy than 

the initial one while for anti-Stokes scattering (ω + Ω), the system reaches a lower energy level. 

Therefore, the energy difference between the incident and the scattered photons matches the energy shift 

between two vibration levels of the molecule (or of the solid). As a result, using monochromatic light 

and analysing the spectrum of scattered light enables to recover the vibrational spectrum of molecules 

(or solids) concerned. 

The energy of the scattered light is shifted from that of the incident wave by a value equal to the energy 

transition between vibration states of the molecule. According to this approach, the Stokes scattering 

and the anti-Stokes scattering would be of the same intensity. However, experimentally, the intensity of 

the Stokes scattering is always (excluding resonance) greater than that of the anti-Stokes scattering. The 

simplified Jablonski diagram corresponding to the different scattering processes is shown in Fig. 1.4. 

This diagram is an energy diagram. It arranged with energy on a vertical axis. The energy levels can be 

quantitatively denoted, but most of these diagrams use energy levels schematically. The rest of the 

diagram is arranged into columns. 
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The probability that the system is initially in an excited vibrational level is always lower than the 

probability that it is in the fundamental level at ambient temperature, but it increases with temperature 

according to Boltzmann's law. Consequently, as it has already been said, except under resonant 

excitation conditions, the Raman Stokes scattering is always more intense than the anti-Stokes scattering 

and the ratio of their intensities depends on the temperature and the frequency of the vibration concerned. 

(Fig 1.5) [40]. 

 

 

Concerning the Rayleigh line, it serves as an origin to measure the Raman displacements that are defined 

as the difference between the wave number of the Rayleigh line and that of the scattered light. The 

Raman displacement associated with a given vibration is therefore independent of the wavelength of the 

excitation beam. In practice, the Rayleigh line, which is very intense, is removed using a highly 

dispersive filter or monochromator and most often only Stokes scattering is observed.  

Ω0

Ω0 − Ω𝑅𝑅
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levels

Vibrational
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state
Rayleigh 
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scattering

Inelastic 
Raman 
Stokes 

scattering

Inelastic 
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Anti-Stokes 
scattering

𝜆𝜆𝑙𝑙𝑎𝑠𝑠𝑒𝑟

Anti-Stokes
Raman Scattering
𝜆𝜆𝑠𝑠𝑐𝑎𝑡𝑡𝑒𝑟 < 𝜆𝜆𝑙𝑙𝑎𝑠𝑠𝑒𝑟

Rayleigh Scattering
𝜆𝜆𝑠𝑠𝑐𝑎𝑡𝑡𝑒𝑟 = 𝜆𝜆𝑙𝑙𝑎𝑠𝑠𝑒𝑟

Stokes
Raman Scattering
𝜆𝜆𝑠𝑠𝑐𝑎𝑡𝑡𝑒𝑟 > 𝜆𝜆𝑙𝑙𝑎𝑠𝑠𝑒𝑟

Ω0 + Ω𝑅𝑅

𝐸𝐸 𝛺𝛺

Ω𝑅𝑅 Ω𝑅𝑅

𝜔𝜔𝑆𝑆 𝜔𝜔𝑃𝑃 𝜔𝜔𝐴𝐴𝑆𝑆 𝜔𝜔

Figure 1.5: Scattered Raman light for a molecule having a single vibrational frequency mode Ω𝑅𝑅. 
The anti-Stokes scattered line is less intense than the Stokes one. 

Figure 1.4: Different energy transitions that can take place during a Raman analysis. Ω0  corresponds to 
the excitation frequency of the laser, Ω𝑅𝑅 corresponds to the vibration frequency of the molecule. The 

vertical axis represents energy (E) analysed.  
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1.2.3 Spontaneous Raman conventional technology 

After having quickly described the theoretical principles of spontaneous Raman scattering, the 

knowledge of the experimental implementation of the process will allow to have a better overview. 

Thus, typically, in a conventional Raman imaging optical system, there is first a laser beam focused on 

a sample. Raman scattering is then collected and spectrally dispersed on an array detector - for each 

spatial position of the sample (Fig. 1.6). The essential components of a classical Raman system involve: 

 
In the excitation path  

(1) A light excitation source, usually a continuous wave laser, (2) a microscope and an with (ideally) a 

large numerical aperture (NA) to detect as much scattered light as possible, and (3) a scanning system, 

which scans the excitation beam (galvanometer mirrors or 𝑥𝑥𝑥𝑥 table). Or the sample itself (e.g. with a 

piezo-electric stage). 

 
In the detection path 

(1) Filters that separate Raman scattered light from the excitation beam and Rayleigh scattered light. 

(dichroic mirror, notch filter), (2) a confocal slit or pinhole, (3) a diffractive component such as a prism 

or grating followed by a confocal system and (4) an array of detectors, such as a charged couple device 

(CCD) or an electron multiplying charged couple device (EMCCD). 

 

S

G

Laser

D
M

O

𝑋
𝑌Camera

(b) Spectrometer (a)  Microscope

Camera

𝜆𝜆

𝜆𝜆

𝑋

F1
F2

Figure 1.6: Conventional setup for Raman imaging (a) the microscope where a laser beam is focused is 
imaged on the sample. Raman scattered light is collected and filtered by (b) a spectrometer and confocal 

element (slit). The Raman light frequency components are dispersed by a grating on a camera. The scanning 
of the laser beam (or of the sample) in x and y, which can be ensured by galvanometric mirrors or a stage 

e.g., leads to an image through raster scan reconstruction. O: lens, M: mirror, D: dichroic mirror, S: slit, G: 
grating, F1: laser line filter, F2: notch filter. 
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1.2.4 Limits 

Each band of a Raman spectrum represents the interaction of incident light with certain atomic 

vibrations. Therefore, the atomic vibrations, in turn, are controlled by the sizes and masses of the atomic 

species of which the sample is composed, the bond strengths between these atoms and the symmetry of 

their arrangement in the molecular structure. These factors affect not only the frequencies of the atomic 

vibrations and the observed Raman shifts, but also the number of Raman bands observed, their relative 

intensities, their widths and their polarization. Therefore, Raman spectra are very specific for a certain 

type of sample and can be used for identification and structural characterization of unknowns [41]. 

This is how Raman spectroscopy technique offers high chemical selectivity with optical resolution in 

label free imaging. This method uses, as said above, the intrinsic imprint of the vibrational spectrum of 

molecules that can be considered as a “barcode” for them, each species having a unique set of amplitudes 

and frequencies. This is why, by reading a vibration spectrum, one can identify quantitatively and 

qualitatively the chemical species present. A key advantage of confocal Raman microscopy is that it 

uses excitation and detection wavelengths in the visible or near IR, thus providing high spatial resolution 

microscopy capabilities on the order of hundreds of nanometers. On the other hand, despite its low cost 

on the market and the higher signal levels, conventional vibrational spectroscopy uses the absorption of 

IR radiation which, due to its longer wavelength (ranging from 2.5 µm at 25 µm), does not provide high 

resolution microscopy (a few micrometers only) and cannot be operated in water. 

 
Raman and IR cross-sections  

Spontaneous Raman imaging is an appropriate candidate for chemical imaging of biological samples. 

In practice, the Raman scattering efficiency process is nevertheless extremely low (only of the order of 

10-6 of the incident intensity is converted into a signal) and leads to low signal levels (especially in 

endogenous compounds) and long integration times [9], [10]. This is a limiting factor for applications. 

The Raman scattering cross sections are of the order of 10-30 cm2 per molecule (10-11 less efficient than 

IR absorption) whereas a fluorescent absorption cross section with 1 photon can reach 10-16 cm2 [42].  

 
Acquisition time 

Therefore, to obtain an appropriate Raman spectrum, it is necessary to integrate several tens or hundreds 

of milliseconds for each pixel, which means that a single image can take from a few minutes to several 

hours to acquire.  

But this long acquisition time is not only due to the low Raman cross section. It is also caused by the 

detection method itself. The system uses, as demonstrated in the previous part in 1.1.2.2, a grating 

combined with a detector array which makes possible to capture a whole Raman spectrum on the camera 

at once. This detection scheme divides the total Raman signal onto different camera pixels. This can 
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lead to a very limited stream affecting each camera pixel and data storage management [43]. These 

sensitive multi-pixel cameras of the CCD or even EMCCD type are necessary in order to compensate 

for the weak spontaneous Raman effect. Such cameras, which are then expensive, limit dynamic 

applications where fast imaging is required, due to slow reading speed and associated electronic noise 

[44]. This part is very well illustrated in Scotté's thesis (2020) by the well-detailed appendix B.1 [23]. 

Commercially available camera capabilities can best record a spectrum in 10 ms for CCD cameras (with 

associated high readout noise) and 760 µs using less than 10 lines along the x-axis for EMCCDs [45] 

[46]. This acquisition time therefore makes “live dynamic process” imaging impossible with such a 

technique. For example, in biology, nothing is really fixed in a medium that we observe; due to the 

inherent motion of organelles, or such as the simple contraction of a muscle, bio-imaging must often be 

faster than any motion artifact. The acceleration of Raman imaging is therefore essential to its evolution. 

 
Background signal 

The problem of fluorescence sometimes arises. The Raman effect is different from that of fluorescence 

since it is a scattering process: Raman is scattering, fluorescence is not, but both are incoherent. 

Fluorescence occurs when the frequency of the incident radiation makes it possible to reach an excited 

electronic level of the molecule, as may be the case during the analysis of organic materials e.g., which 

brings the system into an excited state. After a certain time (fluorescence lifetime), the system relaxes 

to its at lower energy levels thanks to the emission of photons very often masking the Raman signal 

[10]. Essentially, the result of both processes is the same: a photon with a different frequency than the 

incident photon is emitted and the molecule is brought to a lower energy level. However, the difference 

is that Raman scattering can occur at any frequency of incident light. Unlike fluorescence, Raman 

scattering is not an electronic resonant effect except in the case of resonant Raman spectroscopy [47]. 

This means that the wavelength of a Raman peak will change according to the excitation wavelength, 

whereas a much broader fluorescence peak is linked to a specific frequency and will therefore be 

insensitive to the excitation wavelength [48]. 

It is possible overcome this fluorescence background phenomenon by using excitation wavelengths that 

are less energetic such as 1064 nm, in the near IR. The drawback is a decrease of the Raman signal being 

proportional to 1 𝜆𝜆4�  , that must be compensated by a higher laser excitation power or longer integration 

time [39]. Another method would be to look at the lifetime of these two phenomena. Given that the 

lifetime of the florescence emission is longer (a few nanoseconds) than that of the Raman scattering (a 

few picoseconds), it is possible to use time gating and temporal filtering to detect the Raman photons 

just after (few hundreds of ps) the arrival of the excitation pulse [49] [50] [51]. Further background 

information is detailed on which methods can be employed for fluorescence suppression purposes in 

Raman spectroscopy in the article by W. Dong in 2015 [48]. 
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1.3 Improvement of spontaneous Raman 

spectrometry 

Despite its relatively low cost, the spontaneous Raman effect nevertheless leads to long acquisition times 

for a single image, from a few minutes to several hours. In addition, in biology, if organelles of a cell 

are not fixed in one way or another, the images can show significant artefacts [52]. 

In this thesis, we will only consider spontaneous Raman. Nevertheless, it is necessary to mention briefly 

nonlinear optical approaches as another possible solution to speed up Raman imaging. 

1.3.1 Nonlinear optical technique: CARS and SRS 

By using nonlinear optics, It is possible to excite coherently the vibrational modes and to increase the 

Raman signal by several orders of magnitude [11].  

Thus, complementary nonlinear optical techniques have been developed such as coherent Raman 

scattering. Unlike the phenomenon of spontaneous Raman scattering, coherent Raman scattering 

microscopies - with the two most popular versions being stimulated Raman scattering (SRS) and 

coherent anti-Stokes Raman scattering (CARS) - have shown the ability to access fast imaging (with a 

pixel dwell time down to 1 µs). Thus allowing live, label free imaging of biochemical components in 

cells. Nonlinear optical phenomena were made possible by the invention of the laser in 1960, even 

though the first predictions of these phenomena are dated 1930s [53] [54]. The first experiment of 

nonlinear optics was made in 1961 (generation of second harmonic) and starting from 1965, most of the 

effects of nonlinear optics were explained theoretically including, among them, the coherent Raman 

process [55] and stimulated Raman scattering (SRS) more specifically, in a ruby laser study [56]. 

 CARS and SRS conventional implementation uses two laser beam: a pump beams with an angular 

frequency ω𝑃𝑃, and a Stokes beam with ω𝑆𝑆. The beat frequency of the two lasers pulses reaching 

simultaneously the sample is Ω = ω𝑃𝑃 −  ω𝑆𝑆 and can cause the molecules to oscillate at this beat 

frequency Ω𝑅𝑅 if  Ω𝑅𝑅 = ω𝑃𝑃 −  ω𝑆𝑆 . It is this resonant and coherent process which makes possible to 

obtain an enhancement factor of 107 as compared to spontaneous Raman scattering [57]. A notable 

example is the real-time imaging of lipid droplets in living cells [58] [59].  

 
CARS 

Since its revival in microscopy in 1999 [60] [61], the CARS method has become a leading vibrational 

imaging tool in biological medicine [62] [63]. To explain it briefly, CARS is a four-wave mixing process 

that generates a new field blue-shifted from the pump and Stokes frequencies, called the anti-Stokes 
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field at frequency ω𝐴𝐴𝐴𝐴 = 2ω𝑃𝑃 −ω𝑆𝑆 and a red-shifted field called coherent-Stokes scattering (CSRS) at 

frequency ω𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = 2ω𝑆𝑆 −  ω𝑃𝑃. These anti-Stokes photons (blue-shifted) are more easily detected in the 

presence of single-photon fluorescence [64]. Figure 1.7 gives a spectral view of the CARS process. 

When the energy difference between the pump and Stokes photons corresponds to a molecular vibration 

of the sample, the scattering process is amplified coherently. Rodriguez's review article can provide 

more in-depth detail on the CARS process [65]. 

CARS microscopy is relevant for many areas of research such as imaging of living cells [62] [64], 

skeletal stem cells [66], tracing of toxic nanomaterials in biological tissues [67], monitoring of organelle 

transport in living cells [59], detection of brain tumors [68], volumetric imaging of human somatic cell 

division [69] etc. A comprehensive review can be found in [11]. 

 
SRS 

The SRS process splits in two processes now as stimulated Raman gain (SRG) and stimulated Raman 

loss (SRL). Unlike the CARS process, the SRS signal is generated at the same frequencies as the 

incoming pump and Stokes beams and manifest itself as the SRL and SRG signals [57]. At the resonance 

Ω =  Ω𝑅𝑅, where Ω𝑅𝑅 is the vibrational frequency of the molecule, the intensity of the pump undergoes a 

depletion (SRL), while the Stokes field experiences a gain (SRG) [22]. A detailed description of the 

SRS process can be found in review articles by Hellwarth [70] and Shen and Bloembergen [71]. 

SRS has been successfully applied to imaging of biomolecules in food products [72], atomic 

interferometry [73], plasma physics [74], chemical imaging inside cells [75], bulk and nanoscale 

specimens [76] etc. A comprehensive review of the SRS process can be found in [77]. 

 

 

N
or

m
. A

B
S 

In
te

ns
it

y

Wavelength (𝜔𝜔) (in nm)

0.2

1.2

0.0

1.0

0.8

0.6

0.4

0.2

1.2

0.0

1.0

0.8

0.6

0.4

N
or

m
. P

L 
In

te
ns

it
y

700400 500 600 800300

Δ𝐼𝐼𝑠𝑠

Δ𝐼𝐼𝑝

𝜔𝜔𝐴𝐴𝑆𝑆
CARS

𝜔𝜔𝐶𝐶𝑆𝑆
CSRS

𝜔𝜔𝑆𝑆
SRG

𝜔𝜔𝑃𝑃
SRL

Absorption

Fluorescence

Figure 1.7: Spectral domain view of coherent Raman scattering, induced by two laser beams at frequencies 
ω𝑆𝑆 and ω𝑃𝑃,  with different absorption and fluorescence intensities. Different from the CARS and CSRS 

processes (in grey) which generated new frequencies, the SRL (in red) and SRG (in green) processes result 
in a loss of intensity Δ𝐼𝐼𝑃𝑃 on the pump beam and a gain in intensity Δ𝐼𝐼𝑆𝑆 on the Stokes beam, respectively. The 

process of absorption and fluorescence (linear emission mechanism) are also shown in dark blue and light 
blue, respectively. 
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However, CARS and SRS use complicated and expensive laser sources that limit their broad 

dissemination over the scientific and industrial communities. Another problem is that coherent Raman 

imaging usually focuses on small spectral regions if not a single Raman line, therefore, it does not fully 

address the complexity of the vibration spectrum "barcode". Recent efforts have advanced this limited 

spectral window issue [78]. 

1.3.2 A linear alternative approach: Compressive Raman technology 

Regardless of the method used, to be effective in real-world applications, spectral imaging must 

overcome a major challenge: data throughput. This is even more true when we talk about the Raman 

effect. Given the available data bit rate in computer, it is still difficult to process useful multi-spectral 

information in real time. Nevertheless, the speeds at which spontaneous Raman spectral information can 

be obtained can be increased by using different detection strategies. 

Compressive Raman imaging is one of these detection strategies, that minimises the measurement time 

and the post-processing required by conventional Raman. Meaning that this new technology allows 

researchers to speed up the measurement process and simultaneously simplify data analysis. This 

method is the main object of this thesis as we will detail in chapter 2. 

1.4 Conclusion 

In this first chapter, we demonstrated the Raman optical contrast used throughout this thesis. A relatively 

simple theoretical description helped to understand some important properties of spontaneous Raman 

scattering. This efficient and “label free” process is able to address the molecular fingerprint as a 

“molecule bar code” in order to identify different chemical species. The instrumentation needed to 

obtain a Raman image is simply a focused laser beam that spatially scans the sample and a dispersive 

element that scatters the spectrum on a camera. We showed that the poor efficiency of Raman 

spectroscopy and its long acquisition time are inherent to the low Raman scattering cross section but 

also to its technical implementation, i.e. using cameras. These long acquisition times limit the 

implementation of spontaneous Raman imaging to slow dynamics. These limitations have motivated the 

development of new technological approaches and in particular the “compressive Raman technology” 

that appears as an appealing alternative. 
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In this chapter, the main principles of compressive Raman technology (CRT) will be presented. Simple 

descriptions accompanied by visual aspects will be adopted to explain the different concepts on which 

the compressive method is based. 

In the first part of this chapter, CRT basics will be presented. A comparison of conventional and 

compressive spectrometers will be presented. 

Our experimental implementation of CRT, oriented for application, will be presented with its different 

components and the key roles they have. At the end of this chapter, we will conclude with a simple 

application example which provides further information and allows to get a complete idea of how to 

apply CRT. 
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2.1 Introduction to compressive Raman 

2.1.1 Basics 

To understand why the compressive Raman imaging framework enables a simpler and faster workflow, 

the notion of hypersctral data cube, but also two other distinct concepts need to be explained: 

compressive sensing and single pixel imaging. 

 
Hyperspectral Data Cube 

We saw in 1.2.3 that a conventional Raman imaging optical system requires (i) a light source focused 

on a sample and (ii) a spectrometer where Raman scattering is then collected and spectrally dispersed 

on an array detector. If the sample needs to be imaged, the microscope will combined with a beam 

scanning mechanism that raster scan the beam across the sample and collects, for each pixel the Raman 

spectrum. 

The combination of Raman spectroscopy and microscopy is called “Raman Hyperspectral Imaging” 

[79]. This combination associates a Raman spectrum to each spatial pixel of the sample. Thus, a so-

called “hyperspectral” data cube can be used to represent the signals collected from the system (Fig. 2.1 

– represented here for the reflectance case). 

 

 
Figure 2.1: Representation of a reflectance hyperspectral data cube of green leaf seen in two different illustration 

method. On the left side a hyperspectral cube with its pixel represented in blue associated with its given 
spectrum on λ. On the right side, a sub-image stack forming a 3D hypercube and the reflectance spectrum 

associated with a particular pixel in blue. 
 

By definition, hyperspectral imaging exhibits the spectral content of the scene and imaged objects. For 

each spatial position imaged, it provides a large number of spectral bands (hence the term 

“hyperspectral”), comparable to that of a spectrometer. Since each spatial position is associated with a 

spectral content, we naturally represent the hyperspectral data using a cube, with 2 spatial dimensions 

(𝑥𝑥, 𝑦𝑦 axes) and 1 spectral dimension (𝜆𝜆). As shown in the figure 2.1, these data can be seen as a large 

number of images of the scene that contain the reflectance of visible and infrared light broken down into 

tens or hundreds of spectral bands or as a set of spectra at each spatial position [79]. 

𝜆𝜆 𝑥𝑥

𝑥𝑥

𝜆𝜆𝑥𝑥
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The growing interest in hyperspectral imaging is linked to the wealth of data it contains. Compared to 

monochromatic (in grayscale) and color (known as “RGB”) images where objects are represented on 1 

and 3 spectral bands respectively, hyperspectral imaging gives access for each pixel to a full spectrum, 

discretized over several tens or even hundreds of values. This fineness of spectral information gives 

hyperspectral imaging a much greater ability to analyze scenes than black & white or color imaging 

[80]. By giving access to the spectrum, it is possible to identify the sample nature very accurately – the 

term “spectral signature” illustrates this capacity for identification [81] [82]. 

Nevertheless, the intrinsic three-dimensional structure of hyperspectral images induce two main 

constraints: (i) a hyperspectral image contains a large number of data, (ii) imaging technologies rely on 

two-dimensional sensors, which can therefore only perceive a projection of the hyperspectral cube. The 

size of hyperspectral images can reach several hundred of megabytes for spatially and spectrally well-

resolved data [83]. This raises storage, transmission and above all processing difficulties, which add to 

the poor efficiency of spontaneous Raman scattering as mentioned in 1.2.4. For these reasons, only few 

on-board systems use hyperspectral data in real time. In this chapter, we aim to explore which solution(s) 

the compressive Raman methodology can bring in order to acquire these data in a faster and more 

efficient way. 

 
Compressive sensing (CS) 

As we have understood, the data processing, is the area that must be optimized. Once detected, these 

high levels of quantitative information must be processed quickly and efficiently. 

A majority of in-situ microscopy video captures are performed with charge-coupled device cameras 

(CCD). The use of these cameras made it possible to acquire the entire image in a single measurement 

thanks to a matrix of pixels similar to that of a digital camera. These devices are based on the charge 

transfer mechanism. It allows to transfer the photoelectrons of each pixel to a single analog/digital 

converter; This allows to digitise the entire image with a reading rates in the range of a few tens of MB/s 

[84]. Despite significant progress made with the introduction of CCD direct detection cameras: which 

dramatically increase the magnitude of the readout rate (less than ms to capture a full frame), 

improvement in temporal readout and reduction in the use of electrons [85] [86] data transfer remains 

limited. Data transfer therefore becomes the main challenge to overcome compared to that of electron 

detection. 

Compressive sensing (CS) is a signal processing technique which allows one to efficiently acquire and 

reconstruct a signal. This was highlighted in Candès et al. and Donoho, in 2006 in [87] [88]. CS 

combines detection and compression in a single operation and could still have the potential to improve 

the temporal resolution of all detectors [86]. Conventionally, the signal sampling frequency for lossless 

data acquisition is given by the Nyquist-Shannon theorem which states that to accurately reconstruct a 

band-limited signal, it must be sampled at a frequency at least twice the frequency higher present. That 

is, to solve a spectral feature with a bandwidth 𝑑𝑑𝜔𝜔 in a spectral interval 𝐷𝐷𝜔𝜔 one requires 𝑃𝑃𝑤𝑤 = 𝐷𝐷𝜔𝜔 𝑑𝑑𝜔𝜔⁄  
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spectral samples. In addition, spectral imaging requires 𝑃𝑃𝑤𝑤 ×  𝑃𝑃𝑠𝑠 total samples (𝑃𝑃𝑠𝑠 = the number of 

spatial pixels). CS uses computationally efficient algorithms to increase the data acquisition speed. The 

way it works is as follow : CS manages to design a non-adaptive detection scheme to measure signals 

in basis that makes the signal must be sparse in some basics, effectively reducing the number of 

measurements below the Nyquist-Shannon theorem [86] [89]. This is possible in an unsupervised way, 

i.e. with little prior knowledge of the sample studied. CS measures with 𝑀𝑀 filters to retrieve 𝑁𝑁 

information (𝑀𝑀 < 𝑁𝑁) if the information is sparse in a certain basis. 

In other words, CS makes possible to directly capture a representation of an image with a small 

dimension. This, in order to obtain a considerable under-sampling of the signal by using post-acquisition 

reconstruction algorithms [79] as it has been done in the fields of magnetic resonance imaging [90] and 

radar imaging [91] [92]. Also, regarding the many real-life datasets that may be sparse (some spectral 

or spatial features are essentially zero value or redundant), the development of a wider range of imagery 

would not necessary provide more spectroscopic detail [79]. 

 
Single pixel image 

CS is largely based on a process called “multiplexed measurement” [93]. In multiplex measurement, the 

signal is mixed, detected by a multi-channel or even single-channel sensor, and not mixed by calculation. 

This framework is called "single pixel imaging" because it requires only one light-sensitive detector 

more commonly called "single pixel detector" (SPD) (Fig. 2.2). 

 
Figure 2.2: Comparison between (a) conventional and (b) compressive spectrometers. In compressive 

spectrometers, the CCD camera is replaced by a digital micromirror device (DMD) combined with a single pixel 
detector (SPD). 
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This association (DMD + SPD) offers a cheaper alternative (that represents a competitive advantage) 

over conventional cameras (multi-pixel counterpart) [43]. 

By definition, and basically, a single-pixel camera performs a type of scanning that can take many forms. 

With its single pixel, this camera weakly detects intensity information from many locations at once. This 

approach, compared to traditional point scanning-based methods, offers different advantages among 

which its ability to retrieve multipixel images faster [93]. Moreover, it can offer better performance, 

such as faster temporal response, improved detection efficiency, or even lower dark counts. Such 

advances may be of importance in situations where detected intensities are very low due to scattering or 

absorption losses, e.g. medical imaging or long-range 3D imaging [93] [43]. This is because the single 

pixel detector collects signal coming from a large number of points that would be address sequentially 

in conventional approaches. 

Finally, single pixel camera is able to perform a compressive detection directly at the data acquisition 

stage. Hence, it is able to reduce storage and data transfer requirements in an optimized way. This is an 

important point concerning remote sensing studies or even, and especially, when the problem is of large 

dimension such as hyperspectral imaging [79] [94]. 

2.1.2 Origin and background of compressive Raman 

Compressive Raman imaging was implemented for the first time at Prudue University by the work of 

Wilcox et al. in 2013, concerning supervised imaging [95]. Indeed, unlike CS which measures the image 

with 𝑀𝑀 random filters to find the  𝑁𝑁 information (𝑀𝑀 < 𝑁𝑁), compressive Raman implies a solid prior 

knowledge of the system under study and thus uses filters adapted to that prior spectral information. 

More precisely, in the context of spectroscopic imaging, "supervised imaging" means that the spectra of 

pure chemicals are known in advance to know whether a chemical is qualitatively or quantitatively 

present in an unknown mixed solution [96]. This is because each spectrum of a mixture can result from 

several pure chemical components. 

In 2013 Wilcox et al. demonstrated that a spectral filter (or multivariate optical element), in this case a 

DMD, can exploited for estimation of the concentration and chemical compounds in a mixture. In 1995, 

a DMD was used for first time as a light modulator in a visible spectrometer and revealed with a contrast 

ratio equivalent to 60:1 [97]. Comparison with the same ratio today, which may be 30 times higher, 

illustrates the efforts to design a more efficient compressive Raman system. Several approaches to build 

binary filters for Raman systems involving the use of a DMD have been put forward to date in order to 

improve the performance of this system. Among them, the binary filters, developed by Scotté et al., is 

based on maximizing the precision of the estimates of the proportions of the components [19] [18]. 

Another technique, developed in parallel by Buzzard and Lucier, aims to minimize the error in 

estimating the photon emission rates of the chemical species studied -OBCD strategy- ; [96] [98]. In this 
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thesis, we explore applications of this compressive Raman system while maintaining the theoretical 

approach initiated by Scotté and her collaborators. They used an algorithm statistical estimator using 

filters design using statistical estimation theory to minimize the Cramer-Rao lower bound  to optimize 

the precision of concentration estimation of known chemical species with binary spectral filters which 

will be detailed later in this chapter [19]. 

2.1.3 Compressive Raman spectrometer 

With a conventional Raman spectrometer (Fig. 2.3(a)), where classically a laser scans the sample and a 

CDD camera receives the entire Raman signal, the result is a hyperspectral data cube where each pixel 

(in 𝑥𝑥 and 𝑦𝑦) contains a spectrum (in 𝜆𝜆). In this case, each spectrum can result from the mixture of several 

pure chemical components. The entire Raman signal measured requires a long and complex post-

processing step in order to sort the information assumed to be linear mixture and estimate the proportions 

of each chemical product, for each pixels [95] [18] [23]. 

Compressive Raman technology (CRT) belongs to the field of supervised imaging, i.e. the chemical 

species present within a sample are known a priori. The basic idea is as follow: if one measures the pure 

spectra of the complex mixture beforehand, one can estimate the unknown relative proportions of each 

species within the mixture. 

In this case, a conventional spectrometer can be modified. The camera is replaced by a combination of 

a spectral filter and an SPD. These two elements make it possible to realize an optical scalar product in 

the spectral domain: the spectrally dispersed signal is filtered and summed on a SPD (Fig. 2.3(b)). This 

combination of spectral filter and SPD form the compressive Raman spectrometer and allow the signal 

to be directly spectrally filtered during the measurement. This directly provides the desired chemical 

information which can be extracted without recording a full spectrum. In other words, the pixels 

contained in the hyperspectral data will be identified as a mixture of a priori known pure species. This 

scheme drastically limits the data follow between the spectrometer and the computer. 
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Figure 2.3: (a) of a conventional Raman spectrometer and in (b) of a compressive Raman spectrometer where 

the camera is replaced by an SPD combined with a spectral filter. D: dichroic mirror, S: slit, G: grating. While in 
(a) the species proportions are extracted from the Raman spectrum, in (b) the optimized spectral filter designs 

are made possible by the supervised imaging condition. An optical projection is carried out, making possible to 
extract proportion information without recording a spectrum. Image adapted from Scotté's thesis [23]. 

 
Technology potential 

At the end of chapter 1, the main limitations of spontaneous Raman scattering and its association with 

conventional spectrometers have been presented. Regarding CRT, the starting conditions are quite 

different and the limits need to be redefined. 

Indeed, having strong prior knowledge about the system under study allow us to optimize the 

spectrometer. This is an important consideration on improving the technology for Raman applications. 

Firstly, regarding the Raman signal, instead of being spectrally dispersed on an array detector (Fig. 

2.3(a)), multiple wavelengths are multiplexed on an SPD (Fig. 2.3(b)), this gives more signal. In 

addition, the data generated are lower in dimensionally and require less post-processing (since most of 

the processing is done during optical measurement). Added to this is the rate of acquisitions in high 

signal regime, which is no longer limited by the reading speed of the cameras. Thanks to SPD short 

reading time (ns), CRT can potentially acquire Raman images at high speed. Last but not least SPD are 

limited by the quantum noise (shot noise) and achieve a high signal-noise-ratio (SNR) as good scientific 

cameras do this too compared to cameras. 

However, it is important to clarify that the aforementioned advantages of this technology are only 

attainable after a learning (or calibration) step of the study to which it will be applied. E.i. once the 

spectral filters have been defined to optimize the acquisition. This is why compressive Raman is most 

useful for chemical analysis when a study involves several experiments with the same type of chemicals. 

Under optimal conditions, all these advantages, and in particular the increase in acquisition speed, can 

allow CRT to be used in fields such as in vivo imaging or to follow dynamic processes (For both 
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scientific and industry applications). It is an emerging imaging method already in the fields of chemistry 

[99] or more specifically pharmaceuticals [100] [101]. 

In this context, our aim is to apply this new CRT. In a way, we will prove the efficiency gain of the 

Raman spectrometer but also its ability to adapt to different problems and conditions allowing us to 

optimize the measurement time. 

In the following part, the experimental scheme used for our measurements is detailed. The calibration 

of each element participating in the design of the compressive spectrometer, as well as the method of 

construction of our optimal filters, will be detailed in order to better understand the approach adopted 

during the application processes. 

2.2 Experimental condition 

Our motivation to use CRT has focused on biomedical and ecology studies such as the rapid analysis 

and identification polymorph and other substrates in pharmaceutical tablets, or microplastics. We 

described here the different elements used in CRT to make the technology functional. This thesis follows 

the work carried out by C. Scotté in 2018 [23]. 

2.2.1 Setup requirements and specifications 

One of the main questions when choosing the most suitable Raman system is to determine what is the 

most suitable wavelength for the laser to be integrated into the equipment. 

The Raman signal (the specific position of the peaks observed on the Raman spectrum of a material) is 

only dependent on the chemical structure of the material and is independent of the excitation wavelength. 

The Raman "spectral signature" will therefore not change depending on the choice of the wavelength of 

the laser used. However, each excitation wavelength has advantages and disadvantages for a given 

application and it is essential to choose the most suitable laser to optimize the measurements. 

The most important difference is related to the excitation efficiency. The Raman scattering signal is 

proportional to 𝜆𝜆−4, where 𝜆𝜆 is the wavelength of the excitation laser. For example, Raman scattering at 

532 nm is 4.7 times greater than at 785 nm and 16 times greater than at 1064 nm [102]. Therefore, at 

first sight the shorter laser wavelength is always the better option. Nevertheless, as we have already 

explained, the main challenge of Raman spectroscopy is its relatively weak signal strength compared to 

fluorescence, and most complex molecules exhibit autofluorescence when excited with ultraviolet light 

and/or visible. As a result, most organic and biological samples must be excited in the near infrared 

(NIR) to prevent the Raman signal from being drowned out by the fluorescence background. The strange 
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dichotomy created by these competing effects, where a decrease in wavelength will produce greater 

signal intensity while increasing background noise (autofluorescence) is the most important factor that 

explains the multiplicity of laser wavelengths used in Raman spectroscopy. 

An excitation wavelength in the NIR is an often a good compromise. A standard wavelength of 785 nm 

was thus selected providing a Stokes-shifted Raman signal between about 800 nm and 1 µm. This 

corresponds to a low absorption spectral region [103].  

Another advantage of being at this standard wavelength is that we can use a silicon-based detector 

allowing to stay in the shot-noise limited regime. For this same reason, we ruled out the possibility of a 

longer excitation wavelength (classically 1064nm) because silicon has no response above 1.1 µm. The 

use of a sensitive detector in the near infrared, generally an array of Indium gallium arsenide (InGaAs), 

will be necessary for dispersive instruments. In addition, in order to limit costs, the InGaAs arrays 

generally used have 512 pixels (vs. 2048 for most silicon detector-based systems). This leads to lower 

spectral resolution and/or a narrower measurement range in terms of the Raman shift. The 785 nm 

wavelength therefore presents for us the best signal / fluorescence / spectral resolution compromise and 

the widest range of applications (about 3000 Raman shift wavenumbers). 

Overall, the CRT instrumentation is composed of optimized optical elements (to maximize the 

throughput of the instrument) since Raman applications generally exhibit few photons. A commercial 

microscope is included in the system. Regarding the scanning method over the 𝑥𝑥 and 𝑦𝑦 axes, it is based 

on the combination of galvanometric mirrors and scanning lenses which can achieve precision scanning 

down to about 1 µs per pixel. A stage combined with the microscope also ensures the scanning on these 

same axes in order to be able to make an assembly of several fields of view (mosaic) of the sample 

adjacent with each other. 

2.2.2 Setup description 

The experimental scheme is shown below in Figure 2.4. Two parts can be distinguished. The first part 

is the microscope and it is located the right side of the diagram. The excitation source comes from a 

continuous wave laser at 785 nm. This laser excitation source is scanned on the 𝑥𝑥 and 𝑦𝑦 axes of the 

sample using a system combining galvanometric mirrors (GM) and scanning lenses (L2). Once in the 

microscope, the laser beam is redirected by a prism (P) towards a tube lens (L1) and an objective (O) to 

focus the light and activate the Raman contrast. Once the backscattered Raman signal is collected from 

the sample, it travels back the same optical path to reach the entrance of the spectrometer where there is 

a confocal slit (S) to reject some of the out-of-focus light and provide spectral resolution. The system 

combining a dichroic mirror (D) and a notch filter ensures that only the Raman signal is retained at the 

spectrometer input. 
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The spectrometer represents the second part of our configuration. It is located on the left hand side in 

figure 2.4. After reaching the confocal slit, the grating (G) spatially disperses the different Raman 

wavelengths. The digital micromirror device (DMD) then filters these different wavelengths. Then, the 

spectral components selected by the "ON" segments of the DMD emerge. They are spatially recombined 

using a second grating positioned in negative dispersion, thus cancelling the dispersion of the first 

grating. Under these conditions, the signal can be collected on the small active area of a single photon 

avalanche photodiode (SPAD). 

 
Figure 2.4: CRT experimental setup, built around a commercial microscope. O: objective, P: prism, GM: 

galvanometric mirrors, D: dichroic mirror, S: slit, G: grating, DMD: digital micromirror device:  SPAD: single-
photon avalanche photodiode, F1: laser line filter, F2: notch filter. L1: tube lens (200 mm), L2: scanning lens (50 

mm), L3 − L7: achromatic doublets of focal lengths 100, 125, 100, 100, 75 mm, respectively. Illustration 
adapted from Scotté's thesis [23]. 

 
Laser 

In our configuration, the light excitation source that was selected is a laser diode module 

(L2K0785SD0090B-IS-TH-L - IPS). This laser operates at a wavelength of 785 nm with an 

output power of 100 mW (with a possible power variation of less than 1%). This power is fixed 

at 60 mW at the sample level. 

Both robustness and stability (vibrations, temperature changes, etc.) were adapted to the 

conditions required by the conditions of Raman spectroscopy. A laser line filter integrated into 

the latter makes it possible to reduces the bandwidth down to 0.3 cm-1. Polarized vertically, 

this laser beam has only one spatial mode [104]. The diameter of the laser spot is 1.5 mm and 

the quality of the laser beam is poor with a shape that is close to a square. Finally, the laser is 

attached to a controller module of the same brand (L-type Controller module) [105]. 
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Scanning system 
The scanning system combined a pair of galvanometric mirrors (GM) and a scanning lens. 

These two elements allow scanning over the 𝑥𝑥 and 𝑦𝑦 axes of the sample. A program (Labview 

in our case) controls the pair of silver galvanometric mirrors (Cambridge Technology) so that 

their positioning is constantly of high precision. They are conjugated with the back focal plane 

of the objective with a four magnification. The GM image of is reimaged at the back focal 

plane of the objective. This will be detailed in the next paragraph. 

Scanning lens (L2) are a pair of achromatic of 2 inches diameter. They are placed so that their 

glass crown are face to face, approaching a system similar to that of Plösse [106]. This allows 

the scanning system to be telecentric. The focal length of this scanning lens is 50 mm so that 

the field of view (FOV) around 120 µm at the plane of the sample. 

Finally, a platform combined with the Nikon microscope (where the sample is deposited) 

allows us to control the location of the sample (in 𝑥𝑥 and 𝑦𝑦). The aim is to have several FOVs 

of the sample and to combine them to obtain a large field of view mosaic image.  This platform 

is connected to a Controller (Tango2: 00-76-125-1802 - TANGO), that can be controlled by 

the user [107]. 

 
Microscope system 

A commercial microscope from Nikon (Eclipse TE2000U) is used. A prism (P) redirected the 

light towards the sample while passing through the objective. The transmission efficiency of 

this part was found to be 91% and 83% once the tube lens (L1) was added. Figure 2.6, 

illustrates this transmission efficiency, as well as those of all the other elements making our 

setup, measured and shaped during the work of Scotté [23]. 

 
Objective lens 

The objective lens is a Nikon air lens (CFI Plan Apochromat Lambda) with ×20 magnification. 

Its numerical aperture (NA), is 0.75, and its transmission in the NIR region, greater than 80% 

between 800 nm and 1000 nm. This is relatively high and this justifies its use in our case. 

 
Notch filter & dichroic mirror 

A long-pass filter reflecting the exciting light source (more than 94% for a light of 785 nm) 

and transmitting the Stokes-shifted Raman signal (more than 93% above 795.2 nm with a sharp 

transition) was combined to the dichroic mirror (Fig. 2.6). 

The system ensuring that only the Raman signal is retained at the entrance of the spectrometer 

is firstly composed of a dichroic mirror (D) (Semrock – LPD02-785RU) [108].  
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A holographic notch filter (F2) (HSPF785.0 - Kaiser) of optical density ≥ 6 and with a spectral 

bandwidth ≤ 10 nm (162 cm-1) was placed at the entrance of the spectrometer, at normal 

incidence. The goal is to reject most of the remaining excitation and Rayleigh light at 785 nm. 

 
Grating 

An optical grating diffracts or transmits (depending on the type) light into several beams of 

different diffraction or transmission angles. In our case, we use two (identical) transmission 

grating (T-1200-850s - LightSmythTM) [109]. Their groove density is 1200 mm-1 and their 

transmission efficiency is ≥ 94% for polarization parallel to grating lines. However, this same 

efficiency decreases drastically for the opposite polarization, leading to an average 

transmission efficiency of ≈ 85% at 850 nm (Fig 2.6). 

The first scattering grating was arranged to be at the same angle of incidence and diffraction 

at 850 nm (Littrow configuration). This way we should get the highest diffraction efficiency 

[110]. The second grating was careful placed after DMD in order to correctly cancel the 

dispersion effect applied by the first grating. 

 
Spectral filter: DMD 

Spectral filters, also called "multivariate optical elements", can take the form of interference 

filters such as a DMD. The latter works as a spatial light modulator (SLM) to direct NIR light, 

thereby selecting the different wavelengths to be detected and generating high-speed patterns 

for advanced imaging. 

During Scotté's work [23], a DMD (V-7001, Vialux, 0.7” XGA resolution, with V4395 

controller board) with a total reflection efficiency of 60% was used. In this thesis, a new DMD 

(V-650LNIR, Vialux, 0.65” WXGA resolution, with V4395 controller board), whose design 

is more suitable for NIR light, was installed on our setup. Optically, it is organized in 1280 

columns by 800 rows of micro-mirrors. The size of each micro-mirror is 10.8 × 10.8 µm. We 

bin 10 pixels (mirrors) together, thus having a macropixel size slightly lower than the spectral 

resolution of the spectrometer. An aluminum coating ensures a reflection efficiency of 85% at 

the wavelengths of interest [111]. Combining this efficiency with the other losses established 

previously, the total efficiency of DMD in this window is approximately ≥ 69% (Fig. 2.6). 

Each of these micro-mirrors is switchable between two discrete angular positions: – 12° and + 

12°. The angular positions are measured relative to a flat state at 0°, which is parallel to the 

plane of the mirror array. The tilt direction is perpendicular to the hinge axis, which is 

positioned diagonally to the entire array. Thus, our DMD is arranged so as to have an offset of 

45° in our configuration so that the mirrors can correctly diffract the light on one side (ON: 

towards the detector) or on the other (OFF: towards the absorber). Finally, the DMD is installed 
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on a mount with adjustment of the 𝑥𝑥, 𝑦𝑦 and 𝑧𝑧 axes in order to select the wavelength region of 

interest (𝜆𝜆) and adjust its (𝑥𝑥,𝑦𝑦) position relative to the focus.  

 
Detector: SPAD 

The signal from the DMD is routed through an avalanche photodiode operating in the photons 

counting mode. The single-photon avalanche diode is a highly sensitive semiconductor 

electronic device that exploits the photoelectric effect (Figure 2.5) to convert light into 

electricity. The specificity is its ability to detect signals of very low intensity (down to single 

photons). 

Here we use the single-photon avalanche photodiode (ID120-IDQ) with an active surface 

diameter of 500 μm and a theoretical quantum efficiency of 80% [112]. This single-photon 

detection module is based on a silicon avalanche photodiode. Its efficiency value of 75% is 

reached at 800 nm but decreases drastically to reach 5% at 1050 nm (Fig. 2.6). This drop in 

efficiency is (simply) explained by our choice of 785 nm excitation wavelength involving our 

Raman signal at the limit of the sensitive region of silicon-based detectors (between ≈ 800 nm 

and 1100 nm). 

 
Figure 2.5: Simple illustration of photoelectric effect 

 
System alignment 

In order to align the spectrometer at the correct wavelength, which is different from the 

excitation wavelength, a laser diode operating at 846.8 nm (CPS850 - Thorlabs), falling into 

the Raman photon detection range, is used for the alignment mimicking a Raman signal of 927 

cm-1 (in the middle of the fingerprint region). 

Finally, in order to allow for a correct alignment and adjust certain characterizations of the 

setup, the microscope is equipped with a CMOS camera (DCC1545M - Thorlabs) and an NIR 

LED. 
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2.2.3 Set up properties 

This section illustrates the features of our CRT instrument such as the transmission efficiency of the key 

elements or their spectral and spatial properties. We will then conclude this chapter by demonstrating 

our CRT instrument capability on a sample. 

 
Transmission efficiency 

Figure 2.6 below illustrates the different efficiency details of each of the elements of our configuration. 

Thus, this figure represents, from emission to detection, the transmissions of the main optical elements 

allowing us to detect the Raman signal. Ultimately, all of these different transmissions led our setup to 

have a maximum Raman signal efficiency of ≥ 18% around 800 nm. 
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Figure 2.6: (a) Transmission of the main assembly elements. ‶× 𝟐𝟐″ is specified when one of the 

elements of the configuration is crossed twice by the signal. Yields are relatively constant across the 
spectrum, except for the detector. Simulated total collection efficiency of the Raman signal to (b) 

wavelength (nm) and (c) Raman shift (cm-1). Figure adapted from Scotté's thesis [23]. 
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Spectral properties 

Spectral resolution is one of the most essential characteristics of a spectrometer. It refers to the 

bandwidth and sampling rate over which the sensor collects information about the scene. In other words, 

it determines the maximum number of spectral peaks that can be resolved by the spectrometer over a 

given frequency range. 

The calculation of the latter is specific to the optical configuration used. In our specific case, the 

calculation of the spectral resolution is be done according to the approach of W. Demtröder [8]. Thus, 

we have: 

𝛿𝛿𝛿𝛿 = 𝑓𝑓5 �
𝜆𝜆
𝑎𝑎

+
𝑏𝑏
𝑓𝑓4
� �

𝜕𝜕
𝜕𝜕𝜕𝜕
�
−1

(2.1) 

 

Where 𝛿𝛿𝛿𝛿 is the spatial resolution, 𝑓𝑓5the focal length of the lens of the same name in our configuration, 

similarly for 𝑓𝑓4, 𝑎𝑎 represents the size of our laser beam and 𝑏𝑏 the slit aperture (≥ 100 µm). The second 

term 𝜕𝜕
𝜕𝜕𝜕𝜕

 is the linear angular dispersion given by: 

𝜕𝜕
𝜕𝜕𝜕𝜕

=
𝑓𝑓5

𝑘𝑘. cos(𝐷𝐷) (2.2) 

With 𝑘𝑘 =  1
𝑙𝑙
, where 𝑙𝑙 is the groove density of the optical grating (1200 cm-1) and 𝐷𝐷 ≈ 30.7° which is the 

diffraction angle at a wavelength of 850 nm. Thus, the inverse linear dispersion � 𝜕𝜕
𝜕𝜕𝜕𝜕
�
−1

 reaches a 

rounded value estimated at 7.2 nm/mm corresponding approximately to 0.078 nm (≈ 1.08 cm-1) for each 

mirror of the DMD. By combining the linear dispersion with the first term of equation (2.1), we obtain 

a spectral resolution 𝛿𝛿𝛿𝛿 ≈ 0.68 nm (≈12 cm-1). As mentioned above in the DMD section, our macropixels, 

formed by grouping 10 micromirrors on the DMD, have a slightly lower spectral resolution than the 

spectrometer. 

Note that other commercial Raman spectrometers exist with a higher spectral resolution (few cm-1). 

However, possible improvement would involve modifications of the configuration such as the 

installation of longer focal length (i.e.). By keeping our settings, we keep a good balance with spectral 

range and compactness. 
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Spatial properties 

The spatial resolution corresponds to a measure of the microscope's ability to resolve the details present 

in the original specimen, and is related to the quality of the optics, sensor, and electronics in addition to 

the spatial density (the number of pixels in the digital image).  

In our specific case, knowing that how our laser beam enters the back focal plane of our lens allows us 

to theoretically calculate the point spread function (PSF) of our system ℛ, in (𝑥𝑥,𝑦𝑦) and (𝑧𝑧) with the 

following relation, but also according to the approach of [113] and well summarized on this website 

[114]: 

ℛ𝑥𝑥,𝑦𝑦 =
𝜆𝜆

2 [𝜂𝜂 × sin(𝛼𝛼) ]
                          ℛ𝑧𝑧 =

2𝜆𝜆
2 [𝜂𝜂 × sin(𝛼𝛼) ]

(2.3) 

Where 𝜆𝜆 is the wavelength of the light, η represents the refractive index of the imaging support (or 

immersion medium) used between the objective and the coverslip protecting the sample (𝜂𝜂 = 1 for the 

air; 𝜂𝜂 = 1.51 for oil or glass). The combined term 𝜂𝜂 × sin(𝛼𝛼) is known as the objective numerical 

aperture (NA). Thereby: 

ℛ𝑥𝑥,𝑦𝑦 =
𝜆𝜆

2 (𝑁𝑁𝑁𝑁)                                         ℛ𝑧𝑧 =
2𝜆𝜆

2 (𝑁𝑁𝑁𝑁)²
             (2.4) 

We therefore obtain a spatial resolution of the image on the 𝑥𝑥 and 𝑦𝑦 axes of approximately of 1.1 

µm. On the 𝑧𝑧 axis, our spatial resolution ℛ𝑧𝑧 is around 1.5 µm. 

In order to verify the veracity of this theoretical data, Horiba Scientifique™ provided us with a 

modulation transfer function (MTF) test pattern acting as a "resolution target" for our Raman 

configuration. This pattern consists of fine gold patterns on a silicon background. The principle is 

to be able to image areas where the distances of the lines and spaces between the lines are close to 

our theoretical spatial resolution on the 𝑥𝑥 and 𝑦𝑦 axes. The images made for this purpose were 

acquired by designing a spectral filter displayed on the DMD, specific to silicon. This filter only 

selects the characteristic wavelengths of the silicon raman spectrum, thus rejecting any light 

reflected by the gold surfaces. This is illustrated in figure 2.7: spacing and line have the same 

measurements and the distance varies by section. Here we can see four distinct sections where the 

line/space distances are indicated at the top of the figure: 2 µm, 1.5 µm, 1 µm and 0.5 µm (Figure 

2.7 (a)). If we look at the related sections in (b), we very clearly resolve the lines in the 2 and 1.5 

µm sections. In the area of the 1 µm lines, the lines are hardly discriminated due to a clear loss of 

the periodicity of our peaks. Finally, we do not resolve lines in the 0.5 µm area. Thus, our initial 

estimate of 1.1 µm is confirmed with an experimental trend suggesting that it could be slightly 

larger. 
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Figure 2.7: Spatial resolution measurement (a) image (480 × 480 pixels) of the MTF pattern with 

different target areas, where spacing width = line width, and (b) the section associated with each area. 
 

Regarding our spatial resolution ℛ𝑧𝑧, we gradually varied our objective on the z axis, from a polystyrene 

ball with a diameter of 1 µm, in order to recover a variable Raman signal on the different scales. 

Measurements from these data provided us with an experimental ℛ𝑧𝑧 of ≈ 3 µm, which is twice what we 

expected in theory. The PSF of the microscope governs this and we will assume that our ℛ𝑧𝑧 ≈ 3 µm. 

 

To finish, a completely homogeneous silicon area is used to estimate our experimental FOV from the 

Raman signal (Fig. 2.8). The FOV is then evaluated at around 150 µm, which is slightly higher than 

what was estimated according to our optical configuration in the “scanning system” section. We will 

however use during all our manipulations a default FOV of 100 µm. 

 

 
Figure 2.8: FOV estimation via the signal (in yellow) coming from a scanned homogeneous silicon 

area. 
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2.2.4 Validation on a test sample 

In this section, an applicative example illustrate the concept of CRT. Both the design of optimal filters 

and the characteristics of the compressive method will be described. This will also allow us to present 

the mathematical basis on which our results are derived. In this section, we aim to understand the classic 

experimental analysis schemes used by the CRT that we will find in our following chapters dedicated 

to specific applications. 

 
Application concept 

In order to set up a simple example of the application, CRT images of latex beads are presented. Two 

different types of beads (Sigma Aldrich) are used: they are of polystyrene (PS) type with a diameter of 

30 μm or poly(methyl methacrylate) (PMMA) type with a diameter of 20 μm. A Calcium fluorite (CaF2) 

slide is used as a support to minimise the background (Fig. 2.9). This background is considered a species 

in our analysis. 

Regarding some characteristics of our configuration, our laser has a power of 60 mW at the sample level. 

The slit at the entrance of the spectrometer has an opening ≤ 100 µm. Finally, the macromirrors of our 

DMD represent a bin of 10 by 10 micromirrors along the 𝜆𝜆 axis and the whole (=128 mirrors) is grouped 

on the 𝑥𝑥 axis. 

 
Figure 2.9: FOV taken from a microscope of a sample of mixed PS and PMMA beads. In this specific 
case, each of the beads can be identified beforehand by their size because the PS beads (30 μm) are of 

larger diameter than the PMMA beads (20 μm). The background of the image is a CaF2 slide. 
 

Since our CRT approach requires the a priori knowledge of the pure species Raman spectra, we have 

conducted recording presented in figure 2.10(a). Each spectrum represents the average of 10 spectra 

measured at five different spatial positions with an integration time of 100 ms per pixel.  

This prior knowledge of the system allows the design of optimal binary spectral combinations that are 

specific to each spectrum of each species. Still in (a), above the spectra are displayed these three binary 

filters (in black and white, one above the other) associated with the spectra of PS, PMMA and CaF2. In 

order to be visually clearer, a grey/white area zone is extended on the spectra in (a) representing the 

extension of the binary filter adapted for the spectrum of the PS (the lowest filter of the 3). By extending 

30 µm𝑥𝑥

𝑥𝑥

PS

PMMA
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this filter, a trend shows that only certain peaks of the red spectrum are selected in the white parts and 

that all the rest are in the gray part. 

 

 
Figure 2.10: (a) Reference spectrum of PS, PMMA and CaF2, with the three associated spectral filters 

above and where the last of them is extended by gray bands on the reference spectra. (b) Projection maps 
of the three different spectral filters, from the image seen in figure 2.9, where the exposure time is 250 

µs/pixel for each applied filter. (c) Maps re-evaluated from the projection maps in b., via normalization, 
thus representing the estimated proportions of each species. For each image, the scale bar is 30 µm.  

 

Mechanically, on the DMD, the dark parts of our spectral combinations represent the OFF part of the 

DMD, i.e. the mirrors which reflect the wavelengths at this location towards an absorber. The white 

parts thus represent the ON part of the DMD where the mirrors reflect the Raman signal towards the 

detector. 

Thus, the concept of a spectral filter is the discrimination of spectral signatures of one species among 

others. The spectral filters formed are specific to the set of spectra provided. In other words, the PS filter 

(e.g.) will be modified if the latter is found in another different spectral combination. Indeed the filter is 

based both on the spectral characteristics of the species it must filter, but also on those of others so that 

the differentiation is more effective. More details on the design of spectral filters will be given in the 

next subsection. 

 

Once the spectral combinations have been constructed and adapted to the spectral identities of the three 

elements present in this sample (PS, PMMA, CaF2), each of them is projected onto the surface of the 

DMD in order to obtain the images of figure 2.10(b ). The images are 100 µm² (where 1 µm = 1 pixel) 

and the unit corresponds to the number of counts per pixel. These are raw data images, obtained 

immediately after applying the various filters. After normalizing the data to make the three images 

consistent with one another, the proportion estimation maps are obtained and shown in Figure 2.10(c). 

It is then possible to distinguish the different species much more clearly. 
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Precision on the design of the optimized filters 

The work concerning this section is mainly part of a collaboration with P. Réfrégier, F. Galland and T. 

Justel (Fresnel Institute) and is also based on the past work of C. Scotté [23]. Their works are available 

in the form of reviews and scientific articles summarize to provide a much more complete and detailed 

description than those given here [19] [115] [20] [21]. 

Here is detailed, the design of the spectral filters whose role is major in the CRT. Two conditions are 

set at the start of each new analysis: (i) the measured sample is assumed to contain a mixture of several 

pure chemical species (ii) the Raman spectral identity of each species is known (supervised imaging 

condition). The purpose of using these filters is to be able to identify and estimate the proportion of 

species that are mixed as accurately as possible. 

In figure 2.10(a), we have deliberately visually simulated the effect that the binary filter adapted to the 

PS spectrum could have directly on the other spectra (PMMA and CaF2). We could suggest that the 

construction of these filters is essentially based on the frequencies where the most important spectral 

peaks of a species are present. Nevertheless, the question of being able to discriminate such spectral data 

is often much more complex than such a simple model based only on spectral peaks. As already 

mentioned, our construction model for an optimal binary filter is based on the data set that can be 

extracted from the sample. Thus the model will take into account certain spectral peaks and their 

frequencies, but also the variances. All this on all the spectra available to obtain an optimal and effective 

filter for each species. This is why a binary spectral combination built from our model, and dedicated to 

filtering the spectral identity of a particular species, will not only depend on the characteristics of this 

single species. 

 

Still with a simple and visual point of view, we represent our prior knowledge of the system, i.e. the 

reference spectra of each species, by a matrix S (Fig. 2.11(a)). This matrix allows us to simplify the 

model because we have incorporated for each species 𝑁𝑁 both the data that can be associated with it and 

the variables relevant to the model (system transfer function, quantum efficiency, etc.). 

These data already acquired allow the construction of 𝑀𝑀 optimal binary filters for each 𝑁𝑁 species (𝑁𝑁 =

𝑀𝑀) whose data will be contained in a matrix 𝐹𝐹 (Fig. 2.11(b)). This construction is based on the Cramer-

Rao bound (CRB). CRB is a lower bound, given by [19] with a minimum variance that, given the 

regularisation conditions, an estimator of a parameter can achieve. We are here looking for the closest 

variance to this lower limit to find the best estimator according to the properties of unbiasedness on the 

one hand, and efficiency on the other. 

The mean-square-error (MSE) is the main criterion to minimise in order to optimise the variance of this 

quantitative estimator. It indicates the error between the estimate and reality. We note that various 

estimators can be used to minimise MSE. However, in my thesis, the variables of interest are the positive 

intensities and the photon number measurements. With these criteria, estimators that take into account 

the positivity constraints, although they may add bias, are necessary and can reduce this MSE as desired. 
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Thus, we use the Non-negative Least-square method represented by the simplified function lsqnonneg 

in Matlab. This method takes into account the positivity of the object (with mathematical constraints on 

positivity). For more details about this estimator, please refer to[19] [23]. 

 If we want our results to be conclusive, we must require (at a minimum) that the estimator be unbiased 

and have the smallest possible variance among all unbiased estimators (= efficiency). By choosing to 

minimize CRB, our spectral filters can be calculated correctly to best maximize the accuracy of our 

estimator. Moreover, under the conditions where the Raman measurements are based on a Poisson noise 

model and where 𝑀𝑀 = 𝑁𝑁 (the number of mask equals the number of species). The model based on CRB 

seems to be a good model on which to rely in order to model our optimal binary filters [19]. 

 

 
 

Figure 2.11: (a) Under supervised imaging conditions, we know the pure spectra of each species present 
in the sample, represented by our matrix 𝑺𝑺. From these data, in (b) optimal filters, specific to each 

species and contained in the matrix 𝑭𝑭, can be modeled based on the CRB. In (c) the 𝒙𝒙𝑵𝑵 value equations 
representing the stage of projection of the filters (displayed by the DMD) on the sample. 
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Different filters are then projected (via the DMD) onto the sample. In compressive Raman, the 

combination of 𝑁𝑁 species, previously selected by 𝑀𝑀 filters, is summed by a SAPD giving the measure 

𝑥𝑥𝑁𝑁 (Fig. 2.11(c)). This value 𝑥𝑥𝑁𝑁 thus allows the direct calculation of the vector 𝐶𝐶𝑁𝑁  and allows to estimate 

the proportions from the following equation: 

𝒄𝒄𝑵𝑵 = (𝑭𝑭 × 𝑺𝑺)−𝟏𝟏𝒙𝒙𝑵𝑵 (𝟐𝟐.𝟔𝟔) 

 

 
Figure 2.12: Visual and simplified representation of equation (2.6) of the application example treated in 

this section, with three chemical species: PS, PMMA, CaF2.  
 

 
Construction of the image, 1st method: Estimation of proportions  

The combination species of the proportion estimation maps (Fig. 2.13(a)), according to the different 

filter projections, with a simple RGB filter application (Fig. 2.13(b)) and a common normalization to 

the brightest pixel leads to a final image (Fig. 2.13(c)). As indicated the scan speed is 250 µm/px, for 

each species (250 µs × 3 = 750 µs per pixel in total). 

 

 
Figure 2.13: (a) estimates of proportions of each species seen in Figure 2.10 where (b) a different RGB 

filter has been added for each species map; CaF2 in black, PMMA in green and PS in red. In (c) we 
observe the combined image of the three different species with their estimated proportion and where the 
counts per pixel have been averaged. The FOV of each image is 100 x 100 µm (1 µm = 1 pixel) and the 

speed is 250 µm/pixel/species. 
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On the final image in (c), each of the species is detected and spatially identified using color filters. But 

what exactly is the meaning of a red, green or black colored pixel? 

 

With the method used here (estimating proportions), an average number of photons counts of the three 

species is present in each spatial pixel in order to have an estimate of their proportion (≠ concentration). 

In a pixel is contained the data for each species. From these three different proportions contained in a 

pixel, a species identification (or classification) can be carried out.  

In this specific case, we assume that there is indeed a single pure species at each point of the image by 

representing the color of the species which is the majority according to our estimator. Nevertheless, it 

must be understood that our estimate, although it can be effective, is paradoxical. Indeed, our starting 

hypothesis assumes the presence of pure species at each point. Only, a black point (e.g.) could have 

proportions of the type [0.1; 0.1; 0.8] where the majority species here is the CaF2. 

If proportions of the type [0; 0; 1] are not obtained, it is because our estimator has a certain variance. It 

is this variance that can sometimes cause classification errors when doing the classification with the 

estimation of proportion. We note that other estimators could help reduce the variance of the estimate 

(at the cost of possible bias). Further details are provided in [23] [19]. 

Although there may be sources of improvement, this estimator of proportions was used in a 

pharmaceutical study, where CRT was successfully implemented experimentally, in Chapter 3. 

 
Construction of the image, 2nd method: Classification 

An alternative to the estimation method (see chapter 4) is to directly classify the species from the 

numbers of photons recovered on the detector by filter applied. This is an approach that is unlikely to 

increase performance much, but the physical sense is closer to reality, thus providing consistent results. 

In the case of the estimation method, each point of the final image can display a superposition of the 

colors corresponding to each species, revealing the majority, weighted by the proportion of the species 

at each point. In this case we display proportions of each species at each pixel. If we weight each pixel 

by the total number of photons received, then we display the intensities by species. This is why we 

cannot speak of concentrations, because the multiplicative coefficients specific to each species are still 

missing which, combined with the measurement time, will allow us to go from the number of photons 

per second to the chemical concentration. 

In the case of classification, it is assumed that there is a single species per pixel. A probability of error 

must be taken into consideration here. It will be limited by the bound of Bhattacharyya (BB). This bound 

is calculated from the reference spectra and the matched filters. The BB is greater than the probability 

of misclassification. Its limits lead to a simple expression of a minimum number of photons necessary 

to increase the probability of error. A detailed analysis of the BB bound in CRT classification can be 

found in [20]. 
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The color corresponding to the class of the pixel can be displayed directly in each pixel, but this is far 

from a "physical" image since the intensities do not appear. Since we assume that there is a single 

species, we can weight the color of each pixel by the total number of photons received on the pixel. 

Indeed since in this case, all the photons are supposed to come from the unique species of the pixel. 

This second method of analysis could not be used in chapter 3 during the pharmaceutical study because 

it was not developed yet at that time. However, it was developed for the environmental study (micro-

plastics) that Chapter 4 presents, where it proved to be more adapted and coherent to the situation. 

2.3 Conclusion 

Through the explanation of several basic concepts, the main principles of compressive Raman have 

been introduced. The hyperspectral data cube was the first concept presented whose data recording 

process still raises storage, transmission and processing difficulties today. One solution, in order to 

directly study the information of interest without generating a highly dimensional data cube, is 

multiplexed measurement in the single-pixel imaging framework. A signal is mixed, detected by a 

multi-channel or even single-channel sensor, and not mixed by calculation. It is on this method that the 

CRT is based. 

Compared to conventional Raman imaging, compressive imaging thus promises decisive advantages in 

terms of optimization of measurement time without losing quality. Simply because the compressive 

analysis allows the elimination of the post-processing imposed by the conventional measurement, as 

well as the time that this implies. Indeed, by its method, the CRT directly filters the spectral data during 

the measurement, without requiring more analysis time and directly detecting the desired information. 

We will not necessarily speak of increased speed but rather of optimization of the measurement time. 

On the other hand, the CRT imposes solid prior knowledge of the system studied in order to be used 

properly. 

A long description of our compressive Raman configuration, oriented for application in different fields, 

has been made. In addition, justified choices of the implementation of certain elements in our 

configuration have been advanced as well as many key characteristics of the set up have been provided. 

To end this chapter, we note that we have introduce compressive Raman and our that configuration of 

the latter presented, an applicative example seemed necessary in order to complete the explanation of 

the method.  

Now that CRT has been fully explained application studies using CRT will be presented in the next 

chapter. 
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Chapter 3 

 Compressive Raman imaging for the analysis of 

pharmaceutical tablets  

 Contents 
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In the pharmaceutical industries, the legislation on medicines is more or less strict, depending on the 

geographical areas where it is applied, for health safety reasons. New medicines (just like vaccines) go 

through a long process in order to obtain market authorizations. 

As a general rule, a pharmaceutical company wishing to bring a new drug on the market must submit an 

authorization file to the competent health authorities, e.g. in Europe it would be the European medicines 

agency (EMA). This file includes the results of numerous research studies and preliminary clinical and 

preclinical trials. As part of this research study, the file in question must guarantee the pharmaceutical 

quality, which includes the analysis of the chemical composition of the product. 

Thus, pharmaceutical control is essential for the industry. Different techniques are used for this purpose, 

such as thermal analysis, differential scanning calorimetry, X-ray powder diffraction or electron 

microscopy. 

Due to its non-destructive testing, vibrational spectroscopy has become an attractive alternative method 

for pharmaceutical control [116] [117]. This is why spontaneous Raman spectroscopy is a widely 

recognized analytical technique that extends from research laboratories to industrial process lines [118]. 

It has thus found interests into the analysis and quantification of active pharmaceutical ingredients [119] 

but also in pharmaceutical monitoring processes and online quality control [120] and would also benefit 
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from faster imaging capabilities [116]. Recent works have reported the use of SRS to assess polymorph 

distributions in tablets [121] [122]. 

The mapping of the distribution of pharmaceutical compounds thus seems to be an area which, in our 

opinion, could benefit from all the advantages CRT can offer. In this third chapter, we present our first 

applicative results on a pharmaceutical study in collaboration with the pharmaceutical company Sanofi. 

 

Sanofi (Sanofi Research Development, Montpellier - France) provided all pharmaceutical samples for 

this research study in Chapter 3. 

 

3.1 Experimental approach 

3.1.1 Pharmaceutical compounds 

The analyses are based on real pharmaceutical tablets, synthesized and marketed by the company Sanofi, 

as well as powders of the pure species that the basic constituents of these tablets. The different elements 

that make up these specific tablets are five chemical species. First there is the active compound - 

Clopidogrel - known to have two polymorphic forms [116] [123], which we called C1 and C2. The three 

other components are functional excipients which ensure the integrity of the tablet, the taste, the 

stabilization… They represent the major part of the volume of the tablet (as the active compound is 

generally only present in low concentration). These excipients are polyethylene glycol (PEG), corn 

starch (STA) and mannitol (MAN). 

The commercial drug, which has the same name as its active compound -Clopidogrel-, is marketed to 

prevent platelet aggregation and reduce the risk of heart disease and stroke [124]. 

 

Our first experiments focused on measuring the reference spectra of each element. To do this, a small 

quantity of pure chemical powder of each species was deposited on a CaF2 slide. The integration time 

per spectral base (10 grouped DMD mirrors) was 100 ms. The laser power at the plane of the sample 

was fixed at 60mW. 

For each species, we averaged 50 spectra over five different spatial locations which were also averaged 

between them to finally obtain the reference spectra (Fig. 3.1). 
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Figure 3.1: (a-b) Raman spectra of pharmaceutical compounds and excipients measured by Sanofi 

(considered as the ground truth) and (c-d) measured by compressive Raman. 
 

A good match could be found between the Raman measurements provided by Sanofi (Figure 3.1(a-b)) 

and those measured with the CRT (Figure 3.1(c-d)) for the excipients and the two forms of Clopidogrel. 

It is not difficult to observe that the reference spectra of the excipients (Figure 3.1(b-d)) are much easier 

to discriminate than the reference spectra of the forms of the active polymorph compound C1 and C2 

(Figure 3.1(a-c)). 

3.1.2 Special case of C1 and C2 polymorphic forms 

In the pharmaceutical industry, it is common that the drug production process leads to the formation of 

pharmaceutical compounds in different polymorphic forms [116] [123]. The word polymorphism refers 

to the ability of a compound to crystallize in more than one form [125] [126]. 

Among the plethora of pharmaceutical applications of Raman spectroscopy, the detection and 

quantification of polymorphic molecules plays a central role. Indeed, they often present very different 

pharmaceutical efficiencies [127]. This can be explained because the polymorphs have the same 

chemical composition but their arrangement and/or their conformation differ [128]. This leads to 
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differences in their physicochemical properties and many parameters such as solubility, dissolution 

kinetics, thermodynamic stability and bioavailability have been reported to be altered from one 

polymorph to another [123] [129]. 

 

Spectral analysis and construction of binary filters 

The spectral characteristics of the C1 and C2 polymorphs can be compared from the figure 3.2 Although 

they have an identical molecular composition and a relatively close configuration [116] [123], these two 

polymorphs have very similar but not identical vibrational signatures, visible by the two Raman spectra 

measured in the fingerprint spectral region (Figure 3.1(c)). 

As our CRT is based precisely on the differences between the specific vibrational modes (and therefore 

the spectral identity) to correctly discriminate the different chemical elements, this case of 

polymorphism would represent a real challenge for our system. Thus, before analysing the drug in its 

marketed form, we carried out initial analyses on the two polymorphic forms of Clopidogrel only. The 

aim was to verify whether a binary filter construction based on our method could be effective in this 

case. 

 

 
Figure 3.2: The Raman spectra of the two polymorphic forms of Clopidogrel (a) C1 in red and (b) C2 in 

green with their respective designed filter above each of them. Each filter is extended to observe which part 
of the DMD is OFF (grey part) = towards the absorber or ON (white part) = selected towards the detector. 

 

The Raman spectra of C1 and C2 are once again represented in figure 3.2. These known spectra are used 

to design binary filters that minimize the variance of the estimated proportions of C1 and C2 following 

[19] [18]. The designed binary filters are displayed in Fig. 3.2 for the spectra of the two polymorphic 

forms C1 and C2, respectively. As explained in 2.2.4, the spectral filters are extended in order to simulate 

the display on the DMD where Raman photons falling into the white bands are retained while photons 

falling into the grey bands are rejected. Note that these two spectral filters were built with a third filter, 

that of CaF2 (not shown in the figure). Thus, it is a combination of three binary spectral filters that was 

built in order to be able to discriminate between our three species (C1, C2, CaF2). Moreover, these filters 
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are non-orthogonal, i.e. the same spectral region can be active (reflected towards the detector) on several 

filters. This choice was justified by the high similarity of the C1 and C2 spectra, in order to have a larger 

number of possible combinations of three filters. 

 

An analysis on the C1 and C2 powders was first performed. We deposited a small quantity of mixed 

powder of the two polymorphic forms of clopidogrel on a CaF2 slide. This mixed powder was derived 

from pure powder of each of the C1 and C2 species. The mixing was done randomly (concentration of 

C1 and C2 unknown). Figure 3.3 illustrates our first analysis. 

 

Note that all the images shown in this chapter have a full pixel size (i.e. all pixels of the image size are 

exploited where 1 pixel = 1 µm). Moreover, no other image processing (smoothing, etc.) has been 

performed to improve the rendering of these images. 

 

 
Figure 3.3: Illustration of the powder analyses of the two polymorphic forms of Clopidogrel. In (a) 

Combining C1 and C2 proportion maps. Pixel transit times are given per applied spectral filter (or species 
number). The scale bar is 50 µm. In (b) Maps of proportion estimates after thresholding and normalization 

(top), and with associated RGB filters (bottom). The background is a CaF2 thin slide, shown in black. 
 

We first show the proportion estimation maps associated with C1 and C2 (Fig. 3.3(b)) after thresholding 

and normalization (top), and associated with an RGB filter (bottom). The background (a CaF2 coverslip) 

is also considered as a species but its estimation maps are not shown. When colored in red (C1), green 

(C2), and black (CaF2) and combined (Fig. 3.3(a)), they provide a colored chemical picture of two 

polymorphic distributions in the measured powder mixture. From the three proportions of species (C1, 

C2 and CaF2) present at each pixel, a classification is made out according to our CRT estimator [19] 

[18]: at each pixel, a single color is displayed which corresponds to the dominant species. This 

classification is justified because the mixture analysed was made from pure C1 and C2 compounds. 
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A first trend could suggest that our CRT system works to discriminate between the two polymorphic 

forms of Clopidogrel. Let us note that at certain places of the image, notably in the central part, the C1 

and C2 superposition is not completely identified spatially. 

 

This same analysis was repeated on a specific tablet (compact) synthesised by Sanofi (specially designed 

for this study), composed only of the two forms C1 and C2. Note that all the studies that involved 

pharmaceutical tablets were carried out without using a CaF2 slide. These pharmaceutical tablets were 

directly placed on a metal support with a hole in the middle (Fig. 3.4). In this way, the pharmaceutical 

sample (larger than the central hole) could be deposited (in pieces or entirely) and observed directly 

through the objective lens. 

 

 
Figure 3.4: Picture of a piece of pharmaceutical tablet on the microscope stage. The sample is placed on a 

metal support with a hole in the center and is visible directly from the objective lens. 
 

To illustrate the relevance of CRT, the estimation of the CRT proportion of C1 and C2 mixed in a test 

pharmaceutical tablet was combined with an RGB filter and shown in Figure 3.5(b). The background (= 

the void in black) is always considered as a species (data not shown). When colored in red (C1), green 

(C2) and black (background) and combined (Fig. 3.5(a)), they provide a colored chemical picture of the 

two polymorphic distributions in the measured tablet. Note that we have chosen to image the rim of the 

tablet for clarity. 
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Figure 3.5: (a) Combination of C1 (red) and C2 (green) proportion maps in a compact tablet. Pixel dwell 

times are given per spectral filter applied (or species number). The scale bars are 50 µm. (b) Maps of 
proportion estimates after thresholding and normalization and with associated RGB filter. The background 

is the void (in black). 
 

The same trend shows that CRT works to discriminate both C1 and C2 forms but this time for a solid 

tablet form. The C1 and C2 superposition in figure 3.5(a) is still difficult to identify spatially. This 

suggests that at these points a larger photons number (and therefore a longer acquisition time) would 

have been required to perfectly discriminate these two spectrally very close species. 

 

CRT has demonstrated its ability to effectively discriminate between C1 and C2 despite their spectral 

proximity. Even if we noted a certain bias on areas where C1 and C2 was spatially superimposed. 

The drug in its more complex form, with the two polymorphs of Clopidogrel and the three excipients, 

can thus be analysed in the following section. The same experimental approach will be retained. e.g., a 

powder analysis will be done before that of the pharmaceutical tablet. 
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3.2 Study on complex pharmaceutical composition 

3.2.1 Analysis of pure powders 

This powder analysis considered all the chemical species of the pharmaceutical model marketed by 

Sanofi. It involved the two polymorphic forms of Clopidogrel (C1 and C2) mixed with the three 

excipients (PEG, MAN, STA). The powdered chemical compounds were deposited on a CaF2 substrate 

without further preparation and directly imaged with the compressive Raman microscope. Their 

calculated reference spectra were used to numerically create a combination of six matched spectral filters 

(top rows - white pixels correspond to selected wavenumbers while black pixels correspond to rejected 

wavenumbers) (Fig. 3.6( a)). 

 

 
Figure 3.6: Powder analysis of six species: PEG, STA, MAN, C1, C2 and CaF2. (a) Reference spectra and 
associated binary filters. (b) Proportion estimation maps with RGB filter. (c) Combining of the proportion 
maps of the six species. Pixel dwell times are given per spectral filter applied (or number of species). The 

scale bars are 50 µm. 
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Figure 3.6(b) shows the estimated proportion results (which have been color filtered) for each of the 

chemical components. These results are combined on the same image in Fig. 3.6(c). All species could 

be correctly identified and the proportion algorithms could recover the pure nature of the powder 

samples (each pixel is a pure chemical species). Note that in some areas of the image, the C1 and C2 

superposition would not allow a complete spatial identification of these respective elements. The initial 

hypothesis (concerning the previous parts) requiring a larger photons number to be able to perfectly 

discriminate these two species is still assumed. 

3.2.2 Complex pharmaceutical tablet 

CRT Imaging 

The compact tablet is 1.5 cm in diameter and ~2 mm thick. It is composed of the two polymorphs of 

clopidogrel and the three excipients in the relative proportion 10% C1, 40% C2, 40% STA, 5% MAN 

and 5% PEG. The five binary filters used for CRT imaging of the tablet (Fig. 3.7) were the same as 

those in Figure 3.6 and demonstrate the ability of CRT to operate with binary filters that were designed 

once (Fig. 3.6(a)) and kept the same for further measurements. 

 

 
Figure 3.7: Complex pharmaceutical tablet composed of 10% C1, 40% C2, 40% STA, 5% MAN and 5% 
PEG as imaged by CRT. Only C1, C2 and STA could be recovered in this region of interest located near 
the tablet edge. Scale bar 50 µm, pixel dwell time for each species image is 2 ms and FOV is 300 µm². 

 

Figure 3.7 shows the estimated proportion of the three most concentrated chemical compounds (C1, C2 

and STA) on a 300 × 300 µm region of interest located near of the tablet edge. Note that the chemical 

species MAN and PEG could not be found in this region and several others due to their low percentage 

in the tablet. 
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High speed CRT Imaging  

To investigate the ability of our CRT setup to perform fast imaging of complex pharmaceutical tablets, 

Figure 3.8 compares the CRT image quality achieved with pixel dwell time ranging from 0.5 ms/pix to 

10 ms/pix. The chemical compound sample considered and the region of interest are the same as in 

Figure 3.7 (complex tablet). 

 

 
Figure 3.8: CRT imaging performed at different pixel dwell times. (a) 0.5 ms/pixel/species, (b) 1 

ms/pixel/species, (c) 5 ms/pixel/species and (d) 10 ms/pixel/species. C1 and C2: polymorphs of clopidogrel, 
STA: starch. FOV is 300 × 300 µm. 

 

At 0.5 ms/pixel/species it is still possible to distinguish the three chemical species C1, C2 and STA. This 

probably defines the speed limit on this type of sample to access a decent SNR for the detection of 

pharmaceutical chemical elements. Note that as the pixel dwell times increases, the probability of error 

decreases and the estimator reveals the precise chemical species at each pixel. Consequently, with 

increasing pixel dwell time, more and more pixels take on the same color on macroscopic zones that 

correspond to a pure chemical compound. 
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3.2.3 CRT and conventional Raman imaging 

Ideally, Raman analysis should provide spatially resolved maps for active pharmaceutical ingredients, 

including polymorphs, and the associated excipients needed to ensure their bioavailability. However, 

Raman spectroscopy is often preferred over Raman imaging [130] because the acquisition of the full 

Raman spectrum for each sample spatial pixel, coupled with the low Raman scattering cross section and 

detector array noise, requires long acquisition time and generates large data sets. 

Typically, spontaneous Raman imaging requires 0.1 s per pixel. This quickly results in an overnight 

acquisition time (>25 hours) to image a mm² pharmaceutical tablet area (including all image data pixels) 

with a spatial resolution similar to ours - around 1 µm – [131]. In particular, acquiring full Raman spectra 

at each sample pixel is a very inefficient and non-optimized way to map the spatial distribution of already 

known pharmaceutical compounds. 

CRT is a more suitable and therefore more effective method in this specific field since it takes advantage 

of the knowledge of the molecular compounds (supervised imaging condition) present in a sample [19] 

[100] [99] [95] [101]. 

 

For comparison, CRT was used to map a pharmaceutical tablet with a FOV of 1 mm². This tablet is the 

same as previously analysed, with the same relative proportions: 10% C1, 40% C2, 40% STA, 5% MAN 

and 5% PEG. The result is shown in Figure 3.9. A scan speed of 2 ms/px was chosen since it seemed to 

be a very good compromise to demonstrate the performance of the CRT with good image quality. 

As in the previous figures, no other image processing has been done to improve the rendering of the 

image and the entire pixel data is used (image of 1000 x 1000 pixels). 
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Figure 3.9: (a) CRT imaging of a pharmaceutical tablet composed of five molecular compounds. The 

image was obtained by (b) combining of proportion estimates of each compound where an RGB filter was 
applied. Each image species is taken with a pixel dwell time of 2 ms/px and on a FOV = 1 mm². 

 

With a speed of 2 ms/px per filter applied (Fig. 3.9(b)) and a resolution of 1 µm, our current CRT system 

can image a 1 mm² tablet area in ≥ 35 minutes (for one species) with very good imaging quality. The 

superposition of each of these filter projections is visible in Figure 3.9(a). It was obtained after a total 

time of ~2 hours and 55 minutes. In the literature, these same measurement conditions impose, for a 

conventional Raman spectrometer, a total analysis time of > 27 hours [131]. 

3.2.4 Veracity of results 

We finish this chapter by validating the identification step from the estimator performed by our CRT 

system on the different pharmaceutical elements. This is possible by recording the full Raman spectra 

contained at each pixel (𝜆𝜆) (Figure3.10(a)). These data were obtained by performing a fast spectral scan, 

using the DMD, for each estimated pure chemical species. 

From a pharmaceutical tablet FOV of 100 µm², we were able to compare the averages of the full Raman 

spectra from pixels of the same color (Fig. 3.10(b)) with the reference spectra measured and shown in 

Fig. 3.6(a) (Fig. 3.10(c)). 
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a. CRT imaging of a pharmaceutical tablet b. RGB estimation of proportion maps
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Figure 3.10 : (a) Acquisition of a hyperspectral image with the DMD with a speed of 5 ms/pixel/species 
and a FOV = 100 µm². (b) For better SNR, we averaged the full Raman spectra over five pixels from five 
locations of the same color in the CRT image. The full Raman spectra obtained in this region of interest 

(STA, C1, C2 and PEG) are compared (c) to the reference spectra of the pure sample (Fig. 3.6 (a)) obtained 
with an integration time of 100 ms. 

 

Clearly, CRT is able to recover the correct chemical species for each pixel. We have successfully 

demonstrated the ability of CRT to estimate the chemical proportion of each polymorph and excipient 

at each pixel. 
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3.3 Conclusion 

We have used CRT to map chemical compounds in compact pharmaceutical tablets among which two 

polymorphs show very similar Raman spectra (Fig. 3.1(a-c)). Due to the similarity of the Raman spectra 

of these two polymorphs, this represented a major challenge for our system based on binary filters. 

The ability of CRT to estimate the chemical proportion of each polymorph and excipient at each pixel 

was successfully demonstrated. This is possible using the DMD, where a fast spectral scan at each 

frequency was performed to certify that our estimates (colour code displayed) were correct (on a 

hyperspectral data cube - Fig. 3.10) 

We demonstrated that the imaging speed can be pushed up to 0.5 ms/pixel/species (2.5 ms total for 5 

species) (Fig. 3.8(a)) to map a mixture of complex active pharmaceutical ingredients such as polymorphs 

and excipient in tablets. This leads to image a region of interest of 300 × 300 µm in 45 s per species (≤ 

4 minutes for 5 chemical species). 

By stitching together the FOV (combination of images forming a mosaic with a larger FOV), our current 

CRT system should be able to image a 1 mm² tablet area in ≤ 45 minutes with a speed of 0.5 

ms/pixel/species and a resolution of 1 µm. Even though our Figure 3.9 is based on a speed of 2 

ms/pixel/species to show superior image quality, it still proves the efficiency and speed of CRT. 

An accurate comparison between CRT and SRS is difficult due to the drastic technological complexity 

and cost of on SRS system [122] [132]. But these latest results could be compared to recent results 

obtained with SRS in [122], which required a total pixel dwell time of 4 ms per species to obtain similar 

images on identical tablets. 
 

Some improvement could be made to improve the CRT speed. For instance, all the analysis performed 

in this chapter were based on an estimation model. This is clearly not optimal as each pixel considers a 

mixture and only displays the color of the dominant species when it is possible that the pixel is composed 

of only one pure chemical species. This is why an analysis based on a classifier should improve CRT 

imaging speed [115] [20]. 

Furthermore, we presented images with a full pixel dataset only (i.e. for an image where 1 pixel = 1 µm, 

a 100 x 100 µm image implies 100 x 100 pixels). This characteristic thus gives us the possibility to 

present images with a faster acquisition time by adjusting the sampling ratio (number of measurements 

/ number of total pixels) [133]. This method will be implemented in Chapter 4, on another application. 
 

Obviously, for this type of application where the compounds are known a priori, CRT is advantageous 

over conventional Raman imaging, as it exploits prior information and leverages that information in the 

measurements strategy. Thus, taken together, our results proved that CRT is a valuable and attractive 

alternative technology to spontaneous Raman for mapping active pharmaceutical ingredients, with 

potential application in rapid quality control. 
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Chapter 4 

 Compressive Raman imaging for the analysis of 

microplastics 
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The increase in plastic use and the limited ability of recycling efforts are leading to a huge accumulation 

of plastic on our planet. Since 2000, the world has produced as much plastic as all previous years 

combined [134]. Virgin plastic production has increased 200 times since 1950 and has grown at a rate 

of 4% per year from 2000 to present. If the total planned plastic production capacity in the world is 

already reached, production could increase by 40% by 2030 [135]. A third of the plastic waste produced 

ends up in nature, i.e. 100 million tonnes in 2016 [136]. 

Plastic has been found all the way to the bottom of the Mariana Trough [137] and in the Arctic sea ice 

[138]. This pollution alters soil conditions by increasing the risk of infiltration of harmful chemicals, 

which can have an impact on the health of fauna and flora [136]. It is also present in coastal ecosystems 

and accumulates in ocean gyres around the world. 

When left in the environment, plastics degrade according to kinetics that depend on abiotic (ultraviolet 

rays, oxygen, water, etc.) and biotic (microorganisms) factors. The degradation of plastics results in 

their fragmentation into small particles. When these are smaller than 5 mm, they are called microplastics 

(MPs). Nanoplastics (between 1 nm and 1 µm in size) are also released as plastics age. This ageing can 

be caused by erosion of their surface, which is altered over its first few micrometers, particularly under 

the effect of oxidation.  From visible pollution, plastic pollution thus becomes invisible. 
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As a result, animal species likely ingest large quantities of plastic of various sizes, which their digestive 

systems cannot absorb, resulting to internal burns, digestive obstructions, and even death [139]. 

Additionally, toxins from ingested plastic have been shown to harm reproduction and weaken the 

immune system of animals [139]. 

The human species is of course not spared: "It is estimated that a person could ingest an average of 5 

grams of plastic per week" - the equivalent of a credit card. This new study from the University of 

Newcastle (Australia) took a closer look at the lack of data on the impact of plastic pollution on human 

diets [140]. The study aimed to estimate the average amount of plastic ingested by humans. The results 

confirm concerns about the large amount of plastic we ingest every day and the effects this could have 

in the long term. 

Solutions to plastic pollution must be a priority in areas such as health, food and of course the 

environment. However, potential solutions are complex, cross-border/multilateral. In addition, the 

sources of plastic are varied and modified by additives, ranging from textiles and tire dust to bottles and 

packaging. In order to know how and where intervene effectively, whatever the area concerned, a 

realistic assessment based on representative data on the quality and quantity of responsible plastics must 

be known. 

Conventional Raman spectroscopy is one of the main methods used for the identification of very small 

MPs (< 20 µm) [1], together with FTIR (Fourier transform IR spectroscopy) [141] [142] and GC/MS 

(Gas chromatography-mass spectrometry). Raman spectroscopy would nevertheless seem to be the best 

candidate to effectively detect/identify the full range of MPs [143]. Identifications of plastic families 

have already been carried out by Raman spectroscopy, whether in sediments [144], in the oceans [145] 

[146] or in marine organisms [147] [148] [149]. MPs identification by stimulated Raman scattering 

(SRS) has recently demonstrated acquisition speeds >100 times faster (a few µs per spatial pixel) than 

conventional Raman mapping on samples of the same type [150]. This presents SRS as a good candidate 

for monitoring MPs in the environment. However, its use is an advantage that comes at the cost of a 

drastic increase in technological complexity (ultra-fast lasers, lock-in amplifier detection, etc.) [122] 

[132] as well as its financial burden and more extensive training to operate. Fieldwork, such as the study 

of MPs, can benefit from a less expensive and easier to use tool. 

It is in this context that we propose to use CRT in order to perform fast detection, fast identification and 

quantification of MPs. During this thesis, we could collaborate with IFREMER Brest who provided 

samples from the sea that contain MPs. 
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4.1 Experimental approach 

4.1.1 New classification method 

Until now, to map different elements of a sample, we have used the classifier based on the estimation of 

proportions. In this chapter, we make use of a direct classification algorithm, that was already mentioned 

at the end of chapter 2. This new approach is used to directly classify the up species from the photons 

numbers recorded by the detector for each different applied filter, without going through an estimation 

step (Fig. 4.1). This new approach allows us to perform faster detection and identification. 

With the classification strategy, our starting hypothesis is that there is a unique species at each pixel 

(Fig. 4.1(b2)). The estimator, on the other hand, assumed from the outset to have a mixture in a pixel, 

i.e. to contain the proportions of each species (where only the dominant species was displayed) (Fig. 

4.1(b1)). 

 
Figure 4.1: Simplified illustration of the two classification methods used in this thesis. (a) Represent a random 

pixel on which several filters will be projected to know which color (species) it will represent. (b) Is the 
classification step applied (1) with an estimator or (2) directly. (c) Is the display step of the color selected by the 

classification. 
 

From Fig. 4.1, we saw that a direct application of the classifier allows us to skip the estimation step (Fig. 

4.1(b2)). This classifier is based on the different Raman signal returns (number of photons: 𝑥𝑥1, 𝑥𝑥2) 

obtained after the application of the different spectral filters depending on the species A and B. The 

probability of species A or B for each pixel in the sample is then compared. The classifier then chooses 

the species to be displayed in each pixel of the sample according to the highest probability of 

identification (equation 4.1). Therefore, for a single pixel, we now have one and only one data 

corresponding to the species whose associated color is displayed.  
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The variance of this classification will be directly limited by the Bhattacharyya bound (BB). As a 

reminder, BB is an upper bound which is calculated from the reference spectra and the matched filters. 

It is therefore greater than the probability of error of the classification method. Its limits lead to a simple 

expression of a minimum number of photons necessary to increase the probability of error. Our 

colleagues from the PhyTI team in Fresnel have recently proposed a classification scheme based on the 

BB bound that we will use in this chapter [20]. 

In this direct classification scheme, we assume that there is only a single species at each pixel and we 

display the results by weighting the color by the total number of photons received on the pixel. This 

enable to have a color scale that is representative of the amount of MP at each pixel. 

 

It should be noted that the use of combinations of non-orthogonal binary filters represented results much 

less convincing than that of orthogonal binary filters. We won't go into more detail here but a quick 

comparison of some results is shown in Appendix 1. For these experiments, the laser power at the plane 

of the sample was around 60 mW. 

4.1.2 First try: artificial and colorless MPs 

Before the analysis of plastics from the natural environment with various colors and sizes, our 

preliminary tests were carried out on Polyester (PS) and poly-methyl methacrylate (PMMA) beads. A 

fairly simple analysis was shown as an example application at the end of Chapter 2. 

 

The following tests were carried out on colorless artificial polymer powders. They were provided by L. 

Zada (VU Amsterdam, The Netherlands) who works on the SRS for the identification of MPs [150]. 

The powders were obtained by grinding each type of polymer with sandpaper (high production volume 

polymers). 

Simple and rapid experiments were carried out on powders of polypropylene (PP), polyethylene (PE) 

and polyethylene terephthalate (PET), Nylon (PA) and beads (20 µm diameter) of Polyester (PS). The 

sizes of the different plastic particles were relatively unequal, ranging between a few tens and hundreds 

of µm. 

For the calibration step, a small amount of pure powder and beads of each plastic polymer was placed 

on a separate area of a CaF2 slide to record their reference spectra and construct the associated spectral 

filters (Fig. 4.2(a)). This step turned out to be complicated because a lot of background noise came from 

many particles of the different polymers. We therefore took this background (photons) into account in 

each reference spectral model of our polymers. Note that all reference spectra of each polymer are shown 

individually in the next part in Figure 4.5. We blended these five plastic polymers to make an image 

from the microscope view shown in Figure 4.2(b).   
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Figure 4.2: (a) reference spectrum of MPs and associated optimal filters. (b) FOV of the optical microscope 

selected to image a mixture of different colorless plastic polymers. 
 
We have generated two classification map images from the FOV in the white light transmission seen in 

Fig. 4.2(b) with imaging speeds of 0.5 and 1 ms/px by projection of the five different spectral filters 

(Fig. 4.3(a)). The different filter projections for the spectra of PS, PET, PE, PA and PP are shown in 

Fig. 4.3(b) with the speed of 1 ms/px each. The CaF2 projection map has not been displayed. 

As previously mentioned, to obtain these images we retrieve the photons number data acquired directly 

by our detector without going through an estimation step. Since our direct classification assumes a single 

species per pixel, the signal at each pixel is the sum of all measured photons for all projection maps. 

 

 
Figure 4.3: (a) Classification maps, associated with RGB filters for filter projection speeds of 0.5 and 1 ms/px, 

obtained from the classification algorithm applied to (b) filter projection maps for the speed of 1 ms/px – FOV is 
300 × 300 µm and the scale bar is 50 µm. 

 
This FOV was taken randomly in a place where all the MPs were mixed on the surface of the coverslip. 

The five filters were applied to detect and identify the possible presence of these five different plastic 

polymers. PET seems to be absent from this analysis area. 
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Concerning the projection maps (Fig. 4.3(b)), as in the drugs application in Chapter 3, these raw data 

(photons number received) cannot each be attributed specifically to a species of polymer unlike the maps 

of proportions. Simply because we recall that a filter is not built specifically for a species but rather for 

all known spectra (Fig. 4.2(a)). This is also why visually, in figure 4.3(b), it is difficult to visually assign 

a type of polymer for each pixel. The only exception in this case remains the PS, not being a powder but 

uncolored homogeneous beads, it is easier to see visually where its filtering is carried out (first map at 

the top left). Once the direct classification algorithm is applied, the various MPs are clearly 

distinguishable. 

On the classification maps (Fig. 4.3(a)), the pixels identifying PA (green) and PE (blue) to overlap in 

certain areas and, therefore, not being correctly identified. This misidentification is more noticeable on 

the image with an acquisition speed of 0.5 ms / px. When we switch to a speed of 1 ms/px, where more 

photons can be collected per pixel, this superposition disappears and a more homogeneous color appears 

on each MPs. 

 

These first results on pure and colorless plastics allowed us to introduce MP mapping with CRT. 

Working with more realistic MPs is challenging because of the possible presence of a specific 

background noise as we will see in the next section and as often discussed in the literature [1] [151]. 

4.2 Study on MPs collected from environment 

4.2.1 Field data recording 

All MP samples were provided by the marine ecology study office IFREMER (Institut Français de 

Recherche pour l'Exploitation de la Mer, LDCM - Laboratoire Détection, Capteurs et Mesures - Brest 

- France). 

 

The samples provided by IFREMER came from natural environments (sea, beaches, etc.). They were 

macroplastics with sizes ranging from a few mm to a few cm. These raw samples have undergone initial 

treatments before their analysis with Raman spectroscopy. These treatments consisted in filtering the 

plastics of such as present in the harvest samples. Next, the filtered plastics were cleaned to be finally 

crushed (by cryo-crusher: act of cooling a material and then reducing it into a small particle size) to 

produce plastic microparticles of different types (and colors) and different sizes. The samples are placed 

in several Eppendorf tubes. Each tube has a different type of plastic polymer (Fig. 4.4). Each type of 

plastic polymer has a different color caused by its own (unknown) additives that were originally added 

to it during its manufacture.  
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Figure 4.4: MPs samples provided by IFREMER arranged by type of plastic polymer. 

 

In figure 4.4 from left to right, we have a sample of polyurethane (PU, in white), polyethylene 

terephthalate (PET, no colored), polyethylene (PE, in pink), polystyrene (PS, orange), polypropylene 

(PP, in blue) and Nylon (PA, in light green). It should be noted that the sample concerning polyvinyl 

chloride (PVC) was excluded from the study because its additives (complementary component such as 

dyes) give to the PVC samples a black color. During the measurements, the black color of the PVC 

samples induced a strong background noise and the PVC microparticles began to burn due to their 

interaction with the IR (785nm) excitation light (Appendix 1). Further analysis is required to determine 

whether the colour is directly related to the reactions observed in Appendix 1 and how to remedy them. 

For recording reference spectra, each polymer was placed on a separate area of a CaF2 coverslip. Several 

spectra were acquired in each area for an integration time of 100 ms per spectral base: 50 spectra are 

averaged over five different spatial locations. The averaged spectra from each area are also averaged to 

finally obtain the reference spectra (Fig. 4.5(b)). As mentioned earlier in this manuscript, the reference 

spectra are acquired by the sequential activation of the binned spectral pixels on the DMD and the 

subsequent recording of the Raman signal by the photo-detector. For these experiments, the laser power 

at the specimen plane was always set at around 60 mW. 

 

PE PE PS PP PAPU
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Figure 4.5: (a) Raman spectra of plastic polymers measured by IFREMER and (b) measured by our 

compressive Raman spectrometer for an integration time of 100 ms per spectral base. 
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We can compare our reference spectra (Fig. 4.5(b)) with the spectra measured by Raman spectrometry 

from the IFREMER laboratory ((MPs spectra - ground truth, Fig. 4.5(a)). The background noise specific 

to this type of this sample (fluorescence [1] [151]) is clearly visible in our spectra (Fig. 4.5(b)). This 

same noise was removed numerically in Fig. 4.5(a): polynomial subtraction of the background noise on 

the ground truth IFREMER spectra. Note that our CRT optima filter will work with this background. 

Beside this noise contribution, there is a good agreement between our reference spectra measurement 

and the IFREMER ground truth. 

4.2.2 Analysis of a mixed sample of MPs 

CRT Imaging 

Following the recording of the reference spectra (Fig. 4.5(b)), the construction of orthogonal binary 

filters was carried out optimally for all the spectra of the six plastic polymers (Fig. 4.6(a)). Indeed, the 

use of non-orthogonal binary filters in combination with each other has shown much less convincing 

results than orthogonal binary filters. We will not go into more detail here but a quick comparison of 

some results is shown in Appendix 1. 

These different filters were projected onto a sample where all the different MPs polymers (PS, PP, PET, 

PU, PA, and PE) were mixed on a CaF2 coverslip. The chosen imaging area corresponds to a FOV of 

300 µm² where we wanted to find a maximum of these different polymers (Fig. 4.6(b)). To do this we 

checked the spectra of each MP piece present in the imaging region. 
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Figure 4.6 : (a) Reference spectra and filters associated. (b) FOV seen from the microscope where the different 
polymers of plastics are known. (c) Projection maps. (d) CRT imaging with an acquisition speed of 2 ms/px by 

filters applied – FOV is 300 × 300 µm and the scale bar is 50 µm. 
 

After the projection of each filter on the chosen imaging region, we obtain our different raw data, i.e. 

the photons number received per pixel (Fig. 4.6(c)). The photons number per pixel received was 4× time 

larger compared to the colorless synthetic plastic samples (section 4.1.2). The increased photon count 

can be explained by a background noise resulting from the additives that have been linked to the 

composition of these plastic samples [1] [151]. 

We produced an image after classification of each pixel for a plastic polymer type where an RGB filter 

is applied (Fig. 4.6(d)). A clear spatial identification of MPs is observable. We can discriminate the 

different color zones, which well agree to our predictions (figure 4.6(b)), with PET in yellow, PS in red, 

PE in purple, PU in light blue, PP in dark blue and CaF2 in black. No PA could be found in this FOV. 

 Nevertheless we notice that the image taken from figure 4.6(b), is not fully represented in fig. 4.6(d). 

The part corresponding to the PS (red) is in contact with the PET (in yellow) as far as we can see in 

(figure 4.6(b)). However, on the final classified image (Fig. 4.6(d)), we observe a blurred area between 

the yellow and red parts. This can be explained by the rough surface of the MP that would require to 

acquire the signal over different z plane to obtained a full colored pixel area. 

 

Filter 1 
  

 

Filter 3 Filter 1 Filter 2 

Filter 4 Filter 5 Filter 6 

 applied classification 
algorithm 
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High-speed CRT Imaging 

To investigate the ability of our CRT setup to perform fast mapping in the detection and classification 

domain of MPs, Figure 4.7 compares the CRT image quality obtained with a pixel dwell time ranging 

from 0.1 ms/px at 2ms/px. The sample used and the 300 µm² FOV region of interest are the same as in 

Figure 4.5 (mixture of MPs). 

 

 

 
Figure 4.7: CRT image taken at different pixel dwell times. (a) 0.100, (b) 0.125, (c) 0.250, (d) 0.5, (e) 1 and (f) 

2 ms/pixel/filter. FOV is 300 × 300 µm and scale bar at 50 µm. 
 

In the six cases of figure 4.7, we can detect the different MPs. At a speed of 250 µs/px for each filter 

applied (Fig. 4.6(c)), it is still possible to classify the five MP species present in the imaging region. 

This would probably set the speed limit for this type of natural sample to access a decent signal-to-noise 

ratio (SNR). 

Note that all the images shown in this chapter have a pixel size of 1 µm (i.e. all the data of each pixel of 

the image is exploited and where 1 pixel = 1 µm). Moreover, no other image processing (smoothing, 

etc.) was performed to improve the rendering of these post-processing images. 

The CRT ability to map MPs at different speeds has been verified. The veracity of our results will be 

demonstrated in the next section, by comparing MPs displayed by CRT and the spectral information 

previously recorded. 

2 ms/px50 µm1 ms/px500 µs/px

100 µs/px 125 µs/px 250 µs/px

a) b) c) 

d) e) f) 

PAPECaF2 PS PP PET PU
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4.2.3 Veracity of results 

In this section, we validate the classification step performed by our CRT system on the different MPs 

analysed. This is possible by recording the full Raman spectra contained in each pixel (𝜆𝜆) (Fig. 4.8(a)). 

These data were obtained by performing a rapid spectral scan, using the DMD, for each estimated pure 

chemical species. 

From the same FOV of interest (300 µm²) and from the same sample as in figure 4.7, we were able to 

compare the means of the complete Raman spectra coming from pixels belonging to the same MP (i.e. 

having the same color) (Fig. 4.8(b)) with the reference spectra measured and shown in Figure 3.6(a) 

(Fig. 3.10(c)). 

 

 
Figure 4.8: (a) Acquisition of a hyperspectral image with the DMD with a speed of 2 ms/px/species and 
FOV = 300 µm². (b) Averaged full Raman spectra (PS, PET, PE, PU, PP) which are obtained from ten 

pixels belonging to the same MP and compared (c) to the pure sample reference spectra (from Fig. 4.5 (b)) 
obtained with an integration time of 100 ms. 
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The acquisition of a hyperspectral image with the DMD allowed us to obtain the Raman spectra 

for each pixel (Fig. 4.8(a)). For better SNR and better readability, we averaged the full Raman 

spectra from ten pixels belonging to the same MP (i.e. same color) on the CRT, for each species 

present (Fig. 4.8(b)). The averaged Raman spectra are then compared to our reference spectra 

obtained with an integration time of 100 ms from pure samples. 

Nicely, the classification carried out by CRT shows that the colors displayed on our images 

correspond to the desired species. CRT is thus able to recover the correct species of polymer from 

MP for each pixel. 

4.2.4 CRT and conventional Raman imaging 

Reference CRT image of one mm² 

We used CRT to map the natural MPs on a large 1 mm² area. This surface is used as a time reference 

and the results obtained from it will then be used for comparison with other technologies. 

 

To make this comparison, the same region of interest of 300 × 300 µm was kept (recognized in the 

white dotted square) and extended to 1 mm² (Fig. 4.9). This figure compares the CRT image quality 

obtained with a pixel dwell time of (a) 250, (b) 500 µs/px and (c) 1 ms/px over a 1 mm² FOV. The 

samples are always the same, containing a mixture of the six different mixed plastic polymers: PS, PA, 

PP, PE, PET and PU on a CaF2 coverslip. A table in Fig. 4.9 gives the acquisition times for CRT imaging 

over 1 mm² (1) by filter applied and (2) after the application of all the filters 𝑀𝑀 (where 𝑀𝑀 equal to the 

number of species 𝑁𝑁 =7). The acquisition times indicated are those obtained experimentally. Still in the 

table in (3), we introduce an essential parameter : the Sampling Ratio (SR) 𝜂𝜂 = 𝐴𝐴
𝐹𝐹�  where 𝐴𝐴 and 𝐹𝐹 

represent the number of measurements and the number of total pixels of an image, respectively [133]. 

This parameter introduced here will be useful to us in the following sections. 
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Figure 4.9: CRT imaging of MPs performed on a CaF2 coverslip, at different pixel dwell times. (a) 250, (b) 500 
µs/px and (c) 1 ms/px for each of the seven filters applied. The scale bar is 100 µm and the FOV = 1 mm². The 

table below indicates according to pixel dwell time (1) the scan time for a filter, (2) the total time spent after 
applying all filters and (3) the sampling ratio (𝜂𝜂): number measurement (1000²) / the total number of pixels in the 

image (1000²). 
 

With a speed of ≥ 250 µs/px per filter applied and a resolution of 1 µm, our current CRT system can 

image 1 mm² in 4 min (for one filter). The final image is obtained after a total time of ~30 min, when 

all filters have been applied (Fig. 4.9(a)), with sufficient imaging quality to be able to correctly detect 

and identify MPs. Indeed, even if the quality of the image is not optimal with a pixel dwell time of 250 

µs per applied filter, the information delivered is still readable as compared with CRT images acquired 

with a longer time (Fig. 4.9 (b-c)). This corroborates our results seen in figure 4.7. 

Six species of MPs were expected during this mapping. However, PA was still not present in the chosen 

1 mm² scan area. Despite careful mixing with unknown quantities, it remains complicated to have a 

FOV bringing together all the different species present in the sample. 

We note that unclear areas  (blurred areas, not very well drawn/characterized) are present on the three 

images of figure 4.9, in particular on the left part concerning the yellow part (PET). A disruptive effect 

had been underlined in the previous part in figure 4.6 where certain “large” MPs piece could not be fully 

mapped on a single 𝑧𝑧 plane. This was explained by their size but also their random and non-

homogeneous shape and surface roughness. This effect is also noticeable on this 1 mm² image MPs with 

quite large sizes (as compared to the image size) are present. We also suspect a possible superposition 

of this MP with another (should be PE, according to the colors displayed) on the lower 𝑧𝑧 axes inducing 

a variation from yellow to purple color. The background noise can also explain this blurred effect since 

PET was found to be very noisy when recording its reference spectrum. 

b) 500 µs/px c) 1 ms/pxa) 250 µs/px 100 µm

300 µm
30

0
µm

Timing / px (1) Timing / filter (2) 𝑀𝑀 = 7 (3) Sampling
ratio 𝜂𝜂

a) 250 µs 4 min 30 min

1b) 500 µs 8 min 1 h 01 min

c) 1 ms 17 min 2 h 03 min CaF2

PS PP

PAPET

PE PU
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Finally, we have included in our table the index 𝜂𝜂 which finally allows us to say that the data used on 

these images (Fig. 4.9) come from all the pixels present on this image (1000×1000 pixels, where 1 pixel 

= 1 µm). 

 
CRT image on silicon filter 

We made similar images to the previous section on the same sample composed of six different MPs 

polymers. However, instead of using a CaF2 coverslip, we used a silicon filter (131675 W14 - 

SmartMembranes) [152]. This support has holes with a diameter of 5 μm, a depth of 463 μm and a pore 

spacing of 12 μm. This type of filter would be the main approach of interest in order to filter MPs in a 

context of micro or nano pollution analysis. Indeed, due to its material, this type of filter would guarantee 

sufficient transparency for the wide mid-IR of 4000 to 600 cm-1 [153]. Its characteristics would make it 

a good candidate for field application. 

In order to use this new silicon support in our analysis, we measured new binary spectral filters adapted 

to all of our measured reference spectra including the spectrum of silicon instead of CaF2 (Fig. 4.10(a)). 

Instead of directly depositing the MPs on the silicon support, we incorporated them directly into pure 

water. We then dragged the silicon filter directly through the aqueous medium concentrated six different 

MPs polymers (PE, PET, PA, PS, PU, and PP). Once the silicon filter was dragged though the sample, 

we left it dry in open air and the MPs found themselves naturally attached to its wall (Fig. 4.10(b)). 

 

 
Figure 4.10: (a) Reference spectra of the different MPs polymers with that of Silicon (Si. in black) where the 

adapted spectral filters have been constructed. (b) Characteristics and picture of the silicon filter after passing it 
through an aqueous medium mixed with MPs. 
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Before discussing the CRT images of this sample, we collected and displayed two color images from 

the microscope camera (Fig. 4.11). Fortunately, some MPs can be discriminated by their color. 

These two images were taken with two different magnification objective lenses. We zoomed from the 

figure 4.11(a), in the region of interest (white frame), to obtain the image Figure 4.11(b). 

 

 
Figure 4.11: View from the microscope camera a FOV of the different MP polymers collected by a silicon 

substrate. In (a) a magnification is performed on the region of interest (white frame) to obtain (b). 

 

Note that a MP analysis problem mentioned in previous sections is all the more explicit in this figure. 

From Fig. 4.11 it is clear that the MP samples have rough shapes and are stack on the top of each other. 

As noted before, imaging a single z plane with our confocal CRT setup might generate blurred areas 

coming from the sample surface roughness or the superposition of two MPs. 

 

We performed CRT imaging of the Si substrate with the collected MPs. (Fig. 4.10(b)). Figure 4.12 

compares the CRT image quality obtained with a pixel dwell time ranging from (a) 1 and (b) 2 ms/px 

for each of the seven filters applied, on 1 mm² FOV. The imaging times are indicated as well as the SR 

𝜂𝜂 (always equal to 1 in this case). For these experiments, the laser power was always fixed to about 60 

mW at the sample plane. We present below the raw images. 

 

40 µm100 µm

a) b)

Si filter
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Figure 4.12: CRT imaging of MPs performed on a silicon substrate, at different pixel dwell times. (a) 1 and (b) 

2 ms/px for each of the seven spectral filters applied. The scale bar is 100 µm and the FOV = 1 × 1 mm. The 
table below indicates according to pixel dwell time (1) the scan time for a spectral filter, (2) the total time spent 

after applying all spectral filters and (3) the sampling ratio (𝜂𝜂) 
 
In figure 4.12 we have selected the speeds of 1 and 2 ms/px/filter to have superior image qualities as 

compared to those obtained with faster scanning speeds. These images are obtained after total 

acquisition times of 2 h 10 min and 4 h 32 min, respectively. 

Note that in this specific case, the images present the six different MPs polymers (PP, PE, PS, PET, PU 

and PA) over a 1 × 1 mm FOV. Even if we observe color overlaps in some places, the detection and 

identification of each MPs present is correct. Image (b) is of better quality, due to the longer acquisition 

time. However, the area that appears to be PET at the top right of the image is blurred in (a) and (b). As 

already mentioned above, PET samples were already noisy when recording the reference spectra. This 

may justify the difficulties in obtaining a clear classification. Further explanations about this background 

noise and the analysis of the spectra directly measured on the samples are provided in Appendix 1. 

In conclusion, the presence of MPs, their size, their identification can be analysed using CRT imaging. 
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Discussion 

Our CRT imaging scheme is based on the mapping of an area point by point, where each point represents 

a pixel with a size of 1 µm (for 1 × 1 mm, 1000² of pixels and therefore 1000² of measurements, 𝜂𝜂 = 1). 

Images with scan speeds ranging from 250 µs/pix to 2 ms/pix were shown in this chapter, reaching a 

total acquisition time of 30 min to 4 h 32 min for a 1 mm² total area, respectively. Detection and 

identification of MPs at these acquisition speeds were correctly performed. 

 

It is interesting to compare our CRT with results reported in the literature to perform Raman imaging of 

MPs. To scan an 1 mm² area of a MPs sample, a time of 38 h was required by Kappler et al. and this 

despite using a distance between each scan point of 10 µm with an integration time of 10 s per point 

[153]. A long acquisition time but necessary for the type of sample that are MPs. 

In the same paper, they reduced the integration time to 0.5 s per point (still with 10 µm spacing) and 

improved the focus using a topographic imaging tool. The total measurement time was reduced from 38 

h to 90 min, but the increase in speed came at the expense of the detection success rate [153]. Another 

way to save time would be to guide the laser directly towards the microparticles of interest and perform 

the necessary measurements on each of them. Indeed, the major drawback of point-by-point mapping 

for the MPs is the time lost in scanning areas with no MP samples (CaF2 coverslips or silicon substrates 

in our case). This approach was used to compare several technologies in the MP analysis embedded in 

an artificial soil [154]. It consists of preselected the MPs visually under the microscope in order to adjust 

the scanning area to each particle to be analysed in the area of interest. A pre-scan is then performed to 

obtain a spectral image of each particle. A sorting retains only the points of interest where the spectra 

have the highest resolution for each particle (and avoid fluorescent spots). This procedure enabled better 

results, with a time of 15 h per mm² (20 ms of integration time per point) with a much better compromise 

between acquisition time and detection success rate [1]. 

 

CRT is subject to the disadvantages of supervised imaging conditions. This means that we need prior 

information about the sample to be analysed. It is also limited by the number of species to be detected 

and identified. Nevertheless, concerning the problem of plastic pollution, these MPs can be diverse but 

there are only about ten plastic polymers. Moreover, the spectral information about these most common 

polymers is known. This is why CRT appears to be an optimized method for analysing MPs. 

A total time ≥ 30 min of analysis would already be sufficient to have a correct detection and a correct 

identification of MPs on 1 mm². This time can be increased to have a higher image quality, but the 

desired information remains the same according to our aims "Are MPs present ?", "what type are they 

?". In comparison, times of 38 h or even 15 h reported in the literature seem considerably long. 
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Scope for improvement 

Scan area preselection can improve the scan time per frame in CRT. The scan area preselection can be 

performed by taking a white light image of the FOV and selecting the regions of interest (i.e. the MPs) 

where the point scanning process is launched. This would be motivated in view of the large areas without 

samples that are scanned without bringing any information. However, this is not part of our long-term 

plans because this improvement process is an undesirable practice for environmental studies but 

appropriate for comparison purposes [1]. Indeed, we can be interested in this approach only in the 

context of studying MPs on still images where we are sure to find the selected particle at the same place 

following the scan are preselection. In our case, we would like to push CRT to analyses of MPs directly 

in moving aqueous media where a pre-detection of MPs is not possible. This is part of a collaborative 

project with the IFREMER that will be detailed in chapter 5 of this manuscript. 

 

Another important point should be emphasized. We have introduced from figure 4.9 a notion of 

Sampling Ratio (SR) note 𝜂𝜂: 

𝜂𝜂 =
𝐴𝐴
𝐹𝐹

 (4.1) 

Where 𝐴𝐴 represents the number of measurements and 𝐹𝐹 the total number of pixels of an image [133]. 

For one of our 1 mm² images (e.g.), where 1 pixel = 1 µm, we have 𝐹𝐹 = 1000² and since a measurement 

is made for each pixel 𝐴𝐴 = 1000², hence 𝜂𝜂 = 1. This point is important because most often this SR is not 

indicated, in scientific papers or commercial Raman machine scanning speed. 
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We have varied on this index 𝜂𝜂 in order to improve the measurement time on CRT images. To better 

understand how this sampling ratio is exploited, we used as an example the same area of interest of 1 

mm² shown in the previous figure 4.14(a) shows an image with 𝜂𝜂 = 1 whereas figure 4.14(b) was  

obtained with 𝜂𝜂 = 0.5. 

 

 
Figure 4.13: CRT image with a pixel dwell time of 2 ms/px for each filter on 1 mm² where (a) the 

measurements are made on each pixel of the image (𝜂𝜂 = 1), (b) the measurements are made for 1 pixel out of 2 
of the image, thus collecting a total of 500² data (𝜂𝜂 = 0.5). The scale bar is 200 µm. 

 

We can compare our different CRT images with different 𝜂𝜂 (Fig. 4.14). We kept the as base speed 

constant at 2 ms/px on the same 1 mm² area where our six different MPs were deposited. 

Figure 4.14 shows different images acquired with (1) different 𝜂𝜂, (2) the measurement corresponding 

time taken when applying a single spectral filter, (3) the total time needed to obtain the final image after 

application of all the spectral filters, (4) the pixel dwell time common to each of the images. 

Note that there was no post-processing of the images shown here that the times given in the table are 

approximately those recorded experimentally. 
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Figure 4.14: CRT imaging of MPs performed on a silicon filter. The scale bar is 100 µm and the FOV = 1 × 1 

mm. Each image represents a sampling ratio 𝜂𝜂 of (a) 1, (b) 0.5, (c) 0.33, (d) 0.25, (e) 0.2. The table shows (2) the 
scan time for a filter, (3) the total time spent after applying all filters as a function of the parameters of (1) 𝜂𝜂 and 

(4) identical pixel dwell time for each image. 
 

For 𝜂𝜂 = 1 the total image acquisition took 4 h and 32 min, the MPs are well resolved and identified Fig. 

4.14(a).  When we simply divide by two the number of measurements performed (𝜂𝜂 = 0.5), we gain a 

factor of four on the total measurement time (Fig. 4.14(b)) and the MP identification is still very good. 

Smaller sampling ratios were used in order to observe a limit to this approach in our case (Fig. 4.14(c-

d-e-f)). Even with a 𝜂𝜂 = 0.2 we observe, to a certain extent, an image where each of the MPs is correctly 

detected and classified. Nevertheless, we must remain cautious because we are in a case where the MPs 

volumes are large. We note the reducing 𝜂𝜂 comes at the expense of losing the identification on the small 

MPs. This is all the truer is we would like to detect very small MPs with nanometric dimensions. 

(1) Sampling
ratio η (2) Timing / filter (3) M = 7 (4) Timing / px

a) 1 35 min 4 h 32 min

2 ms/px

b) 1/2 7 min 51 min

c) 1/3 4 min 30 min

d) 1/4 3 min 23 min

e) 1/5 2 min 15 min

a) 𝜂𝜂 = 1 b) 𝜂𝜂 = 0.5

e) 𝜂𝜂 = 0.2
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We have shown that the SR 𝜂𝜂  is an interesting parameter to speed up CRT with a factor up to 8 (𝜂𝜂 = 

0.33). This makes CRT attractive for the rapid detection of MPs in environmental studies. 

In the next section, we will describe a recently funded project using CRT to detect MPs in aqueous 

solutions. 

4.3  Conclusion 

Problems encountered 

The analysis of the MPs showed several obstacles. First of all, it turned out that plastic combined with 

additives could provide more or less noisy spectral information. Especially because these additives can 

color certain plastics and possibly generate a strong noise (this was the case for the black PVC). 

Even if our reference spectra were correctly recorded (Fig. 4.5), and could be correctly used to designed 

the spectral filters there are situations where this calibration can be difficult or even impossible. This is 

when the samples chosen for the calibration are too different from the samples collected in the field. 

The literature often reports clear differences between the reference spectra of pure materials and the 

Raman spectra measured on MPs [1] [151]. These differences would often be due to fluorescence (or 

more simply to background) coming from impurities such as additives, organic particles, etc. [1]. 
 
In our study, we have taken this fluorescence background into account in our measurements and this 

background is part of the spectral signature for the various MPs. This was manageable and the CRT 

results showed that the various MPs could be nicely identified and spatially resolved, however there 

might be more difficult scenarios where this fluorescence background should be removed. In this case, 

the adoption of methods to attenuate this fluorescence background is necessary. 

One method would be to look at the lifetime. Given that the lifetime of the florescence emission is longer 

(a few nanoseconds) than that of the Raman scattering (a few picoseconds), it is possible to perform 

time-gating measurements to remove part of the fluorescence [49] [50] [51]. Further information on 

fluorescence suppression method in Raman spectroscopy can be found in [48] . 

Another simpler method, which is part of a future project, is to do further analysis on the effect that 

water might have the MPs fluorescent background. Indeed, analysing MPs (colored or not) directly in 

an aqueous medium may reduce the background noise and allow a less restrictive observation of MPs 

by Raman spectroscopy [155]. 

 

Another obstacle was revealed when mapping MPs. The images that have been presented in this chapter 

were acquired for a single 𝑧𝑧 plane. In addition, MPs are not spatially homogeneous and present 

unpredictable shapes depending on their positioning during the measurement. A simple solution would 
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be to take several planes along the 𝑧𝑧 axis and integrate the results to generate a single image. Such a 

method would minimized the imperfections attributed to the MPs surface roughnesses and shapes. 

Another way, which interests us a lot, is to develop an image post-processing program that would group 

pixel belonging to the same MP in “macro-zones”. Thus, the images could be more homogeneous and 

would appear of better quality. 

 
Summary of the achievements 

We have shown conclusive preliminary results of CRT for the study of MPs. The recording of the 

reference spectra (Fig. 4.5) allowed us to build spectral filters (Fig. 4.6(a)). These spectral filters were 

able to detect and identify a certain number of MPs combined with unknown additives and different 

colors, despite the background noise included in our measurements (Fig. 4.6(d)). We explored the CRT 

detection limits by scanning the MPs at different speeds and subjectively determined a scan speed limit 

of 250 µs/px where the MPs could still be detected and identified correctly (Fig. 4.7). The veracity of 

all these data could be checked on figure 4.8 where hyperspectral data showed good correlations between 

spectral data and MPs detected by CRT. The assigned colors were well associated with each of the 

spectra of the desired polymers. 

These first results allowed the construction of images with a large FOV, of 1 mm² with CaF2 coverslip 

(Fig. 4.9) and with silicon filters (Fig. 4.12). This step was the most important because we could show 

that CRT outperforms all conventional Raman technologies and can image 1mm² areas in few tens of 

minutes only. In addition, the use of silicon filters brings us closer to field conditions. These filters being 

used to concentrate the MPs in diluted liquid samples. 

 

With similar samples and a scanning method identical to ours (point scanning), an analysis from a 

conventional Raman spectrometer required ≥ 15 h [1] [153]. SRS achieves an approximate scan time of 

27 min per mm² [150]. 

Our first scan times ranged from 4 h 32 min for the longest to 30 min for the shortest to obtain a complete 

image over 1 mm² depending on the pixel dwell. Our results indicate that CRT appears to be a strong 

candidate for the detection and classification of PMs. They can be compared to the SRS speeds obtained 

on similar samples [150]. 

We then introduced the notion of sampling ratio 𝜂𝜂 in our CRT imaging results (Fig. 4.13). When this 

parameter is modified, we achieve a x4 speed improvement and image a 1mm² MP sample in 50 min 

(Fig. 4.14). This major improvement will bring Raman imaging into live imaging. 

Obviously, the issue of MP pollution is one where our CRT exploits all its advantages and is considered 

suitable and optimised. 

 That is to say that despite the countless difference that can exist between each type of plastic due to 

their added additive, there are only about ten microplastic polymers. This is perfectly suited to our CRT, 

which is limited by the number of species to be detected. Indeed, too many species (>20) would make 
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CRT non-optimal as compared to a conventional Raman spectrometer. In addition, we have enough 

information on the MPs system a priori to correctly construct our spectral filters. This further supports 

the advantages of CRT under supervised imaging conditions. 

The results that have been demonstrated here could make CRT a serious player in the field of MP 

detection and identification. In addition, its low cost and simplicity, make it all the more attractive 

among other technologies, especially for real time field applications. 
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Chapter 5 

 Compressive Raman perspective 
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This fifth and final chapter shows the projects dedicated to the future use of CRT. These projects are 

either already underway or just being discussed. 

First, they concern improvements to the technology itself for a better efficiency of application and more 

optimal use. Then, the use of CRT in the analysis of microplastics (MPs) proved to be very promising 

application and led to a joint project with IFREMER, that has just been funded. This collaborative 

project is a continuation of the results that were presented in the previous chapter.  
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5.1 Experimental technological improvement 

5.1.1 Using dual detectors  

In 2017, D.S. Wilcox's research group, which put forward the design of a Raman spectrometer called 

"OB-CD" (Optimized Binary Compressive Detection) [156] [99] [95], set out to develop a technique 

involving two single-pixel detectors (Fig. 5.1) [101] [96]. This is to count all the Raman photons 

transmitted by two optimized binary filters - the OB-CD2 strategy - allowing a more accurate and rapid 

estimation of the Raman scattering rates of each chemical component [101]. This was a remarkable 

achievement and demonstration, resulting in extremely fast Raman imaging (up to √2 × faster, shot 

noice limit) rates using few photons in this supervised imaging framework [96]. 

 

 
Figure 5.1: CRT experimental setup, built around a commercial microscope. O: objective, P: prism, GM: 

galvanometric mirrors, D: dichroic mirror, S: slit, G: grating, DMD: digital micromirror device, SPAD: single-
photon avalanche photodiode, F1: laser line filter, F2: notch filter. L1: tube lens (200 mm), L2: scanning lens (50 

mm), L3 − L7: achromatic doublets of focal lengths 100, 125, 100, 100, 75 mm, respectively. Illustration 
adapted from Scotté's thesis [23]. 

 

The use of two detectors could be an interesting way to optimise CRT. Indeed, two detectors can 

simultaneously collect the signal corresponding the Raman spectral filter and its complementary filter. 

This is because the DMD technology encodes each mirror position in only two positions +12° or -12°. 

Up to now we have only used the +12° position, also called ON position, to send the selected Raman 

photon onto the detector. At the same time and ON position is displayed on the DMD there is and OFF 

position (i.e. DMD mirrors at -12°) that send the complementary spectral filter in another direction. 

These complementary photons can be detected and their strength accounts for the total Raman signal. It 
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has been shown by Scotté [23] that taking into account simultaneously of the ON and OFF position 

photons using two detectors, increases the speed by a factor of √2 (as the speed limit to detect/identify 

a chemical species is ultimately limited by the detected photon number).  

5.1.2 Spectral filters number optimisation 

In the previous section, we discussed the possibility of using two single-channel detectors. This would 

reduce the measurement time by a factor of √2. 

In the previous chapters, the number of spectral filters 𝑀𝑀 was equal to the number of species 𝑁𝑁. Our 

colleagues from the Fresnel PhyTI team have recently proposed a classification scheme based on the 

Bhattacharya bound that we presented and used in Chapter 4 on MPs analysis [20]. This analysis method 

is able to work with 𝑀𝑀 < 𝑁𝑁 since the spectral filters are not built to be optimal for a spectral species but 

for a combination of spectra [20]. Thus, although not demonstrated in this thesis, CRT can use fewer 

spectral filters than the number of species to be analysed if the direct classification method is adopted. 

This approach should be investigated to see to what extent we can decrease this number 𝑀𝑀 in order to 

optimise the CRT measurement. Another method proposed by PhyTi collaborators, more ambitious and 

not yet put into practice, is initiated here [21] and allows to retrieve the chemical species that are not 

initially reference species. This is possible by using a diversity of spectral filters that are optimize to 

detect one single species but their diversity is large enough such that they provide all together sufficient 

information to retrieve an unknown chemical species. We plan to explore this interesting scheme. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 
 

88 
 

5.1.3 Compact and portable CRT 

We initiated the concept of making our CRT compact and easy to carry. For this purpose, we have 

applied this action only to our spectrometer (Fig. 5.2).  

 

 
Figure 5.2: CRT experimental setup (a) modelled, (b) in its compact version, (c) seen from the box when closed 

and (d) diagram of the combination of a compressive Raman spectrometer with a conventional Raman 
microscope. 

 

The aim is to include the CRT technology into a single box. This box could be easily added to a 

conventional point scanning microscope and could readily perform CRT. Figure 5.2 shows the results 

of our effort to develop a CRT compact system. The CRT box includes the excitation laser and the CRT 

spectrometer. This project has been supported by CNRS innovation as a first step towards a possible 

CRT commercialisation. 
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5.1.4 CRT using an endoscope probe 

The concept of using CRT with an endoscope probe would be very interesting (Fig. 5.3). An endoscope 

probe would allow us to measure samples that cannot be placed under a microscope or that are simply 

difficult to reach. In the literature most of the Raman probes are able to work on a single point only and 

provide spectroscopic information but imaging is not possible. This is because the integration time is 

too long to get a viable Raman signal (several s). Because CRT provides more photons on the single 

pixel detector, it could potentially be implemented in endoscopy. Recently, the Fresnel Institute has 

developed a scanning endoscope probe that allows imaging at few frames per second and over a field of 

view of several hundreds of microns [157].  The endoscope probe is formed by a double-cladding 

negative curvature optical fiber. The single-mode hollow core guides the excitation laser from the 

proximal end of the probe up to its distal end, where the sample is located, while preserving the beam 

quality [158] [159].  

The hollow-core mitigates the generation of parasitic Raman signal while the excitation laser is being 

delivered to the sample [160]. The Raman signal generated by the excitation laser in the sample plane 

is collected by the multimode cladding of the probe and delivered at the proximal end of the probe. A 

dichroic mirror splits the excitation laser that is coupled into the probe from the back propagated Raman 

signal that is routed towards the detectors. 

 

 
Figure 5.3: Experimental CRT box with fiber optic system 

 

This CRT endoscope has been initiated. However, it was not possible to developed further this 

technology because of lack of time. The aim is to carry similar measurements as those presented in this 

thesis. The fiber noise (background spectral signal) will have to be separated or taken into account in 

our analyses according to its relation to the measured Raman signal. We will then be able to compare 

Compressive Raman 
Box
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the efficiency of the CRT optical fiber analysis and propose this analysis strategy from concrete results. 

Such technology would allow to reach samples that conventional microscopy cannot reach (e.g. such as 

the study of MPs in narrow water conduits, or in animal organisms). 

5.2 Project M.A.R.D.I : long-term project on MPs 

The Flow Analysis of Microplastics by Raman and Dielectrophoresis (MARDI) project was set up in 

September 2022 by the IFREMER marine ecology laboratory (LDCM - Laboratoire Détection, Capteurs 

et Mesures - Brest, France). It coordinates the project with our team from the Fresnel Institute as 

collaborators. It is in this context that we propose to use CRT to carry out rapid detection, identification 

and quantification of microplastics (MPs). 

5.2.1 Project description 

Pollution by MPs has become a major scientific and societal issue with consequences for both the 

environment and human health. The need to characterise and monitor this pollution requires methods 

that allow the counting and identification of MPs in the various matrices in order to better understand 

its extent. Currently, these studies remain laborious and time-consuming to implement due to the 

absence of an automated analysis process. In addition, the multiplication of sample handling is a 

potential source of contamination. The MARDI project aims to develop an innovative method for the 

handling and flow analysis of MPs smaller than 100 μm and will rely on knowledge in MPs 

characterisation and on skills in microfabrication, dielectrophoresis [161] and CRT. The objective of the 

project is the design of a fluidic module allowing sorting and focusing in specific areas of MPs by 

dielectrophoresis (DEP). The coupling with compressive Raman spectroscopy (already carried out in 

the IFREMER laboratory) will serve as a reference for the identification of six main polymers (PE, PET, 

PA, PP, PS, PVC). The use of CRT will allow a high rate of analysis. Indeed, the innovative CRT 

technique allows for a reduction in acquisition times by a factor of 10 to 100 (from 10 ms to several 

hundred μs per pixel) compared to conventional Raman spectrometers [23]. The prototypes will first be 

validated on bottled mineral water samples (PE, PET) before being applied to the analysis of more 

complex samples (seawater). 
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Dielectrophoresis (DEP): 

The DEP technique allows the manipulation of dielectric particles with non-uniform alternating electric 

fields. These first induce a dipole moment in the particles, which then become sensitive to local electric 

field gradients [162] [163] [164]. 

In the first case, dielectric particles will be repelled by areas of strong electric gradient, while in the 

second case they will be attracted to these same areas. Typically, these areas of strong electric field 

gradient are located on the edges of the electrodes. Thus, by applying the right frequency under the right 

experimental conditions, it is possible to control the movement of even complex dielectric particles in 

terms of shape and structure [163] [164]. 

 
Technology development 

The technological development consists in its first phase in the design of microfluidic modules allowing 

the circulation and the focusing in specific zones of MPs by DEP.  

The dimensions of the microchannels of interest will depend on the size range of the particles to be 

analysed. These microfluidic devices will include electrodes around the central channel allowing the 

particles to be grouped together by DEP, allowing the objective lenses of the spectrometer to be focused 

on the areas of interest. At least one side of the microfluidic chip will be made of glass or CaF2, a 

material suitable for Raman spectroscopy measurements.  

The injection rates, the dimensions of the device (size of the electrodes, inter-electrode distances) as 

well as the frequencies and voltages to be applied will be optimised in order to concentrate the 

microbeads in the finest possible area without inducing too much aggregation of the particles.  

 

The DEP module will then be coupled to a CRT spectrometer to achieve a high analysis rate (Fig. 5.4). 

The particle flow (a few μm/s) will be optimised so that the particle travel speed is less than the minimum 

spectral acquisition time.  

A specific support will be designed to have a surface perpendicular to the working objective where the 

flow will pass in order to allow the injection of fluids into the module. The spatial scanning system of 

the sample (galvanometric mirrors - point by point) will allow us to collect the Raman signal at several 

points of the sample as it moves through the fluid channel. This will allow us to map the sample to 

access the shape and size of the MPs it contains, in addition to the desired spectral information. 
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Figure 5.4: Coupling of the fluidics module with CRT for the mapping of MPs directly from a moving liquid 
medium. GM, mirror galvanometric; D, dichroic mirror; O, objective lens; MM, microfluidic modules; DEPE, 

dielectrophoresis electrode S, slit; G, grating; DMD, digital micromirror device; SPD, single pixel detector. 

5.2.2 Expected impact of the project on health and environment 

The system proposed in MARDI will allow the identification in flow of small MPs from various matrices 

(food, environmental, etc.), it will lead to a significant saving of time and thus to an increased capacity 

of the number of analyses. In addition, it will reduce the handling of samples and their contact with the 

laboratory environment and thus greatly reduce the risk of contamination.     

The MARDI fluidic module incorporating CRT therefore paves the way for the development of a real-

time observation system for low-level water such as drinking water and can then be directly applied to 

the monitoring of food and drink entry points to ensure the use of uncontaminated drinking water. In 

parallel, the MARDI project is the first brick in the development of an autonomous marine sensor for in 

situ PM analysis. This type of sensor is needed, for example, to improve the understanding of the vertical 

transport of MPs by allowing the acquisition of continuous concentration profiles; or the temporal 

evolution of the MPs concentration of waters used for aquaculture during short intervals over long 

measurement periods. This type of measurement is essential for understanding the interaction between 

organisms and MPs. Thus, the MARDI project will ultimately contribute to the monitoring of MPs 
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pollution and to the assessment and understanding of the behaviour and ultimate fate of plastics in the 

environment and consequently the impact of MPs on the environment and human health. 

5.3 Conclusion 

Throughout this thesis, many (new) projects have been added to the original plan. The ones described 

in this chapter are the most concrete and have already been initiated or discussed at length with our 

collaborators. 

 

Approaches have been proposed to improve the performance of CRT. This is done by decreasing the 

number of measurements, previously limited by the number of species to be analysed in a sample. 

Firstly, experimentally, using the so-called "OB-CD2" technology initially used by Wilcox and his 

collaborators [156] [99] [95]. The principle is to use two detectors in order to optimise the use of the 

binary mask, thus sending the information to the first or second detector. This allows gain a factor of 

two in the measurement time. 

Another strategy is to exploit a direct classification step (defined and used in Chapter 4), developed by 

our collaborators at the Fresnel institute [20] [21]. Indeed, this classification based on the Bhattacharyya 

bound is able to use a number of spectral filters lower than the number of species to be analysed [20]. 

This is because our spectral filters are each constructed from the combination of spectra and not with 

respect to a single species [20]. We should exploit these approaches and benchmark them. 

 

From a practical point of view, the idea of making CRT compact and transportable is above all a strong 

argument for CRT to be a candidate of choice in analyses that need to be done directly in the field. 

 

Finally, the MARDI project, which received funding in September 2022, represents the major future of 

CRT in the framework of this thesis. Developed by the IFREMER laboratory, this project aims to 

provide real-time analysis of a moving sample for rapid detection and identification of PMs. This is 

achieved by using CRT as an analytical tool, putting to use its good adaptability and performance for 

this type of analysis (demonstrated in Chapter 4). CRT also has a great potential for improvement that 

should impact this collaborative project with concrete ambitions in the environmental field. 
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Conclusion  

 

During the three years of my thesis, I investigated ways to efficiently perform spontaneous Raman 

imaging by accelerating not only the measurement, but also the whole data flow. This was done by 

developing and applying the Compressive Raman Technology (CRT) to concrete applied projects, 

initially initiated by the previous PhD [23]. The constraints imposed by this new approach were taken 

into account (a priori information, experimental noise and specific application technology) in order to 

apply CRT in the best conditions. 

 

The underlying mechanisms and important notions of spontaneous Raman scattering have been 

presented in this manuscript. We have seen that the Raman effect relies on the interaction of light with 

matter. It provides the specific signature, a "spectral fingerprint", of the vibrations of a molecule in a 

label-free and non-destructive way [8]. The classical method of Raman signal acquisition results in a 

hyperspectral image with two spatial dimensions (𝑥𝑥, 𝑦𝑦) and one spectral dimension (𝜆𝜆). This recording 

is post-processed to obtain the final spectral images using chemometrics tools. This workflow is based 

on a slow acquisition rate, followed by a post-processing step. We have highlighted the need to improve 

this approach due to its long acquisition times and excessively large datasets generated. 

Several alternative techniques have been presented to overcome these limitations. None of them 

presented convincing results increasing the complexity and price of the technology [122] [132]. 

 

Concerning the data generated by hyperspectral imaging, they are always compressible [12] [13]. We 

have presented recent theoretical and technological progresses allowing not only to better compress the 

data after acquisition, but also to apply this compressibility further upstream to acquire less data. This 

is to achieve faster and smaller acquisitions in terms of occupied memory [14] [12] [15]. Under certain 

conditions, this paradigm can go further: the acquisition process can be modified so that partial 

processing is carried out directly in the hardware [16] [17]. We have applied the latter enhancement 

concept to Raman hyperspectral imaging. This was done using a CRT-based imaging method. Its use 

allows us to overcome the limitations of conventional Raman in terms of speed and storage. Unlike 

commercial devices that record the full Raman spectrum on an array detector, we have shown that CRT 

combines specific Raman lines and detects them with a fast single-pixel detector. CRT has been shown 

to image Raman × 10 × 100 times faster than conventional EMCCD and CCD Raman systems [18].  

We have shown that the spectral components are selected (i) numerically with an optimisation procedure 

that minimises the estimation variance, and (ii) physically with a programmable optical filter (digital 

micromirror device (DMD, [15]). This programmable optical filter is located in the spectral plane of a 

spectrometer [18]. The technology is accompanied by a suite of algorithms that define the optimal masks 
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to detect and identify known chemical species and recover their proportions [115] [101] [19]. Thus, the 

technique aims to achieve substantial speed-up and massive reduction in the amount of data generated. 

The only latency required is the design of the spectral masks for the DMD, through a calibration step at 

the beginning of the study. However, this time is negligible considering the total imaging acquisition 

time. Furthermore, this new approach using CRT requires a priori knowledge of the system under study 

in order to correctly program the spectral filters. Although in many study cases we already know which 

species are present in the samples, in which case CRT is optimal for the application. The compressive 

Raman imaging framework is most useful when several experiments with the same type of chemicals 

and the same target are conducted [96]. 

 

Under these conditions, we subjected CRT to two concrete studies in order to discuss the results and 

compare them with the literature. 

In the first study, we used CRT to map chemical compounds in compact pharmaceutical tablets among 

which two polymorphs show very similar Raman spectra. This was a major challenge for our system 

based on binary spectral filters. The ability of the CRT to estimate the chemical proportion of each 

polymorph and excipient at each pixel was successfully demonstrated. Furthermore, to image 1 mm² of 

a pharmaceutical tablet with a resolution of 1 µm, conventional Raman imaging results in over night 

acquisition time (> 25 hours with 0.1 s per pixel) [131]. CRT is able to map a comparable image of the 

same size in 45 min. 

Our second study applied CRT to an environmental project concerning plastic pollution. The aim of the 

project was to rapidly detect and identify microplastics (MPs). This challenge was particularly 

interesting due to the high background noise generated by MPs and its various additives that we took 

into account in our measurements. We showed conclusive results where CRT was able to correctly 

discriminate the different MPs with scan times per pixel of 250 µs. The literature indicates that for a 

mapping of MPs with an area of 1 mm², a conventional Raman spectrometer would require a 

measurement time of 38 h with good detection quality [153]. Under the same conditions, CRT can 

achieve a total acquisition time of 30 min. 

These two studies, which were described in two separate chapters, met the necessary conditions for the 

use of CRT. Clearly, we were able to demonstrate that our technology was relevant to both projects. The 

results that have been demonstrated make CRT a strong contender in these two application areas. 

 

It was only in the MPs stage that we introduced and applied improvements to this compressive imaging 

technique. First, we proposed a new numerical approach to applying the filters. Instead of going through 

an estimation step, a direct application of classification was applied to tailor the measurement to a fast 

detection and identification demand [20]. Although this generated a lower data flow, the time saving 

was negligible. 
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The sampling ratio (𝜂𝜂) parameter was also introduced in our CRT imaging results. This parameter 

indicates the number of measurements that have been performed on an image compared to the total 

number of pixels present in the measurement area. By decreasing this value in our measurements, we 

have shown that it is possible to decrease the measurement times by at least a factor of four. For example, 

with a spacing of 2 µm per measurement, an image of 1 mm² in MPs analysis required less than 10 min. 

Therefore, for further CRT operations, this parameter will have to be seriously considered in order to 

properly use the full potential of this technology. 

 

Finally, we have projected CRT into a readable future. We have described future plans for optimisation 

and technological improvements. This is to argue further for the use of CRT in the application areas. 

These projects aim to improve the performance of CRT by, for example, reducing the number of spectral 

filters required in relation to the number of species analysed [20] or by optimising the measurement with 

two detectors [101]. All of this makes it possible to speed up not only the measurement, but also the 

entire data flow. The practicality of using CRT was also emphasised. Making CRT compact and 

transportable or combining it with an endoscopic probe further highlights the possible improvements 

for use in samples that are difficult to access.   

 

The results and plans I have been able to put forward during this thesis show the performance and 

potential of CRT for faster, cheaper and more efficient Raman imaging. These arguments encourage 

further exploration and improvement of this technology. 

 

 

 

 

 

 

 

 

 

 

 



 
 

97 
 

Annex 

This annex aims to detail the difficulties that were encountered in Chapter 4, when analysing the MPs 

in their early stages. Several assumptions were made and solutions were provided and demonstrated in 

this annex. 

The two classification methods are performed and compared in order to understand why a more direct 

classification method is more appropriate for the study. We will see however that the noise generated 

by the colored plastics causes a real problem for the analysis of the Raman signal. A new design of the 

spectral filters will be studied and applied in order to be able to carry out our measurements in the best 

conditions while taking into account the background noise. 

This appendix thus provides additional information on the selected parameters. 

 

 

Background noise 

 
Figure A.1: (a) Reference spectra and associated binary filters. (b) FOV seen from the microscope where the 

different plastic polymers are known. (c) Averaged spectra from the sample. 
 

Our reference spectra were measured (Fig. A.1(a)) and binary spectral filters were constructed. The 

analysis was carried out in a FOV where each MP has already been identified to ensure the presence of 

several types of MPs (Fig. A.1(b)). 

In Figure A.1(c), we have shown what is directly measured spectrally on the sample, from the colored 

MPs present (PET, PS, PE, PP, PU). Each spectrum represents a spatial average of five spectral 

measurements made on the different areas outlined in Figure A.1(b). 

This last figure represents how the Raman signal is captured during our measurements. The PET 

spectrum (in yellow) clearly shows the presence of background noise. This noise is much more present 

than during the recording of the reference spectra. We provide the best possible conditions for recording 

the reference spectra (pure sample, uncolored, etc.) which explains this difference. 
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CRT image from (i) Direct Classification or (ii) Estimator-based 

Classification 

From this FOV (Fig. A.1(b)), we made two CRT images with two different methods (Fig.A.2). The two 

analysis methods are (a) a classification based on a proportion estimation step (used in Chapter 3) and 

(b) a direct application of the classification (used in Chapter 4). These two methods are detailed at the 

end of Chapter 2. The direct classification method is also detailed at the beginning of Chapter 4. 

 

 
Figure A.2 : CRT image made from (a) the estimator-based classification (b) a direct classification - The scale 

bar is 50 µm and the FOV = 300 × 300 µm. 
 

It is clearly seen that both techniques can be used. In this sense, they correctly detect the different MPs 

present and some are even correctly identified with the two approaches. The PET remains the only 

unidentifiable chemical species. Our PET sample turned out to be the one producing the most 

background noise in its spectral data as seen in Figure A.1(c). This may explain the difficulty of our two 

methods to correctly identify (in yellow) this species. 

A difference in intensity is visible between the two images. The data contained in the pixels of each 

image differs depending on the method applied. In (a) each pixel contains a number of photons for each 

species, since the model considers a possible mixture of species in one pixel. However, it is the dominant 

species (the one that collected the most photons when all masks were projected) that is displayed in the 

final image. In (b), the model is summarised as follows: one pixel = one species. Since it is assumed 

that there is a single species, we weight the color of each pixel by the total number of photons received 

on the pixel for all projections of the different spectral filters. Indeed, since in this case all photons are 

assumed to come from the single species of the pixel. 

 

 

 

2 ms/px      FOV = 300 µm 2 ms/px

50 µm

b. Classificationa. Estimation + Classification  
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Non-orthogonal vs. orthogonal filters 

Another way to improve the identification of MPs is to modify the filter construction step. In the 

calibration stages up to the application of CRTs for the mapping of pharmaceutical tables, non-

orthogonal spectral filters were used (Fig. A.3(a)). 

 

 
Figure A.3: Combination of (a) Orthogonal and (b) non-orthogonal spectral filters, adapted to the set of spectra 

of the different MP polymers referenced. 
 

Non-orthogonality allows the different spectral filters to share one or more spectral regions where 

photons are selected and directed to the detector. This allows for a greater number of possible 

combinations of optimal filters for the set of reference spectra (refractor). Moreover, this parameter 

played its role correctly in the analysis of the pharmaceutical tablets where the two forms of polymorphs 

were well discriminated. 

 

This parameter was modified for the analysis of MPs. A reconstruction of the spectral filters was 

performed using orthogonal filter projections. These orthogonal filters no longer allow to have identical 

spectral ON (white) pixel. In other words, a spectral pixel that is activated for one filter cannot appear 

in any other filter. These projections were performed on the same FOV of interest with the same 

parameters (Fig. A.4). 
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Figure A.4: CRT image made from (a) the classification based on the estimator (b) a direct classification, under 

the orthogonal mask projection - The scale bar is 50 µm and the FOV = 300 × 300 µm. 
 

The application of orthogonal spectral filters (Fig. A.4) shows clear differences from the application of 

non-orthogonal filters (Fig. A.2). This difference is particularly visible with the identification of PET, 

which is very distinguishable. 

It seems that orthogonality allows for a "stricter" discrimination for samples such as MPs which are very 

noisy. Further analysis should be provided to understand why these results are obtained. 

Applying the classification step without going through an estimation step tends to give better imaging 

results with CRT. 

Therefore, all our analyses and results in Chapter 4 concerning MPs are based on the parameters defined 

in Figure A.4. 

 

 

 

 

 

 

 

 

 

 

 

1 ms/px      FOV = 300 µm 1 ms/px

50 µm

b. Classificationa. Estimation + Classification  
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Abbreviations 

 
BB  Bhattacharyya bound 

CARS  Coherent Raman anti-stock 

CDD  Charge-coupled device 

CRB  Cramer Rao lower bound 

CRT  Compressive Raman technology 

CSRS  Coherent Stock Raman scattering 

CS  Compressive sensing 

DMD  Digital micromirror device 

EMCCD Electron multiplying charge coupled device 

FRS  Full Raman spectrum 

FOV  Field-of-view 

InGaAs  Indium gallium arsenide 

IR  Infrared 

MAN  Mannitol 

MSE  Mean square error 

MTF  Modulation transfer function 

NA   Numerical aperture 

NIR   Near infrared 

PA  Nylon 

PE  Polyethylene 

PEG  Polyethylene glycol 

PET  Polyethylene terephthalate 

PMMA  Poly-(methyl methacrylate) 

PP  Polypropylene 

PS   Polystyrene 

PSF  Point spread function 

PU  Polyurethane 

PVC  Polyvinyl chloride 

Si  Silicon 

SLM   Spatial light modulator 

SNR   Signal-to-noise ratio 

SPD  Single pixel detector 

SR  Sampling Ratio 
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SRG  Stimulated Raman gain 

SRL  Stimulated Raman loss 

SRS   Spontaneous Raman scattering 

STA  Starch 
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