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Résumé

Les accidents de la route sont l’un des problèmes majeurs auxquels sont confrontés les

pays du monde entier. Les dommages qu’ils causent vont des blessures graves, des pertes

économiques considérables à la mort, aux individus, à leurs familles et aux nations dans

leur ensemble. Selon certaines statistiques, 1,3 million de personnes meurent chaque année

des suites d’accidents de la route dans le monde, ce qui signifie que presque toutes les 25

secondes, une personne perd la vie. Bien qu’alarmants, ils devraient augmenter de 65 % et

deviendront la cinquième cause de décès dans la décennie à venir. Il ressort de certaines sta-

tistiques que les erreurs humaines sont la principale cause des accidents de la route. Et si

les conducteurs sont avertis en une demi-seconde (0,5 seconde) à temps et sont conscients

des zones sujettes aux accidents, 60% de ces accidents de la route peuvent être évités. Dans

ce contexte et pour pallier cette situation, un type particulier de réseaux appelés Vehicular

Adhoc NETworks (VANETs) a vu le jour. L’objectif principal de ces réseaux est de diminuer

le taux d’accidents sur la route et également d’assurer le confort des passagers. Dans les VA-

NET, les véhicules communiquent entre eux et également avec l’infrastructure se trouvant le

long de la route appelée RoadSide Unit (RSU). Dans ces scénarios de communication, diffé-

rents types de données sont échangées entre les nœuds participants, allant des messages de

sécurité routière à la gestion du trafic en passant par l’infodivertissement. Sur la base de la si-

tuation alarmante présentée ci-dessus, les applications de sécurité deviennent l’un des centres

d’intérêt des acteurs majeurs dans ce domaine, des industries des constructeurs automobiles

aux organisations gouvernementales en passant par les chercheurs, de nos jours.

Dans cette thèse, nous nous intéressons particulièrement au niveau des applications de

sécurité qui sont conçues pour fournir une assistance aux conducteurs dans des situations
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RESUME

dangereuses et pour éviter les accidents. Nous présentons d’abord un aperçu des différentes

fonctionnalités et caractéristiques des réseaux ad hoc véhiculaires (VANET). Nous présentons

ensuite les projets les plus prometteurs et les plus importants entrepris dans le monde sur

les VANET. Nous présentons également l’état des activités de normalisation dans le monde

entier. En plus de cela, nous passons en revue l’état de l’art. Ensuite, nous décrivons et

présentons la prédiction du positionnement du véhicule et la prédiction du succès de la trans-

mission à l’aide des algorithmes d’apprentissage automatique (ML) dans les VANETs. De

plus, nous étudions la prévision des accidents de la route à l’aide de ML dans les VANETs.

Nous adoptons un modèle dans lequel nous présentons un modèle de prédiction qui combine

deux approches. L’approche hybride proposée intègre les avantages des modèles génératifs

(GMM) et discriminants (SVC). Par rapport au modèle statistique de base (GMM), notre

modèle a obtenu jusqu’à 24% de précision. Nous proposons enfin un modèle de correspon-

dance de contenu plus large de châınes de confiance et de filtrage basé sur la blockchain pour

les véhicules connectés, où un contenu et des en-têtes de sujet sont d’abord mis en correspon-

dance, puis le résultat est consolidé par un mécanisme de vote par consensus de blockchain

distribué pour toute décision prise concernant l’évaluation de la confiance.

Mots clés : Réseaux ad hoc véhiculaires(VANETs), CAMs (Cooperative Awareness Mes-

sage/Message de sensibilisation coopérative),DENMs (Decentralized Environmental Notifi-

cation Messages/Messages Décentralisés de Notification Environnementale), Positionnement,

Prévision d’accidents, Apprentissage automatique avec VANETs, Protocole de transmission

de messages avec Blockchain.
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Abstract

Accidents on the road are one of the serious problems facing countries around the world.

The damage that they cause ranges from severe injuries, considerable economic loss to death,

and this is true for individuals, their families, and for nations as a whole. According to some

statistics, 1.3 million people die each year as a result of road traffic accidents across the globe,

which means that almost every 25 second a person loses his life. Already alarming, these sta-

tistics are expected to grow by 65% and to become the fifth greatest cause of fatalities in the

coming decade. Some statistics highlight the fact that human error is the main cause of road

accidents, and if drivers could be warned half a second (0.5 second) beforehand and were

aware of the accident prone area, 60% of these road accidents could be prevented. In this

context and to overcome this situation, a particular type of network, known as Vehicular Ad

hoc NETworks(VANETs) has emerged. The primary goal of these networks is to diminish

the number of road accidents and to provide comfort services to passengers. In VANETs,

vehicles communicate with each other and also with the infrastructure along the road made

up of RoadSide Units (RSU). In these communication scenarios, different kinds of data are

exchanged among participating nodes, ranging from road safety messages, traffic manage-

ment to infotainment. Due to the alarming situation presented above, safety applications are

now becoming one of the focuses of major players in this field from automobile manufacturer

industries to government organizations as well as researchers.

In this thesis, we particularly focus on the level of safety applications that are designed to

provide assistance to drivers in dangerous situations and to avoid accidents. We fist present an

overview of different features and characteristics of Vehicular Ad-hoc NETworks (VANETs).

We then present the most promising and important projects undertaken worldwide on VA-
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NETs. we also address and present the standardization activities status around the globe.

In addition to that, we review the state of the art and then we describe and present predic-

tion of vehicle positioning and predicting transmission success using machine-learning (ML)

in VANETs. Moreover, we study road-accident forecasting using ML schemes in VANETs.

We adopt a model in which we present a prediction model that combines two approaches.

The proposed hybrid approach incorporates the advantages of both generative (GMM) and

discriminant (SVC) models. Compared to the baseline statistical model (GMM), our model

performed up to 24% better in terms of accuracy. Finally, we propose a broader content mat-

ching model of trusted strings and blockchain based filtering for connected vehicles, where a

content and subject headings are first matched and then the outcome of that is consolidated

by a distributed blockchain consensus voting mechanism for any decision taken with respect

to trust evaluation.

Key words : Vehicular Ad hoc NETworks (VANETs), CAMs (Cooperative Awareness

Message), DENMs (Decentralized Environmental Notification Messages), Positioning, Acci-

dent forecasting, Machine Learning with VANETs, Message Passing Protocol with Block-

chain.
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Chapitre 1

General Introduction

1.1 Context

The core point of future Intelligent Transportation Systems (ITSs) is expected to be

Connected with Automated Vehicles (CAVs). The advent of these CAVs will create an op-

portunity to improve road safety and traffic. Road accidents are one of the major issues that

the world is facing. As an example, in the United States of America more than 35000 people

die in motor vehicle-related crashes every year, according to the National Highway Traffic

Safety Administration (NHTSA) [5] while in 2019, in France more than 3000 deaths occurred

due to road accidents as well as many more serious injuries [6]. These statistics are expected

to rise if nothing is done to solve current safety issues. Moreover, it has been pointed out that

90% of road accidents occur due to human error and 60% of these accidents could be avoided

if the driver had been warned at least 0.5 seconds beforehand [2]. So, automation technologies

have great potential to reduce that number. Therefore, to deal with the continuing increase

in road traffic accidents worldwide, the development of Intelligent Transportation Systems

and other applications to improve road safety and driving comfort have been initiated. In

order to make these applications feasible, a communication network, called a Vehicular Ad-

hoc NETwork (VANET), in which the vehicles are equipped with wireless devices, has been

developed. Recently, VANETs have attracted the attention of researchers as well as automo-

bile manufacturers due to their promising applications. Although many are on-going, a lot of

studies and projects have been undertaken in that specific field.

In a VANET, vehicle cooperation is the key to the safety of connected cars and self-
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driving vehicles and other connected cars on public roads. Vehicles are equipped with an On-

Board Unit (OBU). This OBU supports Dedicated Short-Range Communications (DSRC),

the Wireless Access in a Vehicular Environment (WAVE) protocol stack and/or Cellular

V2X (C-V2X)[7],[8]. The OBU makes two types of communication possible : (i) Vehicle-to-

Everything (V2X) communications that comprise : V2V (Vehicle-to-Vehicle), V2I (Vehicle-

to-Infrastructure), V2P (Vehicle-to-Pedestrian), V2C (Vehicle-to-Cloud) and V2G (Vehicle-

to-Grid) communications. In this scenario, data are exchanged among multiple vehicles. (ii)

Vehicle-to-Infrastructure (V2I) communications where data received from a Road-Side Unit

(RSU) embedded at a road intersection or a traffic signal.A VANET is a type of network that

has its own specificity, which means high node mobility with constrained movements and

mobile nodes that have ample energy and computing power (i.e., storage and processing) [2].

In VANETs, the vehicles and the Roadside Units use the IEEE 1609 WAVE (Wireless Access

in Vehicular Environments) protocol built on the IEEE802.11p access protocol to provide

communication between vehicles (V2V), and between vehicles and the roadside infrastructure

(V2I).

A VANET is primarily designed to carry communications concerning safety applications.

These applications use periodic packet transmissions which carry the speed and the position

of the sending vehicles. In Europe, we have two types of safety messages : Car Awareness

Messages (CAMs) [9] and Decentralized Environmental Notification Messages (DENMs) [10].

DENMs are multi-hop broadcasted when a hazardous event occurs on the road, whereas

the CAMs are sent only at one-hop and carry information about the vehicles’ velocities and

positions.

VANETs can also be used for other purposes. For instance, information about the status

of the vehicular traffic such as fluid traffic, traffic jams, etc. can be sent to vehicles. Other

less important information can be sent to vehicles or their passengers such as advertising or

entertainment, which is sometimes called infotainment.

Another use of a VANET can be as a positioning system. For safety reasons, the vehicles

send periodic CAM messages that carry their positions and speeds. This information is usually

obtained with the GPS. Thus if Roadside Units exist along the road where the vehicles

are moving, a huge quantity of positioning data can be made available to machine-learning
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algorithms. Assuming that the vehicles continue to send their CAMs carrying no (or very

little) position information, these messages can be used to establish the vehicle’s position by

using the power at which the RSUs or the vehicles receive the beacons. Machine-learning

techniques can be used to perform this task.

Moreover, with emerging sensor devices and the Internet of Things (IoT), it has become

feasible to configure future vehicles with safety sensors to prevent accidents. Therefore, recent

research studies have been orchestrated to investigate the state-of-the-art of vehicle safety

analysis in vehicular ad-hoc networks while including the issue of road accidents. It has become

clear that driving safety [11]and road safety involve various dimensions and parameters. For

example, in driving safety analysis, the style and behavior of a driver must be studied to

investigate an unorthodox driving style and neighboring conditions are fetched to arrange

intelligent support for the drivers. However, the major constraints of such analyses are the

absence of substantial data sets and a precise means of identifying the neighboring conditions

without incorporating additional sensors.

On the other hand, in road safety analysis, the subsidiary effect on road safety from ex-

ternal parameters, including the road surface, geometry, traffic flow, weather conditions and

both drivers’ and pedestrians’ behavior should be analyzed. In spite of considerable research

efforts, it has not been possible to provide the most deterministic and computationally in-

telligent model [12] to predict the exact context of road accidents due to unbalanced data

instances at various levels. Accident prediction is one of the most crucial aspects of road safety

wherein precautionary measures are taken to avoid an accident before it occurs. Therefore,

it is worth investigating the accident–prone areas of cities and the effect of external factors

in order to forecast the safety level of roads with appropriate granularity.

In addition, considering the advancement of VANETs and of the Internet of Vehicles

(IoV), trust management and trust evaluation across communicating nodes have become

two important techniques in the context of dealing with various contemporary attacks. The

IoV is the fusion of three networks. It comprises an inter-vehicle network, an intra-vehicle

network and vehicular mobile Internet. In principle, it is a large-scale distributed system for

wireless communication and information exchange between vehicles, the road, humans and

the Internet based on established IP communication protocols and data interaction standards
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(such as the IEEE 802.11p WAVE standard, and cellular tech., e.g 4/5G). Such network

integration supports intelligent traffic management, intelligent dynamic information services,

and intelligent vehicle control. Hence, the IoV is an application of the IoT and an intelligent

transportation system is one of the prominent ways to deploy the full potential of the IoV.

Finally, IoV is a part of edge computing, i.e., an approach to optimizing cloud computing

systems by eradicating data processing from the cloud and performing it at the network edge,

much closer to the source of the data. It might be argued that this streamlines the flow of

local traffic to a cloud server as well as enabling data to be analyzed in real-time within the

edge devices themselves [13]. This necessity for improved real-time analytics in turn raises

the need to define trust evaluation in a more effective way.

While investigating the approach of trust management policies for vehicular networks

and relevant areas, it has been observed that significant research has investigated attacks

and, to some extent, techniques for mitigating these attacks. Hence, it is crucial to design

an intelligent yet dynamic trust evaluation scenario, which can enhance the reliability of the

network and thus be able to reduce the possibility of attack.

Motivated by the above-mentioned challenges, this dissertation covers a wide range of

driving contexts in VANETS, including vehicle positioning, prediction of transmission success,

and traffic forecasting. It also deals with Graph-Based Subjective Matching of Trusted Strings

and Blockchain-Based Filtering for Connected Vehicles.

1.2 Thesis Statement

The thesis statement is as follows : road safety in dynamic environments can be cooperatively

enhanced by connected and autonomous vehicles by :

— utilizing decentralized vehicle cooperation mechanisms and vehicle positioning systems

that provide vehicles’ locations in a VANET, and

— utilizing eco-autonomous driving strategies with static/dynamic data sources to fore-

cast road accidents.

The remainder of this chapter provides an overview of this dissertation. We first describe the

scope of the work by presenting an overview of the problem statements. Secondly, we briefly

describe the key contributions of our work. Thirdly, we present the organization of the rest

of this dissertation.
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1.3 Scope of the Thesis

In this subsection, we start with a brief description of vehicle systems and traffic environ-

ments as they are considered in this dissertation.

1.3.1 Connected and Automated Vehicle Systems

Connected and automated vehicles are considered in this work, where we assume that both

types of vehicle have an On-board Unit (OBU) that supports Dedicated Short-Range Commu-

nications (DSRC), the Wireless Access in a Vehicular Environment (WAVE) protocol stack

or C-V2X[3][13]. This OBU is used to exchange data among multiple automated vehicles.

The automated car or self-driving vehicle contains various hardware and software compo-

nents. The main components are a navigation system, an autonomous vehicle controller, a

perception system, a localization capability, a map database, and a wireless communication

interface. For the autonomous driven system, we also consider in this dissertation that it may

be, at a given time, subject to a reasonable failure. For instance, it could be a control system

failure, a time-synchronization failure, a localization failure, and/or a communication failure.

In that case, we assume that, as safety is the most important factor in the protocols and

driving strategies considered here, those failures never lead to traffic accidents.

1.3.2 Traffic Environments

Homogeneous traffic and heterogeneous traffic are the two different kinds of traffic environ-

ment considered in this thesis. However, we keep in mind that in order to replace human-

driven vehicles with fully self-driving vehicles, a transition point is required.

Homogeneous Traffic

In homogeneous traffic, the vehicles are either connected or automated. Section 1.3.1 pre-

sents a brief description of the Connected and Automated Vehicles (CAVs) considered in this

dissertation. There are protocols and frameworks proposed for the traffic environment that

can use both V2V communications and the perception systems on each of the autonomous

vehicles. Although automated vehicles are not fully free of human operators, the vehicle co-

operation protocols and techniques can also be applied to automated warehouses operated

by mobile robots, in which there are no human operators.
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Heterogeneous Traffic

Heterogeneous or mixed traffic is a stream that contains various types of vehicles. Those

vehicles can either be motorised or non-motorised. In other words, in this type of traffic there

are CAVs as well as human-driven vehicles. The human-driven vehicles may not have any

communication devices or on-board sensors, but are totally controlled by humans. Therefore,

in order to guarantee road safety, there are two main principles to design a vehicle cooperation

protocol :

— Connected and Automated Vehicles (CAVs) cannot rely on V2V communications and

rather they should conduct required maneuvers only by perception ; and

— CAVs should never put human-driven vehicles in an uncomfortable or risky situation.

They should not mislead human drivers and therefore they should have straightforward

and comfortable behaviors in front of human-driven vehicles. Here, two very important

things need to be considered. Firstly, to safely cooperate with human-driven vehicles,

CAVs are required to obey the existing traffic rules. Secondly, a communication inter-

face to guarantee road safety may not exist in human-driven vehicles.

1.4 Summary of the thesis contributions

In this sub-section, we present and describe the main contributions of this thesis :

1.4.1 Contribution 1 : Vehicles’ positioning using the Received Signal Strength of periodic

messages Our first work dealt with vehicles’ positioning systems using the Received Signal

Strength (RSS) of periodic messages by determining the vehicle’s location through machine-

learning techniques. In this part, we survey different strategies to carry out vehicle positioning

using RSS of periodic messages and also the transmission performances within the VANET.

We proceed with these two parts as follows :

— The following point is the main contribution in the former part : First, we use the recep-

tion power to predict a vehicle’s position. Second we propose and adapt four machine-

learning techniques to the positioning of vehicles : K Nearest Neighbors (KNN), Neural

Network (NN), Random Forest (RF) and Support Vector Machine (SVM). In addition,

a simple simulation tool is developed to produce data with the positions of vehicles

and the different powers of the messages sent by the vehicles and received at the base
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stations. Finally, we analyze and compare the performance of K Nearest Neighbors

(KNN), Neural Network (NN), Random Forest (RF) and Support Vector Machine

(SVM) with the given data-set.

— In the latter part, we study how machine-learning can be used to predict the trans-

mission performances within the VANET. More specifically, we aim at computing

the probability of the successful reception of a transmission between a vehicle and a

Roadside Unit located at a given and known position.

This survey considers the important starting point for the use of machine-learning techniques

in VANETs.

1.4.2. Contribution 2 : Forecasting and Analyzing Road Accidents

In this part, we study and analyze the main causes of road accidents where we point out

a way to forecast traffic accidents. In another words, we investigate the state-of-the-art of

vehicle safety analysis in VANETs, while including the issue of road accidents. We discovered

that conventional traffic forecasting techniques use either a Gaussian Mixture Model (GMM)

or a Support Vector Classifier (SVC) to model accident features. A GMM on the one hand

requires large amounts of data and is computationally inexpensive, SVC on the other hand

performs well with less data but is computationally expensive. Therefore in this part, we

present a prediction model that combines the two approaches for the purpose of forecasting

traffic accidents. A hybrid approach is proposed, which incorporates the advantages of both

the generative model (GMM) and the discriminant model (SVC). Raw feature samples are

divided into three categories : those representing accidents with no injuries, accidents with

non-incapacitating injuries and those with incapacitating injuries. GMM is used to model this

trimodal distribution, and the parameters are obtained using the expectation- maximization

(EM) algorithm. Mean vectors of the component Gaussians obtained are adapted and used

as input to the SVC model which further improves the prediction accuracy. Experimental

results show that the proposed model can significantly improve the performance of accident

prediction. Improvements in accuracy of up to 24% are reported, compared to the baseline

statistical model (GMM).

1.4.3 Contribution 3 : Graph-Based Subjective Matching of Trusted Strings and Blockchain-

37



1.1. CONTEXT

Based Filtering for Connected Vehicles

In this part, we propose a broader content matching model of trusted strings and blockchain-

based filtering for connected vehicles, where a content and subject headings are first matched

and then the outcome of that is consolidated by a distributed blockchain consensus voting

mechanism for any decision taken with respect to trust evaluation. To establish trust for

a distributed system, the system should be able to emphasise and assure from distributed

users. The procedure follows a consensus mechanism for the appropriate matching of trusted

entities. Dedicated Short Range Communications (DSRC) have been mandatory since 2016

for light vehicles and this rule describes a defined data packet with a Basic Safety Message

(BSM) indicating the location of the vehicle, its speed and other on-road parameters. Howe-

ver, DSRC is unable to specify transmitted and received messages with respect to a trusted

classification. Therefore, we propose a unique method to investigate the optimal trusted mat-

ching for incoming messages in connected vehicles. Interestingly, the study does not consider

key word matching (a word-by-word or dictionary-based approach). Rather, the broader the-

matic content and headings for communicated messages are taken into account. This will help

to establish the content categories for different untrustworthy behaviors like abusive behavior,

forced branding of products, misleading information, blocking of road safety messages, etc.

In order to achieve this matching proposed for distributed mobile devices, we introduce a

message passing procedure followed by a blockchain-based reinforcement decision. The key

contributions of this study are as follows :

— We propose a message passing scheme for connected vehicles. In this scheme, we do not

consider key word matching (a word by word or dictionary-based approach). Rather,

we take into account the broader thematic content and headings for the messages

communicated.

— We attempt to improve trust evaluation by using a voting mechanism for any decision,

which is a concept that makes use of a blockchain-based reinforcement decision.

— We aim to enhance securing and authenticating messages exchanged between vehicles

by introducing the concept of content matching and trust evaluation in a connected

car blockchain as a future perspective.

1.2. Manuscript organization
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In the present chapter, we have introduced the context and the motivation of this thesis

and we have also briefly described our contributions. The rest of this manuscript is organized

as follows :

In Chapter 2, we provide an overview of the special features of VANETs. We then give

an insight into inter-vehicle communication standardization and projects that are being de-

veloped in the field. In Chapter 3, we discuss the state of the art and prediction of vehicle

positioning using machine-learning techniques. We describe the four machine learning tech-

niques used : k-Nearest Neighbour (KNN), Random Forest (RF), Support Vector Machine

(SVM) and Neural Network (NN). We compare those four machine-learning schemes and

draw a conclusion based on their performances. In addition, we study how machine-learning

can be used to predict the transmission performances in VANETs. More specifically, we aim

to compute the probability of the successful reception of a transmission between a vehicle

and a Roadside Unit located at a given and known position. This survey will take as its

starting point the use of machine-learning techniques to predict vehicle positions based on

the received signal strength in VANETs.

Chapter 4 deals with road-accident forecasting by using machine-learning schemes in VA-

NETs. Here, we investigate the accident–prone areas of cities and the effect of external factors

in order to forecast the safety level of roads with appropriate granularity. We adopt a model

in which we present a prediction model that combines two approaches to forecasting traf-

fic accidents. The proposed hybrid approach incorporates the advantages of both generative

(GMM) and discriminant (SVC) models. The experimental results show that the proposed

model can significantly improve the performance of accident prediction. Compared to the

baseline statistical model (GMM) : our model outperformed GMM by up to 24% in terms of

the accuracy.

Chapter 5 presents a message passing protocol for VANETs. In this chapter, we study and

propose a broader content matching model of trusted strings and blockchain-based filtering

for connected vehicles, where a content and subject headings are first matched and then the

outcome of that is consolidated by a distributed blockchain consensus voting mechanism for

any decision taken with respect to trust evaluation.

Finally, we conclude this thesis, in Chapter 6, by summarizing our main contributions and

39



1.1. CONTEXT

the key results, and then present our future work and discuss open research issues regarding

the improvement of road safety and safety applications in VANETs.
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2.1 Introduction

Vehicular ad hoc networks (VANETs) are classified as an application of mobile ad hoc net-

works (MANETs). In other terms, VANETs are designed to apply the principles of MANETs

by using the wireless network of mobile devices in the domain of vehicles. VANETs have been

developed with the objective of improving road safety by allowing drivers to be more aware of
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the surrounding vehicles and providing travellers with comfort services as well as navigation

and other roadside services. They are seen as a key part of the Intelligence Transportation

System (ITS) framework. They are also referred to as Intelligent Transportation Networks

where they are understood as having evolved into a broader ”Internet of Vehicles” which itself

is expected to ultimately evolve into an ”Internet of autonomous vehicles”[14, 15]. Due to the

variety of applications in ITS, VANETs have become an emerging technology.

In this chapter, we present the state of art and set out more clearly the context of this

thesis by giving an overview of VANETs. In addition to the communication architectures and

general characteristics of VANETs, we then, according to their requirements and functions,

classify VANET applications and highlight inter-vehicle communication standardization and

projects that are currently under development in the field. Finally, we give a brief summary

of different standardization activities and we also focus on the vehicle positioning and traffic

forecasting challenges that need to be overcome to make such networks’ predictions usable in

practice.

2.2 Vehicular networks

2.2.1 Definition and architecture

A VANET is a type of a network that is derived from MANET technology [14, 15]. In

VANETs, wireless communication devices installed on vehicles called On Board Units (OBUs)

are the key element to establish communication between vehicles without being dependent

on a centralized system. A communication scenario where vehicles interact with each other

is termed vehicle-to-vehicle communication (V2V). In this communication, vehicles exchange

information in order to help drivers to be aware of their surroundings or, specifically, to

be aware of the presence of other vehicles in their environment. Nowadays, the progress

in the technology has made possible other types of communication scenarios that can be

grouped into two categories : communication between infrastructures (I2I), and vehicle to

everything (V2X) communication. In I2I communication scenarios, information is exchanged

between road infrastructures such as Roadside Units (RSUs), intelligent traffic lights, etc.
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Figure 2.1 – An Overview of a VANET network

However, a V2X communication scenario that includes the vehicle to infrastructure (V2I)

communication scenario, the vehicle to pedestrian (V2P) communication scenario, vehicle to

cyclist (V2C), etc, aims at extending the communication to involve all types of road users.

In this communication, data is exchanged between vehicles, RSUs and all other types of road

users in order to provide traffic efficiency to all road users [16, 17, 18, 19]. In addition to the

OBU, vehicles are equipped with another device called an Application Unit (AU). The OBU

is used to exchange information with other OBUs (and/or with RSUs) within the same ad-hoc

domain, the AU however executes ITS applications that use the communication capabilities

of the OBU. Moreover, in VANETs there are Hot-Spots installed along the road which can

allow vehicles to get access to the Internet.

Research in the field of VANETs is currently very active and varied as it touches on seve-

ral axes at the same time, namely : wireless communications, protocols for physical and MAC

layers, routing protocols, positioning and road accident forecasting. The following section will
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detail some characteristics related to vehicular networks that should be taken into conside-

ration when proposing a new solution that meets the requirements of VANET standards.

2.2.2 General characteristics

VANETs are derived from MANETs, however, they differ in certain of their characteris-

tics. For instance, the existing MANET solutions such as MAC protocols, routing strategies,

congestion control algorithms are not systematically compatible with VANETs. In addition,

the mobility model, high node mobility, quality of service (QoS) requirements, etc. make VA-

NETs unique. In the following, we highlight some specific VANET characteristics that should

be taken into consideration when designing a new solution.

— High node mobility : Vehicles, termed nodes in VANETs, are known to change their

position and speed frequently. As a result, the network topology also changes so as to

make the network dynamic. The change of vehicles’ speeds affects the wireless signal

as the nodes move rapidly. This may lead to packet loss and result in high communi-

cation delay. In urban areas, the density of the vehicles may be great, but they may

become quickly sparse when they move towards highways or rural areas. Based on

these motion characteristics of VANETs, it is obvious that the high mobility of the

nodes impacts the routing strategy as well as the communication performance. The-

refore, it is necessary to take into consideration adaptive and efficient MAC protocols

when developing VANETs.

— Availability of Geographical position : With technological advancements, recent VA-

NET applications such as safe driving and emergency rescue often require high position

accuracy. For several geographic protocols in VANETs, vehicles in motion knowing

their position as well as the position of other vehicles in their surrounding area is very

important. For instance, geographic protocols in VANETs such as Geo-Networking

protocols are capable of routing information between vehicles based on their geogra-

phical position when accurate real-time three dimension positions (latitude, longitude

and altitude), direction, velocity and precise time are provided. Therefore, making geo-

graphical positioning available needs to be taken into consideration and it is crucial

for the deployment of VANETs.
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— Mobility model : In VANETs, when it comes to evaluating protocol behaviours, the

mobility model is considered to be one of the most important factors. When designing a

mobility model, it should reflect reality (speed variations, traffic lights, crossroads, and

traffic-jams) as accurately as possible. In order to define or to get a suitable mobility

model, it is important to start by identifying the environment of the test scenario.

Basically, there are three main environments that are conventionally considered :

1. Highway : This is a type of road that is specifically designed to connect major

towns or cities. Depending sometimes on the time of the day and the day of the

week, it is characterised by high speeds and a variable density of vehicles.

2. City : A city is a large human settlement. It can be defined as a permanent and

densely settled place with administratively defined boundaries and it has several

main and secondary roads, characterized by lower speeds with a high density of

cars during rush hours.

3. Countryside : In general, this is considered as a geographic area that is located

outside towns and cities, characterized by average speeds with a low density of

cars.

— No energy constraint : Energy constraint means a limitation on the ability of a

generating unit or group of generating units to produce active power due to the res-

trictions in the availability of fuel or other necessary expendable resources. However,

VANET nodes have ample energy and computing power for both storage and proces-

sing compared to many MANET setups. There is therefore no constraint on energy

consumption. In fact, both On Board Units (OBUs) and Road Side Units (RSUs) are

directly powered by vehicles and road platforms, respectively.

— Different QoS requirements : Known as technical specifications that specify the system

quality of features such as performance, availability, scalability, and serviceability, in

VANETs, they vary significantly depending on the service. For instance, real-time

applications involving services related to road safety and traffic management require

guaranteed access to the channel and have strict requirements regarding end-to-end

delay and packet loss ratio ; in contrast, however, infotainment applications have more

flexible requirements both in terms of transmission rates and delay [20, 7, 21, 18, 22].
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To sum up, as mentioned above, VANETs differ from MANETs due to their specific characte-

ristics and requirements. These differences represent a challenge for the design of low-access

delay, high throughput, scalable and robust MAC protocols. Nevertheless, there are other

VANET characteristics, such as the ample electrical power and the limited degrees of free-

dom in the nodes’ movement patterns, that can help to design and develop efficient MAC

protocols. However, that is beyond the scope of this thesis.

2.2.3 VANET applications

The primary goal of VANETs was, and remains, to increase traffic safety and efficiency

by reducing the risk of road accidents. However, like other technologies developed through

scientific progress, the VANET has rapidly embraced other sub domains. Even though a

VANET was initially considered as a subset of a MANET, it is now seen as an entirely separate

field, and the development of VANET-specific applications has grown greatly. Nowadays,

VANETs support a wide range of applications from simple one-hop information dissemination

of, e.g., cooperative awareness messages (CAMs) to multi-hop dissemination of messages over

vast distances. These networks are now used for a wide range of applications which can be

grouped into the following three categories : safety, traffic management and user-oriented

services [19, 17, 6, 23]. From the COMe-Safety point of view, applications in VANETs can

be classified under three main fields as follow :

— Traffic Safety : As the primary goal of VANETs, traffic safety applications aim at

reducing the number of accidents and enhancing driver and passenger safety. To do

so, they enable each vehicle to provide a warning in real time when a critical event is

detected in inter-vehicular communications (V2V). Drivers are then warned through

a received warning which could be displayed on the dashboard of vehicle or take the

form of a seat vibration, etc. or a combination of different indicators. As an illustration,

Figure 2.2 and Figure 2.3[1] below show examples of safety applications that are based

on V2V communications. Figure 2.2 shows when a potentially hazardous situation has

occurred, a V2V-equipped vehicle ahead broadcasts that information or puts its hazard

lights on, and other drivers will receive a ”Hazard Lights Ahead”alert with the vehicle’s

estimated distance. This can allow drivers to safely maneuver away from the hazard.

48



2.2. VEHICULAR NETWORKS

Figure 2.2 – Crash detection through V2V communication[1]

Another safety application is presented in Figure 2.3[1] where a V2V-equipped vehicle

ahead is detected to have a StabiliTrak, traction control or anti-lock brake event, then

the vehicle broadcasts that information about its current status (i.e., position, speed,

deceleration, etc.) and drivers will get a ”Slippery Road Ahead” alert allowing them

to slow down and proceed carefully.

— Traffic efficiency : Another application of VANETs is traffic efficiency. These appli-

cations deal with traffic flow improvement as well as optimizing route management.

This can reduce travellers’ fatigue by decreasing the time spent on the road. It also

reduces fuel consumption as well as air pollutants. By improving traffic flow, these

applications can help to decrease the number of road accidents. Figure 2.4[1] shows a

Road Side Unit (RSU) notifying drivers of the recommended speed according to the

current traffic conditions.

— Value-added services : In addition to safety applications, non-safety applications,

which are called value-added services, aim to provide on-board infotainment, com-

fort, and convenience to both drivers and passengers. They are intended to offer va-
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Figure 2.3 – Slippery Road Ahead warning[1]

Figure 2.4 – Traffic notification in traffic management[2]
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Figure 2.5 – File and video streaming sharing in V2V communication[1]

rious entertainment services to drivers and passengers that include maps, Internet

access, navigation, instant messenger, toll payment service, electronic advertisements

and entertainment information, free parking places, video streaming sharing, etc. In

vehicle-to-infrastructure communication, Internet access can be provided. By doing

so, business services will be available. In addition, in V2V communication, file sharing

and video streaming can also be provided, as shown in Figure 2.5[1]. These file sharing

and video streaming services can make the journey more enjoyable by making it less

tiring and stressful. However, guaranteeing real-time and reliable communications for

delay-sensitive applications without impacting throughput-sensitive applications can

be an extremely challenging task because this category of applications has different

QoS requirements in terms of bandwidth and delay.

2.2.4 Common VANET Units and Entities

In a VANET, vehicles that are not necessarily within the same radio transmission range

are able to communicate with each other as VANETs also allow vehicles to connect to RSUs.
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Figure 2.6 – VANET units and entities[3]

Besides vehicles and RSUs, there are other different units involved in the deployment. Al-

though the majority are nodes (vehicles), there are other units or entities that keep the basic

operations functioning in the network. Figure 2.6 illustrates the VANET units and entities

that make up the VANET model. It also describes the infrastructure and Ad hoc environments

that form a simplified VANET network, explained in detail in the section below. Specifically,

there are generally two different environments in a VANET, namely : the Infrastructure en-

vironment, and the Ad-Hoc environment, as shown in Figure 2.6. The Ad hoc part is mainly

composed of vehicles equipped with sensors, the OBU and Trusted Platform Module (TPM),

whereas the infrastructure part involves the manufacturer, the third unit : Trusted Third

Party (TTP), service providers and legal authorities or trusted authority [3].

— Infrastructure Environment

VANET units or entities can be permanently interconnected in this environment. This

environment mainly contains the entities that manage traffic and also gives access to

external services. Manufacturers are inside this environment of the VANET model

because during manufacturing they identify each vehicle uniquely.

The legal authority or trusted authority is responsible for managing the entire VANET
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system such as registering the RSUs, OBUs, and the vehicle users. Moreover, it is

responsible for ensuring the security management of VANETs by verifying vehicle

authentication, user ID, and OBU ID in order to avoid danger to any vehicle.

The Trusted Third Party (TTP) is also part of this environment. It provides various

services such as time stamping and credential management. Manufacturers and the

Authority are related to (TTP) because their services are needed, for example : issuing

electronic credentials. Service providers are also in this environment because they offer

services that can be accessed via the VANET, such as Location Based Services (LBS)

or Digital Video Broadcasting (DVB) etc [24].

— Ad-Hoc Environment

In this environment, ad-hoc communications are created between vehicles. Vehicles

are mainly equipped with 3 different devices namely : On-Board Unit (OBU), Trusted

Platform Module (TPM) and sensors.

The OBU is a device that enables V2V and V2I communication. It is a GPS-based

tracking device that allows vehicles to share information with RSUs and other OBUs.

Its main function is to connect with RSUs or other OBUs through the wireless link

of IEEE 802.11p and is responsible for communication with other OBUs or RSUs in

the form of messages. The vehicle’s battery is the main source of energy for the OBU.

A vehicle also contains sensors such as a global positioning system (GPS), event data

recorder (EDR), and forward and backward sensors that provide input to the OBU.

Trusted Platform Module (TPM, also known as ISO/IEC 11889) is an international

standard for a secure crypto-processor, a dedicated micro-controller designed to secure

hardware through integrated cryptographic keys. A TPM is always installed on the

vehicles, and such devices are dedicated to security and also for computation and

reliable storage [25, 3].

Sensors are also part of the ad-hoc environment. Nowadays, when a smart or an

intelligent vehicle is designed it incorporates a set of sensors (front radar, reversing

radar, etc.) that receive useful environmental information that generally the driver

alone is unable to perceive. Figure 2.7 shows a smart vehicle equipped with various

sensors. The main sensors are the global positioning system (GPS), event data recorder
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Figure 2.7 – A smart vehicle[4]

(EDR), and forward and backward sensors. They capture and determine the status

regarding the vehicle and its environment e.g. (Fuel Consumption, Slippery Road,

Safety Distance, etc. ). Data from sensors are used to input other devices in order to

improve road safety.

In the following section, we review recent VANET standardization efforts as well as

some research projects in the field of VANETs in different parts of the world.

2.3 Relevant Research and Development projects

Vehicular Ad hoc Networks, known as VANETs, have gained significant interest around

the world in recent years as they represent a promising technology to improve road safety.

Policies have been developed for sustainable mobility, one of which, for instance, in Europe

defined a political framework to ensure a high level of mobility, allied with the protection of

humans and the environment, technological innovation, international cooperation and most

importantly to reduce fatalities. Many projects have been funded and several standardization

activities have been initiated in Europe, the US, South Korea and Japan, etc. Some of the

projects have been jointly initiated and carried out by industry and research organizations.

Nowadays, research, development and innovation are being intensified in the field of VANETs.
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FleetNet-Internet on the Road [26] is a European project that is regarded as an initial feasi-

bility study for inter-vehicular communication. It aims at developing a wireless multi-hop ad

hoc network among vehicles to improve the safety and comfort of the driver and the passen-

gers. Network on Wheels (NoW), a successor of FleetNet, has the particular characteristic

of integrating non-safety applications and infotainment in a single system. PReVENT [27]

was a research and development integrated project initiated by the European automotive

industry and co-funded by the European Commission to increase road safety by developing

and demonstrating preventive safety applications and technologies. Another integrated re-

search project co-funded by the European Commission Information Society Technologies is

SAFESPOT [28] . It aims to create dynamic cooperative networks between vehicles and bet-

ween vehicles to the roadside in order to develop a system that helps to detect potentially

dangerous situations in advance but also to increase drivers’ awareness about their surroun-

ding environment in time and space. CVIS-Cooperative Vehicle Infrastructure System, whose

main goal is to enable continuous communication and cooperative services between vehicles

and the infrastructure to improve road safety and traffic efficiency, was also funded by the

European Commission. Apart from the above-mentioned projects, several others have been

jointly initiated and carried out on the basis of cooperation. A non-profit organization, the

Car2Car Communication Consortium (C2C-CC), was launched by European vehicle ma-

nufacturers and supported by the automobile industry. Moreover, the specifications of the

European ITS standard foundation were laid down and developed through the cooperation of

ETSI, ISO\TC, and the C2C-CC. In addition to the aforementioned R&D activities, mainly

in Europe, there are other several research projects that have been initiated and carried out

at national and international scales to develop and prepare the deployment of efficient vehi-

cular communication protocols. Figure 2.8 gives an overview of the projects related to inter

vehicular communications in Europe as well as in the US and Japan. These include AK-

TIV, AIDE, COM2React, SEVECOM, CarTALK CyberCar-2, DAIDALOS-II, i-IMPACT,

FRAME, GST, MORYNE, REPOSIT, i-Way, Watchover [29], COMeSafety [30], GeoNET

[31], coopers [32], euroFOT [33], PRE-RIVEC2X [34] and evita [35] which are sponsored by

the European Union, Advanced Highway Technologies in the USA and the Advanced Safety

Vehicle Program (ASV) sponsored by the government of Japan and more details of them can
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Figure 2.8 – Overview of ITS activities in Europe and other parts of the world

be found in [36].

2.4 Standardization activities

2.4.1 Standardization

Vehicular ad hoc networks are created by applying the principles of mobile ad hoc net-

works, which simply means the spontaneous creation of a wireless network of mobile devices

in the domain of vehicles. VANETs were first mentioned and introduced [37] in 2001 under

”car-to-car ad-hoc mobile communication and networking” applications, where networks can

be formed and information can be relayed among cars. Whereas in the early 2000s, VANETs

were seen as a mere one-to-one application of MANET principles, they have since developed

into a field of research in their own right. In the past decade, VANETs have increasingly

attracted researchers’ attention and many research studies have been undertaken as well as

standardization and development projects. In this section, the recent standardization efforts

and the related activities in the field of VANETs are presented in details.

— Dedicated Short Range Communication :

Defined in the frequency band of 5.850 GHz to 5.925 GHz with a total bandwidth of

75 MHz, DRSC is one-way or two-way short-range to medium-range wireless commu-

nication channels specifically designed for automotive use and a corresponding set of
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Figure 2.9 – DSRC frequency spectrum[[2]

protocols and standards. Created in the USA, it was proposed by the United States

Federal Communication Commission (FCC) to support Intelligent Transportation Sys-

tems (ITS). The ITS Joint Program Office of the US Department of Transportation

conducts research on DSRC and other wireless communication technologies and their

uses in vehicle safety. DSRC technology operates on the communication range of [300

-1000] meters. It also supports a data rate of [6 - 27] Mbps, and a vehicular speed

up to 190 Km/h. Operating on the 5.9 GHz band of the radio frequency, DRSC has

a total bandwidth of 75 MHz that is divided into 7 channels of 10 MHz each. These

channels are divided functionally into one control channel and six service channels, as

presented in Figure 2.8. The control channel, CCH, is reserved for the transmission

of network management messages (resource reservation, topology management) and

it is also used to transmit high priority messages (critical messages relating to road

safety). The six other channels, SCHs, are dedicated to data transmission for different

services.

DRSC is also used outside of the USA. It is used for safety and other purposes.

For instance, the European Telecommunications Standards Institute designated a 30

MHz band of radio frequency for DSRC in 2008, although the technology was used

earlier than that for electronic tolling. Other countries, such as Japan, are also using

the technology for safety and billing purposes [38]. A comparison between different

regional standards for DSRC is presented in Table 2.1. For more details about regional

standards for DSRC, we can refer to [39][40].

— IEEE 802.11p :
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Features Europe Japan North America

Duplex Half
Half-duplex(OBU)
Full-duplex(RSU)

Half

Radio Frequency 5.8GHz 5.8GHz 5.8-5.9GHz
Bandwidth 20MHz 80MHz 75MHz
Channels 4 7 7
Channel separation 5MHz 5MHz 10MHz

Data rate
Up link :250Kps
Down link : 500Kps

Up/Down link :
1 or 4 MPS

Up/Down link :
6-27 Mps

Coverage(m) 15-20 30 1000

Modulation
RSU : 2-ASK
OBU : 2-PSK

RSU : 2-ASK
OBU : 4-PSK

OFDM

Table 2.1 – Comparison of DSRC of different regions

IEEE 802.11p : Designed for the purpose of enhancement, the IEEE 802.11p is an

approved amendment to the IEEE802.11 standard to add wireless access in vehicular

environments (WAVE), a vehicular communication system. It defines improvements to

802.11 (the basis of products marketed as Wi-Fi) required to support ITS applications.

This includes data exchange between high-speed vehicles and between vehicles and

the roadside infrastructure, so called V2X communication, in the licensed ITS band

of 5.9 GHz (5.85–5.925 GHz). IEEE1609 is a high-layer standard based on the IEEE

802.11p. It is also the basis of a European standard for vehicular communication known

as ETSI ITS-G5 that supports the Geo-Networking protocol for vehicle-to-vehicle and

vehicle-to-infrastructure communication in Europe. The functionalities of Enhanced

Distributed Channel Access (EDCA) derived from the IEEE 802.11e standard to im-

prove the QoS are used by the IEEE 802.11p. Among those functionalities, there is

prioritization. EDCA, allows safety messages with high priority level to be sent in prio-

rity. The Arbitration inter-frame spacing (AIFS) which is an optional technique used

to prevent collisions in IEEE 802.11e based WLAN standard (Wi-Fi), in the medium

access control (MAC) layer, and the Contains Windows (CWs) are varied to achieve

prioritization. The probability of successful medium access is increased by using this

scheme of adaptation which is important for real-time communication. As presented in

Figure 2.9, the channel access time follows the time division multiple access (TDMA)

channel access scheme which is based on the time division multiplexing (TDM) scheme.
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TDMA provides different time slots to different transmitters in a cyclically repetitive

frame structure. Similarly, the channel access time is equally divided into repeating

synchronization intervals of 100 ms [41]. Each synchronization interval is divided into

control channel intervals (CCHI) of 50ms each, and service channel intervals (SCHI)

of 50ms each. Within the selected CCHI interval, the control channels of the vehicles

are tuned in sender or receiver mode. Vehicles then may send or receive high-priority

safety messages or to transmit other non-safety messages to their specific channels.

For radio switching at the start of each channel, there is a 4µs Guard Interval used.

This specification is defined by the standard.

— Wireless Access in Vehicular Environment(WAVE) :

A wireless access in vehicular environments (WAVE) system provides inter-operable,

efficient, and reliable radio communications to support applications offering safety and

convenience in an intelligent transportation system. In many of the ITS application

scenarios, the WAVE system is designed to provide vehicles with direct connectivity to

other vehicles (V2V), or to infrastructures (V2I) such as to RSUs through dedicated

short-range communications (DSRC). The IEEE 802.11p DSRC\WAVE protocol stack

is shown in Figure 2.10. It incorporates a number of protocols in conjunction with the

family of the IEEE 1609 standards [42]. These protocols include the IEEE 1609.1

WAVE resource manager, the IEEE 1609.2 WAVE security services for applications

and management messages, the IEEE 1609.3 WAVE networking services, and the IEEE

1609.4 WAVE multi-channel operation.

— ISO :TC204\WG16-CALM : Communications Access for Land Mobiles (CALM)

has been proposed by the International Organization for Standardization (ISO) TC

204/Working Group 16 to define a set of wireless communication protocols and air

interfaces for a variety of communication scenarios spanning multiple modes of com-

munications and multiple methods of transmissions in ITS [43]. CALM was designed

to support different methods of transmission such as 2G/3G/LTE cellular telephone

communication technology, DSRC 5.8-5.9 GHz (legacy systems), various evaluations

of the IEEE 802.11 standard including WAVE (IEEE P1609.3/D23), M5(ISO 21215),

WIMAX- IEEE 802.16e etc. It uses these wireless access technologies to provide broad-
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Figure 2.10 – IEEE 802.11p DSRC-WAVE Protocol stack[[2]]

cast, uni-cast, and multi-cast communications between mobile nodes, between mobile

nodes and the infrastructure, and between fixed infrastructures. The CALM architec-

ture provides an abstraction layer for vehicle applications, managing communication

for multiple concurrent sessions spanning all communication modes, and all methods

of transmission. CALM M5 was developed based on IEEE 802.11p to support vehicular

ad hoc networking. It enables V2I communication that is initiated by either roadside

or vehicle (e.g. toll booth), V2V communication that is peer to peer ad hoc networ-

king amongst fast moving objects following the idea of MANET’s/VANET’s and I2I

communication which is point-to-point connection where conventional cabling is un-

desirable (e.g. using lamp posts or street signs to relay signals). The main objective of

CALM M5 is to provide real-time road safety applications requiring bounded access

channel delays and low communication overhead. For these applications, a dedicated

frequency band is allocated. However, for non-safety applications, there is another

frequency band allocated that requires less latency constraints [44, 43, 45].

— ETSI TC ITS :
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European Telecommunication Standardization Institute (ETSI) is a European Stan-

dards Organization of the telecommunication industry in Europe. It is well known for

its standards for GSM, TISPAN and others. It has established a technical committee

(TC) ITS (Intelligent Transportation System), in order to develop standards and spe-

cifications for ITS service provision in Europe [46, 10]. TC ITS is organized into the

following five working groups :

1. WG 1 : User and Application requirements

2. WG 2 : Architecture and cross layer issues

3. WG 3 : Transport and Networks

4. WG 4 : Media and related issues

5. WG 5 : Security

ETSI TC ITS has also converged in harmonization with ISO TC204 WG16 towards

the ITS communication architecture. The scope of the committee is not limited by

V2X communication. It goes beyond that by encompassing various other modes of

transportation (motorbike, pedestrians, aeronautics, railway, etc.) and also wireless

communication technologies (5GHz, 60GHz, Infrared, and GSM)[47].

2.4.2 Summary and Outlook

Many research and development efforts as well as standardization activities have been

initiated and funded in Europe, in the USA, South Korea and Japan to establish and develop

efficient vehicular communication systems. Some of the projects have been jointly initiated

and carried out by industry and research organizations. Nowadays research, development and

innovation are becoming intensified in the field of VANETs. Moreover, at the international

level, many standardization organizations, such as TTA, ETSI ITS, IEEE , ISO and IETF

[47, 48, 49, 50, 51, 52], are cooperating together. These organisations are aiming to establish a

collaborative convergence towards the deployment of the expected intelligent transportation

systems (see Figure 2.10). However, challenges and open issues in this field remain to be

studied, addressed and overcome.

On the one hand, the IEEE 802.11p under its current status still fails to guarantee the strict

QoS requirements necessary for safety applications, in terms of delay and loss rate, especially
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in heavy traffic conditions [53]. In addition, QoS for safety applications is still not satisfied

when using CSMA/CA. This is because, to organize the channel access, the main IEEE

802.11p MAC layer is based on the CSMA/CA 1 protocol which is well-known to be able to

handle packet collisions in broadcast communications. So in dense scenarios, the CSMA/CA

system does not guarantee bounded channel access delays under its current state, which

means that the QoS requirements for safety applications are still not satisfied.

Moreover, on the control channel, no acknowledgment messages are sent-back to confirm the

reception when safety messages are transmitted in broadcast mode. Furthermore, there is an

increase in the collision probability in the presence of hidden terminals as no RTS 2/CTS 3

exchange is used. Indeed, potential collisions between messages that have the same Access

Category (AC) can happen when employing the EDCA technique [54].

On the other hand, it is necessary to address the issue of analysing traffic safety based on

the external parameters. Despite tremendous research efforts, there is no deterministic and

computationally intelligent model [12]to predict the exact context of road accidents due to

unbalanced data instances at various levels. Therefore, there remains a need to forecast road

traffic in order to determine accident–prone areas.

2.5 Conclusion

Research in the field of intelligent transportation system in general and in VANETs in

particular has attracted significant interest around the world over past decade as a promi-

sing technology to improve road safety. However, due the specific characteristics of VANETs,

which include a high density of vehicles, there are challenging problems when designing com-

munication protocols as well traffic management solutions in VANETs. This chapter provided

an overview of the fast changing field of vehicular communications around the world. The

chapter first gave an introduction to ITS in general and to VANETs in particular. It des-

cribed the features of VANETs and the different types of vehicular communications. Then,

VANET applications were presented and classified into three main groups according to their

1. Carrier Sense Multiple Access with Collision Avoidance
2. Request To Send
3. Clear To Send
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requirements in terms of delay and throughput and their improvement in safety on the road.

Moreover, the chapter also provided a summary of recent and current research and stan-

dardization activities, and the development of technologies in the field. Finally, it identified

the shortcomings of these R&D projects and standardization activities. The chapter conclu-

ded with an outlook of vehicular adhoc network communication around the world. The next

chapter presents the advancements of VANETs with artificial intelligence in general and with

machine learning in particular.
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3.1. GENERAL INTRODUCTION

3.1 General Introduction

Recent progress in the field of Artificial Intelligence (AI) or Machine Learning (ML)

techniques has opened up new opportunities for Intelligent Transportation Systems. Manu-

facturers are also making vehicles’ communicating units smarter, resulting in the ability of

the vehicles to better assess the environment. This development has led to the possibility of

realizing autonomous driving that is based on the idea of imitating human driving behavior

while mitigating human faults. Nowadays, a number of applications have been developed star-

ting from active and passive road safety to the optimizing of traffic, ranging from autonomous

vehicles to the Internet of vehicles.

In ITS, the V2X concept is the most pronounced and refers to a paradigm that is essen-

tially based on sharing information in the form of Vehicle-to-Infrastructure (V2I), Vehicle-to-

Vehicle (V2V), Vehicle-to-Pedestrian (V2P), Vehicle-to-Self (V2S) and Vehicle-to-Road side

units (V2R). In V2X communication systems, a large number of vehicles may require efficient

and reliable resource allocation to reserve the resource pool in the frequency-time domain.

In addition, the environmental conditions also affect the resource pool, such as the density

of vehicles on the road, the changing from one area to another (from urban area to freeway

or vice versa), the speed of the vehicles, or the multi-use case of a vehicle. The high speed of

vehicles can cause the loss of signals and change the road condition. The learning algorithm

can take the vehicle use case, the channel condition, and the environmental conditions as the

input of the intelligent algorithm which satisfies the QoS in terms of reliability, latency, and

throughput of the future communications. AI can be applied to V2X applications to improve

the safety, security, or navigation of vehicles, and machine learning (ML) or AI can be applied

to predict the available resources or duration that the vehicles are in or out of coverage. It

can also be used to predict the channel condition to maximize the number of transmissions

while ensuring the QoS requirements. Moreover, it can also be used to forecast incidents on

the road.

In this chapter, we review the root cause of the vehicle positioning issue in VANETs, as

well as its effects on the communication performances. We then survey the fundamentals of the

research studies that have utilized AI to address various research challenges in V2X systems.
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3.2. POSITIONING IN VANETS WITH MACHINE LEARNING

We then present a survey work on predicting vehicle position and also predicting transmission

success using machine learning schemes. Finally, we conclude with a global summary of the

advancement of VANETs with AI.

3.2 Positioning in VANETs with Machine Learning

Positioning is necessary to provide stable and precise location information for VANETs. In

VANETs, the vehicles and the Road Side Units (RSU) use the IEEE 1609 WAVE [55] protocol

built on the IEEE802.11p access protocol to provide communication between vehicles (V2V),

and between vehicles and roadside infrastructure (V2I).

VANETs are primarily designed to carry communications concerning safety applications.

These applications use periodic packet transmissions which carry the speed and the position

of the sending vehicles. In Europe, there are two types of messages for safety : Car Awareness

Messages (CAMs) [56] and Decentralized Environmental Notification Messages (DENMs)

[57]. DENMs are multihop broadcasted when a hazardous event occurs on the road, whereas

the CAMs sent only at one-hop, carry information about the vehicles’ velocities and positions.

Moreover, VANETs can be used for other purposes, such as to provide information about the

status of the vehicular traffic or information about infotainment, which could be advertising

or entertainment. VANETs can also be used as a positioning system. As mentioned in the

previous section, for safety reasons the vehicles send periodic CAM messages that carry their

positions and speeds. This information is usually obtained with the GPS ; thus if RoadSide

Units exist along the road where the vehicles are moving, a huge quantity of positioning data

can be made available to machine-learning algorithms. The Vehicles continue to send their

CAMs which carry no (or very little) position information. These messages can be used to

establish the vehicle’s position by using the received signal strength at which the RSUs or

the vehicles receive the beacons. ML techniques can be used to perform this task.
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3.2. POSITIONING IN VANETS WITH MACHINE LEARNING

3.2.1 Main techniques used for outdoor positioning

3.2.1.1 Time-Of-Arrival (TOA)-based techniques.

Time of arrival (TOA or ToA) is the absolute time instant when a radio signal emanating

from a transmitter reaches a remote receiver. ToA techniques rely on the measurements of

the distance between the receiver of a signal and the base station. The position is computed

using a triangulation technique. Precise time measurements are not possible for VANETs,

mostly because these techniques require a perfect synchronization between the clocks of the

base stations and the receivers. To obtain this result, the use of atomic clocks, which are very

expensive, is required. ToA is however the basis of GPS and other similar positioning systems

[58].

3.2.1.2 Techniques based on the round trip delay

A small packet is sent by the transmitter to the base station and the sender waits for

a reply. The distance between the base station and the sender is proportional to the time

elapsed. The transmitter can compute its position by triangulation if it can compute three

round trip delays from three different base stations. A precise estimation of the location

requires a large distance between the sender and the base station. However, like ToA schemes,

techniques based on round trip delay require very accurate delay evaluation, which is very

difficult unless dedicated transmission modems are used. VANETs use off-the-shelf IEEE

802.11p communication units ; thus, techniques based on the round trip delay are generally

not suitable for these networks.

3.2.1.3 Received Signal-Strength (RSS) based techniques

Received signal strength (RSS) or received power has been used in many wireless sensing

applications such as in WiFi, ZigBee, and narrow-band wireless networks. Based on the

received signal strength from several wireless access points, the vehicles can compute an

estimation of their location. In this case, the road area must be completely covered by the

access points. Reported results based on this technique show poor accuracy [59][60].
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3.2.1.4 Global Positioning System (GPS)

The Global Positioning System (GPS), originally Navstar GPS, is a satellite-based radio-

navigation system that provides geolocation and time information to a GPS receiver anywhere

on or near the Earth where there is an unobstructed line of sight to four or more GPS satel-

lites. Obstacles such as mountains and buildings can block the relatively weak GPS signals.

In vehicular networks, the GPS or other similar positioning systems are the most widely used

positioning techniques even though they have three main drawbacks : limited accuracy, in-

complete coverage and security problems. The accuracy of civilian GPS is around 20 meters,

which is not suitable for many VANET applications e.g. lane tracking, collision avoidance,

autonomous driving, etc [61]. The best accuracy claimed by GPS vendors is plus/minus 5

meters but this accuracy is achieved for only 95% of the time, leaving the remaining 5% with

much larger margins. Thus, GPS alone is not suitable for critical applications. GPS coverage

is incomplete ; GPS has a high accuracy only when four signals can be detected from four dif-

ferent satellites and this situation is quite unlikely even if we do not consider the obvious case

of obstruction by, for example, tunnels. Moreover attackers can use strong fake GPS signals

that the vehicles are forced to lock on to, which can lead to large errors in the vehicles’ posi-

tions. Several contributions have promoted an enhancement of GPS called Differential GPS

(DGPS) where transmitters whose locations are precisely known complement the signals sent

by the satellites. However, DGPS and other similar techniques do not work when the signals

are too weak, for instance underground, in tunnels, or in densely built-up areas.

3.2.2 Machine-Learning Schemes

Defined as the study of computer algorithms that can improve automatically through

experience and by the use of data, Machine learning (ML) is seen as a part of artificial

intelligence. Machine learning algorithms build a model based on sample data, known as trai-

ning data, in order to make predictions or decisions without being explicitly programmed to

do so. They can be used to perform positioning in VANETs [62][63]. There are four widely

machine-learning schemes, namely K-Nearest Neighbors (KNN), Neural Networks (NN), Ran-

dom Forest (RF) and Support Vector Machine (SVM), that are used for predicting vehicle

positions in VANETs. These four techniques and their suitability to perform positioning in
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VANETs are described in the section below.

In ML schemes, we often have a vector Xj = {x1
j , . . . , xn

j } of observations and these

observations of Xj are linked to the variables Yj . The problem is to infer Yj knowing the

vector Xj . In general (but not always), the algorithm has to be trained. In this case, the

algorithm must work on a given number of observations {Yj , Xj}1≤j≤K to build a model

which will be used to perform the predictions. Building this model is equivalent to computing

a function Ŷ = f(X). Then, given an observation Xi the model can compute Yî = f(Xi).

When Yi is known, the prediction error can then be computed ϵi = Yi − Yî = Yi − f(Xi).

With the same situation, ML algorithms can perform classification ; in this case X belongs

to a class Yl for l ∈ {1, . . . , p} 1. As there is an observation Xi, the prediction algorithm will

have to predict the most probable class given the observation Xi. As can be observed here

that the issue is a positioning problem, it thus comes down to a regression problem.

3.2.2.1 k Nearest Neighbors (KNN)

K Nearest Neighbors (KNN) is one of the simplest ML algorithms which was first des-

cribed, to the best of our knowledge in [64]. As previously stated, we have a given number of

observations {Yj , Xj}1≤j≤K where Xj is usually a vector and Yj is a real number.

Assuming that we have an observation Xi, we want to predict Y . The KNN algorithm

must select the k nearest observations of Xi in {Yj , Xj}1≤j≤K .

Let i1, . . . , ik be the k values that provide the k minimum values of the function

g(j) = d(Xj − Xi).

In other words, i1, . . . , ik are the indexes of the k minimum values of g(j) = d(Xj − Xi).

These minimum values can be equal if there are multiple values of Xj at the same distance

from Xi.

We have at least the three possibilities for the distance, the most often used being the

Euclidean distance.

1. We can observe that regression and classification problems are very close.
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d(Xj − Xi) =

⌜⃓⃓⎷ n∑︂
l=1

(xj
l − xi

l)2 Euclidean

d(Xj − Xi) =
n∑︂

l=1
|xj

l − xi
l| Manhattan

d(Xj − Xi) =
(︂ n∑︂

l=1
|xj

l − xi
l|q

)︂1/q
Minkowski

The value predicted for Yi will be the mean value of the k values Yj for the k nearest

neighbors of xi.

Yî = 1
k

k∑︂
1

Yik

3.2.2.2 Neural Networks

Neural networks take a given number of observations {Yj , Xj}1≤j≤K where Xj is usually

a vector and Yy is a real number. The idea is to build a network consisting of successive layers

that combine the coordinates of Xj in successive layers to obtain the output, which is the

real number Yy. The successive layers generally perform linear combination of the previous

layer and the result in the neurons is obtained with an activation function which is usually a

Sigmoid function, see Figure 3.1.

To boost the performance of neural networks, we can use ensemble neural networks. The

idea is to randomly pick observations in the test set and create a neural network based on

these observations. We can thus create many different sets of observations and for each set

derive the associated neural network. Our final prediction network will be the average of these

neural networks’ predictions. The theory shows that the individual neural networks have a

small bias and a high variance but the final prediction network will have a small bias and a

small variance.

3.2.2.3 Random Forest

We still have a given number of observations {Yj , Xj}1≤j≤K where X is usually a vector

and Y is a real number. The first step, in a random forest scheme, is to create a selection
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Figure 3.1 – A neural network with, in this case, one hidden layer and three neurons.

tree. Using the observations {Yj , Xj}1≤j≤K , we build different sets using different splitting

criteria which operate on the vectors {Xj}1≤j≤K . Each criterion allows the initial subset to

be divided into two subsets. For instance, in Figure 3.2 the criterion Xj < A provides the

first splitting of the observations. The following two criteria complete the selection tree which

ends with four final leaf nodes.

Figure 3.2 – Regression tree

Suppose now that we have a vector Xi and that we want to predict Yî. We will use the

previous selection tree and determine in which final node the vector Xi is classified. Let us

assume that Xi is classified in node 3 as are Xi1 , . . . , Xik
. In this case, the prediction of Yî
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will simply be :

Yî = 1
k

k∑︂
j=1

Yik

The idea of Random Forest is to correct the error obtained in one selection tree by using

the predictions of many independent trees and by using the average value predicted by all

these trees. This Random Forest technique was first introduced in [65].

3.2.2.4 The Support Vector Machine regression technique

Generally, the positions yi and the related values xi are known (thus we know (yi, xi)1≤i≤N )

and we have to predict the positions using other values : (x′
i)1≤i≤N . We assume that

yi = wT ϕ(xi) + b (3.1)

where w and b are two unknown vectors and ϕ(x) an unknown function of a vector x.

To solve these equations, we introduce the following convex optimization problem :

minimize
1
2 ||w||2

subject to − ϵ ≤ wT ϕ(xi) + b ≤ ϵ. (3.2)

This problem assumes that the function given in 3.1 can approximate the set of points

that is given i.e. (yi, xi)1≤i≤N with an accuracy of ϵ. Sometimes, this is not possible and

some errors must be accepted. In this case, slack variables which allow us to cope with

impossible constraints, are introduced. This relaxation procedure uses a cost function. The

convex problem then becomes :

minimize
1
2 ||w||2 + C

N∑︂
i=1

(ξi + ξ∗
i )

subject to − ϵ − ξ∗
i ≤ wT ϕ(xi) + b ≤ ϵ + ξi with ξ∗

i , ξi > 0 (3.3)
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This problem can be solved by using Lagrange multipliers. The problem becomes :

L : = 1
2 ||w||2 + C

N∑︂
i=1

(ξi + ξ∗
i ) −

N∑︂
i=1

(νiξi + ν∗
i ξ∗

i )

−
N∑︂

i=1
αi(ϵ + ξi − y1 + wT ϕ(xi) + b)

−
N∑︂

i=1
α∗

i (ϵ + ξ∗
i + y1 − wT ϕ(xi) − b)

where L is the Lagrangian and νi, ν∗
i , ξ∗

i , ξ∗
i are the Lagrangian multipliers which are thus

positive i.e. νi, ν∗
i , ξ∗

i , ξ∗
i > 0

We know that the minimum of L is attained when the partial derivatives are zero, thus :

∂L/∂b =
N∑︂

i=1
(αi − α∗

i ) = 0

∂L/∂w = w −
N∑︂

i=1
(αi − α∗

i )ϕ(xi) = 0

∂L/∂ξ
(∗)
i = C − α

(∗)
i − ν

(∗)
i = 0

The substitution of these equations in the Lagrangian leads to the following problem :

maximize − 1
2

N∑︂
i,j=1

(αi − α∗
i )(αj − α∗

j )ϕ(xi)T ϕ(xj)

− ϵ
N∑︂

i=1
(αi + α∗

i ) +
N∑︂

i=1
yi(αi − α∗

i )

subject to

N∑︂
i,j=1

(αi − α∗
i ) = 0 and αi, α∗

i ∈ [0, C].
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Thus we have :

w =
N∑︂

i=1
(αi − α∗

i )ϕ(xi)

and

f(x) =
N∑︂

i=1
(αi − α∗

i )ϕ(xi)T ϕ(x) + b

This formula is called the Support Vector expansion. The complexity of the function

representation only depends on the dimensionality of the input space.

The rest of the analysis uses the Karush-Kuhn-Tucker (KKT) conditions. These conditions

imply that at the solution, the product between the constraints and the dual variable must

vanish. In other words, we have

αi(ϵ + ξi − yi + wT ϕ(xi) + b) = 0 (3.4)

α∗
i (ϵ + ξ∗

i + yi − wT ϕ(xi) − b) = 0

and

(C − αi)ξi = 0

(C − α∗
i )ξ∗

i = 0

We can deduce that only the samples which do not satisfy the constraint of 3.7 have

α
(∗)
i = C. Moreover, since the two values of the right part of 3.8 cannot be simultaneously 0

then we have αiα
∗
i = 0. Thus, after some observations we have :

max(−ϵ + y1 − wT ϕ(xi)|αi < C or α∗
i > 0) ≤ b ≤

min(−ϵ + y1 − wT ϕ(xi)|αi < C or α∗
i > 0)

This part is adapted from [66] a tutorial by Smola.
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3.2.3 Numerical results

The numerical results are obtained on a straight road of length 600m. The position on

the road is given by x ∈ [0, 600]. We assume that we have three RSUs located at x = 0m,

x = 305m and x = 600m.

Since we consider that there are no obstacles on the road to hinder free propagation,

the signal strength received by the vehicles (or by the RSUs) depends solely on the distance

between the vehicles and the RSUs. The power received is given by the following equation :

P = P0
rβ

with β ∈ [2, 4]

We measure the power received in dB as in the following :

P dB = 10 log(P )
log(10) .

Moreover, errors in the measurements are taken into account. We assume a Gaussian noise

of zero mean and with a variance 0.05. This can also be interpreted by a log-normal fading

which would affect the reception. This assumption is realistic when the transmissions between

the vehicles and the RSUs are in line of sight. In the second analysis, we assume a Raleigh

fading of rate µ = 1. This corresponds to the case where there are multi-path links between

sources and destinations as, for example, in built up areas in a town.

The database is obtained by 20 different measurements at each location of the vehicle, the

locations being 15 meters apart. Thus, the data consist of 780 sets with three different powers,

each of them corresponding to the power received by the three roadside units respectively.

Even if it were possible to do otherwise, for the sake of simplicity, we assume that the

vehicles send beacons which are received by the three RSUs. The RSUs fuse these data and

perform the machine-learning process. The location of the vehicles having been established,

it can then be sent to them by one of the RSUs.

For the KNN algorithm, we use the data set directly derived from the power measure-

ments in dB ; we do not perform any data processing before using the KNN algorithm. The

code of KNN is found in the R software [67] and in its KNN library. We use the Euclidean

distance.
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For the Neural Network we use a library coded in Visual C++. The neural network has

one hidden layer with three neurones. The activation function used is a sigmoid. We create

an ensemble of 50 neural networks using a bagging technique and the final prediction is that

of the average of the 50 neural networks previously obtained.

For the Random Forest algorithm, we use the data set directly derived from the power

measurements in dB ; we do not process the data before using the algorithm. We use the

Random Forest library found in the R software [67].

For the Support Vector Machine, the libsvm library [68] is used. The data set (powers

in dB) is not directly processed. A linear transformation of these powers is performed so

that the minimum power becomes 0 and the maximum power 1. The following values for the

parameters are used : C = 10, ϵ = 10−6 and an exponential kernel. This means that we have

to significantly increase the penalization of not respecting the bounds for the estimation since

the default value for C is 1.

3.2.4 Direct link and log-normal fading

The comparison between KNN , NN , Random Forest and Support Vector Machine is

presented in Figure 3.3. We observe that except for KNN , the position error remains in

the interval [−20m, 20m], which shows that when having a direct link, the machine-learning

techniques offer reasonably good predictions. We also observe that the NN and RF techniques

seem to perform the best and apparently there is no clear segment on the road where the

prediction is better. We nonetheless observe a notable degradation of the prediction close to

x = 300m for the KNN and the RF techniques.

Table 3.1 proposes a quantitative evaluation of the four methods with the mean absolute

error and the root mean square deviation. From these results, we note the NN approach

provides the best performances with a mean absolute error of 3.3m and a root mean square

deviation of 4.7m followed by the RF technique with an absolute error of 5.2m and a root

mean square deviation of 7.1m. We then have the KNN scheme with an absolute error of

7.3m and a root mean square deviation of 10.8m and the least effective scheme is SVM with

an absolute error of 9.4m and a root mean square deviation of 11.1m
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Figure 3.3 – Position errors versus position x ∈ [0, 600m] on the roads with the different
machine-learning techniques σ = 0.05.

Table 3.1 – Mean error and root mean square deviation versus prediction techniques (direct
path propagation)

KNN (m, σ) NN (m, σ) RF (m, σ) SVM (m, σ)
(7.31 , 10.8) (3.32 , 4.67) (5.24 , 7.06) (9.44 , 11.14)

3.2.5 Direct link and log-normal fading but measurements only every 30m

Here, we perform the same comparison as in the previous section but we only have training

data every 30m instead of every 15m as in the previous subsection. The predictions of the four

algorithms remain acceptable and the ranking is still : first Neural Network, second Random

Forest, third KNN and fourth SVM. Table 3.4 provides the quantitative results ; NN offers

the best estimation with an absolute mean error of 4.7m with an RMS of 7.8m, then comes

RF with an absolute mean error of 5.85m and an RMS of 7.3m. The two last places are for

KNN : absolute mean error of 8.8m and an RMS of 13.8m followed by SVM : absolute mean

error of 10.1m and an RMS of 11.3m.

The degradation of precision of the localization is roughly 50% in terms of absolute error

for NN and RF and there is no significant degradation for KNN and SVM.
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Figure 3.4 – Position errors versus position x ∈ [0, 600m] on the roads with the different
machine-learning techniques σ = 0.05. Training data measurements available only every 30m

Table 3.2 – Mean error and root mean square deviation versus prediction techniques (direct
path propagation but measurements only every 30m)

KNN (m, σ) NN (m, σ) RF (m, σ) SVM (m, σ)
(8.81 , 13.79) (4.75 , 7.78) (5.85 , 7.33) (10.13 , 11.27)

3.2.6 Direct link and log-normal fading but no measurement in the segment [30m,105m]

Here, we study the performance of our algorithms when we have no training data for a

given section of the road for x ∈ [30m, 105m]. We observe (except for NN) that the algorithms

exhibit larger estimation errors in the segment where there is no training data available

and the mean absolute error also increases. We still have the following ranking of the four

algorithms : NN, RD, SVM and KNN. We observe that the least effective scheme in this

scenario is KNN but we did not change the number of nearest neighbors (which might be

considered unfair).

Table 3.3 provides a qualitative analysis of the scenario with no data for x ∈ [30m, 105m].

For the NN algorithm, the performance degradation is around 30% whereas the degradation

is around 60% for the RF algorithm. There is almost no degradation for SVM and the

degradation is around 130% for KNN.

A significant loss in the training data leads to a significant degradation in the estimation
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of the position, except for NN.

Figure 3.5 – Position errors versus position x ∈ [0, 600m] on the roads with the different
machine-learning techniques σ = 0.05. No training data available in [30m,105m]

Table 3.3 – Mean error and root mean square deviation versus prediction techniques (direct
path propagation but no training data available in [30m,105m] )

KNN (m, σ) NN (m, σ) RF (m, σ) SVM (m, σ)
(18.35 , 23.73) (4.33 , 5.78) (8.69 , 12.17) (9,23, 10.60)

3.2.7 No prominent path and Rayleigh fading (no direct path Rayleigh fading)

In the following, we present the results of our four algorithms when the power received

is more affected by the fading. A Rayleigh fading (of rate 1) is assumed, which means that

there is no prominent direct path between the vehicle and the roadside units. The power

received consists in a random combination of many independent paths. In these conditions,

the predictions, without filtering the measurement, lead to really poor results. Thus, they are

not included in our manuscript.

The comparison between KNN , NN , Random Forest and Support Vector Machine is

presented in Figure 3.6. We observe that, except for KNN , the position error remains in

the interval [−60m, 60m], which shows that when having no direct link, the machine-learning

techniques offer only average predictions.

Table 3.4 proposes a quantitative evaluation of the four methods with the mean absolute
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error and the root mean square deviation. From these results, we note that the NN and SVM

approaches provide the best performances with mean absolute errors of respectively 17.63m

and of 17.45m and with root mean square deviations of respectively 23.08m and 23.51m.

These techniques are followed by the RF technique with an absolute error of 26.9m and a

root mean square deviation of 37.1m. The least effective scheme is KNN with an absolute

error of 30.30m and a root mean square deviation of 35.63m

Figure 3.6 – Position errors versus position x ∈ [0, 600m] on the roads with the different
machine-learning techniques with Rayleigh fading .

Table 3.4 – Mean error and root mean square deviation versus prediction techniques (no
direct path propagation)

KNN (m, σ) NN (m, σ) RF (m, σ) SVM (m, σ)
(30.30 , 35.63) (17.63 , 23,08) (26,94 , 37,15) (17,45 , 23.51)

3.2.8 Summary

Various ML algorithms, namely K-Nearest Neighbors, Neural Networks, Random Forest

and Support Vector Machine have been used to predict the position of a vehicle using the

reception power of packets sent to fixed nodes whose positions are precisely known. Among

the four techniques, KNN happens to be the simplest method. In the data set, the scheme

selects the k closest samples of the actual measurement. The neural scheme presented in this

chapter consists of one hidden layer with three neurons. To boost this technique, an ensemble
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neural network with 50 elements built with a bagging algorithm was used. In the Random

Forest scheme, we use a classification tree to generate different classes according to a random

classification tree. The location, in each class, is assumed to be the average location of the

points in this class. The tree is then used for the prediction ; the location predicted being that

of the training samples at the same leaf of the random trees. The Support Vector Machine is

an approximation technique that usually uses kernels as base functions. The main goal is to

maintain, as far as possible, the samples and their approximations with a bounded error. In

general, the base functions are exponential functions. The numerical experiments presented

in this study demonstrate that a precise prediction can only be obtained when there is a main

direct path of propagation. The prediction is altered when the training is incomplete or less

precise but the precision remains acceptable. In contrast, with Rayleigh fading, the accuracy

obtained is much less striking. It is observed that the Neural Network is nearly always the best

approach. With a direct path, the ranking is : Neural Network, Random Forest, KNN and

SVM except in the case when we have no measurement in [30m, 105m] where the ranking is

Neural Network, Random Forest, SVM and KNN. When there is no direct path, the ranking

is SVM, NN, RF and KNN but the difference in performance between SVM and NN is small.

The next section deals with the use of Support Vector Machine in predicting transmission

success in VANETs.
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3.3 Predicting transmission success with Support Vector Machine in
VANETs

3.3.1 Introduction

Recently, great progress in wireless transmission technology has paved the way for large

networks with massive transmission patterns. Such networks can be Wireless Sensor Networks

(WSNs) or VANETs. VANETs are considered to be one of the main tools to help reduce traffic

accidents and fatalities. In these networks, vehicles exchange packets between each other but

can also send packets to RSUs or receive packets from them.

VANETs can produce a huge volume of data which can be exchanged and aggregated.

VANETs are thus conducive to the use of ML techniques, which aim to achieve various goals.

Machine learning is used for vehicular networks in the following areas :

— Positioning : The information received or sent by the vehicles in VANETs can be

used to establish their positions. Such a situation is ideal for the application of ML

approaches [69, 70]. In vehicles, there are many sources of information such as GPS,

map analysis, radar, lidar, etc. A huge volume of data can be collected, analyzed and

shared by the vehicles and the RSUs ;

— Automatic Incident Detection (AID) can be performed by ML algorithms. The Support

Vector Machine technique has been used in recent studies, such as [71, 72]. Older

studies such as [73, 74] use Neural Networks and Fuzzy logic. A Wavelet scheme is

used for AID in [75] ;

— an ML algorithm can analyze vehicle trajectories in order to predict dangerous situa-

tions and warn drivers when such situations are detected ;

— Routing in VANETs can benefit from machine learning ; examples of such a use are

given in [76, 77, 78] ;

— Security in VANETs : Machine learning has been proposed to improve security in

VANETs. The collection of packets sent in VANETs can be used to find compromised

vehicles which do not perform suitable actions such as relaying when it is appropriate

or sending forged messages over the network. We find such a use of machine learning

in [66, 79, 80].
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In the first areas, the ML schemes offer other services in addition to those that help the

functioning of the VANETs, whereas in the second areas the ML techniques are used solely

to help the functioning of the VANETs.

In this thesis, we study how machine learning can be used to predict the transmission

performances within VANETs. More specifically, we aim to compute the probability of the

successful reception of a transmission between a vehicle and a Roadside Unit located at a given

and known position and with a given transmission rate 2. This is very important since the per-

formance of the transmission is a key parameter for the safety applications use transmissions

of packets ; tuning the transmission of safety messages is crucial in order to optimize their ef-

ficiency. In Europe, ETSI standards define two safety messages for VANETs : Car Awareness

Messages (CAMs) and Decentralized Emergency Notification Messages (DENMs). DENMs

are sent in broadcast and generally relayed (in multihop mode) to warn vehicles of hazards.

Each vehicle sends CAMs to neighboring vehicles ; for a given vehicle, these messages contain

its position (obtained by GPS) and speed. RoadSide Units can easily compute the statistics

of the transmission, i.e., for a given location and a given transmission rate, the probability of

success. This probability can be computed by averaging the number of successful receptions.

These statistics can be used by an ML scheme which can produce a model used by the RSU

and also by the the vehicles themselves around the RSU.

Since it is very difficult to obtain real data in VANETs, for a first step we use an analytical

model to compute the reception probability in a CSMA network and to build our database.

The main mechanism for access in a VANET is the carrier Sense Multiple Access scheme

(CSMA). The main idea is that before transmitting a packet, a node (in our case a vehicle)

senses the channel to determine whether there is already a transmission on the channel.

We model the location of the vehicles as an homogeneous Poisson Point Process, which

eases the computation and has been proved a good assumption. To build the model of the

simultaneously transmitting vehicles, we use the Matern selection process [81] which was first

used in [82] to evaluate the pattern of simultaneous transmissions in CSMA. The model of [82]

was improved by [83, 84], which is the model that we used and extended in our solution.

2. This can also be used to compute the probability of the successful reception of a transmission between
two vehicles.
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3.4 System model for the VANET performance

3.4.1 Network nodes

The nodes are randomly deployed according to a Poisson Point Process Φ. We denote by

λ the intensity of the process. In this work, we consider a 2D infinite plan, S = R2 or a 1D

infinite line, S = R. The 2D model is for MANETs or WSNs. The 1D model is more relevant

to VANETs.

3.4.2 Propagation law, fading and capture model

We suppose that the signal received in a transmission is the result of a random fading

F and a power-law in the distance decay 1/rβ where β is the decay factor and is generally

between 3 and 6. In our study, the fading will be Rayleigh i.e exponentially distributed with

parameter µ and thus is of mean 1/µ. Hence, the signal received when the transmitter and

the receiver are at distance r from each other is F/l(r) 3 with l(r) = rβ.

We use the well-accepted SIR 4 (Signal over Interference Ratio) with a capture threshold

T .

Figure 3.7 – Matern CSMA selection process and an example of over-elimination.

3. The power received P = P0F
l(r) and we set P0 = 1

4. We omit the thermal noise but it could be easily added, as is explained below.
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3.4.3 Model for CSMA

Using the model developed in [83], we adopt a Matern selection process to mimic the

CSMA selection process. The points Xi in Φ receive a random mark mi. We also call Fi,j

the fading for the transmission between Xi and Xj . The idea of the Matern selection is to

select the points Xi with the smallest random marks mi in their neighborhood. To define

the neighborhood of a point Xi, we need to introduce the carrier sense threshold Pcs which

is the power threshold under which the channel is considered as busy. We define V(Xi) =

{Xj ∈ Xi Fi,j/l(|Xi − Xj |) > Pcs} the neighborhood of Xi. Xi will be selected in the Matern

selection process if and only if ∀Xj ∈ V(Xi) mi < mj . In other words, this means that Xi has

the smallest mark mi in its neighborhood. The Matern selection is illustrated in Figure 3.7.

Node i has the smallest mark mi within its neighborhood. Although node q does in fact have

a smaller mark, it is not within node i’s neighborhood. We should point out that, for the sake

of simplicity, here we have not taken into account any Rayleigh fading (F ≡ 1) and thus the

neighborhood of node i is a disc.

The technique based on marks used by the Matern selection process results in an over-

elimination of nodes. When a node is eliminated by a node with a smaller mark, the node

that has the smallest back-off in its neighborhood can start transmitting. The nodes that

have been eliminated should not eliminate other nodes. But this over-elimination can occur,

as shown in Figure 3.7. Node o is eliminated by node i, but node o eliminates node p in the

Matern selection process, whereas in a CSMA system, node o is correctly eliminated by node

i, but, being eliminated, node o cannot eliminate another node. We do not take this case into

account in our model.

We note the medium access indicator of node Xi ei =∈ (∀Xj ∈ V(Xi)mi < mj)

The mean number of neighbors of a node is :

N = λ

∫︂
S

P{F ≥ Pcsl(|x|)}dx.

In a 2D network, we have :

N = 2πλΓ(2/β)
β(Pcsµ)2/β

.
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In a 1D network, we have :

N = 2λΓ(1/β)
β(Pcsµ)1/β

.

This result is very simple. Let F 0
j be the fading between the node at the origin Xi and

node Xj

This is just the application of Slivnyak’s theorem and Campbell’s formula, see [85, 83]

N = E0
[︂ ∑︂

Xj∈ϕ

∈ (F 0
j l(|Xj − Xi|) ≥ Pcs

]︂
= λ

∫︂
S

P{F ≥ Pcsl(|x|)}dx

A straightforward computation provides the explicit value of N in the 1D and 2D cases.

The probability p that a given node X0 transmits i.e. e0 = 1 is :

p =0 [e0] = 1 − e−N

N
.

Démonstration. The proof is obtained by computing the probability that a given node X0

at the origin with a mark m = t is allowed to transmit. The result is then obtained by

deconditioning on t. The details of the proof can be found in [83].

Thus p measures the probability of transmission in a CSMA network. If p is close to 1 it

means that the carrier sense does not restrain transmissions. In contrast, if p is small, this

means that the carrier sense imposes a severe restriction on transmissions.

The probability that X0 transmits given that there is another node Xj ∈ Φ at distance r

is pr with

pr = p − e−Pcsµl(r)(︁1 − e−N

N2 − e−N

N

)︁

Démonstration. The proof is the same as that of Proposition 3.4.3.

87



3.5. THE SUPPORT VECTOR MACHINE TECHNIQUE

Let us suppose that X1 and X2 are two points in Φ such that |X1 − X2| = r. We suppose

that node X2 is retained by the selection process. The probability that X1 is also retained

is :

h(r) =
2

b(r)−N
(1−e−N

N
− 1−e−b(r)

b(r) )(1 − e−Pcsµl(r))
1−e−N

N
− e−Pcsµl(r)(︁1−e−N

N2 − e−N

N

)︁
with

b(r) = 2N − λ

∫︂
S

e−Pcsµ(l(|x|)+l(|r−x|)dx.

In a 2D network, we have :

b(r) = 2N − λ

∫︂ ∞

0

∫︂ 2π

0
e−Pcsµ(l(τ)+l(

√
τ2+r2−2rτcos(θ)))dτdθ.

In a 1D network, we have :

b(r) = 2N − λ

∫︂ ∞

−∞
e−Pcsµ(l(τ)+l(|r−τ |))dτ

Démonstration. The proof can be found in [83]

3.5 The support vector machine technique

The idea is to use the Support Vector Machine technique to compute the reception proba-

bility of pi versus xi = (ri, Ti). In the first step, we assume that we know the pi and the related

value xi (thus we know (pi)1≤i≤N and (ri, Ti)1≤i≤N ) and we have to predict the reception

probability using other values : (p′
i)1≤i≤N knowing (r′

i, T ′
i )1≤i≤N . We assume that

pi = wT ϕ(xi) + b (3.5)

where w and b are two unknown vectors and ϕ(x) an unknown function of a vector x.

To solve these equations, we introduce the following convex optimization problem :

minimize
1
2 ||w||2
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subject to − ϵ ≤ pi − wT ϕ(xi) − b ≤ ϵ. (3.6)

This problem assumes that the function given in 3.5 can approximate the set of points

that is given i.e (pi, Ti)1≤i≤N with an accuracy of ϵ. Sometimes this is not possible and

some errors must be accepted. In this case, slack variables, which allow us to cope with

impossible constraints, are introduced. This relaxation procedure uses a cost function. The

convex problem then becomes :

minimize
1
2 ||w||2 + C

N∑︂
i=1

(ξi + ξ∗
i )

subject to − ϵ − ξ∗
i ≤ pi − wT ϕ(xi) − b ≤ ϵ + ξi with ξ∗

i , ξi > 0 (3.7)

This problem can be solved by using Lagrange multipliers. The problem becomes :

L : = 1
2 ||w||2 + C

N∑︂
i=1

(ξi + ξ∗
i ) −

N∑︂
i=1

(νiξi + ν∗
i ξ∗

i )

−
N∑︂

i=1
αi(ϵ + ξi − pi + wT ϕ(xi) + b)

−
N∑︂

i=1
α∗

i (ϵ + ξ∗
i + pi − wT ϕ(xi) − b)

where L is the Lagrangian and νi, ν∗
i , ξ∗

i , ξ∗
i are the Lagrangian multipliers which are thus

positive i.e νi, ν∗
i , ξ∗

i , ξ∗
i > 0

We know that the minimum of L is attained when the partial derivatives are zero, thus :

∂L/∂b =
N∑︂

i=1
(αi − α∗

i ) = 0

∂L/∂w = w −
N∑︂

i=1
(αi − α∗

i )ϕ(xi) = 0

∂L/∂ξ
(∗)
i = C − α

(∗)
i − ν

(∗)
i = 0
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The substitution of these equations in the Lagrangian leads to the following problem :

maximize − 1
2

N∑︂
i,j=1

(αi − α∗
i )(αj − α∗

j )ϕ(xi)T ϕ(xj)

− ϵ
N∑︂

i=1
(αi + α∗

i ) +
N∑︂

i=1
yi(αi − α∗

i )

subject to

N∑︂
i,j=1

(αi − α∗
i ) = 0 and αi, α∗

i ∈ [0, C].

Thus, it follows that :

w =
N∑︂

i=1
(αi − α∗

i )ϕ(xi)

and

pi(x) =
N∑︂

i=1
(αi − α∗

i )ϕ(xi)T ϕ(x) + b

This formula is called the Support Vector expansion. The complexity of the function

representation only depends on the dimensionality of the input space.

The next step of the analysis uses the Karush-Kuhn-Tucker (KKT) conditions. These

conditions imply that at the solution the product between the constraints and the dual

variable must vanish. In other words, we have :

αi(ϵ + ξi − pi + wT ϕ(xi) + b) = 0 (3.8)

α∗
i (ϵ + ξ∗

i + pi − wT ϕ(xi) − b) = 0

and
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(C − αi)ξi = 0

(C − α∗
i )ξ∗

i = 0

We can deduce that only the samples that do not satisfy the constraint of 3.7 have

α
(∗)
i = C. Moreover, since the two values of the right part of 3.8 cannot be simultaneously 0,

then we have αiα
∗
i = 0. Thus, after some observations we have :

max(−ϵ + pi − wT ϕ(xi)|αi < C or α∗
i > 0) ≤ b ≤

min(−ϵ + pi − wT ϕ(xi)|αi < C or α∗
i > 0)

This part is adapted from [66] a tutorial by Smola.

3.6 Numerical Results

In this part, we use the results of Section 3.4 to build the database with which we train

the SVM model as defined in Section 3.5.

For the radio model we use a Rayleigh fading with µ = 10 and a density of vehicles

λ = 0.02 vehicles per meter. We assume that β = 4 and we use the 1D model, which is more

suitable for VANETs than the 2D model.

The database is built as follows : r varies from 10m to 250m by steps of 10m and we vary

T from 1 to 10 by steps of 0.2. For each of these couples (r, T ), we use the analytical model to

compute the probability p of successful reception. We also assume that Pcs = 4.510−10 which

is approximately the value that optimizes the density of successful transmissions for r = 50m

and for T = 10.

3.6.1 Results with no errors in the database

The database is built as described above. Initially, we do not include any errors in the

measurement of the probability of successful transmission given by the analytical model. For
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the Support Vector Machine algorithm, we use the libsvm program in regression mode with

the option :

’-s 3 -c 10 -p 0.00000001 -e 0.000000001’

to build the SVM model. Thus, the kernel used is an exponential kernel. In Figures 3.8

and 3.9, we present the probability of successful reception versus T for respectively r = 75m

and r = 125m. The results compare the prediction of the SVM algorithm with the results of

the analytical model. We observe a perfect matching between the two approaches. Thus, we

can foresee that SVM (with an exponential kernel) is very suitable to predict the probability

of successful transmission in a VANET using RSUs and a CSMA-based access scheme.

Figure 3.8 – Probability of successful reception versus T (x= 75m , µ = 10, β = 4).

Figure 3.9 – Probability of successful reception versus T (x= 125m , µ = 10, β = 4).
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3.6.2 Results with errors in the database

We assume that the database includes errors in the measurements. We assume that the

values in the database are the real values multiplied by (1 + N(0, 0.05)) where N(0, 0.05) is

the normal random variable of mean 0 and variance 0.05.

Here again, the prediction by the SVM model is very good. Even with noise measurements,

SVM remains very good at predicting the transmission probability in VANETs using an access

protocol based on CSMA.

In Figures 3.10 and 3.11, we present the probability of successful reception versus T

for respectively r = 75m and r = 125m with these assumptions and we can compare the

prediction of the SVM model with the direct analytical model.

Figure 3.10 – Probability of successful reception versus T with error in the database (x=
75m , µ = 10, β = 4).

Figure 3.11 – Probability of successful reception versus T with error in the database (x=
125m , µ = 10, β = 4).
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3.6.3 Optimal data rate with SVM

Here, the idea is to use the prediction of SVM to predict the transmission probability.

Then it is possible for a vehicle to compute the expected throughput : Wpc(r, T, Pcs) versus

the capture threshold used T and to choose the best transmission rate W corresponding to

a given value of T . We assume a throughput of W = 6Mbits/s with T = 1, a throughput

of W = 9Mbits/s with T = 4.65 and a throughput of W = 12Mbits/s with T = 7. These

values of T are compatible with Shannon’s law W = k log2(1 + T ).

In Figure 3.12, we show the optimal data-rate algorithm which optimizes the expected

throughput. We observe that up to 154m the best data-rate is 12Mbits/s and then we have

to use the lowest data rate of 6Mbits/s.

Figure 3.12 – Optimal data rate versus distance vehicle-RSU, µ = 10, β = 4).

3.7 Conclusion

In this study, we use SVM to predict the probability of successful transmissions in a

VANET using a CSMA access scheme such as IEEE 802.11p. The prediction of the SVM

technique is excellent when we use a database built with an analytical model. We observe

that even with errors, the prediction of the SVM technique is very good. The SVM technique

can be used to build a dynamic rate control algorithm that optimizes the VANET’s average

throughput. Although this initial study is very encouraging, further investigations such as

introducing more errors, changing the fading law, using real figures for the database, etc.

should be carried out to confirm our first results. Moreover, other ML techniques such as
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Random Forest, K Nearest Neighbor (KNN), etc. could be used to optimize the transmission

in VANETs. We think that similar good results would be obtained. This study and a careful

comparison of these techniques could be used to explore further work.
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3.8 General Summary

Intelligent traffic safety, comfort and efficiency solutions have greatly benefited from ad-

vancements in communications, intelligent transportation systems. Recently, the advance-

ments in artificial intelligence have opened up opportunities to address various types of issues

in many research fields. Artificial intelligence, in different areas of the scientific research, is

widely used to optimize traditional data-driven approaches. Artificial intelligence, used in

Vehicle-to-everything (V2X) systems together can acquire information from diverse sources

in order to enhance the driver’s perception, predicting vehicle positions, as well as estima-

ting transmission success, thereby enhancing the comfort, safety, and efficiency of driving.

In this chapter, we presented a comprehensive survey of the research work that has used

ML to address vehicle positioning in vehicular networks and predicting transmission success.

We applied a number of techniques, namely Artificial Neural Network, K-Nearest Neighbour,

Support Vector Machine, and Random Forest. We have summarized the contribution of these

research studies by comparing their performances. Finally, we presented open issues and re-

search challenges that need to be addressed in order to realize the full potential of AI to

advance V2X systems.
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4.1 Introduction

Unfortunately, the number of road traffic accidents continues to rise due to rapid urban

growth and the ever-increasing density of vehicles in cities and the surrounding areas. Accor-

ding to statistics from the World Health Organization, each year approximately 1.25 million

people lose their lives in road traffic accidents worldwide, which means that one person is

killed in every 25 seconds. The statistics predict that road accidents will grow by 65% and
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become the fifth greatest cause of fatalities by 2030. However, with emerging sensor devices

and the IoT, it has become feasible to configure future vehicles with safety sensors to prevent

accidents.

Therefore, recent research efforts have been orchestrated to investigate the state-of-the-art

of vehicle safety analysis in VANETs, including the issue of road accidents. It has become clear

that different aspects of driving safety [11] and road safety involve various dimensions and

parameters. For example, in driving safety analysis, the style and behavior of a driver must

be studied to identify and investigate unorthodox driving styles and neighboring conditions

are analyzed to enable the provision of intelligent support for drivers. However, the major

constraints of such analyses are the absence of substantial data sets and a precise means of

identifying the neighboring conditions without incorporating additional sensors.

On the other hand, in road safety analysis, the subsidiary effect on road safety from

external parameters, including the road surface, geometry, traffic flow, weather conditions and

both drivers’ and pedestrians’ behavior is analyzed. In spite of considerable research efforts,

it has not been possible to provide the most deterministic and computationally intelligent

model [86] to predict the exact context of road accidents due to unbalanced data instances

at various levels. Accident prediction is one of the most crucial aspects of road safety where

precautionary measures are taken to avoid an accident before it occurs.

Therefore, it is worth investigating the accident–prone areas of cities and the effect of

external factors in order to forecast the safety level of roads with appropriate granularity.

There are huge variations in road traffic accidents in terms of the seriousness of the ac-

cident and the damage to people and their property, which is also referred to as accident

severity [87]. It is necessary to investigate the relationship between traffic accident severity

and the related risk factors such as the traffic volume, the driver’s age, the maximum ve-

locity possible, geometrical factors like the type of vehicle, the distance from the nearest

intersection, details of the intersections, etc. and the environmental features of traffic sites

like weather conditions, lighting conditions, type of roadways, etc. Previous studies, in this

area, are broadly classified into two categories : statistical modeling and machine-learning

modeling. Initially, accident severity analysis for traffic accident forecasting was primarily

done using statistical techniques [88, 89, 90, 91, 92, 88]. Statistical models have been prefer-
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red over machine-learning models due to their solid theoretical base and strong mathematical

formulation [93]. Gaussian mixture models (GMMs) are the most common, and they have

been successfully used in a wide variety of fields, such as speaker recognition systems, video

image processing, and pattern classification. In studies related to traffic flow and accidents,

GMMs have been repeatedly used to model raw time-to-collision (TTC) samples for traffic

safety prediction [94, 95], severity detection of traffic accidents along with Hidden Markov

models [96] and in traffic flow forecasting [97]. However, these models assume some inherent

properties about the data patterns like the assumption of risk factors influencing accident

severity linearly which might not always be the case [98, 99] and hence they inevitably induce

inaccurate results.

Machine-learning models, on the other hand [100], are highly adaptable with no or little

presumption about the input features and offer higher flexibility to outliers, inaccurate and

missing data. Some of the popular ML models applied to traffic accident related studies

are Decision Trees [101, 102], Support vector machines (SVMs) and support vector classifiers

(SVCs)[103, 104], K-means clustering [105, 106], Artificial Neural Networks(ANNs) [107, 108,

109], etc. Amongst all the above models, support vector machines have been increasingly

used in traffic related studies to address traffic flow prediction [110, 111, 112, 113], crash

frequency analysis [114, 115, 116, 117], and to analyze accident severity in a crash [118,

119, 120]. The major drawback of ML models is their performance as a ’black-box’ which

leads to unclear inference of the function that actually correlates the input variables with the

target class.[121]. The purpose of this study is to combine the Gaussian Mixture Model from

statistical modeling and the Support Vector Classifier from machine learning modeling to

overcome the disadvantages of one model by the advantages of the other and hence improve

the overall accuracy. Favoured by its innate discriminative power, even in the case of non-

linearly separable classes using kernels, the SVM presents an attractive way of enhancing the

baseline generative model (GMM) [122]. Hence the GMM serves as a parametric basis for the

support vector classifier. Since SVCs perform poorly on unbalanced data and cannot select

relevant attributes with respect to the target variable, data preprocessing using re-sampling

techniques and feature importance ranking methods are applied.
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4.2 Literature Review

We review road safety prediction that incorporates various levels of machine learning and

intelligent algorithms. Then, we analyze the advantages and drawbacks of various methods,

and formulate the missing value problem, which is a substantial challenge in this area of

research.

For traffic flow forecasting, various ML methods have been employed. The most prominent

among these are : Autoregressive Integrated Moving Average (ARIMA) which belongs to time

series categories [123] ; probabilistic graphical models, such as Bayesian Network [124], Markov

Chain [125], and Markov Random Fields (MRFs) [126] ; and nonparametric approaches, such

as Artificial Neural Networks (ANNs) [125], Support Vector Regression (SVR) [127], and

Locally Weighted Learning (LWL) [126]. However, as seen in the literature, there are multiple

reasons for fluctuations in the traffic flow. In addition to that, the patterns in the data are

multimodal. These multimodal properties make it difficult to learn. Moreover, in order for

these shallow network approaches to be able to model complex mapping, they require a high

dimensional space, which requires a huge amount of annotated data. Therefore, in the high-

dimensional space, the overfitting problem becomes acute. In order to overcome this issue,

we use a multilayer nonlinear structure since deep-learning approaches have a strong ability

to express multimodel patterns in data using a reduced number of dimensions.

An ANN (Artificial Neural Network) [128] is a type of network in machine learning that

has been widely used for road incident prediction in different environments (freeway, highway,

urban and non urban roads, etc.) in order to minimize injury and loss of life on the roads.

An ANN aims to reproduce and simulate human behaviour and cognitive functions. It

uses a network of nodes, often called neurons, that contain configurable weights and these

weights can be trained to produce a desired output [129]. Many kinds of pattern recognition

problems can be solved by configuring the layers and the weights of the network. Today, ML

techniques have found different applications in the fields. These include, for instance, road

safety where they have been used for collision detection. As illustration, in the study done in

[128] by Chang, an ANN is implemented to predict collisions on a National Freeway in Taiwan.

Road features were used as input in their model and it is claimed that the model accepted
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those features and provided the number of collisions as output. However, the ANN model

has many local minimums, which makes it difficult to find the global optimum solution. This

highlights that even though ANN models are easy to understand, their weights solution space

is non-convex. This is considered to be one of its drawbacks. Another shortcoming of an ANN

is that it is supervised based learning, which means that the model requires training data,

which limits its applicability in real-world situations. In order to overcome these issues, back

propagation (BP) such as Bayesian regularization has been proposed, although it has been

found that Bayesian regularization has led to great improvements, it still requires training

data, which makes its applicability in the real world limited.

Banyesian Networks (BNs) have also become very popular in traffic prediction. When

forecasting, BNs enable prediction of traffic to consider multiple inputs of data. It is known

to have applications that can take many forms. It has been pointed out that the inputs

of BNs sometimes show less relativity than that of neural networks [130][97]. This specific

characteristic of BNs offers more possibilities in the usage of combining different prediction

factors.

Research has revealed that, for traffic prediction, there is no single method that can

be considered to be the best for every situation. Thus, in traffic forecasting, researchers

are constantly trying to combine different models. It has been observed that almost all the

research studies undertaken in using hybrid models (HMs) in traffic prediction yield higher

prediction accuracy compared to those that use a single model [131][132][133]. To get better

accuracy of prediction, Jiaming Xie and Yi-King Choi conducted research on designing and

implementing a hybrid model that can forecast the traffic flow of the city of Hong Kong

by using historical and real-time data. The question that arises is how one can balance the

importance of historical data and real data. This is because it is obvious that the traffic

situation changes over time and that continuous changes make the traffic status dynamic

[134].

As no single model can be suitable for prediction in all kinds of situation ; the main

objective of this research is to build a prediction model that combines two approaches (Gaus-

sian mixture model and support vector classifiers) in order to predict traffic accidents. The

improvement in terms of accuracy is very notable compared to other models.
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As the aim of this work is to derive analytics towards the prediction of road accidents,

it is important to include a data acquisition mechanism (see Figure4.1) and inter-process

communication between vehicles on the road. For a standard use case, we consider a segment

of a fairly densely populated city road where this type of acquisition model can be placed.

To formulate such a model, the physical components of the VANETs can be one of the

parameters. However, inter-process communication protocol of 5G and beyond can establish

a more reliable process exchange mechanism.

Figure 4.1 – Traffic-data-acquisition -using-different-detectors
[135]

In conventional usage, a Message Application Programming Interface (MAPI) can be

suitable for use cases to collect and to propagate the data for that particular segment of

road. In this work, certain realistic scenarios are considered to formulate the data acquisition

and the message passing mechanism.

In the overall system flow for message passing and broadcasting, we recognize four layers :

— Application layer (message wrapping mechanism) ;

— Transport layer ( with handshaking between the sender and the receiver) ;

— Network layer (message distribution mechanism) ;

— Physical layer (connection and devices).

Thanks to these layers, the system can collect on-road data to pass them towards a particular

nearest cloud center or adjacent vehicle, so that the neighbouring vehicle can receive an alert

containing several features.

The format of the message is the following :

1. transaction ID,
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2. previous transactions ID if any

3. sender ID

4. reputation ID (this number will present the reputation or likelihood for a given vehicle

to have an accident)

5. receiver ID

6. message content ( message text, location, direction of sender vehicle)

7. message type (this information will deliver the warning or the prediction of the message

after using a hybrid analytical algorithm such as intersection movement, tendency for

forward collision, deviation from the lane, extreme conditions of the road surface and

other relevant features).

Including all these message fields, each and every message will be followed by the action

requested. For example, the requested action indicates the message from the sender vehicle to

all receivers for a particular alert if the adjacent vehicle could change lane abruptly. Similarly,

if a vehicle accelerates more than normal, in spite of the traffic congestion on the road, then

there will be an alert message for other neighbouring vehicles.

All these features of message access and distribution can be implemented in a traffic

environment simulator (SIMO) which can be deployed by another event-based simulator like

OMNET++. However, since the objective of our work is to analyze the action requested by

the given message distribution format, we did not use these kinds of simulation tools.

4.2.1 Mathematical symbols at glance

4.3 Dataset description

The dataset was obtained from data.govt.uk [136] which is a United Kingdom Government

project providing open source data published by central government, local authorities and

public bodies. The road traffic accident database for the year of 2017 was utilized in this

novel research. These dataset files provide detailed road safety data about the environmental,

physical, geometrical, geographical and personal information related to accidents as shown

in 4.2. The data points correspond only to the accidents whose information was reported

to the police or the authorities. The dataset was compiled from the information recorded
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Symbols used in the Gaussian mixture model

Symbol Semantics

p(x/λ) Conditional probability of x given λ

Ni(x) Gaussian probability density function

wi Mixing weights

K Number of component gaussians

x Observed data

µi Mean vector of component gaussians

Σi Co-variance matrix of the component gaussians

λ Set of tuples of model parameters wi, µi and Σi

M Number of training examples

L(x/λ) Log likelihood

Symbols used in the Support vector classifier

Symbol Semantics

(xi, yi) Data examples

f(x) Classification function

w Normal direction cosines to the line

||a|| Vector norm

ξi Slack variable

C Penalty index for outliers

αi Linear combination weights

K Kernel

⟨x, y⟩ Inner product between x and y

d degree of polynomial kernel

σ Variance in the RBF kernel

Table 4.1 – Mathematical symbols

in the STATS19 accident reporting form. The entire dataset is mainly composed of three

main categories : accident, vehicle and casualty data. The accident variables have 31 features,

including the weather conditions, lighting, time, day of the week, number of vehicles involved,

etc. The Vehicle-Driver database consists of 22 features like the age of the vehicle, sex and

age of the driver, etc., and the casualty dataset contains 15 feature variables such as the type

of victim, sex of the casualty, age of the casualty, etc.

The output class or accident severity is divided into 3 categories, namely ”no injury in

the accident” encoded as 1, ”non-incapacitating injury in the accident” encoded as 2 and

”incapacitating injury in the accident” encoded as 3. The detailed encoding of every variable

has been listed in Table 4.3.
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Dataset variables

Accident variables Vehicle and driver variables Casualty variables

Index of the crash
Police Force
Accident Severity
Vehicles involved
number of victims involved Index of the crash
Date Vehicle Id code
Day of the Week Kind of vehicle
Time Towing and Articulation Index of the crash
Longitude Vehicle Manoeuvre Vehicle Id code
Latitude Position of vehicle Casualty Id code
District of Local Authority Location of intersection Type of victim
Local Highway Authority Skidding and Overturning Gender of victim
1st Road Class Hit Object in Carriageway Age of victim
1st Road Number Vehicle Leaving Carriageway Age Band of victim
Kind of roadway Hit Object off Carriageway Intensity of the fatality
maximum velocity possible 1st Point of Impact Position of the pedestrian
Details of intersection Was Vehicle Left Hand Drive Motion of the pedestrian
2nd Road Class Journey Purpose of Driver Position of victim in car
2nd Road Number Gender of the Driver Position of victim in Bus or coach
Pedestrian Crossing-Human
Control

Age of the Driver ype of fatality

Pedestrian Crossing-Physical Facili-
ties

Age band of the Driver Casualty IMD Decile

Lighting Motor power Location of victims house
Road conditions Vehicle fuel type
raod surface conditions age of the vehicle
Special characteristics of accident
location

Rider IMD Decile

Carriageway Hazards Rider Home Area Type
Type of area
Police attention

Table 4.2 – Dataset Variables
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Figure 4.2 – Variable descriptions

4.4 Research Methodology

4.4.1 Algorithm description

The models used for traffic accident forecasting are discussed in this section. The accident

data including vehicle, casualty and drivers’ features are collected from data.govt.uk[136].

These higher dimensional features are then preprocessed to remove any kind of erroneous

entries and balance the dataset. Moreover, if the dataset has a highly unequal distribution

of the number of data points corresponding to each class, the SVC model tends to predict

every data sample as the majority class. In order to achieve an unbiased performance, it is
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Figure 4.3 – Algorithm description

necessary to balance the dataset with respect to the output class.

Since the dataset is high dimensional, dimensionality reduction techniques must also be

used. Furthermore, similar to Bayesian network (BN) models [88], SVMs lack the capability to

automatically select the relevant features. Feature or attribute selection helps to target both of

the above-mentioned disadvantages. Variable importance ranking methods are deployed and

the data are further cleaned. This processed dataset is then used as input to the Gaussian

mixture model [137], [138] and [139] which estimates the parameters of the various mixture

gaussians using expectation maximization. Out of all the parameters i.e. the mean, variance

and the mixing probability, the vector of means is adapted and used as input to the SVC

model [140]. The SVC treats the accident severity modelling as a classification problem i.e.

the accident data is classified into various categories based on the severity classes. This

trained hybrid model is then evaluated with respect to the performance metrics and sensitivity

analysis is performed. The model is also compared to the baseline GMM model and the results

are reported.

A brief description of the hybrid algorithm is shown in Figure 4.3.

4.4.1.1 Data pre-processing

0. The data has been obtained from data.govt.uk. [136] The variable names have been changed, keeping
the semantics the same as before.
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As there was a considerable amount of missing and erroneous data, data pre-processing

was performed prior to the application of the hybrid model. One can either remove the

examples with erroneous data or remove the attributes with corrupted data. For the former,

data processing was carried out using the Filter Examples operator of the RapidMiner Stu-

dio 1[141] software. This operator filters out the data entries as per the conditions specified by

the user. This is achieved with the help of The Select Attributes operator in RapidMiner. The

Filter Examples operator reduces the number of data entries in a dataset but it has no effect

on the number of attributes. On the other hand, the Select Attributes operator chooses the

attributes with no missing or corrupted values and has no effect on the number of examples

in the example set.

4.4.1.2 Data Re-sampling

The dataset used consists of 2044 data points for accident severity Class 1, 21098 data

points for Class 2, and 93321 data points for Class 3, as shown in the form of a distribution

curve in Figure 4.4. This accounts for the severe imbalance in the data, causing the prediction

results to be skewed significantly in favour of the majority class. This causes poor classification

rates on minor classes and extreme biasing towards the majority class. In addition, it is also

possible that the classifier predicts everything as a major class and ignores the minor class.

To tackle this issue, one has to use re-sampling techniques to balance the data. We used the

Synthetic Minority Oversampling (SMOTE) [122] up-sampling technique, which works by

creating synthetic observations based upon the existing minority observations.

Figure 4.4 – Accident severity class distribution

1. Rapidminer is an open source statistical and data mining tool.
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4.4.1.3 Feature/Attribute selection

In machine learning and statistics, feature selection or attribute selection is the process

of selecting a subset of features that are used to build the model. It is performed to get rid

of any unnecessary, irrelevant, or redundant features from the dataset, consequently resul-

ting in improving the accuracy of the model. This also leads to better interpretability of the

underlying relationship between input variables and target class. In this study, feature rele-

vance analysis was performed using the RapidMiner studio. The Weight by Tree Importance

operator was used to find the relevant features. The weights of the attributes are calculated

by analyzing the split points of a Random Forest model. Each node of each tree is visited and

the benefit created by the respective split is retrieved, which is further summed per attribute.

The importance ranking is done by calculating the mean benefit over all trees. This approach

was implemented following the idea from the seminal work by Menze, Bjoen H et al (2009)

[142]. The higher the weight of the attributes is, the greater is their relevance. The Informa-

tion Gain method was used to find the weights by the tree importance operator. Information

Gain (IG) measures how much “information” a feature gives us about the class which is the

entropy of the distribution before the split minus the entropy of the distribution after it.

Mathematically, the information gain is given by the equation below :

IG = E(p) − w ∗ E(c) (4.1)

where IG is information gain, E is entropy, p is parent node, c stands for children and w

corresponds to the average of the weights.

4.4.1.4 Gaussian Mixture Model

Accident severity data can be formulated as a weighted sum of K component Gaussian

distributions :

p(x/λ) =
K∑︂

i=1
wiNi(x) (4.2)

where x is a d dimensional vector, Ni(x) are the component multivariate Gaussian densi-
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ties and wi is the mixing proportion or the mixture weights with
∑︁K

i=1 wi = 1.

Each component multivariate Gaussian density function is given by

Ni(x) = 1
(2π)

d
2 |Σi|

−1
2

e
1
2 (x−µi)tΣ−1

i (x−µi) (4.3)

with µi, Σi as the mean vector and the co-variance matrix respectively. The above-

mentioned parameters, namely wi, µi and Σi, are represented by

λ = (wi, µi, Σi) ∀i = 1, 2, 3...K (4.4)

Figure 4.5 – Gaussian mixture model with K=3

Given the M training vectors x = (x1, x2, x3...xM ), the GMMs are trained with parame-

ter evaluation using Maximum Likelihood estimation. Assuming all the training vectors are

independent, the likelihood function and the log likelihood function turn out to be

p(x/λ) =
M∏︂

j=1
p(xj/λ) (4.5)

with the log likelihood using Equation 4.2 as

L(x/λ) =
M∑︂

j=1
log

(︃ K∑︂
i=1

wiNi(x)
)︃

(4.6)

The maximization of the likelihood function in Equation 4.5 is achieved by using the

expectation-maximization (EM) algorithm. In the expectation (E) step, a function for the

expectation of the log-likelihood is constructed while in the maximization (M) step, model
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parameters like the mean, variance and the mixing probability are estimated by the maximi-

zing function found in the E step. The formulas obtained after simplification performed at

each E-M step are :

E step : Posterior probability estimation

p(i/xj , λ) = wiNi(xj)∑︁K
l=1 wlNl(xj)

(4.7)

M Step : Updating the parameters

wi = 1
M

M∑︂
j=1

p(i/xj , λ) (4.8)

µi =
∑︁M

j=1 p(i/xj , λ)xj∑︁M
j=1 p(i/xj , λ)

(4.9)

Σi =
∑︁M

j=1 p(i/xj , λ)x2
j∑︁M

j=1 p(i/xj , λ)
− µ2

i (4.10)

4.4.1.5 GMM and Traffic prediction

The observations (x), including features like weather conditions, lighting conditions, age

of the driver, distance from the junction, etc., are assumed to be a mixture of three Gaussians

(λ) which correspond to the three accident classes. Hence, our objective is to find a model

that maximizes the posterior probability

max
1≤k≤K

p(λk/x) (4.11)

which by Bayes’s rule is

max
1≤k≤K

p(x/λk)p(λk)
p(x) (4.12)

Assuming all the Gaussians to be equally likely and taking the log, we have our likelihood
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function as :

max
1≤k≤K

M∑︂
j=1

log p(xj/λk) (4.13)

which is further reduced to (4.6) and solved using expectation maximization.

4.4.1.6 Support vector classification

A support vector classifier or SVC is a discriminative model that makes decisions by

constructing an optimal hyper-plane or a line among linearly or non-linearly separable classes

[143].

Figure 4.6 – Concept of optimal hyper-plane

For linear support vector classifiers on the data (xi, yi) with i=1,2...n, the classification

function is represented as :

f(x) = wT (x) + b (4.14)

The margin according to Figure 4.6 is given by

|wT (x) + b|
| w

⃓⃓⃓⃓
⃓
wT (x)+b=1

+ |wT (x) + b|
| w

⃓⃓⃓⃓
⃓
wT (x)+b=−1

= 2
| w

(4.15)
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since wT (x) + b = ±1 for the support vectors.

Maximizing the margin (the minimum distance of the hyper-plane from these points), the

problem can be formulated as :

min 1
2 | w2yi(xiw + b) ≥ 1 (4.16)

The solution for the optimal w turns out to be a linear combination of support vectors i.e.

which satisfies yi(xiw + b) = 1.

In the case of a non-linearly separable dataset, no hyper-plane exists that satisfies the

above mentioned constraints. In that case, a new model is introduced [144] :

min 1
2 ∥w∥2 + C

n∑︂
i=1

ξi

s.t.yi(xiw + b) ≥ 1 − ξi i = 1, 2...n

ξi ≥ 0, i = 1, 2..n

(4.17)

where ξi is a non-negative factor called the slack variable responsible for allowing the

functional value of certain samples to be negative. The factor ’C’ is used to penalize the

outliers and expresses the degree to which they are not acceptable.

The solution for the optimal w is a linear combination of all points (
∑︁

i αiyixi) in the

feature space that have ξi > 0 and lie on the margin (αi ̸= 0) and hence the classification

function becomes :

f(x) = sign

[︄ (︃ n∑︂
i=1

αiyixi

)︃T

x + b

]︄

= sign

[︄
n∑︂

i=1
αiyi⟨xi, x⟩ + b

]︄ (4.18)

The non-linear classifier can be extended using the kernel function (K) satisfying Mercer’s

condition to map the input features to a higher dimensional space where it is linearly separable

[145, 146], as represented in Figure 4.7 . Then all the inner products are replaced with the
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kernel function and hence the classification function becomes :

f(x) = sign

[︄
n∑︂

i=1
αiyiK

(︂
xi, x

)︂
+ b

]︄
(4.19)

The most commonly used kernel functions are :

1. Polynomial kernel of degree d

K(x, y) = (⟨x, y⟩ + 1)d (4.20)

2. Radial basis function (RBF)

K(x, y) = exp(−∥x − y∥2

2σ2 ) (4.21)

3. Hyperbolic tangent (Sigmoid) kernel

K(x, y) = tanh(α.⟨x, y⟩ + c) (4.22)

Figure 4.7 – Kernel trick

4.4.1.7 Multiclass SVC

1. One-against-all method :

This method [147] considers N classifiers where N is the number of classes and trains

the ith classifier with all other examples considering the instances of the ith class as

positive and all other instances as negative labels.

2. One-against-one method :

This method [148] constructs N(N − 1)/2 classifiers and trains the ith classifier with

every jth classifier considering the instances of the ith classifier as positive and those of

the jth classifier as negative.
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4.4.2 The Need for a Hybrid Model

A hybrid model refers to an approach that combines different methods that could produce

better results than any of those methods applied individually. A hybrid research model breaks

down the boundaries between models in order to tackle issues that a single method of research

would be unlikely to solve and give better results. As different cases may be tackled in dif-

ferent ways, research has shown that, for traffic prediction, there is no single method that can

be considered to be the best for every situation, and so this has led researchers to attempt to

combine different models. It has been observed that almost all the research undertaken using

hybrid models (HMs) in traffic prediction yields higher prediction accuracy than those using

a single model [131][132][149][150]. For instance, to get better accuracy of prediction, Jiaming

Xie and Yi-King Choi conducted a research on designing and implementing a hybrid model

that can forecast the traffic flow of the city of Hong Kong by using historical and real-time

data.

As mentioned above, it has been shown that no single model can be suitable for prediction

in all kinds of situation.

In this work, the need for HMs is justified by the use of statistical modeling method

i.e., a Gaussian Mixture Model (GMM) and a machine-learning modeling scheme i.e., the

Support Vector Classifier (SVC). As the the baseline generative model (GMM) could only

classify with maximum likelihood, the SVM presents an attractive way of enhancing it. This

is because the SVM is favoured by its innate discriminative power, even in the case of non-

linearly separable classes using kernels. However, SVCs also perform poorly on unbalanced

data. Hence the GMM serves as a parametric basis for the support vector classifier. Therefore,

in this work, the use of HM was needed in order to overcome the disadvantages of one model

by the advantages of the other and hence to improve the accuracy.
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4.5 DISCUSSION OF RESULTS

4.5.1 Data pre-processing results

Erroneous and missing data entries were removed using the RapidMiner Studio. By re-

moving all the missing values, the data was reduced from 178918 examples and 69 attributes

to 116463 examples and 69 attributes. By removing the attributes with missing values, the

number of features was reduced from 69 to 62. The variables and the number of missing

values are listed in Table 4.3 below.

Variable name Number of missing values

Index of the crash 53701

LSOA of crash location 17736

Longitude 59

Latitude 59

Location Easting OSGR 35

Location Northing OSGR 35

Time 3

Table 4.3 – Attributes with missing and erroneous values

4.5.2 Data Re-sampling results

The imbalanced dataset is balanced using SMOTE from the ’imblearn’ module of python.

This is an upsampling technique which balances the data by increasing the number of data

points for the minority class. After applying SMOTE on our dataset, we received a total of

279963 samples with 93170 samples from Class 1, 93756 samples from Class 2 and 93037 from

Class 3, as listed in Table 4.4.

Accident severity class Training samples before SMOTE Training samples after SMOTE

Class 1 2044 93170

Class 2 21098 93756

Class 3 93321 93037

Table 4.4 – Data re-sampling results
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4.5.3 Feature selection results

The variable importance ranking based on the three accident severity levels was conducted

using the RapidMiner Studio. Weight by the tree importance ranking operator was used after

applying the Random forest model on the processed data. In addition to this, the information

gain method was used to find weights using tree importance. In this, the variable with the

largest score is normalized to 1 and the scores of all the others are calculated with respect to

the best performing variable. The results obtained are shown below in Table 4.5 and Figure

4.8.

Variable Score Variable Score Variable Score

Intensity of the fatality 1 Age of victim 0.092 Did Police Officer Attend Scene of Accident 0.042
Location Northing OSGR 0.699 Lighting 0.091 Type of area 0.036
Latitude 0.693 Location of intersection 0.086 Hit Object off Carriageway 0.029
Longitude 0.661 Location of victims house 0.078 Type of fatality 0.027
Location Easting OSGR 0.654 Kind of road 0.075 Vehicle Id code x 0.023
Date 0.439 Age Band of victim 0.073 Gender of the driver 0.021
1st Road Number 0.385 Kind of vehicle 0.069 Rider Home Area Type 0.018
District of Local Authority 0.317 Skidding and Overturning 0.067 Vehicle Id code y 0.018
Vehicles involved 0.288 Carriageway Hazards 0.067 Casualty Id code 0.017
Day of Week 0.262 road surface conditions 0.063 special characteristics of accident location 0.016
Area of police responsible 0.222 2nd Road Class 0.063 Gender of victim 0.014
maximum velocity possible 0.21 Vehicle IMD Decile 0.062 Position of the pedestrian 0.012
number of victims involved 0.21 1st Point of Impact 0.06 Hit Object in Carriageway 0.011
Details of intersection 0.175 Casualty IMD Decile 0.055 Propulsion Code 0.011
1st Road Class 0.129 Age band of the driver 0.052 Towing and Articulation 0.01
How old is the vehicle ? 0.12 Journey Purpose of Driver 0.052 Position of victim in Bus/Coach 0.01
Age of the driver 0.117 Type of victim 0.051 Position of vehicle 0.01
Traffic control at intersection 0.113 Pedestrian Crossing-Physical Facilities 0.05 Motion of the pedestrian 0.009
Rider IMD Decile 0.11 Vehicle Manoeuvre 0.049 Was Vehicle Left Hand Drive ? 0.005
Vehicle Leaving Carriageway 0.109 Pedestrian Crossing-Human Control 0.046 Pedestrian Road Maintenance Worker 0
2nd Road Number 0.108 Position of victim in car 0.045
Motor power (CC) 0.106 weather conditions 0.042

Table 4.5 – Variable relevance scores

It can be seen that among all the variables, Intensity of the fatality is the most related

to accident severity with a score of 1. The location attributes like Location Northing OSGR,

Latitude, Location Easting OSGR, Longitude follow in the list. The Pedestrian Road Main-

tenance Worker variable was of the least importance with a score of 0.0. Surprisingly, weather

117



4.5. DISCUSSION OF RESULTS

Figure 4.8 – Variable importance score distribution

conditions had a relevance of 4.2%, which is quite insignificant. Factors like maximum velocity

possible, day of the week, Vehicles involved in the accident, date, etc. contributed significantly

with a score above 20%. Features like Details of intersection, Location of intersection, Kind

of road, lighting conditions, age of the casualty, etc., also turn out to be quite important to

the hybrid model. All features varying from environmental, physical, geometrical, geographi-

cal and historical were included in the top features ranked using this technique. The results

obtained align with one’s personal experience and knowledge about the risk factors related

to accidents.

4.5.4 Hybrid Gaussian mixture model and support vector classifier results

After data pre-processing and re-sampling, 120000 data samples with 39.996 samples from

Class 1, 39.998 samples from Class 2, and 40,006 samples from Class 3 were used as input

to the Gaussian mixture model. The top 25 features according to the variable importance

ranking results were chosen as features of the input data entries. The data were fitted with a

mixture of three Gaussians which correspond to the three accident severity classes. Moreover,

principal component analysis (PCA) was applied to visualize the results in 2 dimensions. The
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results with clustering based on the predictions by the Gaussian mixture model are shown in

Figure 4.9. The mean matrices obtained for all three classes are also listed in Table4.6.

Figure 4.9 – Gaussian mixture modelling results

Accident class Mean matrix

Class 1 [2.50 , 16247.158 , 51.35 , -0.53 , 50264.661 , 381.98 , 460.20 , 3.60 , 4.03 , 44.59 , 48.21 , 3.11 , 1.10 , 3.13 , 5.64 , 1.32 , 0.42 , 4.34 , 0.60 , 305.99 , 1708.36 , 40.26 , 2.19 , 1.15 , 0.62]

Class 2 [2.43 , 11990.362 , 50.98 , -1.17 , 45831.188 , 400.35 , 497.09 , 3.61 , 3.12 , 44.00 , 55.88 , 3.40 , 0.99 , 2.06 , 7.31 , 1.36 , 0.22 , 5.66 , 0.48 , 0.00 , 1733.54 , 43.35 , 3.42 , 1.53 , 1.19]

Class 3 [2.59 , 15912.665 , 51.30 , 0.74 , 59138.743 , 234.60 , 537.71 , 2.85 , 7.29 , 46.00 , 90.77 , 2.94 , 1.17 , 3.98 , 7.41 , 1.29 , 0.34 , 4.70 , 0.48 , 8.20 , 1643.93 , 35.72 , 2.79 , 0.88 , 1.13]

Table 4.6 – Mean vectors using Gaussian mixture model

These results suggest that for a particular class of accident severity, the mean vector is the

average value of the observed features. To interpret these results, let us consider an example :

if a person is driving at a longitude of -0.527 and has a speed of nearly 48.2 km/hr, then he

is very likely to have an accident of class 1, i.e. a no-injury accident. On the other hand, a

person travelling at a longitude of 0.743 with a speed of 90.7 km/hr has very high chance of

having an accident of class 3, i.e. an incapacitating injury. Similarly with respect to the day of

the week, the mean value observed rounded to the nearest integer for classes 1, 2 and 3 are 4,

3 and 7 respectively. This implies that accidents of the highest severity or fatal accidents are

likely to happen on Saturdays. One possible explanation for this could be that on Saturdays,

there are more cars on the road and more drivers are impaired by alcohol due to weekend

celebrations and parties than on any other day. These results are fairly consistent with one’s
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personal experience and logical reasoning.

It is also observed that some values in the mean vectors of classes 2 and 3 are very close

to each other. The reason for this is the uneven distribution of the values inside every feature.

For example, the feature, ’Lighting’ has 126.049 data points corresponding to daylight while

only 1123 and 10314 for darkness-light unlit and darkness -no lighting respectively. Thus,

daylight itself accounts for 70.45% of the example set which is a very high number. This

sub-skewing of data leads to biasing in favour of the majority class.

The overall accuracy of the Gaussian mixture model was 64.68%.

These 3 mean vectors were used as input to the support vector classifier. For such a large

dataset with 120.000 examples, 3 data points for training would be insufficient and would

lead to overfitting. As a result, we used some extra data points alongside the mean vectors

for the purpose of training the support vector classifier and further decreasing the testing

data. Had there been more classes of accident severity in the dataset, one could have directly

used the mean vectors as input for the SVC and hence improve the model performance like

the technique applied in text independent speaker identification using both SVM and GMM.

[140].

The SVC with radial basis function produced a total accuracy of 84.35%. Precision, recall

and the F1-score were calculated to quantify the performance of our classifier. In order to

compute these parameters, 4 performance metrics given below are evaluated from the confu-

sion metric :

— True Positives (TP) - These are the examples with ’yes’ as their actual class as well

as the class predicted by the model.

— True Negatives (TN) - These are the examples with ’no’ as their actual class as well

as the class predicted by the model.

— False Positives (FP) – These are the examples with ’no’ as their actual class, but are

predicted as ’yes’ by the model.

— False Negatives (FN) – These are the examples with ’yes’ as their actual class, but are

predicted as ’no’ by the model.
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Predicted Negative Predicted Positive

Actual Negative TN FP

Actual Positive FN TP

Table 4.7 – Confusion metric

Subsequently, the performance estimation parameters are defined as :

— Accuracy (A) : This is defined as the ratio of the number of correctly predicted

examples over the total number of examples. Mathematically it is, T P +T N
T P +F P +F N+T N

— Precision (P) : This is defined as the the ratio of correctly predicted positive observa-

tions to the total predicted positive observations. Mathematically it is, T P
T P +F P

— Macro precision : Precision found by calculating metrics for each label, and then

finding their un-weighted mean.

— Micro precision : Precision found by calculating metrics globally by counting the

total true positives, false negatives and false positives

— Recall (Sensitivity) (R) : Recall is the ratio of correctly predicted positive observations

to the all positive observations in actual class. Mathematically it is, T P
T P +F N

— Macro Recall : Recall found by calculating metrics for each label, and then finding

their un-weighted mean.

— Micro Recall : Recall found by calculating metrics globally by counting the total

true positives, false negatives and false positives.

— F1 score : F1 Score is the weighted average of Precision and Recall and is used to

combine precision and recall in a single metric. Mathematically it is, 2 ∗ P ∗R
P +R

The performance scores including precision, recall and F1-score are listed below in 4.8.

The radial basis function or the RBF achieved an accuracy of 88.52%, outperforming the

linear kernel, which was 59.89% accurate.

Figure 4.10 shows the confusion matrix obtained with the hybrid model. As can be obser-

ved, there is a clear separation between accidents without any injury (Class 1) and accidents
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Class Precision Recall f1-score

Class 1 1.00 0.9342 0.9659

Class 2 1.00 0.7214 0.8381

Class 3 0.7437 1.00 0.8530

Macro average 91.4595% 88.5220% 88.5748%

Micro average 88.5166% 88.5166% 87.2895%

Weighted average 91.4588% 88.5166% 88.5711%

AUC 0.99 0.97 0.97

Accuracy 88.5167%

Table 4.8 – RBF kernel performance metrics

Figure 4.10 – Confusion matrix for accident dataset

with injury (Class 2 and 3). Most of the confusion occurs between non-incapacitating injury

accident and incapacitating injury accidents.

Furthermore, the ROC (Receiver Operating Characteristics) curve and AUC/AUROC

(Area Under the Receiver Operating Characteristics) were determined using the above pa-

rameters. ROC is a probability curve with TPR (y) plotted against the FPR (x) which is

FP/TN+FP. The area under the ROC curve quantifies the model’s ability to identify the

classes correctly and distinguish between them [122].

The AUC-ROC curve for this model is shown in Figure 4.11. The AUC values for Classes

1, 2 and 3 are 0.99, 0.97 and 0.97 respectively. These values are very close to 1 and reflect

the good discriminative power of the classifier.
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Class Precision Recall f1-score

Class 0 0.71 0.89 0.78

Class 1 0.69 0.56 0.62

Class 2 0.73 0.57 0.64

Table 4.9 – Linear kernel performance metrics

Figure 4.11 – ROC curve for the accident dataset

Similarly to AUC-ROC, an area under precision/recall curve (AUC-PR) can also be cal-

culated to show the tradeoff between precision and recall as a function of varying a decision

threshold. The higher the area under the curve is, the higher are the values of precision and

recall, where high precision relates to a low false positive rate, and high recall relates to a

low false negative rate [151]. For the hybrid model, the AUC-PR curve micro averaged over

all classes is shown in Figure 4.12. The AUC-PR curves for each class represented over the

iso-F1 curves are plotted in Figure 5.2 where an iso-F1 curve is a curve containing all the

points in the precision-recall space whose F1 scores are the same.

4.6 Conclusion

Road traffic accidents have become a major cause of injury and death. With increasing

urbanization and populations, the volume of vehicles has increased exponentially. As a result,

traffic accident forecasting and the identification of accident prone areas can help reduce the

risks of traffic accidents and improve overall life expectancy.

The data about circumstances of personal injury in road accidents, the types of vehicles

123



4.6. CONCLUSION

Figure 4.12 – AUC-PR curve micro averaged over all classes for the accident dataset

involved and the consequential casualties were obtained from data.govt.uk [136]. The output

or the accident severity class was divided into three major categories namely : no injury in

the accident, non-incapacitating injury in the accident and an incapacitating injury in the

accident. In this chapter, a hybrid classifier was proposed which combined the descriptive

strength of the baseline Gaussian mixture model (GMM) with the high performance classi-

fication capabilities of the support vector classifier (SVC). A new approach was introduced

using the mean vectors obtained from the GMM model as input to the SVC. The model

was supported with data pre-processing and re-sampling to convert the data points into a

suitable form and avoid any kind of biasing in the results. Feature importance ranking was

also performed to choose relevant attributes with respect to accident severity. This hybrid

model successfully took advantage of both the models and obtained a better accuracy than

the baseline GMM model. The radial basis kernel outperformed the linear kernel by achie-

ving an accuracy of 85.53%. Data analytics performed including the area under the receiver

operating characteristics curve (AUC-ROC) and the area under the precision/recall curve

(AUC-PR) indicates the successful application of this model in traffic accident forecasting.

Although a significant improvement in accuracy has been observed, this study has several

limitations. The first concerns the dataset used. This research is based on a road traffic acci-

dent dataset from the year 2017 which contains very few data samples for the no injury and

non-incapacitating injury types of accident. The data was unbalanced not just with respect

to the output class but also with respect to the sub features of various attributes. Moreover,
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Figure 4.13 – AUC-PR curves for each class on various ISO-F1 curves for the accident
dataset

aggregating the accident severity into just three categories limits the scope of the study and

the results obtained. The greater the number of severity classes, the less is the amount of

extra training data required to feed in the SVC to avoid overfitting. Thus, datasets with

sufficient records corresponding to each class are desirable and should be used for further

study.

The second limitation concerns the dependence of the SVC model on parameters and attri-

bute selection. In this study, the performance of SVC relies heavily on the feature selection

results and the mean vectors obtained from the GMM. In order to improve the accuracy of

the support vector classifier, other approaches like particle swarm optimization (PSO), ant

colony optimization, genetic algorithms, etc. could be used for effective parameter selection.

In addition to this, more kernels like the polynomial kernel and the sigmoid kernel could be

tested in order to improve future model performances.
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5.1 Introduction

Increased safety and a higher level of comfort have led to efforts to adapt conventional

vehicular access network to the world of connected vehicles. Considering the wide spectrum

of connected vehicles, which can communicate in five different methodologies : Vehicle to

Vehicle (V2V), Vehicle to Infrastructure (V2I), Vehicle to Cyclist (V2C), Vehicle to Pedes-

trian (V2P) and Vehicle to Everything (V2X), it is worth consolidating the cooperative safety

and collected mobility management from different distributed devices. However, the prime
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objective of connected vehicles is not only to impose security and trust measures for indivi-

dual vehicles, instead the strategy of connected vehicles should concentrate the cooperative

and collective environment on a fleet of vehicles. Therefore, keeping simple authentication

and access control may not be efficient to evaluate trust and assurance for all the distribu-

ted stake holders. As trust is an important entity for this entire system, hence a strategy

for trust evaluation also becomes crucial. There are many instances in distributed systems,

where trust for multiple parties may not follow the same benchmark for transmission and

reception of messages. This phenomenon could be more prominent, when distributed users

carry different mobile edge oriented devices and media. For each of those devices, the trans-

mission and reception strategies with protocols may be different. For example, a text message

sent to the mobile device through social media might not be the same as sending the same

message through mailing or through other types of online media communication. These obser-

vations raise some challenges to synchronize distributed mobile edge devices and media from

eavesdropping and intended spam injection procedures. To establish trust for a distributed

system, the system should be able to establish trust from distributed users. The procedure

follows a consensus mechanism approach for the appropriate matching of trusted entities.

DSRC has become mandatory since 2016 for light vehicles and this rule describes a defined

data packet with a Basic Safety Message (BSM) indicating the location of the vehicle, its

speed and other on-road parameters. However, DSRC is unable to specify transmitted and

received messages with respect to a trusted classification. Therefore, this chapter proposes a

unique method to investigate the optimal trusted matching for incoming messages between

connected vehicles. Interestingly, this work does not consider the key word matching (word

by word or dictionary based approach). Instead, the broader thematic content and headings

for communicated messages are taken into account. This will help to fetch the content catego-

ries for different untrustworthy behaviors like abusive behavior, forced branding of products,

misleading information, blocking of safety message on road, etc. In order to achieve this pro-

posed matching under distributed mobile devices, this chapter introduces a message passing

procedure followed by a blockchain-based reinforcement decision. Thus, this study comprises

two parts, where the first part describes content based message passing. The second part,

after matching the content and subject headings, consolidates the distributed consensus or
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voting mechanism for any decision with respect to the trust evaluation.

Figure 5.1 – System diagram

The key contributions of this research work is summarized below :

— We propose a message-passing scheme under connected vehicles. In this scheme, we

do not consider the key word matching (word by word or dictionary based approach).

Instead, we take into account the broader thematic content and headings for commu-

nicated messages.

— We attempt to improve the trust evaluation by using the voting mechanism for any

decision, which is a concept called blockchain-based reinforcement decision.

— We aim to enhance the securing and authentication of messages exchanged among ve-

hicles by introducing the concept of content matching and trust evaluation in connec-

ted cars blockchain as a future perspective.

5.2 Related work

Connected-vehicle based applications use both unicast and broadcast communications.

However, as for all mobile and wireless networks, these communication scenarios suffer from

various security issues that hinder the functionality of such communication protocols. Existing

trust-based security solutions are usually classified into entity-based, data-based, and hybrid

trust models depending on the revocation target, which can be dishonest entities, malicious

messages, or both [152]. In addition, for a message passing protocol in a VANET, especially

between connected cars, blockchain is seen as the most promising technique to provide a

secured distributed network among different frameworks [153]. In the following, we survey

message content matching procedures for connected cars as well as providing background

details on blockchain technology for secure message dissemination using a voting mechanism.
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5.2.1 Message content matching

In general, string matching has been explored by researchers using different techniques. A

technique for detecting phishing attacks was proposed by the authors in [154]. As an objective

of that study, this technique was meant to specify the similarity grade between a URL with

blacklisted URLs. Consequently, it can be classified as phishing or non-phishing based on

the textual properties of a URL. In this work, a well-known string matching algorithm,

the so-called Longest Common Subsequence (LCS), was implemented by the authors in the

hostname for comparison. With an accuracy found to be 99.1%, it is regarded as very efficient

in detecting phishing attacks. It also achieved very low false positive and false negative rates.

Similarly, the same algorithm was used in [155]. The authors used it on biological files to

discover sequence resemblance between genetic codes. In this test carried on a sequence of

DNA that was generated randomly, the accurate DNA sequence similarity was found by the

algorithm. This comparison is a path to implement codes of genetics from one DNA sequence

to another. When the algorithm was tested on 50 samples with two input DNA genetic code

sequences, it performed well and produced good results.

The authors in [156] carried out an investigation on the use of string matching algorithms

for spam email detection. Particularly, their work examined and compared the efficiency of

six well-known string matching algorithms, namely Longest Common Subsequence (LCS),

Levenshtein Distance (LD), Jaro, Jaro-Winkler, Bi-gram, and term frequency inverse docu-

ment frequency (TFIDF) on two datasets, which are the Enron corpus and the CSDMC2010

spam dataset. After observations based on the performance of each algorithm, they found

that the Bi-gram algorithm performed best in spam detection on both datasets. While the

authors claim that all six methods have shown good results in terms of efficiency, they suffer

from time performance.

A Levenshtein distance algorithm has been used by K. Beijering et al. in [157]. They used

it to calculate phonetic distances between 17 Scandinavian language varieties and standard

Danish. When comparing phonetic transcriptions of two pronunciations, the Levenshtein

distance is defined as the number of procedures necessary to convert one transcription to

another. The strength of the Levenshtein distance consists in minimising the overall number
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of string operations when converting one pronunciation to another.

5.2.2 Blockchain technology

A blockchain can be defined as a growing list of records, called blocks, that are linked using

cryptography. Each block contains a cryptographic hash of the previous block, a timestamp,

and transaction data. In other words, it is a distributed and decentralized public database of

all transactions or digital events that have been accomplished or shared among participating

nodes. Each event in the public database is validated based on the agreement of a large number

of nodes in the blockchain network. The popularity of the blockchain is due to its advantages,

which include decentralization, anonymity, chronological order of data, distributed security,

transparency, immutability and suitability for trust-less environments [158].

Figure 5.2 – The structure of blocks in a blockchain

The blockchain consists of two types of nodes. A full node is a node that stores and

maintains the complete history of blockchain transactions. It begins a transaction directly

and independently, and it authoritatively verifies all the network transactions. Every node in

the blockchain network knows the genesis block’s hash. Every node in the network builds a

trusted blockchain based on the genesis block that acts as a secure root. The genesis block

does not have the hash of a previous block. If a node is new, then it only knows the genesis

block, and it will have to download all blocks starting from the genesis block to synchronize

with the blockchain network and is constantly updated when new blocks are found. The

chaining of blocks is performed by appending hashes of the previous blocks to the current

block so that the hash of the current block is in a sequential manner to the following block.

Then, it is shared with other nodes in a distributed P2P network in a secure way without

the need for a central authority. The sequential hashes of blocks ensure a sequential order of

transactions. Then, previous transactions cannot be modified without modifying their blocks

and all subsequent blocks. The blockchain is verified by the consensus of anonymous nodes
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in the generation of blocks. It is considered secure if the aggregated computational power of

malicious nodes is not larger than the computational power of honest nodes. In the case of

Bitcoin, the concept of Proof of Work (PoW) makes sure that a miner is not manipulating

the network to make fake blocks. A PoW is a mathematical puzzle that is very hard to solve

and easy to verify so that it protects the blockchain from double-spending attacks. In the

research on VANETs, some previous studies related to secure event message dissemination

are based on voting. Most voting approaches attempt to solve the issues of node security by

asking for the opinions of other nodes to determine the trustworthiness of a particular node.

However, this type of approach has the problem of whether the nodes providing the

feedback can be trusted. Generally speaking, limited work has been done to study connected

vehicles using the blockchain. The authors in [159] used a basic blockchain concept to simplify

the distributed key management in heterogeneous vehicular networks. The authors in [160]

combined the VANET and Ethereum’s blockchain-based application concepts and enabled a

transparent, self-managed and decentralized system. They used Ethereum’s smart contract

system to run all the types of applications on an Ethereum blockchain.

In contrast, our proposed work applies a different type of blockchain for secure message

dissemination for connected cars. In [152], the authors proposed a blockchain technology for

automotive security by using an overlay network in the blockchain and additional nodes called

overlay block managers. The overlay network nodes are clustered by cluster heads, and these

cluster heads are accountable for handling the blockchain and operating its main functions.

However, the introduction of additional overlay nodes might cause high latency and could be

the center point of failure if the cluster head is compromised.

5.3 Architecture of mobile edge search process

In the architecture of the mobile edge entity search process, the mobile edge entity initiates

the handshaking by specifying the sensor observation sequence to be queried by the terminal,

and sends the search request to the mobile edge computing (MEC) server. In return to

that request, the cloud server is responsible for responding to the user’s search request, and

publishing the search request to the MEC server according to the searched content. The
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MEC server is responsible for fitting the raw data uploaded by the sensor and calculating

its similarity with the search conditions published by the cloud server. The sensor layer is

responsible for collecting environmental data and uploading it to the MEC server. Figure5.3

shows the mobile edge entity search process. The steps are as follows :

Figure 5.3 – Mobile Edge Entity Search Process

1. The mobile device reports the environmental message observed to the MEC server.

2. The MEC server fits the reported message of the mobile device, and stores the processed

message.

3. The connected car sends a request for an appropriate protocol to the MEC server.

4. After receiving the request for an appropriate protocol, the MEC server computes the

similarity between the search condition and the mobile device message stored internally.

5. Finally, the MEC server returns matched and trusted results that match with the connected

car’s request to the connected cars.

5.3.1 Graph Representation of Connected Vehicles

A graph is a structure amounting to a set of objects in which some pairs of the objects are

in some sense ”related”. The objects correspond to mathematical abstractions called vertices

(also called nodes or points) and each of the related pairs of vertices is called an edge (also

called link or line). Figure5.4 illustrates a graph representation of vehicles. The nodes (cars)

of the graph are in topological order. For instance in Figure (4b) we have 1, 4, 6, 5, 2, 3, 7
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(visual top-to-bottom, left-to-right) or 3, 1, 5, 2, 4 (arbitrary) in Figure(4a). Each car has an

identification number (ID).

5.4 The proposed Solution

The proposed solution of this research will perform trust enhancement among communi-

cating nodes of connected vehicles. The nodes in the graph representation are in topological

order. The components are content matching under thematic matching operations reinforced

by a graph-based blockchain mechanism, as in Figure5.4.

Figure 5.4 – Graph representation of connected cars

The following themes and content are included in the model proposed :

a) Exhaustive themes (dangerous products, adult content, gambling and games, inappropriate

messaging, personalized promotions, forced promotion)

b) Non-exhaustive (affiliating the message against the program rules, promoting the same

content from multiple accounts, trying repeatedly to push brand promotion, brand disinvest-

ment, intentional and manipulation to switch the messages towards inappropriate content).

Under these two heads or leads, the service provider of the connected car can clearly diffe-

rentiate the two types of content and their thematic message strings. The dictionary is not

subjected to one-to-one mapping but it defines lexical matching either in the message head

(a) or in the message head (b). This is respective of any theme or content which maybe

outside these message heads. This constraint may be a limitation for this model.
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Figure 5.5 – Flowchart of the proposed Solution

Data elements 0.6, 1.2, 1.8, 2.4, 3.0, 3.6, 4.2, 4.8, 6.4, 6.0

Mean 3.3

Max 6.0

Variance 2.97

Table 5.1 – Summary of statistical parameters and values.

5.4.1 Function Matching Trust

The function of matching-trust is described below : (I, Si , dI , dSi , dmin, β)

Input :

- I is the identifier of the priority string (”xxxx”) on the trust graph edge.

- Si is the string identifier of the moving car transmitting Ds

- dI represents the distance I to the terminating node in case I ̸=None (availability steady

but trusted).
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- dSi represents the distance I to the terminating node in case Si ̸= None (not trusted)

- dmin > 0 minimum distance of connected cars to perform Ds

- β > 1 co efficient to transmit the target string

Output :

if (I ̸= None & Si ̸= None & dI > β.dmin & dSi < dmin ) or (I == None & Si ̸= None &

dSi < dmin )

then match string I

else

terminate

return Match string I untrusted.

5.5 Experimentation and Results Analysis

5.5.1 Assumptions

— All connected car members are under the same network service provider on their edge

devices.

— Out of the total number of members registered in the network, only the agreement of

older members (>1 year) could be considered.

— To avoid the physical consensus, the proposed blockchain prototype will deploy a

graph-based referencing. It implies that based on the subjective terms of untrusted

message leads, the service providers will predefine a maximum high-positive mutual

agreement of trusted messages. This typical graph-driven direction will help to prevent

latency and delay for the reply of the message block through participants and it also

avoids self-biasing to manipulate consensus, if some groups of participants are known

to the victim of untrusted acts.

Intersections in Figure5.6 conceptually define that it is the association between certain

immediate past values of a car with ID transmitted in the message to the neighbors. This

includes the values of the car ID at present participating in the message transmission. In

Figure5.6, the red dotted lines indicate the length of the graph formed either by the trans-

mitting car or its affected neighbors. Therefore, they are not trusted. However, distinctly in
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Figure 5.6 – Graph based referencing

this cluster, blue dots represent safe messages, where one of the affected cars is placed in the

same cluster. In this context, graph referencing is used to investigate the variance and the

degree of trust distorted by the odd entry to that cluster.

5.5.1.1 Graph-based referencing towards trusted consensus

The concept here is designed to estimate the temporal inconsistency (ambiguity) between

two messages. If two message-clusters are contradictory to each other, their temporal order

cannot be determined. This means that the message clusters might be from isolated connected

cars. However, the time discrepancy of two message-clusters is bounded by their nearest com-

mon ancestor and nearest common descendant, since the real creation time of a message-block

is bounded by its ancestors and descendants. The untrusted message-clusters always intend

to hide or counterfeit their real creation time in order to carry out spam message generation

such as repeat occupancy (conventionally known as double spending). Therefore, the consen-

sus agreement between the untrusted message block and the most trusted message-clusters

should be very large, otherwise the real creation time of the distrusted block would be bounded

by some trusted message-clusters into a small interval. On the other hand, the agreement of

two trusted message-clusters is normally much smaller. If the links between message-clusters

are not artificially manipulated, the agreement of two message-clusters should only depend

on the network propagation speed and the block creation rate. When the network propa-

gation speed or the block creation rate increases, the time discrepancy between the nearest
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common ancestor and the nearest common descendant will decline. However, the length of

the shortest path between two message-clusters will increase and cancel out the decline in

time discrepancy to some extent. Therefore, the agreements are not very sensitive to the

network propagation speed and the block creation rate. The analysis demonstrates that the

agreements between two trusted message-clusters are mostly smaller than 10 while the agree-

ments between the trusted block and the distrusted block might be higher by two or more

orders of magnitude. Figure5.7 shows the relationship between the block creation rate and

the maximum agreement between trusted blocks. In each case of the block creation rate, 16

simulations were conducted. The statistical analysis is shown in Table5.1 Even when the mes-

sage block creation rate reaches 6 message-clusters per second, the agreement between trusted

message-clusters still does not increase too greatly. Therefore, the agreements can be utilized

to filter the suspect distrusted blocks. In this section, we give a proposed framework named

MsgBlock Filter for identifying the trusted message-clusters based on the agreement. Given

a block DAG, we first calculate the agreements for every pair of message-clusters and get the

agreement of reference matrix. Then, the agreement matrix is converted into a binary matrix

where each element is 1 if the corresponding element in the agreement matrix is larger than

a preset threshold d, and 0 otherwise. By using the binary matrix obtained as the adjacency

matrix, we can construct an undirected graph, in which each vertex represents a block. This

graph is called the d-agreement graph of the given block DAG. Intuitively, if a block DAG

only contains trusted blocks, the degrees in the d-agreement graph will be very small since

the agreements between most trusted message-clusters are zero and the remaining non-zero

agreements are also very small. Considering the trusted message-clusters to be the majority,

the trusted block identification problem can be addressed by identifying the maximum subset

of vertexes with small degrees. Considering a graph G = (V, E), the k-independent set of

G refers to the vertex subset V ′ in which the maximum degree in the induced sub-graph

does not exceed k. The maximum k-independent set problem is to find the k-independent set

with maximum size which is a generalization of classical maximum independent set problem.

The maximum k-independent set can be formulated as the following integer programming,

in which xs represents whether a certain vertex s is selected and aij denotes the element of

adjacency matrix of the graph G.
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5.5.1.2 Direct acyclic graph

Considering a Direct Acyclic Graph (DAG), it is worth formulating some statistical ana-

lysis with respect to message spreading strength (including trusted and untrusted messages)

precision and recall. However, due to the legacy of the consensus protocol it becomes more

stringent to model the same for different participants in a connected car environment. The

concept for finding the trusted messages and the untrusted or distrusted messages is to find

the interval graph from the first cycle of the message repeat, although the graph here is refer-

red to as an acyclic graph as no cycle exists for the repetition of the message. Therefore, the

only measure to identify the interval of the message is to find out the variance of the message

repeat from one node to another in terms of time. Here, we calculate primarily three values

for a given message creation rate (Msg block/second) that is 0.6, 1.2, 1.8, 2.4, 3.0, 3.6, 4.2,

4.8, 5.4, 6.0 respectively. Under these message creation rates, we find the mean to be 3.3, the

max to be 6 and the variance to be 2.97. The different steps to calculate the mean, the max

and the variance are as follows.

Specific points : the variance of any dynamic quantity is the sum of the square difference bet-

ween each data point and the mean divided by the data value. Hence sigma squared should be

the sum of the squared difference divided by the total number of items in the given problem.

This variance will help to trace the closeness of trusted and untrusted blocks, assuming that

the untrusted message must be repeated more than once.

• Step 1 : we find the mean of the dataset

• Step 2 : we add all the data values divided by the sample size : x =
∑︁n

i=1 xi

n

• Step 3 : we find the sum of the squared difference : SS =
∑︁n

i=1 (xi − x)2

• Step 4 : we calculate variance of sigma squared accordingly : σ2 = x =
∑︁n

i=1 (xi−x)2

n

In order to identify and grab the described concept of this process, we refer to Figure5.7

which shows the maximum number of honest messages versus the message generation rate.

Here, the variance gives the idea that the density of trusted messages in ideal conditions

is always higher. Therefore, even when the message block creation rate reaches 6 message

clusters/second, the variance between trusted messages and clusters become 2.97.

Figure5.7 also indicates that the trust level agreement cannot differ too much with respect

to untrusted messages. Hence, the intersection could be used as a filter for reference to create
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Figure 5.7 – Relationship between the block creation rate and the maximum agreement
between trusted blocks

Figure 5.8 – Precision and recall

the predefined trusted and untrusted message blocks. Two major technical specifications are

considered :

1. The predefined referencing of the service provider can prevent a delay in the legitimate

reply to the consensus or group messages.

2. Self-biasing or personal manipulation can also avoided.

Figure5.8 provides an interesting observation with respect to the precision and the recall by

which the strength of the damaging messaging can be highlighted. The left-hand side of Fi-

gure5.8 is divided almost with the same intervals. Here, we also calculate the quantiles of the

given data-set from 0.6 to 6.0 to find the exact interval of the precision and recall of trusted

messages (there is no memory or learning in the recall, only topological ordering has been in-

vestigated). Statistically, quantiles are cut points, dividing the range of the data sample of the

probability distribution into continuous intervals with equal probabilities. Here in Figure5.8,
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we started calculating the message repeat strength from the median, first quarterly, third

quarterly, first decile, last decile, one percentile as maximum level of 6 Msg Block/second.

The flow is to identify the median towards one percentile which is actually the maximum

value of the data sample. The analysis helps to correlate the importance of the variance so

that repeat messages and the variance can support it as a consensus filter.

5.6 Conclusion

In this work, a message matching model and the conceptual level of graph referencing

blockchain have been proposed. The model can filter the trusted and untrusted messages

in connected car scenarios, analogous to a conventional blockchain mechanism. However, as

participants proceed with a voting mechanism, unwanted delay and self-biasing can occur in

the process. In order to avoid that, a distributed blockchain consensus voting mechanism for

any decision taken with respect to trust evaluation is used, making this method more feasible

for collective decisions. This work raises more open research issues challenging the blockchain

mechanism. This is because the security is questionable due to group and collective decision-

making and repeat occupancy of the message. This is equivalent to a double spending attack

in a normal blockchain. As a future extension, therefore, a DAG and the descendants can be

integrated in the blockchain, consolidating its security and spoofing mechanism.
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Chapitre 6

Conclusion and perspectives

To conclude this thesis, we briefly summarize our contributions and outline the perspec-

tives for future work.

6.1 Introduction

The main objective in designing vehicular ad-hoc networks is to improve safety on the

roads. VANETs can support a wide range of safety applications through V2V and V2R com-

munications. These applications range from cooperative collision warning, emergency braking,

cooperative driving, and accident detection. An efficient and reliable broadcast mechanism is

the requirement of most of these applications, if not all, in order to inform neighboring dri-

vers about a dangerous situation in a timely manner, that is, exploring vehicles’ positioning,

traffic forecasting, and evaluating trust in vehicular contexts.

6.1.1 Evaluation

This thesis explores prediction strategies problem in the context of VANETs where dif-

ferent numbers of vehicles need to broadcast their position and communicate securely together

and with the infrastructure to disseminate safety/other messages in the network. However,

there are some challenges : first, the use of decentralized vehicle cooperation mechanisms

and vehicle positioning systems that provide the vehicles locations in the vehicular ad-hoc

network. Second, the question of how to utilize eco-autonomous driving strategies with sta-

tic/dynamic data sources to forecast road accidents, still needs to addressed. And the hybrid
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trustworthiness evaluation based on centralized and distributed cooperation needs to be ex-

plored. Many researchers are investigating how to deal with these issues in the context of the

enhancing safety within VANETs. It is well-known that these problems are difficult. Thus,

this thesis aims at proposing and applying a novel framework and techniques to handle the

positioning issue in VANETs, forecasting road accidents and evaluating trust.

In the introductory part of this thesis (Chapter 2), we presented and summarized the

general aspects of VANETs and pointed out the regulatory aspects worldwide and different

projects targeting this area. In Chapter 3, We explored the literature on existing of vehicle

positioning systems and solutions within vehicular networks where we first worked on vehicle

positioning systems using the Received Signal Strength (RSS) of periodic messages by deter-

mining the vehicle location through machine-learning techniques. In this work, we surveyed

different strategies to cope with vehicle positioning using RSS of periodic messages and also

the transmissions performances within VANETs. We used the reception power to predict a ve-

hicle’s position. Moreover, we proposed and adapted four machine learning techniques to the

positioning of vehicles namely K-Nearest Neighbors (KNN), Neural Network (NN), Random

Forest (RF) and Support Vector Machine (SVM). In addition to that, a simple simulation

tool was developed to produce data with the positions of vehicles and the different powers of

the messages sent by the vehicles and received at the base stations. And finally, we analyzed

and compared the performance of the above mentioned ML with the given data-set. Finally,

we studied how machine-learning can be used to predict the transmission performances wi-

thin the VANETs. More specifically, we explored and presented an approach to computing

the probability of the successful reception of a transmission between a vehicle and a Roadside

Unit located at a given and known position. Some issues that remain to be investigated and

beyond the scope of this thesis were highlighted and they may be the subject of research

efforts.

In Chapter 4, we investigated the state-of-the-art of vehicle safety analysis in VANETs

while including the issue of road accidents. We found that conventional traffic forecasting tech-

niques use either a Gaussian Mixture Model (GMM) or a Support Vector Classifier (SVC)

to model accident features. A GMM on the one hand requires a large amount of data and is

computationally inexpensive, whereas SVC, on the other hand, performs well with less data
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but is computationally expensive. Therefore in this part, we presented a prediction model

that combines the two approaches for the purpose of forecasting traffic accidents. We propose

a hybrid approach,that incorporates the advantages of both the generative model (GMM)

and the discriminant model (SVC). Raw feature samples are divided into three categories :

those representing accidents with no injuries, accidents with non-incapacitating injuries and

those with incapacitating injuries. GMM is used to model this trimodal distribution, and

parameters are obtained using the expectation-maximization (EM) algorithm. Mean vectors

of the component Gaussians obtained are adapted and used as input to the SVC model

which further improves the prediction accuracy. Experimental results show that the propo-

sed model can significantly improve the performance of accident prediction. Improvements

of up to 24% are reported in the accuracy compared to the baseline statistical model (GMM).

Finally, in Chapter 5 we proposed the message passing scheme for VANETs : an adaptive

strategy for a group-based system. We proposed an efficient framework for message content

matching that is entitled Graph Based Subjective Matching of Trusted Strings and Block-

chain Based Filtering for Connected Vehicles. It is based on the assumption of a hierarchical

grouping structure within the network based on vehicles, RSUs and the infrastructure, such

as assuming that all connected car members are under the same network service provider on

their edge devices, and that only those members whose membership has lasted more than

one year could be considered. We proposed improving secure message passing dissemination

by using blockchain prototype that will deploy a graph-based referencing in order to avoid

the physical consensus. This implies that based on the subjective terms of untrusted message

leads, service providers will predefine a maximum high-positive mutual agreement of trusted

messages which will help to prevent latency and delay on the reply of the message block

through the participants, and it also avoids self-biasing to manipulate consensus, if some

groups of participants are known to the victim of untrusted acts. Simulation scenarios were

carried out showing the advantages of the proposed message string matching framework.
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6.1.2 Perspectives

The exploration of prediction strategies in using ML techniques proposed in this manus-

cript have presented an advanced method for vehicle positioning and road traffic forecasting

in VANETs. Traffic forecasting is based on an advanced method of expectation-maximization

algorithm. The proposed scheme can still be enhanced to cover untackled issues in mid-term

and long-term future research.

6.1.3 Mid-term perspectives

Research being a continuous process leading to further improvements and innovation,

there is still room for enhancement of our proposed methods. So in the near future, several

future research directions could be undertaken in order to enhance these schemes, enabling

them to perform better in various realistic scenarios.

Regarding the positioning issue discussed in Chapter 3, we have used some machine-

learning techniques for vehicle positioning and the probability of successful transmissions

in a VANET using a CSMA access scheme such as IEEE 802.11p. It might be worthwhile

considering other future work scenarios including other machine-learning schemes over the

proposed techniques and investigating it from different angles.

The prediction of the SVM technique has given very good results when using a database

built with an analytical model. Moreover, after observation, we noticed that even with errors,

the prediction of the SVM technique is still very good. The SVM technique can be used to

build a dynamic rate control algorithm that optimizes the VANET’s average throughput.

Although this initial study is very encouraging, further investigations such as introducing

more errors, changing the fading law, using real figures for the database, etc. should be carried

out to confirm our first results. Moreover, other ML techniques such as Random Forest, K

Nearest Neighbor (KNN), etc. could be used to optimize the transmission in VANETs. This

study and a careful comparison of these techniques could be explored.
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6.1.4 Long-term perspectives

In the long run, and to enhance security for VANETs, it would be interesting to investi-

gate the following topics, as many open issues still need to be investigated, such as :

Use of different algorithms

— Regarding accident forecasting, while there is already a significant improvement in

terms of accuracy, in order to extend this study, different algorithms could be used

for effective parameter selection along with different kinds of kernels to enhance the

model’s performance.

Data context trust management and evaluation

— The main objective of VANETs is to provide safety and cooperative driving informa-

tion as well as comfort to passengers. To do so, a VANET needs to provide information

to drivers and vehicles, and the exchanged information needs to be secured, checked

and verified in order to avoid any kind of security issue. Therefore, it is important as

a continuation of this work to investigate data-centric trust management evaluation.

Consolidating security with blockchain

— In Chapter 5, with the proposed conceptual model, the security issue is still ques-

tionable due to group and collective decision-making and repeat occupancy of the

message. Exploring security challenges by using Direct Acyclic Graphs along with

Blockchain could be a means to consolidate security.
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