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Abstract

In this work, we are interested in the analysis of the "Shallow water model with
two velocities".
First, we study the steady state solutions using the Bernoulli’s principle for C 1

regular solutions and the Rankine-Hugoniot relations through discontinuities.
Then, we present the types of solutions, their existence and their uniqueness
depending on the boundary conditions. Second, we propose several finite vol-
ume approximate Riemann solvers for the resolution of the homogeneous Shal-
low water model with two velocities. The construction of the schemes is based
on a recent analysis of the Riemann problem. We present several test cases
to illustrate the behavior and the properties of the schemes. Afterwards, we
extend these schemes for the model with topography and we propose a suit-
able numerical approximation of the source term. We prove that the proposed
schemes are well-balanced and ensure the positivity of the water heights. Fi-
nally, we study the numerical stability of the stationary solutions.

Keywords: Shallow water model with two velocities, steady state solutions, to-
pography, subcritical flow, supercritical flow, discontinuities, Riemann prob-
lem, finite volume, well-balanced schemes.
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Résumé

Système de Saint-Venant à deux vitesses

Les équations de Saint-Venant modélisent les écoulements à surface libre dits
"eaux peu profondes". Ces équations occupent une place primordiale dans les
études en hydraulique maritime ou fluviale. Elles sont par exemple utilisées
pour la protection de l’environnement, le calcul des marées et des ondes de
tempête, le transport des sédiments ou encore l’étude des crues. Elles peu-
vent être obtenues à partir d’une intégration verticale des équations de Navier
Stokes [33]. Récemment, des auteurs ont proposé des extensions de ce modèle
pour une meilleure desciption du profil vertical de la vitesse: modèle de Saint-
Venant à plusieurs vitesses [7, 8] ou modèle de Saint-Venant à deux vitesses
[47, 53]. Dans ce travail nous nous intéressons à l’étude du modèle à deux
vitesses qui s’écrit en une dimension d’espace

∂t h + ∂x
(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂t û + ∂x

(
uû

) = 0.
(SW2)

où h(t , x) est la hauteur d’eau, u(t , x) ∈ R et û(t , x) ∈ R sont les composantes
de la vitesse horizontale et désignent respectivement la moyenne verticale et
l’écart type le long de l’axe vertical, g > 0 est la gravité et Z (x) représente la
topographie. Si nous posons û = 0, nous retrouvons le modèle de Saint Venant
habituel. La solution du problème de Riemann pour ce modèle a été proposée
dans [1] pour une topographie constante (Z = 0).
L’objectif de ce travail est d’étudier les solutions stationnaires du modèle à deux
vitesses et ensuite de développer des solveurs de Riemann dits "well-balanced"
ou équilibre capables de préserver toute solution stationnaire régulière en 1D
sous une topographie arbitraire continue.
Dans ce but, nous analysons dans un premier temps les solutions stationnaires.
Ensuite, nous proposons des solveurs de Riemann pour le système homogène
à deux vitesses, i.e sans topographie. Par la suite, nous étendons ces schémas
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pour prendre en considération le présence de la topographie. Nous validons
les différentes parties de notre étude par des résultats numériques.

Solutions stationnaires du système de Saint Venant à
deux vitesses

L’étude des solutions stationnaires du modèle de type de Saint Venant est im-
portante car les écoulements en rivière sont généralement des perturbations
autour d’un écoulement stationnaire. Pour le système de Saint-Venant clas-
sique, certaines solutions sont données dans [37, 28]. Les solutions station-
naires de (SW2) sont des fonctions régulières de classe C 1 par morceaux où le
débit hu est constant ainsi que la quantité uû. Puis, pour mieux comprendre
les solutions stationnaires, nous analysons la deuxième équation en suivant le
principe de Bernouilli pour les solutions régulières et en préservant les rela-
tions de Rankine-Hugoniot pour les solutions discontinues.
L’analyse des solutions stationnaires nous permettra de comprendre leurs al-
lures dans un domaine donné et sous une topographie continue fixée. Plus
précisément, nous étudierons la forme des solutions en fonction du type de
l’écoulement (souscritique, transcritique, supercritique). Une étude originale
concernant la non-unicité de la solution dans le cas de conditions limites su-
percritiques sera décrite dans ce travail.

Schémas numériques pour le système homogène

Dans ce travail, nous commençons par construire des schémas numériques
pour le système homogène qui seront adaptés par la suite pour prendre en con-
sidération la présence de la topographie. Le système de Saint-Venant à deux
vitesses homogène est un système hyperbolique de lois de conservation. Nous
approchons la solution en utilisant la méthode des volumes finis bien adaptées
à ce type de problème [34, 17, 54]. Il existe de nombreux schémas volumes finis
standards pour ce type de problème, par exemple le schéma le plus connu, le
schéma HLL, voir [40]. Ce schéma contient un seul état intermédiaire séparé
par deux ondes. Les états intermédiaires de ce schéma peuvent être calculés
en utilisant seulement les relations de consistance. Ce schéma est courament
utilisé pour approcher le système de Saint-Venant classique et préserve la posi-
tivité des hauteurs d’eau et assure la décroissance de l’entropie, voir [17]. Mais,
contrairement à ce dernier, le modèle à deux vitesses contient une onde sup-
plémentaire qui est une discontinuité de contact et le schéma HLL n’est pas
précis autour de cette onde. Par conséquent, nous considérons deux solveurs
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approchés avec trois ondes et deux états intermediaires. Ces solveurs de Rie-
mann approchés sont de type "HLLC", voir [17, 55, 54, 23]. Les trois schémas
proposés préservent

(i) la positivité des hauteurs d’eau,

(ii) le principe du maximum sur S = û
h .

Nous prouvons de plus que le deuxième schéma à trois ondes est exacte sur
le transport du cisaillement S. À travers une strategie numérique bien précise,
nous constatons que les trois schémas proposés vérifient au niveau discret une
dissipation de l’energie mécanique pour le système de Saint-Venant classique,
alors que, ce n’est pas le cas pour le modèle à deux vitesses. En fait, seul le
schéma HLL est capable de vérifier cette proprieté.

Schémas numériques well-balanced pour les solutions
stationnaires

En plus de l’analyse des solutions stationnaires, nous nous intéressons à con-
struire des schémas numériques capables de vérifier les proprietés énumérées
précédement et qui sont précis sur la discontinuité de contact tout en préser-
vant les états d’équilibre réguliers pour tous les états stationnaires. Les sché-
mas préservant cette proprieté sont appelés "Well-balanced". Plusieurs sché-
mas préservant les états d’équilibre du système de Saint Venant classique ont
été introduits ces dernières années, citons par exemple [13, 38, 36, 7].
À notre connaissance, un schéma "well-balanced" pour le modèle à deux vitesses
n’a jamais été étudié. La présence de la topographie crée une onde supplémen-
taire qui doit être ajoutée dans la construction des schémas numériques afin de
conserver les états stationnaires. De ce fait, nous étendons les schémas présen-
tés pour le système homogène. Nous proposons d’abord une approximation
numérique appropriée du terme source. Ensuite, nous construisons un pre-
mier solveur de Riemann approché comme une extension du schéma "HLL"
auquel nous ajoutons l’onde stationnaire comme fait dans [44] pour le modèle
de Saint-Venant. Ce schéma ne prend pas en considération la discontinuité de
contact sur S. Puis, nous construisons deux solveurs de Riemann approchés
de 4-ondes différents dont la stratégie de la construction de l’un est similaire
à celle utilisée pour approcher la solution du modèle de Ripa dans [29] alors
que le second est totalement nouveau et prend en considération les quatre on-
des et les invariants de Riemann du modèle. Nous prouvons ainsi que les trois
schémas vérifient la propriété de l’équilibre ainsi que le principe du maximum



sur S. Enfin, nous assurons la positivité des hauteurs d’eau intermédiaire dans
chacun des schémas.

Résultats numériques

Dans un dernier temps, nous testons les schémas numériques construits sur
ces solutions stationnaires étudiées. Nous étudions, à travers les simulations
numériques, la stabilité numérique des solutions stationnaires. En particulier,
nous observons que les solutions avec un choc à gauche de la bosse ne sont pas
stables. Cela a été documenté dans [11] avec des preuves expérimentales.



Summary

The objective of this work is to study the steady state solutions of the "Shallow
water model with two velocities" with topographic source term and then to de-
sign non linearly stable and well balanced finite volume schemes to compute
approximate solutions of this model.

The shallow water model with two velocities is a hyperbolic system, intro-
duced recently in [1] where the authors establish the global well-posedness of
the Riemann problem. In 1D and for continuous solutions, this system is a bi-
layer version of the layerwise hydrostatic model introduced in [9] for a particu-
lar choice of the interface velocity and is equivalent to the shear shallow water
model introduced in [32].

The first chapter of this thesis is dedicated to the study of the steady state
solutions of the 1D model with topography source term. We first exhibit the C 1

regular solutions following the Bernouilli’s principle and the Rankine-Hugoniot
jump conditions through a discontinuity where the dissipation of entropy should
be verified. In a second step, we present various types of solutions depending
on the boundary conditions. We study in each case the (non) existence and
(non) uniqueness of the steady states. When the solution is not unique we an-
alyze the effect of the shape of the topography on the coexistence of the solu-
tions. Some of these solutions were presented for the classical Shallow water
equations in [41].

In the second chapter, we propose three numerical schemes for the resolu-
tion of the homogeneous shallow water model with two velocities. The solu-
tion of the Riemann problem of the homogeneous shallow water model with
two velocities contains three waves. The construction of Godunov schemes
[35] based on the exact solution of the Riemann problem is possible but is very
costly and might not be extended to the model with source term. Hence, we
will consider Approximate Riemann solvers "ARS", see [17]. These solvers are
Godunov-type finite volume schemes where the exact solution of the Riemann
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problem is replaced by an approximate one. The best known ARS is the well
known HLL scheme, see [40]. This scheme is based on a one state approxi-
mate Riemann solver. The HLL solver is commonly used to approximate the
solutions of the Shallow water model, see [17]. But contrary to the homoge-
neous shallow water model, the homogeneous shallow water model with two
velocities contains an additional wave which corresponds to the contact wave
in the Riemann problem and the HLL solver is not accurate around this contact
wave. Hence, we will describe and analyze two ARS with three waves and two
intermediate states. These two solvers are of HLLC type, see [17, 55, 54, 23].
We present several test cases to illustrate the behavior and the properties of the
schemes.

The third chapter is devoted to the derivation of numerical schemes to ap-
proach the solution of the shallow water model with two velocities and topog-
raphy. In this case, the system is not written under a conservative form and an
additional stationary wave is created due to the presence of the source term.
This wave must be added in the construction of the ARS in order to preserve
the stationary states. To do so, we extend the schemes presented in the second
chapter. Therefore, we propose first a suitable numerical approximation of the
source term. Then, we construct an approximate Riemann solver as an exten-
sion of the HLL scheme for which we add the stationary wave as done in [44].
Then, we construct two different 4-waves approximate Riemann solvers. One
of them is similar to a scheme proposed in [29] to approximate the solution of
the Ripa model whereas the second one is up to our knowledge totally new and
takes into consideration the four waves and some Riemann invariants of the
model. We prove that the three schemes verify the well-balanced property as
well as the positivity of the intermediate water heights.

In the last chapter, we performed numerical simulations to study the sta-
bility of the stationary solutions documented in Chapter 2: in particular we
observed that solutions with a shock on the left of a bump are unstable. This
was mentioned in [11] with experimental evidence.
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Chapter 1

Introduction

1.1 Context

1.1.1 The shallow water model

The Shallow water model was initially introduced by the engineer Adhémar
Barré de Saint Venant in 1871 in its 1D version in [12]. The shallow water model
is a hyperbolic system modeling free surface flows. It is used in many stud-
ies such that flooding, dam breaks, tsunami prevention, hydraulic jumps, sedi-
ment transport and so on.
The Shallow water equations can be derived from the Navier Stokes equations
where we consider that the vertical dimension is much smaller than the hor-
izontal one [33]. Then, it can be seen as a shallow water or as a long wave
approximation. It can also be derived from a vertical integration of the Euler
equations with the assumptions that the pressure is hydrostatic and that the
velocity is vertically averaged [9].
In its 2D version, the homogeneous Shallow water model reads{

∂t h + ∇· (hU ) = 0,
∂t (hU ) + ∇· (hU ⊗U + g

2 h2I
) = 0

(SW )

with g > 0 the gravity acceleration. The unknowns of the system are h
(
t , x, y

) ∈
R+ the water depth of the flow and U

(
t , x, y

) ∈ R2 the water column velocity.
(SW ) is a system of conservation law where the first equation represents the
mass equation and the second equation is the momentum equation.

19
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Contrary to the free surface Navier Stokes and Euler equations, the Shallow
water equations (SW ) is a model with reduced complexity which facilitates
geophysical flows simulations. In fact, the problem of the moving domain no
longer arises since the problem can be written in two space dimensions and
there exist efficient and robust numerical techniques, see [19].

Limitations of the Shallow water model

The study of flows is limited by the difficult approximation of the vertical ve-
locity, the stratification in the ocean for example, where we are interested in
the vertical structure in the flow and in this case we can’t only be interested in
the average velocity. Moreover, taking into account the hypothesis of hydro-
static pressure can cause some problems. We give for example the case of the
swell where the horizontal scale is comparable to the vertical scale and the non-
hydrostatic pressure should be taken into consideration.
To solve this issue, many works were presented in the "ANGE team", see [2, 6, 9,
31]. In the present work, we are interested in the Multilayer Shallow water mod-
els and mainly the model derived in [9] to better approximate the hydrostatic
Euler equations. It is a multilayer shallow water system with mass exchanges
where the layer thickness is proportional to the total water height. This model
presents some analogy with the σ transformation free surface flows commonly
used in oceanography, see [25].

The multilayer Shallow water model

According to [9], the multilayer Shallow water model can be derived by a verti-
cal integration of the hydrostatic and incompressible free surface Euler equa-
tion [20, 39] where we suppose that the flow domain is divided in the vertical
direction in n layers as seen in Figure 1.1 for

t > t0, x ∈R, zb(x) ≤ z ≤ η(x, t ),

where η(x, t ) represents the elevation of the free surface.
The model reads{

∂t h +∑n
i=1∇· (hiUi ) = 0,

∂t (hiUi )+∇· (hiUi ⊗Ui + g
2 g hi h) =Ui+ 1

2
Gi+ 1

2
−Ui− 1

2
Gi− 1

2
, (SWL)
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zb(x)

z = η(x, t )

h(x, t ) hi (x, t )

x

z

Figure 1.1: Sketch of the multilayer approach

where the unknowns are respectively h the total water height and the mean
velocity Ui of each layer.
The rest of the parameters appearing in (SWL) are:

• hi the approximation of the layer thickness which is deduced from the
total water height through the relation

hi = li h,

with li , i = 1, ...,n

li > 0,
n∑

i=1
li = 1.

• the mass exchange terms between the interfaces Gi+ 1
2

which are com-

puted by

Gi+ 1
2
= ∂t

i∑
j=1

h j +∇·
i∑

j=1
(h jU j ),

• the velocity at the interface Ui+ 1
2
= U (Ui ,Ui+1) that represents a convex

combination of Ui and Ui+1.

Previously, we presented the multilayer shallow water model. However, in this
work, we focus on the two-layers version of this model for which we give the
following properties.
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Hyperbolicity

In its two layers version, the model reads

∂t h1 +∇·h1U1 =G 3
2

,

∂t h2 +∇·h2U2 =−G 3
2

,

∂t h1U1 +∇· (h1U1 ⊗U1 + g

2
h1hI) =U 3

2
G 3

2
,

∂t h2U2 +∇· (h2U2 ⊗U2 + g

2
h2hI) =−U 3

2
G 3

2
.

(1.1)

where the unknowns are the water height in each layer h1 and h2, the velocity
in each layer U1 and U2, the velocity at the interface U 3

2
and the term of mass

exchange G 3
2

. In the following, this model is called bilayer shallow water model.

In [9], this model was proven to be hyperbolic for U 3
2
=U1 or U2 whereas in [1],

for a homogeneous vertical discretization, i.e h1 = h2, the model is hyperbolic
for U 3

2
= U1+U2

2 . The study of the hyperbolicity for the three layers model or

more is not done yet.

Riemann problem

After proving the hyperbolicity, a next issue one can face, is the resolution of
the Riemann problem for the bilayer model. The Riemann problem is a Cauchy
problem with discontinuous data where we consider that the domain of defini-
tion is divided in two constant states. This solution is a major improvement in
the understanding of the model when it comes to the construction of Approxi-
mate Riemann solvers.
The solution of the Riemann problem is a challenging question because the
system is not written under a conservative form and a definition of the non
conservative products has to be given.
To face this issue a new formulation of the bilayer model was given recently in
[1] where the authors introduce a new model called " The shallow water model
with two velocities". They prove that it is equivalent for regular solutions to the
bilayer shallow water model (1.1) completed with

h1 = h2 and U 3
2
= U1 +U2

2
. (1.2)
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Then, the resolution of the Riemann problem of the shallow water model with
two velocities is given.

In this thesis, we are interested in the model with two velocities. We first
present the model and then we give some detailed properties of the 2D model.
However, in the present work, we focus on the 1D model with two velocities.

1.2 The homogeneous Shallow water model with two
velocities and relations with other models

1.2.1 2D model

In two space dimensions, the homogeneous shallow water model with two ve-
locities reads


∂t h + ∇·

(
hU

)
= 0,

∂t

(
hU

)
+ ∇·

(
h(U ⊗U +Û ⊗Û )+ g

2 h2I
)
= 0,

∂tÛ +
(
U ·∇

)
Û + (

Û ·∇)
U = 0.

(2DSW2)

with g > 0 the acceleration of gravity. The unknowns of the system are h
(
t , x, y

) ∈
R+ the water depth of the flow, U

(
t , x, y

) = (
u, v

) ∈ R2 the vertical-averaged of
the horizontal velocity and Û

(
t , x, y

)= (û, v̂) ∈R2 the signed standard deviation
of the horizontal velocity such that

(
h,U ,Û

)
=

(
h1 +h2,

U1 +U2

2
,
U2 −U1

2

)
. (1.3)

For Û = 0 we retrieve the classical shallow water model. The (2DSW2) is an
approximation of the free surface Euler equation assuming the pressure is hy-
drostatic and the horizontal velocity is mainly described by its vertical mean
and standard deviation.
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1.2.2 The 1D homogeneous Shallow water model with two ve-
locities

In its one dimension version, the homogeneous shallow water model with two
velocities reads 

∂t h + ∂x
(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = 0,
∂t û + ∂x

(
uû

) = 0.
(SW H

2 )

We can deduce that for regular solutions

∂t

(
û

h

)
+u∂x

(
û

h

)
= 0. (1.4)

Hence, the third equation of (SW H
2 ) is a transport equation of the quantity S = û

h
at velocity u.

1.2.3 Properties of the homogeneous Shallow water model with
two velocities

In this section, we highlight some essential properties of the homogeneous 2D
Shallow water model with two velocities (2DSW2).

Energy conservation

Any smooth enough solution (2DSW2) satisfies the energy conservation law

∂t E +∇·
(((

E + g

2
h2

)
I+hÛ ⊗Û

)
U

)
= 0, (1.5)

where the energy is defined by

E = h

2

(
||U ||2 + || Û ||2

)
+ g

2
h2. (1.6)

In case of discontinuous solutions, the energy acts as a mathematical entropy
used to discriminate the admissible solutions for which the left hand side of
(1.5) is non positive.
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Invariance by rotation

The 2D Shallow water model with two velocities is invariant by rotation. Thus,
to study the half space Riemann problem (with transverse velocity) it is suffi-
cient to consider 

∂t h + ∂x(hu) = 0
∂t (hu) + ∂x(h(u2 + û2)+ g

2 h2) = 0
∂t û + ∂x(uû) = 0
∂t (hv) + ∂x(h(uv + ûv̂)) = 0
∂t v̂ + û∂x v +u∂x v̂ = 0

(1.7)

where
(
u, û

)
are the components of the normal velocity and

(
v , v̂

)
are the com-

ponents of the transverse velocity.
The first three equation of system (1.7) correspond to the conservative 1D model
(SW H

2 ) where the set of unknowns is
(
h,u, û

)
. These equations are independent

of the last two equations in (1.7) containing the transverse velocity
(
v , v̂

)
. We

will see that this property will facilitate the study of the model.

Hyperbolicity

In [1], the hyperbolicity of the model was proven and it appears that the eigen-
values of the model depend only on the variables of the 1D model (SW H

2 ). More
precisely, the quasi-linear form of (1.7) is

∂t V + A (V )∂xV = 0,

where V = (
h,u, û, v , v̂

)
and A (V ) is the matrix defined by

A (V ) =


u h 0 0 0

g + û2

h u 2û 0 0
0 û u 0 0

v̂ v
2 0 v̂ u û
0 0 0 û u

 .

Therefore, the eigenvalues are given by

λL < γL <λ∗ < γR <λR ,
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x

γR λRλ∗
γL

λL

Figure 1.2: Representation of the eigenvalues of the (2DSW2) model. The blue
ones correspond to the 1D model (SW H

2 ).

where



λL = u −√
g h +3û2

γL = u −|û|,

λ∗ = u,
γR = u +|û|,
λR = u +√

g h +3û2.

see Figure 1.2. Thus, for û 6= 0, the 2D shallow water model with two velocities
(2DSW2) is strictly hyperbolic, see [1, Lem 5].

Nature of the characteristic fields

The λL-field and the λR -field are then genuinely nonlinear, whereas the γL-
field, theλ∗-field and theγR -field are linearly degenerate. All the internal waves
are contact discontinuities.
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Riemann invariants

A set of independent k−Riemann invariants, denoted Jk is given by

JλL = RλL ∪
{

v − ûv̂
g
2 + û2

u,
ûv̂

g
2 + û2

}
,

JγL = {
h,u, û, v + sgn(û) v̂

}
,

Jλ∗ = Rλ∗ ∪{
v ,hûv̂

}
,

JγR = {
h,u, û, v − sgn(û) v̂

}
,

JλR = RλR ∪
{

v − ûv̂
g
2 + û2

u,
ûv̂

g
2 + û2

}
.

where

RλL =
{

u +√
g h +3û2 + g hp

3û
log

(√
1+ 3û2

g h +
√

3
g h û

)
, û

h

}
,

Rλ∗ =
{

u, g
2h2 +hû2

}
,

RλR =
{

u −√
g h +3û2 − g hp

3û
log

(√
1+ 3û2

g h +
√

3
g h û

)
, û

h

}
.

(1.8)

are the Riemann invariants of the 1D model (SW H
2 ), see [1, Lem 1 and Lem 5].

Next, we exhibit the relation between the model and other models derived
from the Euler equations, see Figure 1.3.

1.2.4 Relation with the Bilayer Shallow water model

The bilayer shallow water model (1.1) completed with closure (1.2) is equivalent
to the shallow water model with two velocites (2DSW2) where the unknowns
are connected by (1.3) and conversely by

(
h1,h2,U1,U2,U 3

2
,G 3

3

)
=

(
h

2
,

h

2
,U −Û ,U +Û ,U ,−1

2
∂x

(
hÛ

))
,

see [1].
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The free surface and incompressible Euler equations

Shallow water model
(SW ) [33]

Multilayer Shallow
water model (SWL)
[9]

Shear Shallow water
model (SSW ) [47]

Shallow water model
with two velocities
(2DSW2) [1]

Figure 1.3: Averaged models derived from Euler equations.

1.2.5 Relation with the Shear shallow water model

The "Multi-dimension shear shallow water model" introduced in [46] and in
[47] is an extension of the shallow water model where the authors consider a
closure momentum equations of the vertical-averaged Euler system. It reads


∂t h + ∇· (hU ) = 0,

∂t (hU ) + ∇·
(
h(U ⊗U +hP+ g

2 h2I
)

= 0,

∂t P +
(
U ·∇

)
P+

(
·∇U

)
P+P

(
·∇U

)T = 0.

(SSW )

where P is the symmetric and positive stress tensor that characterizes the dis-
tortion of the horizontal velocity profile in the vertical direction. In one dimen-
sion, the (SSW ) model is equivalent for smooth solutions to (SW H

2 ). It is not the
case in 2D because the 2D models don’t have the same number of unknowns.

1.2.6 Relation with the full Euler system

The (SW H
2 ) model is equivalent for smooth solutions to the full Euler system for

gas dynamics on the variables
(
h,hu,E

)
, for a particular pressure p = hû2+ g

2 h2

and where û acts as an entropy, see [1].
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1.2.7 Relation with the Ripa model

The system (SW H
2 ) presents some similarities with the Ripa model which is an

also an extension of the Shallow water equations introduced in [48, 49] to take
into consideration the horizontal temperature gradients. It writes


∂t h + ∂x (hu) = 0,
∂t (hu) + ∂x

(
hu2 + g

2 h2θ
) = 0,

∂t (hθ) + ∂x (huθ) = 0.
(RI PA)

where u (x, t ) is the velocity and θ (x, t ) is the temperature. Similarly to (SW H
2 ),

for smooth solutions the third equation of the Ripa model (RI PA) is also a
transport equation of θ at velocity u whereas the pressure term is different be-
tween the two models.

The invariant model (1.7) is not conservative; therefore, it is difficult to ap-
proximate its solution and to study its steady state solutions. Therefore, we
base our study in this thesis on the 1D model which can form a basis for future
research on the transverse model.

1.3 The 1D Shallow water model with two velocities
and source term

1.3.1 Model

The shallow water model with two velocities in one space dimension with to-
pography source term reads


∂t h + ∂x

(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂t û + ∂x

(
uû

) = 0.
(SW2)

with Z the topography. In this thesis, we consider for simplicity that that there
exists a point x0 ∈ I = [xL , xR ] such that Z is a C 1 regular function, increasing on
[xL , x0] and decreasing on [x0, xR ].
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1.3.2 Steady state solutions

The goal of this manuscript is to study the steady state solutions of this new
model which is not trivial. In fact, on intervals where the solution is C 1, the
three quantities

hu, uû and h +Z + 1

2g

(
u2 +3û2) ,

are constant. The conservation of the last quantity, called the hydraulic head,
is nothing but the Bernouilli’s principle and denoted K . On the other hand, at a
point of discontinuity, the steady solutions should verify the Rankine-Hugoniot
jump conditions 

[
hu

] = 0,[
h

(
u2 + û2

)+ g
2 h2

] = 0,[
uû

] = 0,

as well as the dissipation of entropy[(
g (h +Z )+ u2 +3û2

2

)
hu

]
≤ 0,

see [51]. The notation [X ] = X +− X − represents the jump at the discontinuity
separating the solution’s trace X − and X +.
The previous relations allow us to conclude that hu is constant in the whole
domain (where the solution is regular and across the discontinuity). Therefore,
for steady state solutions, there exists M ∈R such that

∀x ∈ I , h (x)u (x) = M .

Lake at rest

We mention a particular steady state solution called "lake at rest" for which the
classical and very well known definition is to set the velocities to zero. In other
terms, the water is at rest and its surface should not be perturbed. However, the
definition of the lake at rest for the shallow water model with two velocities is
quite different.
Actually, as the (SW2) contains two velocities

(
û,u

)
then, if u = 0 and

• û = 0, we retrieve the lake at rest of the classical shallow water for which
many studies were done, see [17].
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• û 6= 0 then, the water is not at rest and the steady state of (SW2) is charac-
terized by the following ODE

∂x

(
hû2 + g

2
h2

)
=−g h∂x Z ,

where an infinite number of steady states can be defined by fixing h or û.

Moving steady states

Other types of steady states solutions are the moving steady states obtained by
setting u 6= 0:

• If û = 0 then, we retrieve the moving steady states solutions of the clas-
sical shallow water system with topography. Some test cases for these
moving steady state solutions are presented without an exhaustive study
in [37] and [28].

• If û 6= 0 then, we retrieve the general moving steady states solutions of the
model with two velocities (SW2).

In this thesis and mainly in the second chapter, we choose to study only the
moving steady states of (SW2), i.e for u 6= 0 and for any value of û. In that case,
since the quantities hu and uû are constant and for h 6= 0, the quantity û

h is also
constant and we denote it by S. From now on, we fix M > 0 and S ∈R.

Up to our knowledge, a detailed study describing all the steady states, prov-
ing their (non) existence and (non) uniqueness depending on the boundary
conditions was never done. Therefore, we present in this thesis all the possi-
ble moving steady states for the shallow water model with two velocities with
source term according to the boundary conditions. This study encompasses
the steady states solutions of the classical shallow water model, i.e for û = 0.

Boundary conditions

The boundaries are fixed depending on the type of the flow, i.e on the signs
of the eigenvalues of the system at the boundary. For M ∈ R∗+ and S ∈ R, the
boundaries are fixed as shown in Table 1.1.
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Flow regime Inlet boundary Outlet boundary

Subcritical 2 1
Supercritical 3 0

Table 1.1: Number of required boundary conditions

Main results

The study of the moving steady state is based on the following properties

• The hydraulic head h + Z + 1
2g

(
M 2

h2 +3h2S2
)
= K decreases through sta-

tionary shocks (Proposition 8) and is constant in between shocks.

• The transition from the subcritical to the supercritical regimes is contin-
uous and occurs only at the top of the topography (Lemma 3).

• If the flow is subcritical at the inlet then, the solution contains at most
one shock which can only occur at the right of the top of the topography
(Lemma 4).

• If the flow is supercritical at the inlet then, the solution may contain at
most one shock on each side of the domain (Lemma 5).

Using the above results, we set some threshold parameters depending on the
hydraulic head K and on the water heights at both sides of the domain and
at the top of the topography. Equipped with these parameters and the set of
boundary conditions, we claim:

• If the inlet boundary is subcritical, the solution is unique and if

1. the outlet boundaries are subcritical then, depending on the value
of the parameters, the solution is either subcritical Figure 1.4a or
transcritical with shock Figure 1.4b. (Proposition 10)

2. the outlet boundaries are supercritical then, only one type of solu-
tion might exist: it is called the transcritical solution without shock,
see Figure 1.4c. (Proposition 11)

• If the inlet boundary is supercritical and
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Z (x)

subcritical solution

(a) First type of solution with Subcritical
outlet boundaries

Z (x)

transcritical solution

(b) Second type of solution with Subcriti-
cal outlet boundaries

Z (x)

(c) Solution for supercritical outlet bound-
aries

Figure 1.4: Different solutions with subcritical inlet boundaries

1. the outlet boundaries are subcritical then, there are three different
types of solutions: one with a shock on the right, see Figure 1.5a, one
with a shock on the left, see Figure 1.5c and one with two shocks, see
Figure 1.5b. The last two solutions can never coexist but in general
the solution is not unique. (Proposition 12 and Proposition 13)

2. the outlet boundaries are supercritical then, two solutions might co-
exist. The solution can be supercritical everywhere Figure 1.5d or
with one shock one the left, see Figure 1.5e. (Proposition 14)
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Z (x)

one shock at right

(a) First type of solution with Subcritical
outlet boundaries

Z (x)

two shocks

(b) Second type of solution with Subcriti-
cal outlet boundaries

Z (x)

one shock at left

(c) Third type of solution with Subcritical
outlet boundaries

Z (x)

supercritical solution

(d) First type of solution with Supercritical
outlet boundaries

Z (x)

one shock at left

(e) Second type of solution with Supercrit-
ical outlet boundaries

Figure 1.5: Different solutions with supercritical inlet boundaries
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1.3.3 Numerical schemes for the shallow water model with two
velocities

In the previous sections, we presented the model, proved its hyperbolicity and
exhibited its steady state solutions. In this section, we will design numerical
schemes to approximate the solution of this model. The goal in this thesis is to
derive schemes that

(i) preserve the positivity of the water height,

(ii) preserve the maximum principle on S = û
h

(iii) are accurate for the transport process associated to the shear velocity

(iv) preserve the regular steady states solution of the shallow water model
with two velocities with topography source term, i.e preserve the well-
balanced property.

Therefore, we start by introducing the finite volume method we use in the con-
struction of the schemes.

Finite Volume method

The (SW2) model can be written under the following form

∂t W +∂xF (W ) = B (W ) , (1.9)

where

W =


h

hu
û
Z

 , F (W ) =


hu

h
(
u2 + û2

)+ g
2 h2

uû
0

 and B (W ) =


0

−g h∂x Z
0
0

 .

To derive the numerical schemes we privilege the finite volume method that
adapts very well to the discontinuous aspects of the solution. For more infor-
mation on systems of conservation laws we refer to [34, 52]. For a fixed space

step ∆x, we denote Ci =
]

xi− 1
2

, xi+ 1
2

[
the cell of length ∆x = xi+ 1

2
− xi− 1

2
where

xi+ 1
2

is the x− coordinate of the interface between the cell Ci and Ci+1. Each
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cell is centered at xi = xi− 1
2
+∆x/2 for all i ∈ Z. The time is discretized using

an adaptive time step t n+1 = t n +∆t n with ∆t n satisfying a CFL condition to be
described later. W n

i is an approximation of the mean value of W (x, t ) at time t n

on the cell Ci .
An explicit finite volume scheme can be expressed with the following update
formula

∀i ∈Z,∀n ∈N W n+1
i =W n

i − ∆t n

∆x

(
F n

i+ 1
2
−F n

i− 1
2

)
+∆t nBn

i ,

where F n
i+ 1

2

and Bn
i are respectively the numerical flux at the interface and the

numerical source term. They are respectively an approximation of

1

∆t n

∫ t n+1

t n
F

(
W

(
t , xi+ 1

2

))
d t .

and of
1

∆t n

1

∆x

∫ x
i+ 1

2

x
i− 1

2

∫ t n+1

t n
B (W (t , x))d td x.

The initialization of the algorithm can be computed with

∀i ∈Z W 0
i = 1

∆x

∫ x
i+ 1

2

x
i− 1

2

W (x,0)d x.

Numerical flux

The issue remains in how to compute the numerical flux at the interfaces and
the discrete topography source term. Developing a finite volume method con-
sists in defining, from the values of the variables, a stable and a consistent nu-
merical flux. We focus on the simplest case where the numerical flux can be
expressed as a function F depending on the two neighboring states

F n
i+ 1

2
=F

(
W n

i ,W n
i+1

)
.

Approximation of the source term

When the system is homogeneous, i.e the topography is flat there is no need
to approximate the source term. For systems with source term, it is not triv-
ial to find a suitable approximation of the source term that allows to preserve
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the steady states. Here, we choose to construct Approximate Riemann Solvers
"ARS" [54] to approach the solutions and to approximate the source term using
the strategy done in [16]. This will be done as follows:

• In Chapter 3, we propose three approximate Riemann solvers for the ho-
mogeneous model based on some properties of the exact solution of the
Riemann problem computed in [1],

• In Chapter 4, we extend the schemes proposed in Chapter 3 to adapt with
the model with the source term.

A general introduction to Approximate Riemann Solvers is given in the follow-
ing.

Approximate Riemann solvers

When the exact solution of the Riemann problem is known, a general strategy
to build a finite volume scheme was proposed by Godunov in [35]. The solution
of the Riemann problem for the homogeneous shallow water model with two
velocities (SW H

2 ) was done in [1]. The Riemann problem is a Cauchy problem
with a simple initial condition: two constants states WL and WR separated by a
discontinuity. The problem reads:

∂t W +∂xF (W ) = 0

W (0, x) =W0 (x) =
{

WL if x < 0

WR if x ≥ 0.

Godunov observed that since the cell averages W n
i are constant in each cell Ci ,

they define at each cell interface xi+ 1
2

and on the interval
]
t n , t n+1

]
a Riemann

problem. By solving this Riemann problem on a small time interval and then
by averaging the solution, it is possible to obtain a new piecewise constant ap-
proximation. The strategy is used as many times as necessary to reach, step by
step, a general final time.
However, computing the exact solution of the Riemann problem for the homo-
geneous Shallow Water model with two velocities at each interface and for each
time step is costly since it implies a fix point algorithm and the exact solution
of the Riemann problem for the model with topography (SW2) was never com-
puted yet. Moreover, it was proven that the Riemann problem for the classical
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Shallow Water model with topography can sometimes be ill posed since its so-
lution might not be unique, see [24, 5]. Therefore, there is no point in trying
to find the solution of the Riemann problem for (SW2) which is for sure more
complicated than the solution of (SW ) because the (SW2) has an additional un-
known.

All that being said, we will consider the ARS solvers [50, 40] as an alternative
way to define the numerical fluxes for both models. The main idea of these ARS
solvers is to replace the exact solution of the Riemann problem with an approx-
imate solution denoted W̃

( x
t ,UL ,UR

)
. The considered approximated Riemann

solvers are constructed on N discontinuities of speedλ j separating (N +1) con-
stant states W̃ j+ 1

2
(t , x):

W̃
(x

t
,UL ,UR

)
=


WL =W 1

2
if x

t <λ1,

W̃ j+ 1
2

if λ j < x
t <λ j+1 for j = 1, ..., N −1,

WR =WN+ 1
2

if x
t >λN .

(1.10)

The update at time t n+1 is then defined by

W n+1
i = 1

∆x

∫ ∆x
2

0
W̃

( x

∆t n
,W n

i−1,W n
i

)
d x + 1

∆x

∫ 0

−∆x
2

W̃
( x

∆t n
,W n

i ,W n
i+1

)
d x.

In order to ensure the stability and the consistency, the approximate Riemann
solver has to satisfy three properties, [17, 40]:

1. The external waves λ1 and λN of the approximated solution have to be
faster than the external wave speed of the exact solution.

2. The time step has to satisfy the following CFL condition(
max

j ,i
|λn

j ,i+ 1
2
|
)
∆t n ≤ ∆x

2
,

where λn
j ,i+ 1

2

= λ j
(
U n

i ,U n
i+1

)
for j ∈ [1, N ]. The CFL condition prevents

the waves (issued from different interfaces) from interacting during the
time step.

3. The approximate Riemann solver W̃
( x

t ,WL ,WR
)

has to be consistent with
the shallow water model with two velocities equations. The definition of
the consistency differs between the homogeneous model and the model
with topography by adding the approximation of the source term. There-
fore, the definition of the consistency will be given separately in Chapter 3
and Chapter 4.
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Numerical schemes for the homogenuous model

Many works were devoted to approximate the solution of hyperbolic systems of
conservation laws, see [34, 55, 43]. Here, we elected the Approximate Riemann
Solvers for their utility later in preserving the steady state solutions. Our aim
in Chapter 3 is to derive finite volume schemes that fulfill the properties (i), (ii)
and (iii). To do that, let us briefly describe the numerical strategies we develop
in this work:

HLL solver § 3.3

The first scheme we will construct is the well known HLL solver [40]. This
scheme is based on a one intermediate state approximate Riemann solver, see
Figure 1.6. This intermediate state

(
hHLL ,hHLLuHLL , ûHLL

)
can be computed

using only the consistency properties. This scheme will be used as a basis for
the construction of other solvers. The HLL solver is commonly used to approx-
imate the solutions of the shallow water model and fulfills properties (i) and (ii).
However the model with two velocities contains an additional wave, which cor-
responds to the contact wave λ∗ in the Riemann problem and the HLL is not
accurate around this wave. The numerical results show that the HLL scheme is
diffusive, see Figure 1.9.
Hence, we construct two ARS with 3−waves and two intermediate states. These
two solvers are of HLLC type (with the C referring to the contact wave) since
they take into consideration the contact discontinuity λ∗ of the model with two
velocities, see [17, 55, 54, 23].

HLL∗ solver § 3.4

The first 3− waves ARS is named HLL∗ where
(
h,hu

)
are computed using the

HLL scheme but, to take into consideration the transport of S = û
h , see (1.4), S

is updated using an upwind strategy, see [17]. Only û is discontinuous through
the internal wave separating the left intermediate state

(
hHLL ,hHLLuHLL , û∗

L

)
and the right intermediate state

(
hHLL ,hHLLuHLL , û∗

R

)
, see Figure 1.7. The

HLL∗ solver improves the precision around the contact discontinuity but, we
observe numerically that the HLL∗ scheme presented a small spurious devia-
tion on u, see the black curves in Figure 1.10. Moreover, it is not able to main-
tain a stationary isolated contact discontinuity.
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x

λR

 hR

hR uR

ûR


 hHLL

hHLLuHLL

ûHLL

 hL

hLuL

ûL


λL

Figure 1.6: The waves representation of the HLL approximate Riemman solver.

x

λR hR

hR uR

ûR



λ∗ hHLL

hHLLuHLL

û∗
R

 hHLL

hHLLuHLL

û∗
L

 hL

hLuL

ûL


λL

Figure 1.7: The waves representation of the HLL∗ approximate Riemman
solver.

x

λR

 hR

hR uR

ûR



λ∗ = u∗
L = u∗

R h∗
R

h∗
R u∗

R
û∗

R

 h∗
L

h∗
L u∗

L
û∗

L

 hL

hLuL

ûL


λL

Figure 1.8: The waves representation of the HLLu approximate Riemman
solver.
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Figure 1.9: The one rarefaction one shock: plots of the variables using the HLL
scheme for 100, 1000 and 10000 points.

HLLu solver § 3.5

The second 3− waves ARS named HLLu is obtained for a more suitable choice
of additional relations on the internal wave λ∗ to define the two intermedi-
ate states, see Figure 1.8. This solver is proved to fulfill properties (i), (ii), (iii)
and to maintain a stationary isolated contact discontinuity. It is identical to a
solver described in [17, Section 2.4.6.a]. The numerical results shows that the
HLLu scheme improves the results in comparison with other schemes, see Fig-
ure 1.10.

It was difficult to prove if the three schemes ensure the discrete dissipation of
energy (1.6) using the definition proposed in [17, §2.2.2]. For this reason, we
propose a numerical strategy to study through random Riemann problems, if
the schemes verify this property or not, see § 3.7. We were able to conclude
that the three schemes verify the discrete dissipation of energy for the classical
shallow water model. This was proven for the HLL scheme in [17]. For the
model with two velocities (SW H

2 ), this property might be true only for the HLL
scheme and not for the three waves ARS.



42 CHAPTER 1. INTRODUCTION

Figure 1.10: One rarefaction one shock case. Plots of the variables using HLL,
HLL∗ and HLLu solvers for 1000 grid cells

Numerical schemes for the model with source term

In Chapter 4, we extend the numerical schemes introduced in Chapter 3 to ap-
proach the solutions of the model with topography (SW2). In addition to the
three eigenvalues (3.2), the presence of the new stationary variable Z creates
a stationary wave λ0 = 0 which should be considered in the construction of
the numerical schemes if we want them to be accurate around the stationary
states. Thus, our aim in this chapter is to derive finite volume Approximate
Riemann Solvers that still verify the properties (i), (ii), (iii) but also the well-
balanced property (iv). For all WL and WR defining a regular steady state, the
well balanced approximate Riemann solver W̃ should verify

W̃
(x

t
,WL ,WR

)
=

{
WL if x

t < 0,

WR if x
t > 0.
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Well-balanced property

In the last twenty years, many works were devoted to the derivation of well-
balanced schemes in order to preserve the steady state solutions of hyperbolic
models. The definition and the relevance of the well-balanced method was ini-
tially introduced for the lake at rest (M = 0 and S = 0) by Bermudez and Vasquez
in [13] where they define a compatible approximation of flux terms and source
terms. We refer also to [17] where the author presents a detailed literature re-
view listing different numerical schemes. We mention in particular the very
well known hydrostatic reconstruction in [7] that consists on deriving a well-
balanced scheme from any numerical flux defined for the homogeneous sys-
tem. This pioneer work was an easy technique to preserve the lake at rest but
was not enough to exactly capture all the moving steady states, see [27]. To
adapt these schemes for the moving steady states (M 6= 0 and S = 0), an ex-
tension of the hydrostatic reconstruction was proposed in [22] which unfortu-
nately doesn’t preserve the positivity of the water heights. Another correction
was proposed in [18] for subsonic steady states that preserves the positivity of
the water heights.
To deal with all the smooth steady states, a numerical technique based on ARS
was proposed in [14, 15] in which the intermediate states are obtained by solv-
ing a Bernoulli-type equation. But, in order to introduce the source term within
the approximate Riemann solver, this approach needs to solve a non linear
equation at each interface, which is costly. A correction was done in [45] by
proposing a linearization of this non linear equation. This new strategy exactly
captures all the steady solutions but presents some difficulties in the discretiza-
tion of the topography source term. An alternative approximation of the source
term was proposed in [16].

In this thesis, we study three ARS to approximate the solution for S 6= 0
which, up to our knowledge, was never done before. This schemes are exten-
sions of the solvers introduced for the homogeneous model and adapted to take
into consideration the presence of the topography source term. We proceed by

1. approximating first the source term inspired by the strategy done in [16]
for the Shallow water equations (§ 4.4)

2. introducing a scheme named HLL0. This solver is an extension of HLL
scheme introduced in § 3.3 for which we add the stationary wave λ0 in
order to preserve the steady states. The evolution of the shear S is not
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affected by the presence of the topography hence, this scheme is similar
to the Riemann solver used to approximate the shallow water equations
with topography in [16]. Moreover, the scheme verifies the properties (i)
and (iv). However, this scheme doesn’t take into account the transport of
S, see (§ 4.5)

3. constructing a second numerical scheme named HLL∗
0 as done in the

HLL∗ scheme for the homogeneous model. This scheme can also be seen
as a 4−waves ARS where the water height and the mean velocity are con-
stant through the transport wave. A similar strategy was used to approxi-
mate the solution of the Ripa model with source term in [29], see (§ 4.6).

4. introducing a scheme named HLL0,u . This scheme is a 4−waves ARS and
can be seen as an extension of the HLLu scheme (§ 3.5) in which we con-
sider the stationary waveλ0 or as an extension of the HLL0 scheme (§ 4.5)
in which we take into consideration the transport on S, see (§ 4.7)

We prove that the three schemes are well-balanced and ensure the positivity
of the water heights. We also compare the behavior of the schemes with other
strategies proposed in [10, 45] to ensure the positivity of the water heights, see
§ 4.8.

Numerical stability of the stationary solutions

The behavior of the well-balanced schemes is mostly tested on the steady states
solutions with subcritical inlet boundary conditions presented in [37, 28], whereas,
few numerical simulations are presented to test the behavior of the numerical
schemes on steady solutions with supercritical inlet boundary conditions as
well as the numerical stability of such solutions. In fact, a formal analysis was
done by physicists in [11] to prove that the left shocks are linearly not stable.
In this work, we test numerically the stability of the moving steady state solu-
tions defined in Chapter 2 and the behavior of the numerical schemes on these
solutions. Through the numerical results we observe that

1. for subcritical inlet boundary conditions, when the initial conditions are
chosen to be the lake at rest, the schemes reach the steady states at ma-
chine accuracy except for the HLL0,u scheme for the solution with a tran-
sition from subcritical to supercritical regimes where we observe a small
non-entropic stationary shock on the top of the bump , see Figure 1.11.
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Figure 1.11: Transcritical solution without shock

2. for supercritical inlet boundary conditions, when the initial conditions
are chosen to be the exact and regular solution, the schemes are well-
balanced.

3. the steady state solutions with one shock at the left are not stable, see
Figure 1.12.
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Figure 1.12: The unstable two shocks solution: the numerical solutions con-
verge to a total different regular steady state solution.



Chapter 2

Stationary solutions of the 1D SW2

model

2.1 Brief description of the model

In previous works, two shallow-water type models were introduced: the shear
shallow water model (SSW ) presented in [47] and the shallow water model with
two velocities (2DSW2) presented in [1]. These two models are equivalent in
one dimension and for smooth solutions. This chapter is dedicated to the study
of the steady state solutions of the 1D shallow water model with two velocities
which reads 

∂t h + ∂x
(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂t û + ∂x

(
uû

) = 0.
(SW2)

with g > 0 the acceleration of gravity and Z the topography. The unknowns of
the system are h (t , x) ∈ R+ the water depth of the flow, u (t , x) ∈ R the vertical-
averaged of the horizontal velocity and û (t , x) ∈ R the signed standard devia-
tion of the horizontal velocity. More precisely, the model (SW2) is an approxi-
mation of the free surface Euler equation assuming the pressure is hydrostatic
and by considering a vertical piecewise constant discretization of the horizon-
tal velocity. We refer to [1, 9, 47] for more precision on the modeling. The (SW2)
can be written under the following form

∂tU +∂xF (U ) = B (U , Z ) ,

47
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where

U =
 h

hu
û

 , F (U ) =
 hu

h
(
u2 + û2

)+ g
2 h2

uû

 and B (U , Z ) =
 0
−g h∂x Z

0

 .

The (SW2) system has three eigenvalues:

λE
1 = u −

√
g h +3û2 , λE

2 = u and λE
3 = u +

√
g h +3û2. (2.1)

The following defines the Froude number of (SW2).

Definition 1. The Froude number corresponds to the ratio between the material
celerity and the celerity of the potential waves. In the case of (SW2), it reads

Fr :=
∣∣u∣∣√

g h +3û2
. (2.2)

We distinguish three flow regimes according to the value of the Froude number,
if Fr < 1, then the flow is called subcritical, if Fr = 1 then the flow is critical and
if Fr > 1 it is called supercritical.

For simplicity, we consider a particular shape of the topography.

Hypothesis 1. We assume that there exists a point x0 ∈ I = [xL , xR ] such that Z
is a C 1 function, increasing on [xL , x0] and decreasing on [x0, xR ].

Solutions of (SW2) may develop discontinuities in finite time. The discontin-
uous solutions are weak solutions and they are characterized by the Rankine
Hugoniot relations

σ
(
U+−U−)= F

(
U+)−F (U−) , (2.3)

where σ is the velocity of the discontinuity and U− (t , x) = limε→0− U (t , x +ε)
and U+ (t , x) = limε→0+ U (t , x +ε) are the solution’s trace. The weak solutions
are not always admissible thus, we consider that they have to satisfy also the
following entropy inequality condition

∂t E +∂x

((
g (h +Z )+ u2 +3û2

2

)
hu

)
≤ 0 (2.4)

with the total energy, acting as the mathematical entropy reads

E = g h

(
Z + h

2

)
+ h

2

(
u2 + û2) .
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More precisely, for any continuous solution equation (2.4) is an equality whereas
across shocks the energy is decreasing.
In this work, we are interested in steady state solutions of (SW2), in particular
in their existence and uniqueness depending on the imposed boundary condi-
tions. Indeed, a precise definition of steady solutions is given in the following.

Definition 2. A steady state solution of (SW2) is a triplet of piecewise C 1 regular
functions

(
h,hu, û

)
. On open intervals where the functions are C 1 regular they

verify the following system of ordinary differential equations
∂x

(
hu

) = 0,
∂x

(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂x

(
uû

) = 0.
(SSW2)

and at a point of discontinuity, the Rankine-Hugoniot jump conditions (2.3)
with σ= 0 hold: 

[
hu

] = 0[
h

(
u2 + û2

)+ g
2 h2

] = 0[
uû

] = 0,
(2.5)

as well as the dissipation of entropy[(
g (h +Z )+ u2 +3û2

2

)
hu

]
≤ 0, (2.6)

where [X ] = X +−X − represents the jump of the discontinuity separating the so-
lution’s left trace X − and the solution’s right trace X +.

2.2 Moving steady state solution: regular part and
stationary shock

We can remark from (SSW2) and (2.5) that both quantities hu and uû are con-
stant in the whole domain.

Proposition 1. For steady state solutions, there exists M ∈R such that

∀x ∈ I , h (x)u (x) = M .

If M 6= 0, there exists S ∈R such that

∀x ∈ I ,
û (x)

h (x)
= S.
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Proof. The first equation of (SSW2) shows that hu is constant in the whole do-
main where the solution is regular. In addition to that, the first equation of (2.5)
shows that hu is constant across the discontinuity. Hence, there exists M ∈ R
such that for any x ∈ I we have h (x)u (x) = M . If M 6= 0, then h > 0 and u 6= 0
hence, the third equation of (SSW2) and (2.5) show that uû is constant in the
whole domain. Therefore, there exists S ∈ R such that for any x ∈ I we have
û(x)
h(x) = S.

A different quantity is preserved in the second equation of (SSW2) for C 1 regu-
lar solutions and in the second equation of (2.5) at shocks. In this section, we
characterize these quantities.

Definition 3. For M 6= 0 and S ∈R, the strictly positive and piecewise C 1 regular
function h is a moving steady state if

• on intervals where h is regular, the function h+Z + 1
2g

(
M 2

h2 +3h2S2
)

is con-
stant,

• at a point where h is discontinuous, the following relations hold[
M 2

h
+h3S2 + g

2
h2

]
= 0 (2.7)

and [(
g (h +Z )+ M 2

2h2
+ 3S2

2
h2

)
M

]
≤ 0. (2.8)

Proposition 2. Let M 6= 0 and S ∈ R. Let h be a moving steady state as defined
in Definition 3. Then (h, M ,hS) is a steady state solution of (SW2) as defined in
Definition 2.

Proof. Introducing the constants M = hu and S = û
h then for x 7→ h (x) a piece-

wise C 1 steady state solution of (SW2), the second equation of (SSW2) can be
written as

∂x

(
M 2

h
+S2h3 + g

2
h2

)
+ g h∂x Z = 0

which for h ∈C 1 strictly positive, M ∈R∗ and S ∈R is equivalent to

−M 2

h2
∂xh +3S2h2∂xh + g h∂xh + g h∂x Z = 0.
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Then, dividing by g h we have

− M 2

g h3
∂xh + 3S2

g
h∂xh +∂x (h +Z ) = 0.

and finally

∂x

(
M 2

2g h2
+ 3

2g
S2h2 + (h +Z )

)
= 0.

As a consequence, the quantity M 2

2h2 + 3
2 S2h2+g (h +Z ) is constant in the domain

where h is C 1.
Using M = hu 6= 0 and S = û

h in the Rankine Hugoniot equations (2.5) we get
that the second equation of (2.5) can be written as[

h

(
M 2

h2
+h2S2

)
+ g

2
h2

]
= 0,

which is nothing but the relation (2.7). Similarly, replacing hu 6= 0 and û
h respec-

tively by M and S in (2.6) we get the dissipation of entropy at a discontinuity
(2.8).

From now on, we fix M > 0 and S ∈R.

2.2.1 Regular moving steady states

In the current section we focus on the description of the C 1 -regular steady state
solutions of (SW2) as seen in Definition 3 and Proposition 2. In order to char-
acterize the regular moving steady states, we start by introducing the following
function.

Definition 4. For a given M ∈R∗+, S ∈R, we define the functionΦ as

Φ : R∗+×R → R∗+
(h, Z ) 7→ h +Z + 1

2g

(
M 2

h2 +3h2S2
)

The following proposition is introduced to give more details on the smooth part
of the solution.
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Proposition 3. Consider the function Φ defined in Definition 4 , then the func-
tion x 7→ h (x) is a C 1 steady state solution of (SW2) if and only if there exists
K ∈R such that

∀x ∈ I ,Φ (h, Z ) = K (2.9)

which is nothing more than the Bernoulli’s principle in our context.

Proof. Assume that the function x 7→ h (x) is a C 1 steady state solution of (SW2).
As proven in Proposition 2, for M = hu and S = û

h we have

∂x

(
M 2

2g h2
+ 3

2g
S2h2 + (h +Z )

)
= 0,

which means that the quantity M 2

2h2 + 3
2 S2h2 + g (h +Z ) is constant in the whole

domain. Therefore, there exists K ∈R and the steady state solutions verify (2.9).

In the literature, the constant K is sometimes called the hydraulic head or the
energy head [37].

Remark 1. We remark that in the case of the classical shallow water equations
where S = 0, we recover the classical function characterizing the smooth equilib-
rium of the shallow water equations

Φ0 (h, Z ) := h +Z + M 2

2g h2
,

see [44].

We start by studying the variations of the function h 7→Φ (h, Z ).

Proposition 4. Given M ∈R∗+, S ∈R and for any Z ∈R, the function h →Φ (h, Z )
is strictly convex and tends to+∞when h tends to 0 and h tends to+∞. It reaches
its unique minimum at a point hc which is independent of the bathymetry Z . In
the case of moving steady states, the Froude number (2.2) rewrites

Fr = hc

h

√
g hc +3h2

c S2

g h +3h2S2
. (2.10)

The flow is supercritical if h < hc , critical if h = hc and subcritical if h > hc .



2.2. MOVING STEADY STATE SOLUTION: REGULAR PART AND STATIONARY SHOCK53

Proof. We start by differentiatingΦwith respect to h

∂hΦ (h, Z ) = 1+ 1

2g

(−2M 2

h3
+6hS2

)
,

then, differentiating it again with respect to h we get

∂2
hΦ (h, Z ) = 3

g

(
M 2

h4
+S2

)
> 0.

We can conclude thatΦ (h, Z ) is strictly convex with respect to h and admits the
following limits

lim
h→0+

Φ (h, Z ) = lim
h→+∞

Φ (h, Z ) =+∞.

Hence,Φ reaches its unique minimum in R∗+ at the point hc > 0 such that

P (h) = 3S2h4 + g h3 −M 2 = 0, (2.11)

which is clearly independent of Z . The Froude number defined in (2.2) reads

Fr = M

h
√

g h +3S2h2
. (2.12)

By definition of hc ,
M 2 = 3S2h4

c + g h3
c ,

and therefore for M ∈ R∗+ we have M =
√

3S2h4
c + g h3

c . Replacing it in (2.12) we
get the relation (2.10).

To define a C 1 solution on the interval I , we need to find for any x ∈ I a solution
h (x) of the equation

Φ (h (x) , Z (x)) = K .

This is not possible for any values of K . We start by introducing a critical hy-
draulic head Kc .

Definition 5. Given M ∈R∗+, S ∈R and the topography Z verifying Hypothesis 1,
we define the hydraulic head Kc corresponding to the critical water depth at the
maximum of the topography Zmax , i.e

Kc :=Φ (hc , Zmax) .

Next, we consider the first case where K ≥ Kc and we have the following result.
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x0 Z (x)

hsub
K (x)+Z (x)

hsup
K (x)+Z (x)

Z (x)+hc

hsub
Kc

(x)+Z (x)

hsup
Kc

(x)+Z (x)

Z (x)+hsub
K (x)

Z (x)+hsup
K (x)

Figure 2.1: Regular moving steady states for K ≥ Kc

Proposition 5. Let Z verifies Hypothesis 1.

• If K > Kc then, for all x ∈ I the equation Φ (h, Z (x)) = K admits two dis-
tinct solutions, a subcritical solution hsub

K (x) and a supercritical solution
hsup

K (x) verifying

hsup
K (x) < hc < hsub

K (x). (2.13)

• If K = Kc then, for all x ∈ [xL , x0[∪]x0, xR ] the equation Φ (h, Z (x)) = K
admits two distinct solutions, a subcritical solution hsub

K (x) and a super-
critical solution hsup

K (x) verifying (2.13).
At x = x0, the equation Φ (h, Zmax) = Kc admits hc as a unique solution
and then hsub

Kc
(x0) = hsup

Kc
(x0) = hc .

The functions x 7→ hsub
K (x) and x 7→ hsup

K (x) are C 1 regular on [xL , xR ], except if
K = Kc where they are only continuous at the point x = x0. The functions x 7→(
hsub

K (x) , M ,Shsub
K (x)

)
and x 7→ (

hsup
K (x) , M ,Shsup

K (x)
)

are solutions of (SSW2)
on the interval I .

These functions are plotted in Figure 2.1 and their construction is illustrated in
Figure 2.2.

Proof. We start the proof by the case K > Kc . For x ∈ I , the function h 7→
Φ (h, Z (x)) is strictly monotone on ]0,hc ] and [hc ,+∞[. Moreover, we have

Φ (hc , Z (x)) =Φ (hc , Zmax)+Z (x)−Zmax ≤ Kc < K
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h

hchsup
K (x) hsub

K (x)

Φ

Kc

K

h 7→Φ (h, Zmax )

h 7→Φ (h, Z (x))

Figure 2.2: Construction of hsub
K (x) and hsup

K (x), solutions of Φ (h, Z (x)) = K
when K ≥ Kc .
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and Φ (h, Z (x)) →+∞ as h → 0+ and h →+∞. This allows us to conclude us-
ing the intermediate value theorem and the monotonicity of h 7→Φ (h, Z (x)) on
each interval that there exists a unique hsup

K (x) ∈]0,hc [ such thatΦ
(
hsup

K (x) , Z (x)
)=

K and there exists a unique hsub
K (x) ∈]hc ,+∞[ such that Φ

(
hsub

K (x) , Z (x)
)= K .

To study the regularity of these solutions, we introduce the C 1 function F as
follows

F : R∗+× I → R

(h, x) 7→ Φ(h, Z (x))−K .

For all x ∈ I , we have

F
(
hsub

K (x) , x
)
=Φ(hsub

K (x) , Z (x))−K = 0.

Differentiating F with respect to h, we get

∂F

∂h
(h, x) = ∂Φ

∂h
(h, Z (x))

= 1+ 1

2g

(−2M 2

h3
+6hS2

)
,

which is null if and only if h = hc . We proved previously that when K > Kc ,
hsub

K (x) 6= hc therefore, we can conclude using the implicit functions theorem
that the function

hsub
K : I → R∗+

x 7→ hsub
K (x) ,

is C 1 regular on I . The same result applies for hsup
K (x).

Now, we consider that K = Kc . For x = x0, hc is the unique solution ofΦ (h, Zmax) =
K and for x 6= x0, Φ (hc , Z (x)) < K and we obtain as before that there exists a
unique hsup

K (x) ∈]0,hc [ and a unique hsub
K (x) ∈]hc ,+∞[ verifying Φ (h, Z (x)) =

K .
Concerning the regularity of hsub

Kc
, at the top of the topography we have hsub

Kc
(x0) =

hc hence, ∂F
∂h (hc , x0) = 0 and the implicit functions theorem can’t be applied in

this specific case where K = Kc and x = x0. At this point, the functions hsub
K and

hsup
K are only continuous and not C 1 regular.

We have studied the solution of Φ (h, Z (x)) = K for K ≥ Kc . Now, we study
its solutions for K < Kc . We have

Φ (h, Zmax)−K >Φ (h, Zmax)−Kc ≥ 0. (2.14)

and the equation Φ (h, Z (x)) = K doesn’t have a solution in the vicinity of x0,
but it is possible to define the solution on a smaller interval.
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Z (x)

Z (x)+hc

Z (x)+hsub
K (x)

Z (x)+hsup
K (x)

Z (x)+hsub
K (x)

Z (x)+hsup
K (x)

x∗
KR

x∗∗
KR

Figure 2.3: Regular moving steady states for K̄L < K < Kc

Proposition 6. Let Z verify Hypothesis 1 and K < Kc . We introduce the following
topography height

Z l i m
K = K −

(
hc + 1

2g

(
M 2

h2
c
+3h2

c S2
))

.

In addition to that, we define the hydraulic heads

K̄L :=Φ (hc , ZL) , and K̄R :=Φ (hc , ZR ) .

We have the following statements:

• If K̄L < K < Kc then, the equation Z (x) = Z l i m
K admits a unique solution on

[xL , x0[ named x∗
K . For all x ∈ [xL , x∗

K [ the equationΦ (h, Z (x)) = K admits
two C 1 distinct solutions, a subcritical solution hsub

K (x) and a supercritical
solution hsup

K (x). If x = x∗
K , the equation Φ

(
h, Z l i m

K

) = K admits hc as a

unique solution and we denote by hsub
K

(
x∗

K

)= hsup
K

(
x∗

K

)= hc .

• If K̄R < K < Kc then, the equation Z (x) = Z l i m
K admits a unique solution

on ]x0, xR ] named x∗∗
K . For all x ∈]x∗∗

K , xR ] the equationΦ (h, Z (x)) = K ad-
mits two C 1 distinct solutions, a subcritical solution hsub

K (x) and a super-
critical solution hsup

K (x). If x = x∗∗
K , the equation Φ

(
h, Z l i m

K

) = K admits

hc as a unique solution and we denote by hsub
K

(
x∗∗

K

)= hsup
K

(
x∗∗

K

)= hc .

• If K < K̄L and K < K̄R then, there is no solution to the equationΦ (h, Z (x)) =
K .

The functions hsub
K and hsup

K are continuous on their domain of definition and
C 1 regular except on x∗

K and x∗∗
K . These solutions verify (2.13) and they are not
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h

hchsup
K (x) hsub

K (x)

Φ

Kc

K̄L

K

h 7→Φ (h, Zmax )

h 7→Φ
(
h, Z l i m

K

)

h 7→Φ (h, Z (x))

h 7→Φ (h, Z (xL))

Z ∈ [
ZL , Z l i m

K

]
:

no solution

two distinct solutions

Z ∈ [
Z l i m

K , Zmax
]

:

Figure 2.4: Construction of hsub
K (x) and hsup

K (x), solutions of Φ (h, Z (x)) = K
when K̄L < K < Kc .
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defined for x ∈ ]
x∗

K , x∗∗
K

[
. In the corresponding domain of definition, the func-

tions x 7→ (
hsub

K (x) , M ,Shsub
K (x)

)
and x 7→ (

hsup
K (x) , M ,Shsup

K (x)
)

are "regular"
solutions of (SSW2).

The functions are plotted in Figure 2.3 and their construction is explained in
Figure 2.4.

Proof. For K̄L < K < Kc , let us prove the existence of x∗
K solution of Z (x) = Z l i m

K .
As K̄L < K < Kc , we have

K̄L−
(
hc + 1

2g

(
M 2

h2
c
+3h2

c S2
))

< K−
(
hc + 1

2g

(
M 2

h2
c
+3h2

c S2
))

< Kc−
(
hc + 1

2g

(
M 2

h2
c
+3h2

c S2
))

which, by definition of K̄L , Z l i m
K and Kc leads to

Z (xL) < Z l i m
K < Zmax .

This allows us to conclude using the intermediate value theorem and the mo-
tonicity of Z on [xL , x0] that there exists a unique x∗

K ∈ [xL , x0[ such that Z
(
x∗

K

)=
Z l i m

K . Moreover,Φ
(
h, Z

(
x∗

K

))= K admits a unique solution hc .
Now, we prove thatΦ (h, Z (x)) = K admits two distinct solutions for x ∈ [

xL , x∗
K

[
.

For ZL ≤ Z (x) < Z
(
x∗

K

)
, we have

Φ (hc , Z (x)) =Φ(
hc , Z

(
x∗

K

))+Z (x)−Z
(
x∗

K

)< K .

Thanks to the monotonicity of h 7→Φ (h, Z ) on ]0,hc ] and on [hc ,+∞[, the prop-
erties mentioned in Proposition 4 and the intermediate value theorem, we can
conclude that there exists a unique hsup

K (x) ∈]0,hc [ and a unique hsub
K (x) ∈

]hc ,+∞[ such that Φ
(
hsub

K (x) , Z (x)
) = K and Φ

(
hsup

K (x) , Z (x)
) = K . The C 1-

regularity of hsup
K and hsub

K away from the point x∗
K where ∂hΦ

(
hsub

K

(
x∗

K

)
, Z

(
x∗

K

))=
0 follows from the implicit function theorem, see the proof of Proposition 5.
Finally, we treat the case where K < K̄L . In this case, for all x ∈ I

Φ (h, Z (x))−K >Φ (h, Z (x))− K̄L >Φ (h, ZL)− K̄L ≥ 0,

therefore, there is no solution to the equation Φ (h, Z (x)) = K in [xL , x0]. This
results also holds when K < K̄R . The same strategy applies on the right of the
domain in the case K̄R < K < Kc .
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2.2.2 Stationary shocks and the entropy condition

We have detailed earlier in § 2.2.1 the C 1 regular solutions of (SW2). In the
following, we describe the discontinuous part of the solution that verifies the
Rankine-Hugoniot jump conditions (2.7) and the dissipation of entropy (2.8).
To do so, we start by introducing the following definition.

Definition 6. For a given M ∈R∗+, S ∈R, we define the function F hu representing
the momentum flux as

F hu : R∗+ → R∗+
h 7→ M 2

h +h3S2 + g
2 h2.

A property of the function F hu characterizing the Rankine Hugoniot relations
(2.7) is given in the following proposition.

Proposition 7. Let M ∈ R∗+ and S ∈ R be fixed. For any h 6= hc , there exists a
unique ψ (h) > 0, ψ (h) 6= h such that

F hu (h) = F hu (
ψ (h)

)
. (2.15)

Moreover h and ψ (h) are in different regimes:

(h −hc )
(
ψ (h)−hc

)< 0.

We set ψ (hc ) = hc . Then, the function

ψ : R∗+ → R∗+
h 7→ ψ (h) ,

(2.16)

is strictly decreasing, continuous on R∗+ and C 1 on ]0,hc [∪ ]hc ,+∞[.

Proof. For h a C 1 regular and a strictly positive function, the derivative of the
function F hu is (

F hu
)′

(h) =−M 2

h2
+3h2S2 + g h,

such that
(
F hu

)′
(hc ) = 0, where hc has been defined in (2.11). In addition, the

second derivative is (
F hu

)"
(h) = 2M 2

h3
+6hS2 + g > 0.
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h

hch ψ (h)

F hu

Figure 2.5: Plot of the function F hu and construction of ψ (h).



62 CHAPTER 2. STATIONARY SOLUTIONS OF THE 1D SW2 MODEL

Hence, the function h 7→ F hu (h) is strictly convex, strictly monotone on ]0,hc ]
and [hc ,+∞[ and tends to +∞ when h tends to 0+ and h tends to +∞, see Fig-
ure 2.5. Thus, F hu admits a unique minimum in R∗+. It leads that, using the
intermediate value theorem, for any h < hc (resp. h > hc ), there exists a unique
ψ (h) > hc (resp. ψ (h) < hc ) verifying (2.15). And if h = hc then ψ (hc ) = hc veri-
fies also (2.15).
To study the regularity of the function ψ, we introduce the C 1 function G as
follows

G : R∗+×R∗+ → R

(h∗,h) 7→ F hu (h∗)−F hu (h) .

For all h ∈R∗+, we have

G
(
ψ (h) ,h

)= F hu (
ψ (h)

)−F hu (h) = 0.

Differentiating G with respect to h∗, we get

∂G

∂h∗
(
h∗,h

)= (
F hu

)′ (
h∗)

,

which is null if and only if h∗ = hc . Hence, the theorem of implicit function
allows us to conclude that the function ψ as defined in (2.16) is C 1 on ]0,hc [∪
]hc ,+∞[. Therefore, for all h 6= hc we have(

F hu
)′

(h) =
(
F hu

)′ (
ψ (h)

) ·ψ′
(h) .

F hu is strictly decreasing in ]0,hc ] and strictly increasing in [hc ,+∞[ which al-

lows us to conclude that
(
F hu

)′
(h) and

(
F hu

)′ (
ψ (h)

)
have opposite signs. As a

consequence, ψ
′
(h) < 0 and ψ is strictly decreasing. Since ψ is strictly decreas-

ing, continuous on R∗+, tends to +∞ when h tends to 0 and tends to 0 when h
tends to +∞ then, the function is bijective from R∗+ to R∗+. By definition of ψ,
we have

F hu (
ψ (h)

)= F hu (
ψ

(
ψ (h)

))
,

which by construction of F hu allows us to conclude that ψ
(
ψ (h)

)= h implying
that the function ψ is an involution on R∗+.

As mentioned in Definition 3, discontinuous solutions have to verify also the
dissipation of entropy (2.8). This property is interpreted in the next proposition.



2.2. MOVING STEADY STATE SOLUTION: REGULAR PART AND STATIONARY SHOCK63

Proposition 8. For a given M ∈ R∗+ and S ∈ R, we suppose that h− ∈ R∗+ and
ψ (h−) = h+ are respectively the water heights at the left and at the right of a
stationary shock. Then, the shock verifies the entropy dissipation if one of the
equivalent conditions below holds:

K + =Φ(
h+, Z

)≤ K − =Φ (h−, Z ) (2.17)

or
h− < hc < h+. (2.18)

Proof. Given M ∈R∗+ and S ∈R, the dissipation of entropy (2.8) is[(
g (h +Z )+ M 2

2h2
+ 3S2

2
h2

)
M

]
≤ 0, (2.19)

which for M > 0, writes
[Φ (h, Z )] ≤ 0,

and yields to (2.17). We note that the inequation (2.19) can also be written as

g [h +Z ]+ M 2

2

[
1

h2

]
+ 3S2

2

[
h2]≤ 0.

We have already proved in Proposition 7 that h− and ψ (h−) = h+ are in differ-
ent regimes, so [h] = h+−h− 6= 0. Also, we assumed in Hypothesis 1 that the
topography Z is continuous then [Z ] = 0. It leads that the previous inequation
can be written as

[h]

(
g − M 2

2(h+)2(h−)2

(
h−+h+)+ 3S2

2

(
h−+h+))≤ 0. (2.20)

In addition, the second equation in the Rankine-Hugoniot (2.7) relations im-
plies

M 2
[

1

h

]
+S2 [

h3]+ g

2

[
h2]= 0,

which yields for h+−h− 6= 0

M 2

h+h− = g

2

(
h++h−)+S2 (

(h+)2 + (h−)2 +h−h+)
.

Replacing the quantity M 2

h+h− obtained in the above equation by its value in (2.20)
we get

[h]

(
g − g

4h+h−
(
h++h−)2 − S2

(
(h+)2 + (h−)2 +h−h+)

2h+h−
(
h++h−)+ 3S2

2

(
h−+h+))≤ 0,
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which is nothing but

[h]

(
−g

[h]2

4h+h− −S2

(
h++h−)

[h]2

2h+h−

)
≤ 0.

which is true if and only if [h] > 0. This relation is equivalent to (2.18).

2.3 (Non) existence and (non) uniqueness of the mov-
ing steady states depending on the boundary con-
ditions

According to [21, 34], the number of boundary conditions depends on the flow
regime at the boundary. We are only interested in the boundary conditions
inside the domain of definition at the inlet and at the outlet. The inlet boundary
conditions are chosen according to the number of positive eigenvalues at the
left of the domain, and the outlet boundary conditions are chosen according to
the number of negative eigenvalues at the right of the domain. We already fixed
M > 0 which means that for h ∈ R∗+ we have u > 0. Hence, for the eigenvalues
(2.1), we always have λE

2 > 0 and λE
3 > 0. We fix M and S at the inlet of the

domain. It remains to fix the water height h when needed, which depends on
the type of the flow.

1. If at the inlet

• the flow regime is subcritical then, λE
1 < 0 and two boundary condi-

tions are fixed at the left, i.e we fix only M > 0 and S, see Figure 2.6a
and 2.6b.

• the flow regime is supercritical then, λE
1 > 0 and three boundary

conditions are fixed at the left, i.e we fix h (xL), M > 0 and S, see
Figure 2.6c and 2.6d.

2. If at the outlet

• the flow regime is subcritical then, λE
1 < 0 and one boundary con-

dition is fixed at the right, i.e we fix only h (xR ), see Figure 2.6a and
2.6c.
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xL xR

λE
3λE
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1

(a) Subcritical inlet and outlet boundaries

xL xR

λE
3λE

2λE
1 λE

3λE
2λE

1

(b) Subcritical inlet and supercritical outlet
boundaries

xL xR

λE
3λE

2λE
1 λE

3λE
2λE

1

(c) Supercritical inlet and subcritical
outlet boundaries

xL xR

λE
3λE

2λE
1 λE

3λE
2λE

1

(d) Supercritical inlet and supercritical out-
let boundaries

Figure 2.6: Representation of the eigenvalues for the different type of bound-
aries

• the flow regime is supercritical then, λE
1 > 0 and no boundary con-

dition is fixed at the right, see Figure 2.6b and 2.6d.

In the following, we will explain in details the construction of the solutions in
each case.

2.3.1 Preliminaries

We now state some general results on the steady state solutions. We recall that
the hydraulic head at the left and at the right of the domain are denoted by

KL =Φ (hL , ZL) ,

and
KR =Φ (hR , ZR ) .

where hL = h (xL), hR = h (xR ), ZL = Z (xL) and ZR = Z (xR )

Lemma 1. If a piecewise C 1 solution exists on I , then KL ≥ Kc and KL ≥ KR .

Proof. The hydraulic head K = h +Z + 1
2g

(
M 2

h2 +3h2S2
)

is constant on intervals

where the steady state solution is regular and decreases through entropy sta-
tionary shocks. This proves that KL ≥ KR . Let us denote by K0 =Φ

(
h

(
x−

0

)
, Zmax

)
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the hydraulic head at the top of the topography where h
(
x−

0

) = limx→x0 h (x)
with x < x0. Then if KL < Kc , K0 < Kc and according to Proposition 6, it is not
possible to solve Φ (h, Z (x)) = K0 in the vicinity of x = x0 which means that
there is no piecewise C 1 steady state solution of (SW2) on I .

From now on we suppose that the two conditions of Lemma 1 hold. In some
cases, we know that the solution must contain a shock.

Lemma 2. If KR < Kc then, the solution contains necessarily a shock somewhere
on the right of the bump, i.e for x ∈ [x0, xR ].

Proof. Suppose that the steady state solution is C 1 regular on [x0, xR ]. Then, on
that interval, the hydraulic head is constant and h is solution of Φ (h, Z (x)) =
KR , which can’t be solved in the vicinity of x0, see (2.14).

The next lemma gives properties concerning the transitions between the differ-
ent regimes.

Lemma 3. The transition from the subcritical regime to the supercritical regime
is always continuous and can only happen at the top of the topography x = x0

and with a critical hydraulic head Kc .

Proof. According to Proposition 8, a stationary shock verifies h− < hc < h+.
This means that if a stationary shock exists then, the water height at the left of
the discontinuity must be supercritical. Hence, the transition from the subcrit-
ical regime to the supercritical regime is always continuous. Now, let us denote
by xt the position where the transition occurs, i.e h (xt ) = hc . We know that h
is continuous on a small interval x ∈ ]xt −ε, xt +ε[ for some ε > 0 in which the
hydraulic head is constant, see Proposition 3. Our aim is to solve the equation
Φ (h (x) , Z (x)) = K for some K ≤ KL . In fact, the transition is continuous which
means we should have hsub

K (xt ) = hsup
K (xt ) = hc . This is only true if K = Kc

and xt = x0, see Proposition 5. So we can finally conclude that the transition
happens only at x = x0 and with a critical hydraulic head Kc .

Remark 2. The result of Lemma 3 also applies if the transition from the super-
critical regime to the subcritical regime is continuous.

We now state a technical proposition that will be widely used in the proofs.
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Proposition 9. Assume that the topography Z verifies Hypothesis 1. Let x 7→
hsol (x) be a C 1 steady solution of (SW2), i.e for some K ∈R, hsol = hsub

K or hsol =
hsup

K . Then
(
F hu ◦hsol

)′ =−g Z
′
hsol .

Proof. At a point x on the interior of the domain of definition of hsol , we have(
F hu ◦hsol

)′
(x) =

(
F hu

)′ (
hsol (x)

)
·
(
hsol

)′
(x) .

Now, we note that for all h > 0 at all Z we have(
F hu

)′
(h) = g h∂hΦ (h, Z ) .

On the other hand, hsol is a C 1 regular solution of (SW2). Hence, x 7→Φ
(
hsol (x) , Z (x)

)
is constant (see Proposition 3), thus its derivative is null, which yields

∂hΦ
(
hsol (x) , Z (x)

)
·
(
hsol

)′
(x) =−Z

′
(x) .

Thus, (
F hu ◦hsol

)′
(x) = g hsol (x)∂hΦ

(
hsol (x) , Z (x)

)
·
(
hsol

)′
(x)

=−g Z
′
(x)hsol (x) ,

which concludes the proof.

2.3.2 Subcritical inlet boundary conditions

In this section, we suppose that the flow is subcritical at the inlet, i.e h (xL) > hc .
Two boundary conditions are required at the left of the domain, where we im-
pose the discharge M > 0 and the shear S. We start by introducing the following
lemma.

Lemma 4. If the flow at the left of the domain is subcritical then, the solution
contains at most one shock which can only occur at the right part of the topog-
raphy, i.e for x ∈ [x0, xR ].

Proof. Denote by xs the position of the first shock in the solution. If xs < x0, it
would mean that the solution is supercritical in x−

s . But, the flow is subcritical
in xL . which means that there would be a continuous transition between the
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regimes in ]xL , xs[, which contradicts Lemma 3. Hence, there is no shock at the
left of the bump. Therefore, the solution is necessarily subcritical and C 0 for all
x ∈ [xL , x0]. Now, if the solution touches hc at x = x0 and becomes supercritical,
there is a possibility that a shock occurs in x ∈ ]x0, xR ] because the dissipation of
entropy (2.18) can be verified. Only one shock can occur. In fact, when the first
shock occurs at the right of the bump, the solution becomes again subcritical.
It can’t become supercritical again neither in a continuous way because this
transition is only possible at the top of the topography, see Lemma 3, nor in a
discontinuous way because the dissipation of entropy (2.18) can’t be verified.

In the following, we will describe the type of the steady state solution depend-
ing on the outlet boundary conditions.

Subcritical outlet boundary condition

We start with the case h (xR ) = hR > hc . One characteristic enters the domain at
the outlet hence, we fix one boundary condition on the form h (xR ) = hR .

Proposition 10. Let Z verify Hypothesis 1. Suppose that h (xL) > hc . For M > 0,
S ∈R fixed at the inlet and hR > hc fixed at the outlet, we have the following:

• If hR > hsub
Kc

(xR ) then, there exists a unique steady state solution of (SW2).

This solution is C 1 regular on the whole domain and given by h = hsub
KR

.
This solution is called subcritical everywhere.

• If ψ
(
hsup

Kc
(xR )

)
< hR < hsub

Kc
(xR ) then, there exists a unique C 1 piecewise

solution. More precisely, there exists a unique point xshock ∈ [x0, xR ] such
that

h (x) =


hsub

Kc
(x) if x ≤ x0,

hsup
Kc

(x) if x0 ≤ x < xshock ,

hsub
KR

(x) if x > xshock .

verifies (2.15) and (2.18). This solution is called transcritical with shock.

• If hR < ψ
(
hsup

Kc
(xR )

)
then, there is no steady solution of (SW2) satisfying

the subcritical boundary conditions.

The different solutions are plotted in Figure 2.7.
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Proof. We start with the case hR > hsub
Kc

(xR ). The water heights hR and hsub
Kc

(xR )
are both subcritical. According to Proposition 4, the function h 7→Φ (h, Z ) is in-

creasing for h > hc . Thus,Φ (hR , ZR ) >Φ
(
hsup

Kc
(xR ) , ZR

)
or equivalently KR > Kc .

Hence, we can conclude from Proposition 5 that x 7→ hsub
KR

(x) is a C 1 subcriti-
cal solution of (SSW2) verifying the subcritical boundary conditions. We now
prove that there is no solution that satisfies the boundary conditions and that
contains a shock. Such a solution would verify KL > KR > Kc . It follows from
Proposition 5 that no transition to the supercritical is possible and the shock
can’t occur, see Lemma 4. Hence, the solution is subcritical and regular on the
whole interval I and is necessarily hsub

KR
.

Next, we study the case where ψ
(
hsup

Kc
(xR )

)
< hR < hsub

Kc
(xR ). In this case, we

have KR < Kc and we can conclude from Lemma 2 that the solution contains
necessarily a shock, which takes place at the right of the top of the topography,
see Lemma 4. In addition, the transition from the subcritical regime to the su-
percritical regime is continuous and thanks to Lemma 3 we can point that the
hydraulic head at the left of the shock is KL = Kc . Therefore, the solution starts
subcritical on [xL , x0] with h = hsub

Kc
, reaches hc at x = x0 and becomes super-

critical in a continuous way with h = hsup
Kc

. Thus, the water height at the left

of the shock will be hsup
Kc

(x) and the water height on its right is hsub
KR

(x). It re-
mains to place the shock at a point where the Rankine-Hugoniot relations (2.7)
are verified. In other words, we have to prove that the following function has a
unique zero

f :
[

x∗∗
KR

, xR

]
→ R

x 7→ F hu
(
hsub

KR
(x)

)
−F hu

(
hsup

Kc
(x)

)
.

(2.21)

Since KR < Kc , hsub
KR

is only defined on
[

x∗∗
KR

, xR

]
and hsub

KR

(
x∗∗

KR

)
= hc which ex-

plains the domain of definition of the function f , see Proposition 6.
Next, on one hand, hc is the minimum of F hu hence,

f
(
x∗∗

KR

)
= F hu (hc )−F hu

(
hsup

Kc

(
x∗∗

KR

))
< 0.

On another hand, we have hc <ψ
(
hsup

Kc
(xR )

)
< hR thus, using the fact that the

function h 7→ F hu (h) is increasing for h > hc , we get

f (xR ) = F hu
(
hsub

KR
(xR )

)
−F hu

(
hsup

Kc
(xR )

)
(2.22)

= F hu (hR )−F hu
(
ψ

(
hsup

Kc
(xR )

))
> 0.
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Z (x)
ZR +hsup

Kc
(xR )

transcritical solution

subcritcal solution

Z (x)+hc

xshock

ZR +ψ
(
hsup

Kc
(xR )

)ZR +hsub
Kc

(xR )

Figure 2.7: General steady states with subcritical boundary conditions at both
sides of the domain

Using Proposition 9, we compute the derivative of the function f to get

f
′
(x) =

(
F hu

)′ (
hsub

KR
(x)

)
·
(
hsub

KR

)′
(x)−

(
F hu

)′ (
hsup

Kc
(x)

)
·
(
hsup

Kc

)′
(x) ,

=−g Z
′
(x)

(
hsub

KR
(x)−hsup

Kc
(x)

)
.

For all x ∈
[

x∗∗
KR

, xR

]
, the function Z is decreasing and hsub

KR
> hc ≥ hsub

Kc
. As a

consequence, f is strictly increasing on
[

x∗∗
KR

, xR

]
. Thus, applying the theorem

of intermediate value and using the monotonicity of f we can conclude that
there exists a unique point xshock where f (xshock ) = 0.

Finally, we prove that for hR <ψ
(
hsup

Kc
(xR )

)
there is no steady solution of (SW2)

satisfying the subcritical boundary conditions. In this case, we also have KR <
Kc and the solution has the same structure with a shock on the right. We still

have f
(
x∗∗

KR

)
< 0 and f

′
(x) > 0 but f (xR ) as defined in (2.22) is negative. Hence,

the function f defined in (2.21) is always negative for all x ∈
[

x∗∗
KR

, xR

]
. Which

means that it is not possible to place a stationnary shock joining hsup
Kc

and hsub
KR

.

Supercritical outlet boundary conditions

In this section, we focus on the subcritical boundary conditions at the inlet and
the supercritical boundary conditions at the outlet. We fix M > 0 and S at the
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Z (x)

Z (x)+hc

Z (x)+hsup
Kc

(x)

Z (x)+hsub
Kc

(x)

Figure 2.8: Steady state solution with subcritical boundary conditions at the
inlet and supercritical boundary conditions at the outlet

inlet. In addition, we assume that h (xL) = hL > hc and h (xR ) = hR < hc , but
none of these values is fixed.

Proposition 11. Let Z verify Hypothesis 1. For M > 0, S ∈ R fixed at the inlet,
there exists a unique solution

h (x) =
{

hsub
Kc

(x) if x ≤ x0,

hsup
Kc

(x) if x ≥ x0,

with subcritical boundary at the inlet and supercritical boundary at the outlet.
The plot of this solution is showed in Figure 2.8.

Proof. The inlet boundary conditions are subcritical. Hence, the solution is
continuous and subcritical on [xL , x0]. Thus, on that interval the hydraulic head
is constant and the transition to the supercritical occurs at the top of the bump
with a hydraulic head Kc hence, KL = Kc , see Lemma 3. According to Lemma 4,
there is a possibility that a shock occurs in ]x0, xR ]. However, the right boundary
condition is supercritical then, the solution can’t contain a shock on the right
verifying (2.18), pass to subcritical regime and then become again supercriti-
cal. This means that the solution is necessarily continuous everywhere. Now,
let us prove that h is the unique continuous solution. If the solution is contin-
uous then the hydraulic head is constant in the whole domain. Therefore, Kc

is the hydraulic head in the whole domain. Thus, KL = KR = Kc and the unique
solution is hsub

Kc
at the left of the top of the topography and hsup

Kc
at its right.
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Z (x)

one shock at right
ZR +hR

ZR +ψ
(
hsup

KL
(xR )

)

x0 xshock

Z (x)+hc

ZL +hsup
Kc

(xL)

ZR +hsub
Kc

(xR )

ZL +hL

Figure 2.9: Steady state solution with one shock at right for the supercritical
boundary conditions at the inlet and subcritical boundary conditions at the
outlet when KL > Kc > KR

2.3.3 Supercritical inlet boundary conditions

In this section, we are interested in supercritical inlet boundary conditions.
Three boundary conditions are required at the left of the domain, where we
impose the discharge M > 0, the shear S and the water height hL = h (xL) < hc .

Subcritical outlet boundary conditions

With subcritical boundary conditions at the outlet we also fix hR = h (xR ) > hc .
First, we introduce the following lemma.

Lemma 5. If the inlet boundary condition is supercritical, the solution may con-
tain at most one shock at each side of the top of the topography.

Proof. If the inlet boundary condition is supercritical then, there is a possibil-
ity that an entropic shock occurs at the left of the bump because the dissipation
of entropy can be verified, see Proposition 8. If a shock occurs in [xL , x0] then,
the solution becomes subcritical and should become supercritical again before
a second shock can occur. According to Lemma 3, the transition is continu-
ous and takes place at the top of the bump. A similar argument, developed in
Lemma 4, shows that there cannot be two shocks on [x0, xR ].
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Z (x)

two shocks
ZR +hR

ZL +ψ
(
hsub

Kc
(xL)

)
ZL +hL

xshockL xshockRx0

Z (x)+hc
ZR +ψ

(
hsup

Kc
(xR )

)
ZL +hsub

Kc
(xL)

ZL +hsup
Kc

(xL)

ZR +hsup
KL

(xR )

ZR +hsub
Kc

(xR )

Figure 2.10: Steady state solution with two shocks for the supercritical bound-
ary conditions at the inlet and subcritical boundary conditions at the outlet
when KL > Kc > KR

The main result of this section is that in some cases, there exist two distinct
steady state solutions verifying the same set of boundary data. This result is
decomposed in two cases:

• In Proposition 12, we suppose that KR < Kc or equivalently that hc < hR <
hsub

Kc
(xR ).

• In Proposition 13, we suppose that KR > Kc or equivalently that hR >
hsub

Kc
(xR ).

Proposition 12. Let Z verify Hypothesis 1. Let M > 0, S ∈ R, hL < hc fixed at the
inlet and hR > hc fixed at the outlet such that KL > Kc > KR , i.e hL < hsup

Kc
(xL)

and hR < hsub
Kc

(xR ).

• Ifψ
(
hsup

KL
(xR )

)
< hR then, there exists a unique xshock ∈

]
x∗∗

KR
, xR

[
such that

h (x) =
{

hsup
KL

(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

is a C 1 piecewise steady state solution of (SW2). The plot of the solution is
showed in Figure 2.9.
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• If ψ
(
hsub

Kc
(xL)

)
< hL and ψ

(
hsup

Kc
(xR )

)
< hR then, there exists a unique

xshockL ∈ ]xL , x0[ and a unique xshockR ∈
]

x∗∗
KR

, xR

[
such that

h (x) =


hsup

KL
(x) if x < xshockL ,

hsub
Kc

(x) if xshockL < x ≤ x0,

hsup
Kc

(x) if x0 ≤ x < xshockR ,

hsub
KR

(x) if x > xshockR ,

is a C 1 piecewise steady state solution of (SW2). The plot of the solution is
showed in Figure 2.10.

• If neither of these conditions hold, there exist no steady solution for (SW2)
verifying the supercritical boundary conditions on the left and the subcrit-
ical boundary conditions on the right.

Proof. First of all, the condition KL > Kc > KR implies that

Φ (hL , ZL) = KL > Kc =Φ (hc , Zmax) =Φ
(
hsup

Kc
(x0) , Z (x0)

)
=Φ

(
hsup

Kc
(xL) , ZL

)
,

and

Φ (hR , ZR ) = KR < Kc =Φ (hc , Zmax) =Φ
(
hsub

Kc
(x0) , Z (x0)

)
=Φ

(
hsub

Kc
(xR ) , ZR

)
.

Thus, we can conclude from Φ decreasing in ]0,hc [ and increasing in [hc ,+∞[
that hL < hsup

Kc
(xL) and hR < hsub

Kc
(xR ), see Proposition 4.

Now, in both cases the solution contains necessarily a shock at the right of the
topography because KR < Kc , see Lemma 2.
We start with the first type with only one shock at the right. In this case, the
solution has the form

h (x) =
{

hsup
KL

(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

The Rankine-Hugoniot relations must be verified at the position of the shock,
so xshock is a zero of the function

fR :
[

x∗∗
KR

, xR

]
→ R

x 7→ F hu
(
hsub

KR
(x)

)
−F hu

(
hsup

KL
(x)

)
,

The critical water height hc is the minimum of the function F hu so at the point
x∗∗

KR
we have

fR

(
x∗∗

KR

)
= F hu (hc )−F hu

(
hsup

KL

(
x∗∗

KR

))
< 0.
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At the right of the domain we have by hypothesis hR > ψ
(
hsup

KL
(xR )

)
> hc and

F hu increases on [hc ,+∞[ (Proposition 7). It leads

fR (xR ) = F hu
(
hsub

KR
(xR )

)
−F hu

(
hsup

KL
(xR )

)
= F hu (hR )−F hu

(
ψ

(
hsup

KL
(xR )

))
> 0,

and we can conclude using the intermediate value theorem that there exists a
point xshock where fR (xshock ) = 0. To prove the uniqueness, we apply Proposi-
tion 9 and we get

f
′

R (x) =−g Z
′
(x)

(
hsub

KR
(x)−hsup

KL
(x)

)
> 0.

We turn to the case where there is a shock on each side of the top of the topogra-
phy. The solution starts supercritical with h (x) = hsup

KL
(x), the first shock occurs

and then the solution becomes subcritical. In order to realize the second shock,
the solution must become supercritical again. According to Lemma 3, this tran-
sition is continuous and must happen at x = x0 with a critical hydraulic head.
Therefore,

• for all x between the position of the first shock and the top of the topog-
raphy the solution is h (x) = hsub

Kc
(x)

• for all x between the top of the topography and the position of the second
shock the solutions is h (x) = hsup

Kc
(x).

Then, to attend the right subcritical boundaries the water height at the right of
the second shock will be hsub

KR
.

Now, to prove the existence of the first shock we introduce the function

fL : [xL , x0] → R

x 7→ F hu
(
hsub

Kc
(x)

)
−F hu

(
hsup

KL
(x)

)
.

(2.23)

Since F hu decreases on ]0,hc [ at the left of the domain where by hypothesis

ψ
(
hsub

Kc
(xL)

)
< hL , we have

fL (xL) = F hu
(
hsub

Kc
(xL)

)
−F hu

(
hsup

KL
(xL)

)
= F hu

(
ψ

(
hsub

Kc
(xL)

))
−F hu (hL) > 0.

At the top of the topography we have,

fL (x0) = F hu
(
hsub

Kc
(x0)

)
−F hu

(
hsup

KL
(x0)

)
= F hu (hc )−F hu

(
hsup

KL
(x0)

)
< 0.
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We can conclude using the intermediate value theorem that there exists a point
xshockL where fL (xshockL) = 0. For all x ∈ [xL , x0],

f
′

L (x) =−g Z
′
(x)

(
hsub

Kc
(x)−hsup

KL
(x)

)
< 0,

and we get that fL is strictly decreasing on [xL , x0] and the point xshockL such
that fL (xshockL) = 0 is unique.
Now, to prove the existence and the uniqueness of the second shock we recall
the function f defined in (2.21). We follow the same strategy as done in the

proof of the Proposition 10: we prove that f
(
x∗∗

KR

)
< 0 and for hc <ψ

(
hsup

Kc
(xR )

)
<

hR we get that f (xR ) > 0. We can conclude that the point xshockR such that
f (xshockR ) = 0 is unique.
If none of the previous conditions hold, the functions f , fL and fR defined in
the proof have no zeros and it is impossible to construct a solution.

Proposition 13. Let Z verify Hypothesis 1. For M > 0, S ∈R, hL < hc fixed at the
inlet and hR > hc fixed at the outlet such that KL > KR > Kc , i.e hL < hsup

Kc
(xL)

and hR > hsub
Kc

(xR ).

• Ifψ
(
hsub

KR
(xL)

)
< hL and hsup

KL
(x0) <ψ

(
hsub

KR
(x0)

)
then, there exists a unique

xshock ∈ ]xL , x0[ such that

h (x) =
{

hsup
KL

(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

is a C 1 piecewise steady state solution of (SW2). The plot of the solution is
showed in Figure 2.11.

• If hsup
KL

(x0) <ψ
(
hsub

KR
(x0)

)
andψ

(
hsup

KL
(xR )

)
< hR then, there exists a unique

xshock ∈ ]x0, xR [ such that

h (x) =
{

hsup
KL

(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

is a C 1 piecewise steady state solution of (SW2).The plot of the solution is
showed in Figure 2.12.

• If none of these conditions apply then, there is no steady state solution of
(SW2) verifying the supercritical boundary conditions on the left and the
subcritical boundary conditions on the right.
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Z (x)

one shock at left
ZR +hR

ZL +ψ
(
hsub

KR
(xL)

)
ZL +hL

xshock x0

Z (x)+hc

ZR +hsup
Kc

(xR )

ZL +hsub
Kc

(xL)

Zmax +hsub
KR

(x0)

Zmax +hsup
KL

(x0)ZL +hsup
Kc

(xL)

ZL +hsub
KR

(xL)

ZR +hsup
KL

(xR )

ZR +hsub
Kc

(xR )

Figure 2.11: Steady state solution with one shock at left for the supercritical
boundary conditions at the inlet and subcritical boundary conditions at the
outlet when KL > KR > Kc

Z (x)

ZL +hL

xshockx0

Z (x)+hc

ZR +hsup
Kc

(xR )

ZL +hsub
Kc

(xL)

Zmax +hsub
KR

(x0)

Zmax +hsup
KL

(x0)ZL +hsup
Kc

(xL)

ZL +hsub
KR

(xL)

ZR +hsup
KL

(xR )

ZR +ψ
(
hsup

Kc
(xR )

)ZR +hsub
Kc

(xR )

one shock at right
ZR +hR

Figure 2.12: Steady state solution with one shock at right for the supercritical
boundary conditions at the inlet and subcritical boundary conditions at the
outlet when KL > KR > Kc
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Proof. First of all, KL > KR > Kc thus hsub
KR

and hsup
KL

are defined for all x ∈ I

and we have hL < hsup
Kc

(xL) and hR > hsub
KR

(xR ). In addition, KL 6= KR so the
hydraulic head is not constant in the whole domain. Thus, the solution must
contain a shock. The inlet boundary condition is supercritical hence, according
to Lemma 5 the solution can contain at most one shock at each side of the do-
main. But here, the solution can’t contain a shock on each side of the bump,
because in that case there is a continuous transition from subcritical to su-
percritical between the shock with hydraulic head Kc . Then after the second
shocks we would have KR < Kc , see Proposition 8.
In the following, we prove the existence and the uniqueness of the shock in
]xL , x0[ or in ]x0, xR [. We first introduce the function

f : I → R

x 7→ F hu
(
hsub

KR
(x)

)
−F hu

(
hsup

KL
(x)

)
,

For all x ∈ I , hsub
KR

(x) > hsup
KL

(x) thus, the derivative of the function f

f
′
(x) =−g Z

′
(x)

(
hsub

KR
(x)−hsup

KL
(x)

)
,

is strictly negative for all ]xL , x0[ and strictly positive for all ]x0, xR [. It follows
that, if there is a shock in ]xL , x0[ or in ]x0, xR [ then we necessarily have f (x0) <
0. F hu is decreasing on ]0,hc [, thus

f (x0) = F hu
(
hsub

KR
(x0)

)
−F hu

(
hsup

KL
(x0)

)
= F hu

(
ψ

(
hsub

KR
(x0)

))
−F hu

(
hsup

KL
(x0)

)
,

is strictly negative if and only if ψ
(
hsub

KR
(x0)

)
> hsup

KL
(x0).

At the left,

f (xL) = F hu
(
hsub

KR
(xL)

)
−F hu

(
hsup

KL
(xL)

)
= F hu

(
ψ

(
hsub

KR
(xL)

))
−F hu (hL) ,

is strictly positive if and only if ψ
(
hsub

KR
(xL)

)
< hL .

At the right, the water height is subcritical, so F hu is increasing and ifψ
(
hsup

KL
(xR )

)
<

hR , we have

f (xR ) = F hu
(
hsub

KR
(xR )

)
−F hu

(
hsup

KL
(xR )

)
= F hu (hR )−F hu

(
ψ

(
hsup

KL
(xR )

))
> 0.
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The theorem of intermediate value allows us to conclude that there exists a
point xshock where f (xshock ) = 0 in ]x0, xR [ or in ]xL , x0[ depending on each
case. The uniqueness of the shocks follows from the monotonicity of the func-
tion f as usual.

Now that we have presented the different steady state solutions verifying
the supercritical boundary conditions at the inlet and the subcritical boundary
conditions at the outlet, we present in the next corollaries the possible coexis-
tence of the solution depending on Z (xL) and Z (xR ).

Corollary 1. Let Z verify Hypothesis 1 and Z (xL) = Z (xR ). For M > 0, S ∈ R,
hL < hc fixed at the inlet and hR > hc fixed at the outlet.

• If KL > Kc > KR and if the solution with one shock at right exists then, the
solution with two shocks exists too as well.

• If KL > KR > Kc , the two sets of conditions of Proposition 13 are equivalent
and both solutions coexist.

The uniqueness and the coexistence of the solutions are illustrated in Figure 2.15.

Proof. Suppose Z (xL) = Z (xR ) thus, xL and xR play symmetric roles : hsub
K (xL) =

hsub
K (xR ) and similarly hsup

K (xL) = hsup
K (xR ). Let us first focus on Proposition 12

where KR < Kc < KL . If the solution with one shock at right exists then,ψ
(
hsup

KL
(xR )

)
<

hR . First, KL > Kc implies that hsup
KL

(xL) < hsup
Kc

(xL). Second, ψ decreases and

ψ
(
hsup

KL
(xR )

)
< hR thus,

hR >ψ
(
hsup

KL
(xR )

)
=ψ

(
hsup

KL
(xL)

)
>ψ

(
hsup

Kc
(xL)

)
=ψ

(
hsup

Kc
(xR )

)
,

and, the second condition for the existence of the two shocks solution is ver-
ified. In addition, as KR < Kc we get that hR = hsub

KR
(xR ) < hsub

Kc
(xR ). Hence,

the condition ψ
(
hsup

KL
(xR )

)
< hR implies ψ

(
hsup

KL
(xR )

)
< hsub

Kc
(xR ) or equiva-

lently hsup
KL

(xR ) >ψ
(
hsub

Kc
(xR )

)
. With Z (xL) = Z (xR ) we obtain hL = hsup

KL
(xL) >

ψ
(
hsub

Kc
(xL)

)
which is nothing but the first condition for the existence of the two

shocks solution.
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Next, we focus on Proposition 13 where KL > KR > Kc . In this case, hsup
KL

(x0) <
ψ

(
hsub

KR
(x0)

)
is a common condition for the existence of both solutions. For

Z (xL) = Z (xR ) we have

ψ (hL) =ψ
(
hsup

KL
(xL)

)
=ψ

(
hsup

KL
(xR )

)
< hR = hsub

KR
(xR ) = hsub

KR
(xL)

which is equivalent to hL >ψ
(
hsub

KR
(xL)

)
. Hence, the first condition of the exis-

tence of the solution with a shock at left is equivalent to the second condition
of the existence of the solution with a shock at right. Therefore, both solutions
coexist.

We detailed in Corollary 1 the effect of Z (xL) = Z (xR ) on the solution. In
the next corollaries, we exhibit the different consequences of Z (xL) 6= Z (xR ) on
the solution.

Corollary 2. Let Z verify Hypothesis 1. For M > 0, S ∈R, hL < hc fixed at the inlet
and hR > hc fixed at the outlet. For Z (xL) < Z (xR ),

• If KL > Kc > KR and if the solution with one shock at right exists then, the
solution with two shocks exists too.

• If KL > KR > Kc and if the solution with one shock at right exists then the
solution with one shock at left exists too.

The uniqueness and the coexistence of the solutions are illustrated in Figure 2.16.

Proof. We begin with KL > Kc > KR . Since KL > Kc , the conditionψ
(
hsup

KL
(xR )

)
<

hR implies ψ
(
hsup

Kc
(xR )

)
< hR . Hence, the second condition for the existence of

the solution with two shocks is verified. Moreover, for Z (xL) < Z (xR ) there ex-
ists a unique point x̃ ∈ ]xL , x0[ where Z (x̃) = Z (xR ) then,

ψ
(
hsup

KL
(x̃)

)
=ψ

(
hsup

KL
(xR )

)
< hsub

Kc
(xR ) = hsub

Kc
(x̃) .

Therefore, f (x̃) with f defined in (2.23) is positive. Hence, there exists a unique
xshockL ∈ ]x̃, x0[ verifying f (xshockL) = 0, see Figure 2.13.
Now, for KL > KR > Kc suppose that the solution with one shock at right exists,

i.e ψ
(
hsup

KL
(xR )

)
< hR and xshock ∈ ]x0, xR [. Thus, there exists a unique point

xshockL ∈ ]xL , x0[ such that Z (xshockL) = Z (xshockR ) leading to f (xshockL) = 0,
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Z (xR )Z (x̃)

Z (x)+hc

x̃ xshockRxshockL x0 x∗∗
KR

Z (xL)

ZL +hL

ZR +hRZR +hR

Figure 2.13: Steady state solutions for the supercritical boundary conditions at
the inlet and subcritical boundary conditions at the outlet when KL > Kc > KR

and Z (xL) < Z (xR ) = Z (x̃).

Z (xR )

ZR +hRZR +hR

Z (x)+hc

xshockR

Z (xshockR )

xshockL

Z (xshockL)

x0

ZL +hL

Z (xL)

Figure 2.14: Steady state solutions for the supercritical boundary conditions at
the inlet and subcritical boundary conditions at the outlet when KL > KR > Kc

and Z (xL) < Z (xR )
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see Figure 2.14. Hence, there exists a shock on the left of the bump too, see
Proposition 13.

Corollary 3. Let Z verify Hypothesis 1. For M > 0, S ∈R, hL < hc fixed at the inlet
and hR > hc fixed at the outlet. For Z (xL) > Z (xR )

• If KL > Kc > KR and if the solution with one shock at right exists and

ψ
(
hsub

Kc
(xL)

)
< hL then, the solution with two shocks exists too.

• If KL > KR > Kc and if the solution with one shock at left exists then the
solution with one shock at right exists too.

The uniqueness and the coexistence of the solutions are illustrated in Figure 2.17.

Proof. Here, we focus on the third type of topography where Z (xL) > Z (xR ).
For the case of KL > Kc > KR , if the solution with one shock at right exists then,

ψ
(
hsup

KL
(xR )

)
< hR . This condition implies that ψ

(
hsup

Kc
(xR )

)
< hR which is the

second condition for the existence of the solutions with two shocks. In addi-
tion, if ψ

(
hsub

Kc
(xL)

)
< hL then, the two conditions for the existence of the solu-

tion with two shocks are verified.
Second, for the case of KL > KR > Kc , we follow the same strategy as done in the
proof of Corollary 2 but this time assuming that the shock at left exists to prove
that the solution with the shock at right exists too.

Supercritical outlet boundary conditions

In this section, we focus on the supercritical boundaries on each side of the
domain. Three boundary conditions are required at the left of the domain,
where we impose the discharge M > 0, the shear S and the water height h (xL) =
hL < hc . We assume that the right boundary condition is also supercritical, i.e
h (xR ) < hc but its value is not prescribed. The three characteristics exit the do-
main and no boundary condition is imposed at the right.

Proposition 14. Let Z verify Hypothesis 1. Suppose that h (xR ) < hc . For M > 0,
S ∈R and the water height h (xL) = hL < hc fixed at the inlet, we have:
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Figure 2.15: Sketch of the different zones of solutions with supercritical bound-
ary condition at the left and subcritical boundary condition at the right for
M = 0.1, S = 1, g = 9.81 and Z (xL) = Z (xR ).
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Figure 2.16: Sketch of the different zones of solutions with supercritical bound-
ary condition at the left and subcritical boundary condition at the right for
M = 0.1, S = 1, g = 9.81 and Z (xL) < Z (xR ).

Figure 2.17: Sketch of the different zones of solutions with supercritical bound-
ary condition at the left and subcritical boundary condition at the right for
M = 0.1, S = 1, g = 9.81 and Z (xL) > Z (xR ).
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• If hL > hsup
Kc

(xL), there is no steady solution of (SW2) satisfying the super-
critical boundary conditions.

• If hL < hsup
Kc

(xL) then, hsup
KL

is a C 1 regular steady solution of (SW2). This
solution is called supercritical everywhere.

• If hL < hsup
Kc

(xL) and ψ
(
hsub

Kc
(xL)

)
< hL then, there exists a unique xshock ∈

]xL , x0[ such that

h (x) =


hsup

KL
(x) if xL ≤ x < xshock ,

hsub
Kc

(x) if xshock < x < x0,

hsup
Kc

(x) if x > x0.

(2.24)

is a piecewise C 1 steady state solution of (SW2) verifying (2.15) and (2.18).

The different solutions are plotted in Figure 2.18.

Proof. First of all, if hL < hsup
Kc

(xL) then KL < Kc and there is no steady state so-
lution of (SW2) with supercritical boundary conditions at both sides of the do-
main, see Lemma 1. According to Lemma 5 the solution may contain at most
one shock on each side of the domain. However, since the boundaries at the
outlet are also supercritical, there is no possibility that a shock occurs at the
right of the domain. In fact, if there is a shock at the right of the bump, then the
solution must become supercritical again to attend the boundary conditions.
But, this is not possible on ]x0, xR [, see Lemma 3 and Proposition 8.
We start with the first type of solution where there is no shock at the left of the
bump. KL > Kc hence, according to Proposition 5 the function x 7→ hsup

KL
(x) is

a C 1 supercritical solution of (SSW2) verifying the supercritical boundary con-
ditions. Now, if the solution contains a shock at the left of the bump then, the
solution has the form (2.24) For the existence and the uniqueness of the shock

on [xL , x0] we should necessarily haveψ
(
hsub

Kc
(xL)

)
< hL . We recall the function

f defined in (2.23) and we follow the same strategy done in the proof of Propo-
sition 12. We prove that f (xL) < 0 and f (x0) > 0 thus, there exists a point xshock

such that f (xshock ) = 0. The function f is strictly decreasing on that interval.
As a consequence, the point xshock is unique.
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Z (x)

one shock at left

ZL +ψ
(
hsub

Kc
(xL)

)
ZL +hL

xshock x0

Z (x)+hc

ZL +hsub
Kc

(xL)

ZL +hsup
Kc

(xL)

ZR +hsup
KL

(xR )

supercritical solution

ZR +hsub
Kc

(xR )

Figure 2.18: General steady states with supercritical boundary conditions at
both sides of the domain



Chapter 3

Numerical schemes for the
homogeneous model

In this chapter, we propose a numerical method for the resolution of the homo-
geneous Shallow-water model with two velocities (SW H

2 )
∂t h + ∂x

(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = 0,
∂t û + ∂x

(
uû

) = 0.
(SW H

2 )

The model can be written under the following conservative form

∂tU +∂xF (U ) = 0, (3.1)

where

U =
 h

hu
û

 and F (U ) =
 hu

h
(
u2 + û2

)+ g
2 h2

uû

 .

The system is completed by the initial value problem

U (0, x) =U0 (x) ,

and by Neumann boundary conditions boundary conditions. For h > 0, the ho-
mogeneous (SW H

2 ) system is strictly hyperbolic with the following eigenvalues

λE
1 = u −

√
g h +3û2 , λE

2 = u and λE
3 = u +

√
g h +3û2. (3.2)

87
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The characteristic field associated to λE
2 is linearly degenerate, while the char-

acteristic fields associated to λE
1 and λE

3 are genuinely nonlinear. A set of inde-
pendent k−Riemann invariants, denoted Rk is given by

RλE
1
=

{
u +√

g h +3û2 + g hp
3û

log
(√

1+ 3û2

g h +
√

3
g h û

)
, û

h

}
,

RλE
2
= {

u, g
2 h2 +hû2

}
,

RλE
3
=

{
u −√

g h +3û2 − g hp
3û

log
(√

1+ 3û2

g h +
√

3
g h û

)
, û

h

}
.

(3.3)

The semi space {h ≥ 0} is an invariant region of (SW H
2 ). The mechanical energy

of (SW H
2 ) reads

E = g
h2

2
+ h

2

(
u2 + û2) , (3.4)

and the associated energy flux is

G =
(

g h + u2 +3û2

2

)
hu. (3.5)

Smooth solutions of (SW H
2 ) satisfy the energy conservation law

∂t E +∂xG = 0

whereas discontinuous solutions are selected to satisfy the following energy in-
equality condition

∂t E +∂xG ≤ 0. (3.6)

We choose to approximate the solution using the finite volume method for its
inherent ability to ensure discrete local conservation property and to approxi-
mate discontinuous solutions, see [34, 43, 17, 54]. Our aim in this chapter is to
derive finite volume schemes that

(i) preserve the positivity of the water height

(ii) preserve the maximum principle on S = û
h

(iii) are accurate for the transport process associated to the shear velocity.

We choose to consider Approximate Riemann solvers "ARS", see [17]. These
solvers are Godunov-type finite volume schemes where the exact solution of
the Riemann problem is replaced by an approximate one. The best known
ARS is the well known HLL scheme, see [40] for the first description of the
scheme and [17] for its interpretation as an ARS. This scheme is based on a two
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waves and one intermediate state approximate Riemann solver. The interme-
diate state of this solver can be computed by using only consistency properties
and will be used in the construction of the other solvers. The HLL solver is
commonly used to approximate the solutions of the Shallow water model and
fulfills the stability property (i) and verifies the discrete energy inequality, see
[17]. But contrary to the homogeneous shallow water model, the homogeneous
shallow water model with two velocities contains an additional wave λE

2 , which
corresponds to the contact wave in the Riemann problem and the HLL solver
is not accurate around this contact wave. Hence, we will describe two ARS with
three waves and two intermediate states. These two solvers are of HLLC type,
see [17, 55, 54, 23]. These two solvers are proved to fulfill properties (i), (ii) and
(iii). We are not able to prove if these solvers verify a discrete energy inequality.
However, we propose a numerical strategy on random Riemann problems to
test this property. We are able to conclude that the three waves ARS might ver-
ify it for the classical shallow water model but not the model with two velocities
(SW2).

3.1 Finite volume method

Let us introduce the finite volume framework we will use to propose a nu-
merical approximation of (SW H

2 ). For a fixed space step ∆x, we denote Ci =]
xi− 1

2
, xi+ 1

2

[
the cell of length ∆x = xi+ 1

2
− xi− 1

2
where xi+ 1

2
is the x−coordinate

of the interface between the cell Ci and Ci+1. Each cell is centered at xi =
xi− 1

2
+∆x/2 for all i ∈ Z. The time is discretized using an adaptive time step

t n+1 = t n +∆t n with ∆t n satisfying a CFL condition to be described later. U n
i

will denote a computed approximation of the average of U (x, t ) at time t n on
the cell Ci . By analogy with the conservation law (3.1) integrated with respect
to x and t over the space-time control volume Ci ×

]
t n , t n+1

[
, we propose the

following finite volume update formula

∀i ∈Z,∀n ∈N U n+1
i =U n

i − ∆t n

∆x

(
F n

i+ 1
2
−F n

i− 1
2

)
, (3.7)

where F n
i+ 1

2

the numerical flux at the interface will be defined later to be an

approximation of

1

∆t n

∫ t n+1

t n
F

(
U

(
t , xi+ 1

2

))
d t . (3.8)
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The initialization of the algorithm can be computed with a piecewise constant
approximation of the initial solution

∀i ∈Z U 0
i = 1

∆x

∫ x
i+ 1

2

x
i− 1

2

U0 (x)d x. (3.9)

The issue remains in how to compute the numerical flux at the interfaces. For
the first order schemes we consider here a function F depending on the two
neighboring states

F n
i+ 1

2
=F

(
U n

i ,U n
i+1

)
.

The first finite-volume scheme was proposed in [35]. Godunov observed that
since the cell averages U n

i are constant in each cell Ci , they define at each cell
interface xi+ 1

2
and on the interval

]
t n , t n+1

]
a Riemann problem


∂tU +∂xF (U ) = 0

U (t n , x) =
{

UL if x < xi+ 1
2

UR if x ≥ xi+ 1
2

(3.10)

These Riemann problems do not interact on the interval
]
t n , t n+1

]
if the time

step ∆t n is chosen sufficiently small to ensure that the waves emanating the
interface xi+ 1

2
remain in the interval [xi , xi+1] which is always possible since in

hyperbolic problems, information travels with a finite speed. Let Ur
( x

t ,UL ,UR
)

be the solution of the exact Riemann problem associated to (3.10). For (SW H
2 ),

this solution was computed in [1]. At time t n+1, it is possible to construct an
approximation of the solution on the whole space by merging the solution of
each Riemann problem on subdomain around each interface

Ul,r
(
t n+1, x

)=Ur

(x −xi+ 1
2

∆t n
,U n

i ,U n
i+1

)
for x ∈ [xi , xi+1]. (3.11)

Then we obtain a piecewise constant approximation U n+1
i at time t n+1 by com-

puting

U n+1
i = 1

∆x

∫ x
i+ 1

2

x
i− 1

2

Ul,r
(
t n+1, x

)
d x.

which, using (3.11) reads

U n+1
i = 1

∆x

∫ ∆x
2

0
Ur

( x

∆t n
,U n

i−1,U n
i

)
d x + 1

∆x

∫ 0

−∆x
2

Ur

( x

∆t n
,U n

i ,U n
i+1

)
d x. (3.12)
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Note that (3.12) is indeed a finite volume scheme since it can be written under
the flux form (3.7) with the following numerical flux, see [34]

F
(
U n

i ,U n
i+1

) = F
(
Ur

(
0,U n

i ,U n
i+1

))
.

The Godunov’s scheme relies on the knowledge of the exact solution of the Rie-
mann problem. For the shallow water model with two velocities (SW H

2 ), com-
puting the exact solution of the Riemann problem at each interface and for each
time step is costly since it implies a fix point algorithm, see [1]. Moreover, it can
not be extended to the case with topography that we consider in the next chap-
ter. So we will consider approximate Riemann solvers as an alternative way to
define the numerical fluxes, see [42, 17, 54]. The main idea of these ARS is to
replace the exact solution of the Riemann problem by an approximate solu-
tion denoted Ũ

( x
t ,UL ,UR

)
. The considered approximated Riemann solvers are

constructed on N discontinuities of speed λ j separating (N +1) constant states
Ũ j+ 1

2
(t , x):

Ũ
(x

t
,UL ,UR

)
=


U 1

2
=UL if x

t <λ1,

Ũ j+ 1
2

if λ j < x
t <λ j+1 for j = 1, ..., N −1,

UN+ 1
2
=UR if x

t >λN .

(3.13)

The update at time t n+1 is then defined, as before, by

U n+1
i = 1

∆x

∫ ∆x
2

0
Ũ

( x

∆t n
,U n

i−1,U n
i

)
d x + 1

∆x

∫ 0

−∆x
2

Ũ
( x

∆t n
,U n

i ,U n
i+1

)
d x.

Here also a flux form (3.7) can be associated to this strategy as it will be exhib-
ited later.

3.2 Stability and consistency

In order to ensure stability and consistency properties, the approximate Rie-
mann solver has to satisfy three properties, see [17, 40]:

1. The external waves λ1 and λN of the approximated solution have to be
faster than the external wave speed λE

1 and λE
3 of the exact solution (3.2).

To satisfy this property, following [17, Section 2.4.3], we choose λ1 = λL

and λN =λR with

λL = min
(
uL − cL ,uR − cR

)
,

λR = max
(
uL + cL ,uR + cR

)
,

(3.14)
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where cX =
√

g hX +3û2
X denotes the sound speed with X refering to the

indexes L or R, see [1]. These external waves will be used to construct all
the solvers. Other choices of external waves celerity are possible, see [54,
Chap 10.5].

2. The time step has to satisfy the following CFL condition

max
i

(
|λn

L,i+ 1
2
|, |λn

R,i+ 1
2
|
)
∆t n ≤ ∆x

2
, (3.15)

which prevents the waves from interacting during the time step.

3. According to [17, Def 2.1], the approximate Riemman solver Ũ
( x

t ,UL ,UR
)

has to satisfy the consistency relation

Ũ
(x

t
,U ,U

)
=U , ∀x ∈ [xi , xi+1] and ∀t ∈ ]

t n , t n+1] . (3.16)

Moreover, in the sense of Harten and Lax in [40, Thm 3.1] the consistency
property

1

∆x

∫ ∆x
2

−∆x
2

Ũ
( x

∆t n
,UL ,UR

)
d x = 1

∆x

∫ ∆x
2

−∆x
2

Ur

( x

∆t n
,UL ,UR

)
d x, (3.17)

ensures the conservativity identity

FL (UL ,UR ) =FR (UL ,UR ) (3.18)

where
FL (UL ,UR ) = F (UL)+

∑
λ j≤0

λ j

(
Ũ j+ 1

2
−Ũ j− 1

2

)
,

and
FR (UL ,UR ) = F (UR )−

∑
λ j≥0

λ j

(
Ũ j+ 1

2
−Ũ j− 1

2

)
.

This allows us to define the flux form (3.7) of the solver with

F n
i+ 1

2
=F

(
U n

i ,U n
i+1

)=FL
(
U n

i ,U n
i+1

)=FR
(
U n

i ,U n
i+1

)
, (3.19)

In fact, since the left hand side of (3.17) reads

1

∆x

∫ ∆x
2

−∆x
2

Ũ
( x

∆t n
,UL ,UR

)
d x = UL +UR

2
+ ∆t n

∆x
(λ1UL −λNUR )

+ ∆t n

∆x

N−1∑
j=1

Ũ j+ 1
2

(
λ j+1 −λ j

)
= UL +UR

2
− ∆t n

∆x

N∑
j=1

λ j

(
Ũ j+ 1

2
−Ũ j− 1

2

)
,
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and the right hand side reads

1

∆x

∫ ∆x
2

−∆x
2

Ur

( x

∆t n
,UL ,UR

)
d x = UL +UR

2
− ∆t n

∆x
(F (UR )−F (UL)) ,

the consistency relation (3.17) reads

F (UR )−F (UL) =
N∑

j=1
λ j

(
Ũi+ 1

2
−Ũi− 1

2

)
. (3.20)

which implies (3.18). Finally, (3.16) and (3.19) imply the classical consis-
tency relation for the numerical flux, see [17, Prop 2.2]

F (U ,U ) = F (U ) .

In the following we will construct three Approximate Riemann Solvers:

• the well known HLL solver [40], see also [17].

• a scheme named HLL∗ where
(
h,hu

)
are computed using the HLL scheme

but S = û
h is updated using an upwind strategy, see [17]. We then prove

that the HLL∗ scheme can be seen as a 3-waves ARS for a particular choice
of the internal wave celerity and additional relations on the internal wave.

• a 3-waves ARS named HLLu that is obtained for a more suitable choice
of additional relations on the internal wave. This solver is proved to be
identical to a solver described in [17] which is an HLLC-type scheme, see
[54].

Throughout this chapter, we assume hL and hR are non-negative and we will
prove that the solution of the ARS remains non-negative.

3.3 HLL approximate Riemann solver

The HLL solver was first introduced by Harten, Lax and van Leer in [40]. This
approximate Riemann solver consists of three constant states separated by two
discontinuities. In that case (3.13) reads

ŨHLL

(x

t
,UL ,UR

)
=


UL if x

t <λL ,

UHLL if λL < x
t <λR ,

UR if x
t >λR .
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where UHLL = (
hHLL ,hHLLuHLL , ûHLL

)
. The consistency relations (3.20) are suf-

ficient to entirely compute the intermediate state UHLL which reads under vec-
tor form

UHLL = λRUR −λLUL

λR −λL
− F (UR )−F (UL)

λR −λL
,

and component by component

hHLL =
[
h

(
λ−u

)]
[λ]

,

hHLLuHLL =
[
λhu −h(u2 + û2)− g

2 h2
]

[λ]
,

ûHLL =
[
û

(
λ−u

)]
[λ]

.

(HLL)

where [X ] = XR −XL .
According to (3.19), the HLL numerical flux is defined by

FHLL (UL ,UR ) =


F (UL) if λL > 0,
λR F (UL)−λLF (UR )

λR −λL
− λLλR

λR −λL
(UR −UL) if λL < 0 <λR ,

F (UR ) if λR < 0.
(FHLL)

In the next proposition, we prove that the HLL approximate solver preserves
the positivity of the water heights.

Proposition 15. Assume hL and hR to be positive and the characteristic velocities
defined in (3.14). Then, the intermediate state hHLL in (HLL) is positive.

Proof. We can deduce from the definition of the characteristic velocities (3.14)
that if hL > 0 or hR > 0 then λR −λL > 0. Therefore, the expression of hHLL in
(HLL) allows us to deduce that hHLL is positive if and only if the numerator is
positive. This numerator can be written as

[h (λ−u)] = hR
(
λR −uR

)+hL
(
uL −λL

)≥ hR cR +hLcL > 0.

If hL and hR are positive hence, hHLL is positive.

We prove as well that the HLL scheme verifies the maximum principle on S.

Proposition 16. For a any choice of the external waves λL and λR , the HLL
scheme satisfies the maximum principle on S.
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Proof. Using the update (3.12) for the HLL scheme, in the case of a general
approximate Riemann solver, the finite volume scheme can be written as

U n+1
i =

(
1− ∆t n

∆x

(
λ+

N+1,i− 1
2
−λ−

1,i+ 1
2

))
U n

i (3.21)

+ ∆t n

∆x
λ+

1,i− 1
2
U n

i−1 −
∆t n

∆x
λ−

N+1,i+ 1
2
U n

i+1

+ ∆t n

∆x

N∑
k=1

(
λ+

k+1,i− 1
2
−λ+

k,i− 1
2

)
Uk∗,i− 1

2

+ ∆t n

∆x

N∑
k=1

(
λ−

k+1,i+ 1
2
−λ−

k,i+ 1
2

)
Uk∗,i+ 1

2
,

such that λ−
k = min(0,λk ), λ+

k = max(0,λk ) and Uk∗ is the intermediate state
separated by the waves λk+1 and λk for k ∈ {1, ..., N }.
Relation (3.21) applies for hn+1

i and ûn+1
i . For the HLL scheme, we have only

one intermediate state, i.e N = 1. Hence, hn+1
i can be written as

hn+1
i =∑

αk h̃k

where h̃k can take the values hHLL,i− 1
2

or hHLL,i+ 1
2

or hn
j for j ∈ {i −1, i , i +1} and

αk represents respectively the coefficient of h̃k in (3.21). The coefficientsαk are
positive due to the CFL condition (3.6) and the order of the waves. Moreover,
for all k, the water heights h̃k are positive too. Similarly, ûn+1

i can be written as

ûn+1
i =∑

αk ˜̂uk

where ˜̂uk = h̃k S̃k such that S̃k can take the values SHLL,i− 1
2

or SHLL,i+ 1
2

or Sn
j for

j ∈ {i −1, i , i +1}. According to the intermediate states (HLL), we have

SHLL = ûHLL

hHLL
= SR hR

(
λR −uR

)+SLhL
(
uL −λL

)
hR

(
λR −uR

)+hL
(
uL −λL

) .

We proved previously that
(
λR −uR

) > 0 and
(
uL −λL

) > 0. Hence, for hL > 0
and hR > 0, SHLL is a convex combination of SL and SR . Therefore, SHLL,i− 1

2

and SHLL,i+ 1
2

are both a convex combination of Si−1, Si and Si+1.

In addition, for hn+1
i > 0, we have

Sn+1
i = ûn+1

i

hn+1
i

=
∑
αk h̃k S̃k∑
αk h̃k

(3.22)

Since all the coefficients αk and all the water heights h̃k are positive and since
S̃k is convex combination of Si−1, Si and Si+1, we can finally conclude that Sn+1

i



96 CHAPTER 3. NUMERICAL SCHEMES FOR THE HOMOGENEOUS MODEL

Figure 3.1: Dam Break case: Plots of the variables using the HLL scheme for
100, 1000 and 10000 points.

is as a convex combination of Si−1, Si and Si+1 and∑
αk h̃k min(Si−1,Si ,Si+1)∑

αk h̃k
≤ Sn+1

i ≤
∑
αk h̃k max(Si−1,Si ,Si+1)∑

αk h̃k
.

The maximum principle on S is then verified.

We plot a first test case using the HLL scheme where we solve the Riemann
problem for a case that contains one rarefaction wave and one shock. The ini-
tial conditions are

UL = (2,0,2) ,
UR = (1,0,2) .

(3.23)

We see that the HLL scheme is very diffusive even if it is consistent and stable.
A very small space step ∆x is needed to obtain an accurate approximation, see
Figure 3.1. This is particularly true for the internal wave for which the solu-
tion computed with 1000 cells is still very diffusive. The HLL scheme does not
take into consideration that the Riemann invariant S = û

h of the exact Riemann
solver jumps only through the middle wave λE

2 as seen in (3.3). To compute a
better approximation of the solution of the homogeneous shallow water model
with two velocities (SW H

2 ), we propose in the next section an improvement of
the HLL scheme that takes into account the transport equation on S = û

h .
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3.4 HLL∗ approximate Riemann solver

Here, to construct the solver we use the fact that the quantity S = û
h jumps only

along the intermediate contact discontinuity. Indeed, from (SW H
2 ), we can de-

duce for regular solutions the transport equation

∂t S +u∂xS = 0. (3.24)

Hence, a way to improve the HLL scheme is to use it only to update the clas-
sical shallow water variables

(
h,hu

)
and to compute the interface mass and

momentum fluxes, respectively F h
HLL and F hu

HLL . Then, the shear velocity û is
updated using an upwind strategy as it is done for passive transport, see [17,
§2.7]. This upwinding is based on the sign of the mass flux. More precisely, if
we consider the flux form of the scheme, the mass and the momentum fluxes
are computed using (FHLL) but the shear velocity flux is computed by

F û
{HLL,up,i+ 1

2 }
= ûn

i

hn
i

F h+
{HLL,i+ 1

2 }
+ ûn

i+1

hn
i+1

F h−
{HLL,i+ 1

2 }
, (3.25)

where X − = min(0, X ) and X + = max(0, X ).

Lemma 6. Assume hL or hR to be positive. For λL and λR defined in (3.14), the
intermediate state hHLL is positive.

Proof. As the water height is computed using the HLL strategy, it remains ob-
viously positive as proved in proposition 15.

The HLL∗ solver improves the precision around the contact discontinuity
but while plotting the results of the test case (3.23) we also observe small spu-
rious deviation on u, see Figure 3.2. Moreover, the HLL∗ solver is not able to
maintain a stationary isolated contact discontinuity as exhibited later. In the
following, we propose an interpretation of the HLL∗ as a 3-waves approximate
Riemann solver. It will help us later in the construction of a better approximate
Riemann solver.

Interpretation of HLL∗ as a 3-waves approximate Riemann solver

In the following we will exhibit that the HLL∗ solver can also be seen as a 3−
waves solver where we consider that the water depth h and the velocity u are
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Figure 3.2: Dam Break case: Plots of the variables using the HLL and HLL∗

scheme for 1000 points.

constant through the internal wave. Let us consider a three waves approxi-
mate Riemann solver where U∗

L = (
h∗

L ,h∗
L u∗

L , û∗
L

)
and U∗

R = (
h∗

R ,h∗
R u∗

R , û∗
R

)
are

the intermediate states separated by the discontinuity with an unknown veloc-
ity λ∗ ∈ [λL ,λR ]. The approximate Riemann solver reads

ŨHLL∗
(x

t
,UL ,UR

)
=


UL if x

t <λL ,

U∗
L if λL < x

t <λ∗,

U∗
R if λ∗ < x

t <λR ,

UR if x
t >λR .

We are looking for a system composed of seven equations to fully determine
the seven unknowns. The consistency relation (3.20) reads[

hu
] = λL

(
h∗

L −hL
)+λ∗ (

h∗
R −h∗

L

)+λR
(
hR −h∗

R

)
,[

h(u2 + û2)+ g

2
h2

]
= λL

(
h∗

L u∗
L −hLuL

)+λ∗ (
h∗

R u∗
R −h∗

L u∗
L

)+λR
(
hR uR −h∗

R u∗
R

)
,[

uû
] = λL

(
û∗

L − ûL
)+λ∗ (

û∗
R − û∗

L

)+λR
(
ûR − û∗

R

)
.

which, using the intermediate states of the HLL solver (HLL) can be written as
λR h∗

R −λLh∗
L +λ∗ (

h∗
L −h∗

R

) = (λR −λL)hHLL ,
λR h∗

R u∗
R −λLh∗

L u∗
L +λ∗ (

h∗
L u∗

L −h∗
R u∗

R

) = (λR −λL)hHLLuHLL ,
λR û∗

R −λLû∗
L +λ∗ (

û∗
L − û∗

R

) = (λR −λL) ûHLL .
(3.26)
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In addition, since the water height and the mean velocity have to be the same as
the ones of the HLL solver (HLL), we impose the continuity of h and u through
the λ∗−wave

h∗
L = h∗

R and u∗
L = u∗

R . (3.27)

Finally, since we want to include the transport equation (3.24) in our ARS, we
impose that the quantity û

h jumps only through the internal waves and then it
is continuous through the external waves λL and λR

û∗
L

h∗
L

= ûL

hL
and

û∗
R

h∗
R

= ûR

hR
. (3.28)

Proposition 17. Assume that hL and hR are positive and ûR
hR

6= ûL
hL

. The sys-

tem (3.26)-(3.27)-(3.28) admits a unique solution
(
h∗

L ,h∗
R ,u∗

L ,u∗
R , û∗

L , û∗
R ,λ∗) ∈R7

given by 

h∗
L = hHLL ,

h∗
R = hHLL ,

u∗
L = uHLL ,

u∗
R = uHLL ,

û∗
L = ûL

hHLL

hL
,

û∗
R = ûR

hHLL

hR
,

λ∗ =λR − hR
(
λR −uR

)
hHLL

.

(HLL∗)

Proof. Using the relations (3.27), first two equations of the system (3.26) imply{
h∗

L = h∗
R = hHLL ,

u∗
L = u∗

R = uHLL .

Then, equation (3.28) leads to

û∗
L = ûL

hHLL

hL
and û∗

R = ûR
hHLL

hR
,

and the third equation reads

λR ûR
hHLL

hR
−λLûL

hHLL

hL
+λ∗

(
ûL

hHLL

hL
− ûR

hHLL

hR

)
=λR ûR−λLûL−uR ûR+uLûL ,

that leads to

λ∗hHLL

(
ûL

hL
− ûR

hR

)
= ûL

hL

(
λLhHLL −λLhL +uLhL

)+ ûR

hR

(−λR hHLL +λR hR −uR hR
)

,



100CHAPTER 3. NUMERICAL SCHEMES FOR THE HOMOGENEOUS MODEL

First equation of (HLL) implies

λLhHLL −λLhL +uLhL =λR hHLL −λR hR +uR hR .

Hence, if ûR
hR

6= ûL
hL

λ∗ =λL + hL

hHLL

(
uL −λL

)=λR − hR

hHLL

(
λR −uR

)
.

Remark 3. If ûR
hR

= ûL
hL

, we get û∗
L = û∗

R = ûHLL and we choose

λ∗ =λR − hR

hHLL

(
λR −uR

)
.

Then, relations (HLL∗) are then valid for all cases.

We supposed that λL < λ∗ < λR in order to write the relations (3.26). Now, we
have to prove that this is true.

Proposition 18. Assume that hL and hR are positive, then λL <λ∗ <λR .

Proof. In proposition (15) we proved that hHLL is positive. Definition (3.14)
leads to λR −uR > 0 and uL −λL > 0. Hence,

λR −λ∗ =λR −λR + hR
(
λR −uR

)
hHLL

= hR
(
λR −uR

)
hHLL

> 0.

In the same way

λ∗−λL =λL + hL

hHLL

(
uL −λL

)−λL

= hL
(
uL −λL

)
hHLL

> 0.

Remark 4. We note that for dry areas, i.e h = 0 we impose u = 0 and û = 0. Hence,
if hL = 0 and hR 6= 0, we have λ∗ =λL and we retrieve the HLL scheme. Similarly,
if hR = 0 and hL 6= 0, we have λ∗ =λR and then we also retrieve the HLL scheme.
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It remains to prove that the two strategies, namely the "HLL on
(
h,u

)
and

upwind on S" strategy and the 3-waves ARS HLL∗ lead to the same formula to
compute U n+1

i from U n
i . Since the water height and the mean velocity inter-

mediate state are equal for both strategies then, it is clear that they define the
same update for the water height and mean velocity. It remains to prove that
the update for the shear velocity is also the same for both strategies. To do that,
we will prove that the shear flux F û

{HLL,up} computed by the upwind strategy

(3.25) is equal to the shear flux F û
{HLL∗} computed by (3.19) for (HLL∗) scheme.

Proposition 19. The shear flux at the interface F û
{HLL,up} computed by (3.25) is

equal to the one computed using (3.19) for (HLL∗).

Proof. Using (3.19) we have

F h
{HLL,i+ 1

2 }
= hLuL +

∑
λ j≤0

λ j

(
h j+ 1

2
−h j− 1

2

)
= hR uR − ∑

λ j≥0
λ j

(
h j+ 1

2
−h j− 1

2

)
,

and

F û
{HLL,i+ 1

2 }
= uLûL +

∑
λ j≤0

λ j

(
û j+ 1

2
− û j− 1

2

)
= uR ûR − ∑

λ j≥0
λ j

(
û j+ 1

2
− û j− 1

2

)
.

Then , we consider the following cases

• If λL ≥ 0 we have uL ≥ 0, then

F h
{HLL,i+ 1

2 }
= hLuL ≥ 0,

and

F û
{HLL∗,i+ 1

2 }
= uLûL = ûL

hL
F h

{HLL,i+ 1
2 }

=F û
{HLL,up,i+ 1

2 }
.

• If λR ≤ 0 we have uR ≤ 0, then

F h
{HLL,i+ 1

2 }
= hR uR ≤ 0,

and

F û
{HLL∗,i+ 1

2 }
= uR ûR = ûR

hR
F h

{HLL,i+ 1
2 }
=F û

{HLL,up,i+ 1
2 }

.
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• If λL ≤ 0 ≤λR , supposing λ∗ ≥ 0 then

F h
{HLL,i+ 1

2 }
= hLuL +λL (hHLL −hL)

= hHLLλ
∗ ≥ 0.

In addition,

F û
{HLL∗,i+ 1

2 }
= uLûL +λL

(
û∗

L − ûL
)

= ûL

hL

(
hLuL +λL (hHLL −hL)

)
= ûL

hL
F h

{HLL,i+ 1
2 }
=F û

{HLL,up,i+ 1
2 }

.

In the same way, supposingλ∗ ≤ 0, we also get F û
{HLL∗,i+ 1

2 }
=F û

{HLL,up,i+ 1
2 }

.

To sum up, we have proved that both strategies lead to the same computation
of the shear flux.

In this section, we constructed the HLL∗ scheme as an improvement of the
HLL scheme. Then, we showed that the HLL∗ scheme is a 3−waves approxi-
mated Riemann solver. We imposed a constant water height through the inter-
nal wave, i.e h∗

L = h∗
R but, unfortunately, this is not the case for the water depth

of the exact solution of Riemann problem. In the next section we propose an
alternative improvement of the HLL∗ scheme.

Proposition 20. For any choice of the external wavesλL andλR , the HLL∗ scheme
satisfies the maximum principle on S.

Proof. We apply the same proof as in Proposition 16 but, in this case we have
two intermediate states hence, N = 2 and S j∗ is equal to SL or SR .
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3.5 HLLu approximate Riemann solver

In this section, we propose another three waves approximate Riemann solver.
As for the HLL∗ solver, the approximate Riemann solver reads

ŨHLLu

(x

t
,UL ,UR

)
=


UL if x

t <λL ,

U∗
L if λL < x

t <λ∗,

U∗
R if λ∗ < x

t <λR ,

UR if x
t >λR .

where U∗
L = (

h∗
L ,h∗

L u∗
L , û∗

L

)
and U∗

R = (
h∗

R ,h∗
R u∗

R , û∗
R

)
. We still consider the con-

sistency relations


λR h∗

R −λLh∗
L +λ∗ (

h∗
L −h∗

R

) = (λR −λL)hHLL ,
λR h∗

R u∗
R −λLh∗

L u∗
L +λ∗ (

h∗
L u∗

L −h∗
R u∗

R

) = (λR −λL)hHLLuHLL ,
λR û∗

R −λLû∗
L +λ∗ (

û∗
L − û∗

R

) = (λR −λL) ûHLL .
(3.29)

We also keep three relations that were used to construct the HLL∗ scheme,
namely the continuity of the mean velocity across the internal wave (3.27) and
the continuity of the shear velocity across the external waves (3.28). These re-
lations are in accordance with the Riemann invariants of the exact Riemann
problem, see (3.3). The fourth relation used to construct HLL∗, namely the
continuity of the water height across the internal waves in (3.27), is not consid-
ered here. This last relation will be replaced by imposing that the intermediate
velocities are equal to the celerity of the internal wave

u∗
L = u∗

R =λ∗. (3.30)

This new relation is in agreement with the property of the system since the
celerity of the internal wave is equal to u, see (3.2).
Let us now determine the value of the intermediate states.

Proposition 21. Assume that hL and hR are positive and ûR
hR

6= ûL
hL

. The system

(3.29), (3.28) and (3.30) admits a unique solution
(
h∗

L ,h∗
R ,u∗

L ,u∗
R , û∗

L , û∗
R ,λ∗) ∈R7
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given by 

h∗
L = hL

(
λL −uL

λL −uHLL

)
,

h∗
R = hR

(
λR −uR

λR −uHLL

)
,

u∗
L = uHLL ,

u∗
R = uHLL ,

û∗
L = ûL

(
λL −uL

λL −uHLL

)
,

û∗
R = ûR

(
λR −uR

λR −uHLL

)
,

λ∗ = uHLL .

(HLLu)

Proof. Using the definition of hHLL in (HLL), the first equation of (3.29) reads

h∗
R

(
λR −λ∗)+h∗

L

(
λ∗−λL

)= hR
(
λR −uR

)+hL
(
uL −λL

)
, (3.31)

is strictly positive since λR > uR and λL < uL . The second equation of the same
system is equivalent to

λ∗ (
h∗

R

(
λR −λ∗)+h∗

L

(
λ∗−λL

))= (
hR

(
λR −uR

)−hL
(
λL −uL

))
uHLL ,

It follows that λ∗ = uHLL . Third equation of (3.29) and (3.28) lead to

ûR

hR

(
h∗

R

(
λR −λ∗)−hR

(
λR −uR

))+ ûL

hL

(
h∗

L

(
λ∗−λL

)−hL
(
uL −λL

))= 0. (3.32)

The linear system (3.31) and (3.32) on
(
h∗

L ,h∗
R

)
is well posed if ûR

hR
6= ûL

hL
and yields

the values of h∗
L and h∗

R in (HLLu). Finally, (3.28) gives û∗
L and û∗

R and (3.30)
gives u∗

L and u∗
R .

Remark 5. For ûR
hR

= ûL
hL

, (HLLu) is also a solution of the system (3.29)-(3.28) and
(3.30).

It remains to prove that λL <λ∗ = uHLL <λR is verified.

Proposition 22. Assume that hL > 0 and hR > 0. Let λL , λR and uHLL be defined
respectively by (3.14) and (HLL). We get that λL <λ∗ <λR .

Proof. We first prove that λR −uHLL is positive. Definitions (HLL) and (3.14)
lead to

λR −uHLL =λR − λR hR uR −λLhLuL −
[
h(u2 + û2)+ g

2 h2
]

(λR −λL)hHLL
(3.33)

= λR (λR −λL)hHLL −λR hR uR +λLhLuL +
[
h(u2 + û2)+ g

2 h2
]

(λR −λL)hHLL
.
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According to (3.14), λR −λL is positive. Then, we proved in Proposition 15 that
hHLL is positive. Hence, (λR −λL)hHLL is always positive. Therefore the posi-
tivity of λR −uHLL depends on the positivity of the numerator in (3.33). Let us
define

PR (λL ,λR ) :=λR (λR −λL)hHLL −λR hR uR +λLhLuL +
[

h(u2 + û2)+ g

2
h2

]
.

Using the definition of hHLL in (HLL), it reads

PR (λL ,λR ) =λR hR
(
λR −uR

)+λR hL
(
uL −λL

)−hR uR
(
λR −uR

)−hLuL
(
uL −λL

)
+hR û2

R −hLû2
L +

g

2
h2

R − g

2
h2

L

= hR
(
λR −uR

)2 +hL
(
λR −uL

)(
uL −λL

)+hR û2
R −hLû2

L +
g

2
h2

R − g

2
h2

L .

The definition of λL and λR in (3.14) ensures that λR −uR ≥ cR ≥ 0, uL −λL ≥
cL ≥ 0 and λR −uL ≥ cL ≥ 0. Therefore, using the definition of cL ,

PR (λL ,λR ) > hR c2
R +hLc2

L +hR û2
R −hLû2

L +
g

2
h2

R − g

2
h2

L

> hR

(
c2

R + û2
R + g

2
hR

)
+hL

(
2û2

L +
g

2
hL

)
.

It follows that λR −uHLL is positive.
In a similar way we prove that uHLL −λL is positive

uHLL −λL > hL
(
c2

L + û2
L +

g
2 hL

)+hR
(
2û2

R + g
2 hR

)
(λR −λL)hHLL

> 0.

Hence, we can finally conclude that λL <λ∗ = uHLL <λR .

It remains now to prove the positivity of the intermediate water heights.

Proposition 23. Assume that hL and hR are positive, then the intermediate wa-
ter heights h∗

L and h∗
R defined in (HLLu) are positive.

Proof. In proposition (22) we established thatλL < uHLL <λR . SinceλR−uR > 0
and uL −λL > 0, it follows from (HLLu) that h∗

L and h∗
R are positive if hL and hR

are positive.

Proposition 24. For any choice of the external wavesλL andλR , the HLLu scheme
satisfies the following properties:
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• the maximum principle on S,

• the preservation of the stationary contact discontinuity where u = 0 and
hû2 + g

2 h2 is constant.

Proof. To prove that the HLLu scheme (HLLu) satisfies the maximum principle
of S, we follow the proof of Proposition 16 considering that, in this case we have
two intermediate states hence, N = 2 and S j∗ is equal to SL or SR . Concerning
the preservation of the stationary contact discontinuity, for uL = uR = 0 we get
that uHLL = 0 and then we can conclude from (HLLu) that

u∗
L = u∗

R = λ∗ = 0,
h∗

L = hL ,
h∗

R = hR ,
û∗

L = ûL ,
û∗

R = ûR .

As a consequence, the stationary contact discontinuity is preserved.

Remark 6. We can also prove that the ARS used in HLLu scheme (HLLu) is exact
on the stationary contact discontinuity even with u = cte 6= 0 and hû2 + g

2 h2 =
cte but the whole scheme is not due the averaging step (3.9).

Remark 7. Note that in [17] a inequality (2.162) is associated to the scheme
(2.161). The proof uses the fact that the opposite of the specific energy is a convex
function of

(1
e ,e

)
. It is not the case for the shear S in our model and we are not

able to prove a discrete energy inequality.

Remark 8. We mention that the (HLLu) scheme was also used in the approxima-
tion of the Shear shallow water model in [23]. This work was published during
this PHD. The authors do not prove any stability properties.

Figure 3.3 shows that the HLLu scheme improves the results HLLu in com-
parison with other schemes. In particular, the spurious deviation on u disap-
pears.

Remark 9. If ûL = ûR = 0, then û∗
L = û∗

R = 0 and û remains equal to zero at the
next time step. However, since the water height is discontinuous through λ∗, the
intermediate water heights h∗

L and h∗
R are different from hHLL and then we do

not retrieve the HLL scheme for the classical shallow water (SW ) contrary to the
HLL∗ solver. But, we retrieve the Siliciu scheme proposed in [17, §2.4.5].
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Figure 3.3: Dam Break case: Plots of the variables using HLL, HLL∗ and HLLu

solvers for 1000 grid cells

3.6 Numerical results

In this section, we will illustrate the behavior of the schemes for several Rie-
mann problems introduced in [1]. All these problems contain a contact dis-
continuity. For each numerical test we will show the differences between the
three schemes described before. To ensure that the CFL condition is satisfied,
we set

∆t n =αC F L
∆x

2Γ
, Γ= max

i

(
|λn

L,i+ 1
2
|, |λn

R,i+ 1
2
|
)

with 0 <αC F L ≤ 1. In the following, we set αC F L = 0.9.
We compare the solutions computed by the several schemes with the analytical
solution of the Riemann problems, see [1]. In addition to that, for a domain dis-
cretized with nx cells we compute the L2 errors using the following expression

L2 =
√

1

nx

nx∑
i=1

(
Ui −U ex

i

)2 (3.34)

where Ui and U ex
i are respectively the approximate and the exact solutions at

the cell Ci and at the physical time tend .
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nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu order HLLu

102 4.9e-02 - 4.5e-02 - 4.4e-02 -
103 2.1e-02 0.37 1.6e-02 0.43 1.6e-02 0.43
104 1.08e-02 0.29 7.7e-03 0.33 7.6e-03 0.32
105 6e-03 0.25 4.1e-03 0.27 4.2e-03 0.27
106 3e-03 0.25 2.2e-03 0.25 2e-03 0.25

Table 3.1: Height error and order of accuracy of the three schemes for the Dam
break case

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 1.17e-01 - 1.2e-01 - 1.15e-01 -
103 3.7e-02 0.54 3.7e-02 0.53 3.6e-02 0.53
104 1.1e-02 0.53 1e-02 0.52 1e-02 0.52
105 5e-03 0.34 4.2e-03 0.43 4.1e-03 0.4
106 2e-03 0.33 1.4e-03 0.35 1.5e-03 0.34

Table 3.2: Mean velocity error and order of accuracy of the three schemes for
the Dam break case

3.6.1 Dam break problem

During the construction of the schemes, we presented their behavior on a first
test case with one rarefaction and one shock. In addition to the qualitative re-
sults of Figure 3.3, we now present the L2 errors and orders for h, u and û re-
spectively in Table 3.1, 3.2 and 3.3. The error tables show that the L2 errors
for the HLL solver are around 50% larger than the errors of 3−waves schemes
for h and û because they are affected by the contact discontinuity whereas the
errors of u are very close for the three schemes. The three schemes present a
very close order of accuracy. This order of accuracy is better for u than h and û.
We retrieve that the convergence is faster on rarefaction or shock than contact
discontinuity. For h and û, we observe that the order is around 0.25 whereas we
should refine more to exhibit the asymptotic order for u.

Now, we present another test case with two shocks.
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nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 1.2e-01 - 9.9e-02 - 9e-02 -
103 6.1e-02 0.29 4.3e-02 0.35 4.3e-02 0.34
104 3.3e-02 0.26 2.3e-02 0.27 2.3e-02 0.27
105 1.8e-02 0.25 1.2-02 0.25 1.2e-02 0.25
106 1e-02 0.24 7e-03 0.25 7e-03 0.25

Table 3.3: Standard deviation error and order of accuracy of the three schemes
for the Dam break case

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 1.5e-01 - 1.4e-01 - 1.1e-01 -
103 7.3e-02 0.33 5.5e-02 0.41 5.1e-02 0.36
104 3.8e-02 0.27 2.7e-02 0.31 2.5e-02 0.3
105 2.1e-02 0.26 1.4e-02 0.28 1.3e-02 0.26
106 1.2e-02 0.25 4.1e-03 0.25 4.2e-03 0.25

Table 3.4: Height error and order of accuracy of the three schemes for the two
shocks problem § 3.6.2

3.6.2 Two shock case

The initial conditions are

UL = (2,6,2) ,
UR = (1,−6,2) .

In this test case, the two external waves of the exact solution are shock waves.
The numerical simulations in Figure 3.4 present the same characteristic as for
the previous test case: HLL solver is more diffusive on the contact wave and
HLL∗ solver presents a small spurious deviation on u on this wave. The errors
in Table 3.4, 3.5 and 3.6 are a bit larger than for the Dam break problem but the
orders of convergence are similar for h and û.
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Figure 3.4: The two shock problem § 3.6.2. Plots of the variables using HLL,
HLL∗ and HLLCu solvers for 1000 grid cells

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 4.4e-01 - 4.9e-01 - 3.9e-01 -
103 1.2e-01 0.53 1.4e-01 0.54 1.1e-01 0.54
104 4.8e-02 0.42 5.3e-02 0.42 4.4e-02 0.4
105 1.8e-02 0.42 1.8e-02 0.45 1.6e-02 0.44
106 1.4e-03 0.44 1.1e-03 0.45 1e-03 0.45

Table 3.5: Mean velocity error and order of accuracy of the three schemes for
the two shocks problem § 3.6.2

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 2.7e-01 - 2.1e-01 - 1.9e-01 -
103 1.3e-01 0.31 9.6e-02 0.38 9.4e-02 0.33
104 7.1e-02 0.27 4.9e-02 0.29 4.7e-02 0.28
105 3.9e-02 0.25 2.6e-02 0.27 2.5e-02 0.26
106 3e-02 0.25 1.6e-02 0.25 1.4e-02 0.25

Table 3.6: Standard deviation error and order of accuracy of the three schemes
for the two shocks problem § 3.6.2
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Figure 3.5: The two rarefactions case § 3.6.3. Plots of the variables using HLL,
HLL∗ and HLLu solvers for 1000 grid cells

3.6.3 Two rarefactions case

The initial conditions are
UL = (1,−2.5,1) ,
UR = (1,2.5,3) .

In this test case, the two external waves of the exact solution are rarefaction
waves. Results on Figure 3.5 are similar to the previous one. Errors on Table 3.7,
Table 3.8 and 3.9 are, for the finest mesh, ten times smaller than for the two
shocks problem § 3.6.2. Moreover, the orders of convergence are much better
(around 0.7) for the mean velocity (for which the solutions is here C 0 and piece-
wise C 1). But, for h and û, the orders are almost the same as the two shocks
problem due to the presence of the contact discontinuity.

3.6.4 Dam break problem with change of sign on û

We plotted in the first three test cases the numerical solutions for Riemann
problems with a constant sign of û on the left and the right of the domain. In
this section, we look for a Riemann problem with initial conditions of different
signs on the left and the right of the domain for û. More precisely, we consider
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nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 3.6e-02 - 3.8e-012 - 3.8e-02 -
103 1.1e-02 0.56 9.7e-03 0.59 9.6e-03 0.59
104 3.3e-03 0.47 2.9e-03 0.51 2.9e-03 0.51
105 1.5e-03 0.34 1.2e-03 0.39 1.2e-03 0.39
106 8e-04 0.26 6e-04 0.28 6e-04 0.28

Table 3.7: Height error and order of accuracy of the three schemes for the two
rarefactions problem § 3.6.3

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 1.6e-01 - 1.6e-01 - 1.6e-01 -
103 4.4e-02 0.57 4.4e-02 0.55 4.3e-02 0.56
104 1e-02 0.63 1e-02 0.63 1e-02 0.62
105 2.1e-03 0.7 2e-03 0.7 2e-03 0.69
106 3e-04 0.73 3e-04 0.73 4e-04 0.73

Table 3.8: Mean velocity error and order of accuracy of the three schemes for
the two rarefactions problem § 3.6.3

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 1.1e-01 - 1.1e-01 - 1.1e-01 -
103 3.3e-02 0.49 3.1e-02 0.55 3e-02 0.55
104 1.5e-02 0.35 1.2e-02 0.41 1.2e-02 0.41
105 8e-03 0.26 6e-03 0.27 6-03 0.27
106 4e-03 0.25 3e-03 0.25 3.5e-03 0.25

Table 3.9: Standard deviation error and order of accuracy of the three schemes
for the two rarefactions problem § 3.6.3
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Figure 3.6: Rarefaction/Shock case 2. Plots of the variables using HLL, HLL∗

and HLLu solvers for 1000 grid cells

a Dam break problem for which ûL and ûR don’t have the same sign and the
initial conditions are

UL = (2,0,2) ,
UR = (1,0,−2) .

In Figure 3.6, we show the numerical results for the three solvers. We can clearly
remark when comparing Figure 3.6 and Figure 3.3 that the behavior of the schemes
differs when the initial conditions of û have not the same sign. We observe a
large spurious deviation on h at the contact discontinuity and a small one on
u for the HLL∗ scheme. Moreover, we observe a delay on the position of the
numerical shock. This delay on the shock can be explained by the presence of
the spurious deviation on h near the contact discontinuity which is a mass gain
that has to be removed somewhere else since the scheme is mass conservative.
This spurious deviation on h in the numerical results is related to the fact that
the numerical approximation of û goes from ûL > 0 to ûR < 0 through a smooth
solution (due to numerical viscosity) that passes then necessarily by zero, see
Proposition 25.

Proposition 25. Consider a regular solution that depends only on the variable
z = x −ut for the Riemann problem associated to (SW H

2 ) with a change of sign
on û. If û is monotone then h is not.
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Figure 3.7: Dam break problem with change of sign on û § 3.6.4. Plots of the
hû2 using HLL, HLL∗ and HLLu solvers for 1000 grid cells

Proof. When the solution
(
h,hu, û

)
of (SW H

2 ) is a C 1 regular function of z =
x −ut , the system (SW H

2 ) becomes a system of three ODE’s
−uh

′ +uh
′ +hu

′ = 0,

−u
(
hu

)′ +uhu′+u
(
hu

) ′+ (
hû2 + g

2 h2
)′ = 0,

−uû
′ +uû

′ + ûu
′ = 0,

which, for h > 0 is equivalent to{
u

′ = 0,(
hû2 + g

2 h2
)′ = 0,

(3.35)

leading to

2hûû
′ +h

′
û2 + g hh

′ = 0.

Hence, we get

h
′ =− 2hûû

′

û2 + g h
.

It allows us to conclude that if S changes its sign and is monotone, the sign of
h

′
is equal (or opposite) to the sign of S. Hence, if the sign of S changes, h is not

monotone.
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Remark 10. According to (3.35), the pressure hû2+ g
2 h2 is constant. Hence, if h is

not monotone across the contact discontinuity then, hû2 isn’t monotone as well
and its numerical approximation also contains a large spurious deviation, see
Figure 3.7.

Remark 11. The errors reported in Table 3.10, 3.11 and 3.12 for the case when û
changes its sign are much larger than the ones reported in Table 3.1, 3.2 and 3.3
where the sign of û remains the same. Moreover, the order of convergence for u
is worse and is now the same as the order of convergence for h and û. This can
be related to the bad approximation of the pressure on the contact discontinuity
and to the delay on the shock wave.

In the following, we test two different Riemann problems to verify the third
property of Proposition 24.

3.6.5 Stationary contact discontinuity

We proved in Proposition 24 that the HLLu solver exactly preserves a station-
ary contact discontinuity. Here, we investigate the behavior of HLL and HLL∗

solvers for this test case. Hence, we consider a Riemann problem for which u is
zero and hû2 + g

2 h2 = cte. More precisely, the initial conditions are

UL = (1,0,1) ,
UR = (0.5,0,3.509) .

In Figure 3.8, we see that the HLL solver is very diffusive for h and û on the
contact discontinuity. The results of the HLL∗ solver are much better for h and
û but present spurious deviations: a large stationary one on u at the contact
discontinuity and two small ones that travel to the left and to the right that one
can see on the three quantities h, u and û. This can also be concluded from
Table 3.13, 3.14 and 3.15.
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nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 8.8e-02 - 6.6e-02 - 6.8e-02 -
103 5.3e-02 0.24 3.8e-02 0.3 3.8e-02 0.31
104 3.1e-02 0.24 2.2e-02 0.24 2.2e-02 0.24
105 1.7e-02 0.24 1.2e-02 0.24 1.2e-02 0.24
106 9e-03 0.25 7e-03 0.25 7e-03 0.25

Table 3.10: Height error and order of accuracy of the three schemes for the Dam
break problem with change of sign on û § 3.6.4

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 2e-01 - 1.4e-01 - 1.4e-01 -
103 1e-01 0.23 5e-02 0.32 6e-02 0.29
104 6e-02 0.21 4.2e-02 0.2 4e-02 0.21
105 3e-02 0.24 2.4e-02 0.22 2.5e-02 0.22
106 2e-02 0.24 1.4e-02 0.24 1.4e-02 0.24

Table 3.11: Mean velocity error and order of accuracy of the three schemes for
the Dam break problem with change of sign on û § 3.6.4

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 4.1e-01 - 2.8e-01 - 2.9e-01 -
103 2.3e-01 0.24 1.6e-01 0.31 1.6e-01 0.3
104 1.3e-01 0.25 9e-02 0.25 9e-02 0.24
105 7e-02 0.24 5e-02 0.24 5e-02 0.24
106 4e-02 0.24 2e-02 0.24 2.e-02 0.24

Table 3.12: Standard deviation error and order of accuracy of the three schemes
for the Dam break problem with change of sign on û § 3.6.4
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nx errHLL orderHLL errHLL∗ orderHLL∗

102 5e-02 - 3e-02 -
103 2.8e-02 0.26 1.2e-02 0.5
104 1.6e-02 0.25 3e-03 0.5
105 9e-03 0.24 1.2e-03 0.49
106 5e-03 0.24 4e-04 0.48

Table 3.13: Height error and order of accuracy of the three schemes for the sta-
tionary contact discontinuity § 3.6.5

nx errHLL orderHLL errHLL∗ orderHLL∗

102 3e-03 - 1e-01 -
103 1e-03 0.57 3.2e-02 0.51
104 3e-04 0.49 1e-02 0.5
105 1e-04 0.46 3e-03 0.5
106 3e-05 0.46 9.7e-04 0.5

Table 3.14: Mean velocity error and order of accuracy of the three schemes for
the stationary contact discontinuity § 3.6.5

nx errHLL orderHLL errHLL∗ orderHLL∗

102 2.2e-01 - 2.2e-01 -
103 1.2e-01 0.25 7.1e-02 0.5
104 6.9e-02 0.25 2.2e-02 0.5
105 3e-02 0.24 7e-03 0.49
106 2e-02 0.24 2e-03 0.48

Table 3.15: Standard deviation error and order of accuracy of the three schemes
for stationary contact discontinuity § 3.6.5
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Figure 3.8: Stationary contact discontinuity § 3.6.5. Plots of the variables using
HLL, HLL∗ and HLLu solvers for 1000 grid cells
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3.6.6 Traveling contact discontinuity

Here, we investigate the case of a traveling isolated contact discontinuity. In
this case we proved in Remark 6 that the approximated Riemann problem as-
sociated to the HLLu solver is exact and we would like to see if it has an impact
on the numerical results. Hence, we consider a Riemann problem where u and
hû2+ g

2 h2 = cte are constant but not zero. More precisely, the initial conditions
are

UL = (1,1,1) ,
UR = (0.5,1,3.509) .

We see in Figure 3.9 that in that case none of the schemes exactly preserves the

Figure 3.9: Traveling contact discontinuity § 3.6.6. Plots of the variables using
HLL, HLL∗ and HLLu solvers for 1000 grid cells

contact discontinuity. Nevertheless, the HLLu solver gives better results since
the HLL solver is much more diffusive on the contact discontinuity and the
HLL∗ solver presents the same spurious deviations as in the stationary case.
Errors on Table 3.16, 3.17 and 3.18 are similar for the HLL∗ and HLLu schemes
on h and û and better than the HLL scheme. But, for the mean velocity the
HLLu gives better errors whereas the HLL∗ scheme has better order of conver-
gence. But, we can’t know if that order is relevant due to the presence of the
numerical artifacts in the HLL∗ scheme.
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nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 5.2e-02 - 4.1e-02 - 3.9e-02 -
103 2.8e-02 0.26 1.9e-02 0.31 1.9e-02 0.29
104 1.6e-02 0.25 1e-02 0.25 1e-02 0.25
105 9.1e-03 0.24 6.1e-03 0.25 6.1e-03 0.25
106 5e-03 0.25 3e-03 0.25 3e-03 0.25

Table 3.16: Height error and order of accuracy of the three schemes for the trav-
eling contact discontinuity § 3.6.6

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 3.9e-03 - 5.5e-02 - 1.5e-03 -
103 1e-03 0.57 9.8e-03 0.75 5e-04 0.47
104 3.4e-04 0.49 1.7e-03 0.75 1.8e-04 0.44
105 1.1e-04 0.46 3e-04 0.75 6.4e-05 0.45
106 4.e-05 0.46 5e-05 0.75 2.e-05 0.45

Table 3.17: Mean velocity error and order of accuracy of the three schemes for
the traveling contact discontinuity § 3.6.6

nx errHLL orderHLL errHLL∗ orderHLL∗ errHLLu orderHLLu

102 2.2e-01 - 1.6e-01 - 1.6e-01 -
103 1.2e-01 0.25 8.4e-02 0.3 8.4e-02 0.28
104 6.9.3e-02 0.24 4.6e-02 0.25 4.6e-02 0.25
105 3.8e-02 0.24 2.6e-02 0.25 2.6e-02 0.25
106 2.1e-02 0.25 1.4e-02 0.25 1e-02 0.25

Table 3.18: Standard deviation error and order of accuracy of the three schemes
for the traveling contact discontinuity § 3.6.6
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3.7 Discrete energy inequality of the schemes

In [1], the solution of (SW H
2 ) is defined as weak solution of this system of PDE

that moreover dissipates the mechanical energy (3.4). Here, we are interested
in verifying if the schemes satisfy a discrete energy inequality.
According to [17, §2.2.2], a scheme verifies a discrete energy inequality asso-
ciated to an energy, if there exists a numerical energy flux G (UL ,UR ) which is
consistent with the exact energy flux, i.e G (U ,U ) = G (U ) defined in (3.5) such
that under some CFL condition, the discrete values computed by (3.7) auto-
matically verify

∀i ∈Z,∀n ∈N, E
(
U n+1

i

)−E
(
U n

i

)+ ∆t n

∆x

(
G n

i+ 1
2
−G n

i− 1
2

)
≤ 0, (3.36)

where
G n

i+ 1
2
=G

(
U n

i+1,U n
i

)
.

If the energy is a convex function of the conserved variables, there is a gen-
eral theory for discrete entropy inequality (3.36) where the flux is an approxi-
mate Riemann solver, see for example [17, §2.3]. We can’t use this general the-
ory in this work because in our case the energy (3.4) is not a convex function
of

(
h,hu, û

)
, see [1]. Therefore, we choose to investigate numerically whether

(3.36) holds or not. This strategy consists in exploring for a single time step, 104

random Riemann problems to test on two cells if (3.36) holds or not. Neumann
boundary conditions are used on both boundaries, where we use the consis-
tency property of G to determine the numerical energy flux. The variables are
chosen randomly between ]0,1].
More precisely, if (3.36) is verified then, it is necessarily true in the two cells. In
other words, for one time step, we have

E
(
U 1

1

)−E
(
U 0

1

)+ ∆t n

∆x

(
G 0

3
2
−G 0

1
2

)
≤ 0,

E
(
U 1

2

)−E
(
U 0

2

)+ ∆t n

∆x

(
G 0

5
2
−G 0

3
2

)
≤ 0,

where G n
5
2

= G
(
U n

2

)
and G n

1
2

= G
(
U n

1

)
due to the consistency with the exact en-

ergy flux.
Adding the above inequalities lead to the following global necessary condition

∆E 0,1 := E
(
U 1

2

)+E
(
U 1

1

)− (
E

(
U 0

2

)+E
(
U 0

1

))+ ∆t n

∆x

(
G 0

5
2
−G 0

1
2

)
≤ 0. (3.37)

When (3.37) is not verified then, (3.36) is not verified too.
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nx HLL∗ HLLu

M ax(∆E n) 0.05 0.001
j 487 15

U LM ax(∆E n ) UL = [0.58,0.08,0.74] UL = [0.85,0.4,0.25]
U RM ax(∆E n ) UR = [0.62,0.18,0.68] UR = [0.77,0.33,0.89]

Table 3.19: Interesting values corresponding to the cases where the schemes
are non-dissipative.

3.7.1 The case ûL = ûR = 0

We start with the case of the classical Shallow water model. We mention that
in this case the energy is convex and it was proven in [17] that the HLL scheme
verifies the dissipative energy inequality (3.36). This was also true using (3.37)
not only for the HLL scheme but for other schemes as well.

3.7.2 The case ûL 6= 0 and ûR 6= 0

For the model with two velocities, we conclude through the numerical results
that the HLL scheme verifies (3.37). In this case, we might think that it is dis-
sipative even if it is very diffusive on the transport wave. Concerning the other
schemes, we present in Table 3.19 the number of times j where (3.37) is increas-
ing, the maximum value M ax(∆E n) of the non dissipative energy obtained as
well as the Riemann problem UM ax(∆E n ) associated to this maximum value. We
can conclude from Table 3.19 that the HLL∗ and the HLLu schemes don’t ver-
ify the discrete energy inequality. However, we can remark that for the HLL∗

there are more Riemann problems for which the (3.37) relatio is not true than
for the HLLu scheme.



Chapter 4

Numerical schemes for the model
with topography

In this chapter we extend the numerical schemes introduced in Chapter 3 to
approach the solutions of the model with topography (SW2)

∂t h + ∂x
(
hu

) = 0,
∂t

(
hu

) + ∂x
(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂t û + ∂x

(
uû

) = 0,
(SW2)

where Z is a C 1 function representing the topography. The difference between
the homogeneous system (SW H

2 ) and the system with topography (SW2) is that
it presents non-constant stationary solutions

(
h,hu, û

)
. Thus, our aim in this

chapter is to derive finite volume Approximate Riemann solvers "ARS" that pre-
serve the stability properties in the previous chapter (i), (ii), (iii) and the accu-
racy on the contact discontinuity while verifying a well-balanced property for
all regular steady states of the system (SW2).
First, we begin with some general results on the model with topography that
we will use to derive and analyze our ARS. Adding Z as a stationary new vari-
able, the shallow water model with two velocities (SW2) can be written under
the following form

∂t W +∂xF (W ) = B (W ) , (4.1)

where

W =


h

hu
û
Z

 , F (W ) =


hu

h
(
u2 + û2

)+ g
2 h2

uû
0

 and B (W ) =


0

−g h∂x Z
0
0

 .

123
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with U the vector of the conservative variables of the homogeneous (SW2). The
system is completed by the initial value

W (0, x) =W0 (x) ,

and the boundary conditions that we will detail when we test the behavior of
the numerical schemes in the next chapter. The system (SW2) rewrites under
the quasi-linear form

∂t V + A (V )∂xV = 0,

where V = (
h,u, û, Z

)
and A (V ) is the matrix defined by

A (V ) =


u h 0 0

g + û2

h u 2û g
0 û u 0
0 0 0 0

 .

The matrix A (V ) possesses four eigenvalues, three of them are the eigenvalues
of the homogeneous system, see (3.2) and the fourth one λ0 is related to the
new stationary variable Z . The eigenvalues are

λE ′
1 = u −

√
g h +3û2, λE ′

2 = u, λE ′
3 = u +

√
g h +3û2, and λ0 = 0.

(4.2)
The characteristic fields associated to λE ′

2 and λ0 are linearly degenerate, while

the characteristic fields associated to λE ′
1 and λE ′

3 are genuinely nonlinear. A set
of independent k−Riemann invariants, denoted Rk is given by

R
λE ′

1
=

{
RλE

1
, Z

}
,

R
λE ′

2
=

{
RλE

2
, Z

}
,

R
λE ′

3
=

{
RλE

3
, Z

}
,

Rλ0 =
{

hu, u2

2 + 3û2

2 + g (h +Z ) ,uû
}

.

(4.3)

The mechanical energy of (SW2) reads

E = g
h2

2
+ h

2

(
u2 + û2)+ g hZ ,

and the associated energy flux is

G =
(

g h + u2 +3û2

2
+ g Z

)
hu.
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4.1 Godunov type schemes

The main objective of this work is to derive numerical schemes able to preserve
the smooth steady state solutions of (SW2) presented in Chapter 2. To construct
these schemes, as in Chapter 3, we use the finite volume strategy. The method
is similar to the finite volume framework proposed in § 3.1 for the conservative
schemes (3.7) but with a slight difference due to the presence of the topography
source term. We propose then the following update formula

∀i ∈Z,∀n ∈N W n+1
i =W n

i − ∆t n

∆x

(
F n

i+ 1
2
−F n

i− 1
2

)
+∆t nBn

i ,

where as previously W n
i should be a piecewise constant approximation of W (x, t )

at time t n on the cell Ci , F n
i+ 1

2

is the numerical flux at the interface that will be

defined later to be an approximation of (3.8) and the new quantity Bn
i is the

numerical source term on the cell Ci to be defined later to be an approximation
of

1

∆t n

1

∆x

∫ x
i+ 1

2

x
i− 1

2

∫ t n+1

t n
B (W (t , x))d td x.

The initialization of the algorithm can be computed with

∀i ∈Z W 0
i = 1

∆x

∫ x
i+ 1

2

x
i− 1

2

W0 (x)d x.

As previously, we will consider approximate Riemann solvers. We already men-
tioned that for the homogeneous shallow water model with two velocities, the
Riemann problem was solved in [1] but its computation needs the solution of a
nonlinear problem. For the classical shallow water model with topography, the
Riemann problem was studied in [3, 24, 5]. Its computation also needs the so-
lution of a non linear problem and it was proven that the solution is not always
unique. For the (SW2) system no solution of the Riemann problem is avail-
able. Hence, approximate Riemann solvers are a good alternative to Godunov
schemes for which the exact solution of the Riemann problem is needed.

4.2 Stability and consistency

We have introduced in §3.2 the properties the approximate Riemann solver has
to satisfy to ensure stability and consistency. Here, we recall these properties to
adapt with the presence of the stationary wave:
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1. To preserve the order of the waves, see (4.2), we modify (3.14) and we
choose the following two external waves

λL = min
(
uL − cL ,uR − cR ,0

)
,

λR = max
(
uL + cL ,uR + cR ,0

)
,

(4.4)

2. Since λL and λR are still the external waves, we use the same definition of
the CFL condition

max
i

(
|λn

L,i+ 1
2
|, |λn

R,i+ 1
2
|
)
∆t n ≤ ∆x

2
,

3. The main difference between (SW H
2 ) and (SW2) is that (3.1) is written un-

der a conservative form while (4.1) is not. Hence, the presence of the
source term affects the consistency property introduced in [40, Thm 3.1].
According to [4, Prop 4] the consistency relation now reads

F (WR )−F (WL)−∆x · B̃
(
∆x,∆t n ,WL ,WR

)= N∑
j=1

λ j

(
W̃ j+ 1

2
−W̃ j− 1

2

)
. (4.5)

where B̃ is a numerical approximation of the source term verifying

lim
∆x,∆t n→0

WL ,WR→W

B̃
(
∆x,∆t n ,WL ,WR

)= B (W ) .

For the sake of simplicity, we denote B̃ = B̃ (∆x,∆t n ,WL ,WR ).

4.3 Steady state solutions

According to Chapter 2 Definition 2, the steady states of (SW2) system are gov-
erned by 

∂x
(
hu

) = 0,
∂x

(
h

(
u2 + û2

)+ g
2 h2

) = −g h∂x Z ,
∂x

(
uû

) = 0
(SSW2)

which for smooth steady states leads to
hu = M ,
u2

2 + 3û2

2 + g (h +Z ) = K ,
uû = MS.

(4.6)
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where M ∈R, S ∈R and K ∈R. For M ∈R∗ and h ∈R∗+, we note S = û
h . The study

of the general steady state solutions for (SW2) was done in detail in Chapter 2.
Here, we will construct numerical schemes to preserve the smooth steady states.
Such schemes are called well-balanced and were first introduced for the lake at
rest (M = 0 and S = 0) in [13]. We refer also to [17] where the author presents
a detailed literature review listing different numerical schemes for the lake at
rest. Then, to adapt these schemes for M 6= 0 and S = 0, an extension of the
hydrostatic reconstruction was proposed by the authors in [22] which unfortu-
nately doesn’t preserve the positivity of the water heights. Another correction
was proposed for subsonic steady states that preserves the positivity of the wa-
ter heights [18]. To deal with all the smooth steady states, a numerical tech-
nique was proposed for ARS based on [14, 15] in which the intermediate states
are obtained by solving a Bernoulli-type equation. But, in order to introduce
the source term within the approximate Riemann solver, this approach con-
sists on solving a non linear equation at each interface and is very costly. More
recently, a linearization of this non linear equation was done in [45]. However,
the proposed scheme involves some difficulties regarding the discretization of
the source term. To deal with this issue, a correction of the topography source
term discretization was presented in [16]. Up to our knowledge a construction
of a well-balanced scheme for S 6= 0 was never studied.
In the context of approximate Riemann solver, the well-balanced property is
defined as follows:
For all WL = (

hL ,hLuL , ûL , ZL
)

and WR = (
hR ,hR uR , ûR , ZR

)
at steady state, i.e

verifying (4.6), the well-balanced approximate Riemann solver W̃ should verify

W̃
(x

t
,WL ,WR

)
=

{
WL if x

t < 0,

WR if x
t > 0.

(4.7)

In the following, we study three ARS that are extensions of the solvers intro-
duced in Chapter 3 and adapted to take into consideration the presence of the
topography source term, i.e the presence of the additional contact discontinu-
ity λ0. We will proceed as follows:

• We first construct an ARS named HLL0. This solver is an extension of
HLL scheme introduced in § 3.3 for which we add the discontinuity λ0.
It is a direct extension to the case S 6= 0 of the scheme proposed in [45].
This first solver doesn’t take into account the contact discontinuity on S.

• Then, we construct a second numerical scheme named HLL∗
0 as done

in the HLL∗ scheme for the homogeneous model (SW H
2 ) in § 3.4. We

prove that the HLL∗
0 scheme can also be seen as a 4-waves approximate
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Riemann solver where we consider that the water height and the mean
velocity are constant through the transport wave. A similar strategy was
used to approximate the solution of the Ripa model with source term in
[29].

• Finally, to take into consideration the four waves and the Riemann invari-
ants of the model, we construct a 4−waves approximate Riemann solver,
named HLL0,u which can be seen as variation of the HLL∗

0 scheme and a
combination of HLL0 and HLLu .

The three ARS verify the maximum principle on S but they don’t verify a dis-
crete dissipative energy.
In this section, we will assume that hL ≥ 0, hR ≥ 0 and M ∈ R∗+. In addition,
we consider for all ARS that the topography is only discontinuous through λ0.
Hence, all the intermediate states at the left and right of λ0 are equal respec-
tively to ZL and ZR .
Before constructing the schemes, we will start by giving a consistent approxi-
mation of the source term.

4.4 Determination of the topography source term

One of the crucial issues one faces in the derivation of numerical schemes to
accurately approximate the weak solutions of systems with topography such as
(SW2) is to verify the well-balanced property (4.7). To do that, we need to find
a suitable approximation of the source term. In a series of paper [44, 45, 16],
two strategies were proposed to define this approximation. Both of them allow
to construct well-balanced schemes for the shallow-water model. Each one of
them has a drawback:

• The strategy proposed in [44, 45] is not exact for a flat bottom since the
approximated one is of order O

(
∆x2

)
in this case.

• The strategy proposed in [16] is difficult to extend to dry areas.

Here, we choose to extend to our case the strategy proposed in [16]. But all our
ARS could be used with an extension of the strategy proposed in [44, 45].
Let us introduce the quantity

εL,R = |KR −KL|+ |MR −ML|+ |SR −SL|. (4.8)
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where M , S and K were defined in (4.6).
The smooth steady state solutions of (SW2) for a Riemann problem are then
characterized by

εL,R = 0.

Definition 7. Suppose that hL > 0 and hR > 0. We define

M 2 = |ML MR | , S2 = |SLSR | , h̄ = hL +hR

2
, F̃h̄,M ,S = M 2h̄

g h2
Lh2

R

−3
S2h̄

g
.

(4.9)
When F̃h̄,M ,S 6= 1 or εL,R 6= 0, let us define an approximation of the interface to-
pography source term by

∆x · B̃ M =−g h̄ (ZR −ZL)+
(

M 2

4h2
Lh2

R

+ S2

4

)
(hR −hL) (ZR −ZL)2(

1− F̃h̄,M ,S

)2 +εL,R

. (4.10)

Proposition 26. When F̃h̄,M ,S 6= 1 or εL,R 6= 0, the approximation (4.10) is well
defined, consistent with −g h∂x Z and vanishes for a flat topography.

Proof. The proof of this proposition was done in [16, Section 3] for the classical
Shallow water model with topography and can be easily adapted here for the
model with two velocities (SW2).

Proposition 27. Suppose that WL = (UL , ZL) and WR = (UR , ZR ) define a smooth
steady state solution (4.7). The approximation of the topography source term
(4.10) ensures the relation

∆x · B̃ M = M 2
[

1

h

]R

L
+S2 [

h3]R
L + g

2

[
h2]R

L . (4.11)

which is a discrete version of the second equation of (SSW2).

Proof. For WL and WR verifying the smooth steady relations (4.7) we have M 2 =
M 2, S2 = S2 and εL,R = 0. In addition, for smooth steady states the energy flux is
constant, i.e KL = KR which leads to

M 2

2

[
1

h2

]R

L
+ 3S2

2

[
h2]R

L + g [h +Z ]R
L = 0,

which reads

M 2

2

(hL −hR ) (hR +hL)

h2
R h2

L

+ 3S2

2
(hR +hL) (hR −hL)+ g (hR −hL)+ g (ZR −ZL) = 0,
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which, for h̄ = hL+hR
2 gives

(hR −hL)

(
1− M 2h̄

g h2
Lh2

R

+3
S2h̄

g

)
+ (ZR −ZL) = 0 (4.12)

and then, if F̃h̄,M ,S 6= 1

(hR −hL) =− (ZR −ZL)(
1− F̃h̄,M ,S

) (4.13)

where F̃h̄,M ,S was introduced in (4.9).
For WL and WR verifying the smooth steady relations (4.7) and using the water
height jump (4.13), the approximation (4.10) reads

∆x · B̃ M =−g h̄ (ZR −ZL)−
(

M 2

4h2
Lh2

R

+ S2

4

)
(hR −hL)2 (ZR −ZL)(

1− F̃h̄,M ,S

) .

After some computations, the above equation leads to

∆x·B̃ M =−g h̄

((
1− F̃h̄,M ,S

)
+

(
F̃h̄,M ,S −

M 2

g h̄hR hL
+ S2

g h̄

(
h2

R +h2
L +hR hL

))) (ZR −ZL)(
1− F̃h̄,M ,S

) .

which is equivalent to

∆x · B̃ M =−g h̄

(
1− M 2

g h̄hR hL
+ S2

g h̄

(
h2

R +h2
L +hR hL

)) (ZR −ZL)(
1− F̃h̄,M ,S

) ,

which is nothing but

∆x · B̃ M =−
(

g h̄ − M 2

hR hL
+S2 (

h2
R +h2

L +hR hL
)) (ZR −ZL)(

1− F̃h̄,M ,S

) .

Plugging again the jump water height relation (4.13) in the above equation, we
obtain

∆x ·B̃ M =−M 2
(

hR −hL

hR hL

)
+S2 (hR −hL)

(
h2

R +h2
L +hR hL

)+ g

2
(hR +hL) (hR −hL) .

or equivalently

∆x · B̃ M =
(

g h̄ − M 2

hR hL
+S2 (

h2
R +h2

L +hR hL
))

(hR −hL) .

which is nothing but (4.11).
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Remark 12. The approximation of the source term (4.10) is ill-defined if F̃h̄,M ,S =
1 and εL,R = 0. Let us note that in that case ZR − ZL = 0, see (4.12). Then, as in
[16], we choose to set ∆x · B̃ M = 0. Other choices can be made. For example in

[30], the authors imposed∆x ·B̃ M = g

4h̄
[h]3 which is a consistent approximation

with ε= 0 and in the limit of F̃h̄,M ,S to 1.

Now that we have defined the approximation of the source term, the next
step is to construct the numerical schemes.

4.5 The HLL0 approximated Riemann solver

In this section, we will construct the first well-balanced approximate Riemann
solver named HLL0. This solver is similar to the scheme initially proposed for
the shallow water equations with topography in [16]. This approximate Rie-
mann solver is an extension of the HLL scheme proposed in § 3.3 to take into
consideration the stationary wave. Hence, it consists of two intermediate states
separated by the discontinuity λ0 = 0.
The construction of this scheme is a first step toward the construction of the
other schemes for which we add a fourth wave to be an adaptation of HLL∗

and HLLu scheme proposed in Chapter 3.
The approximate Riemann solver reads

W̃HLL0

(x

t
,UL , ZL ,UR , ZR

)
=


WL if x

t <λL ,

W ∗
L if λL < x

t <λ0,

W ∗
R if λ0 < x

t <λR ,

WR if x
t >λR ,

where W ∗
L = (

h∗
L ,h∗

L u∗
L , û∗

L , ZL
)

and W ∗
R = (

h∗
R ,h∗

R u∗
R , û∗

R , ZR
)
, see Figure 4.1.

The integral consistency relation (4.5) for HLL0 reads

λRW ∗
R −λLW ∗

L =λRWR −λLWL − (F (WR )−F (WL))+∆x · B̃ .

which component by component can be written as[
hu

] = λL
(
h∗

L −hL
)+λR

(
hR −h∗

R

)
,[

h(u2 + û2)+ g

2
h2

]
= λL

(
h∗

L u∗
L −hLuL

)+λR
(
hR uR −h∗

R u∗
R

)+∆x · B̃ ,[
uû

] = λL
(
û∗

L − ûL
)+λR

(
ûR − û∗

R

)
,
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x

λR

WR

t
λ0

W ∗
RW ∗

L

WL

λL

Figure 4.1: The waves representation of the HLL0 approximate Riemman
solver.

We introduce the following notation that will be used all along this chapter

AhHLLuHLL ,B̃ = (λR −λL)hHLLuHLL +∆x · B̃ . (4.14)

Combining the previous system with the (HLL) intermediate states in § 3.3, we
get 

λR h∗
R −λLh∗

L = (λR −λL)hHLL ,
λR h∗

R u∗
R −λLh∗

L u∗
L = AhHLLuHLL ,B̃ ,

λR û∗
R −λLû∗

L = (λR −λL) ûHLL ,
(4.15)

It is clear that the system has six unknowns since the celerity of the interme-
diate wave is imposed to be equal to zero. The relations (4.15) give us three
equations but we need three more equations to close the system. To do so, we
consider that the states L∗ and R∗ verify through the contact discontinuity λ0,
a discrete version of (SSW2).

[
hu

]R∗
L∗ = 0,[

h
(
u2 + û2

)+ g
2 h2

]R∗

L∗ = ∆x · B̃ ,[
ûu

]R∗
L∗ = 0

(4.16)

The first and third equations of (4.16) are nothing but the first and third Rie-
mann invariants (4.3) across λ0 which, for h∗

L 6= 0, h∗
R 6= 0, u∗

L 6= 0 and u∗
R 6= 0 are

equivalent to {
h∗

R u∗
R = h∗

L u∗
L := M∗,

û∗
R

h∗
R

= û∗
L

h∗
L

:= S∗.
(4.17)

Then, the second equation of (4.16) can be written as

M∗2
[

1

h

]R∗

L∗
+S∗2 [

h3]R∗
L∗ + g

2

[
h2]R∗

L∗ =∆x · B̃ , (4.18)
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which is equivalent to

M∗2
(

1

h∗
R

− 1

h∗
L

)
+S∗2 (

h∗3
R −h∗3

L

)+ g

2

(
h∗2

R −h∗2
L

)=∆x · B̃ .

and rewrites(−M∗2

h∗
L h∗

R

+ g

2

(
h∗

R +h∗
L

)+S∗2
0

(
h∗2

R +h∗
L h∗

R +h∗2
L

))(
h∗

R −h∗
L

)=∆x · B̃ . (4.19)

We can remark that the above relation is nonlinear. So instead of the above
formula and in order to give explicit formulas for h∗

L and h∗
R , we consider a lin-

earization as done in [16].

Proposition 28. For hL 6= 0 and hR 6= 0, we define

αL,R = −M 2

hLhR
+ g

2
(hR +hL)+S2

(
h2

R +hLhR +h2
L

)
,

and when αL,R 6= or εL,R 6= 0, we define

CαL,R ,B̃ := αL,R∆x · B̃

α2
L,R +εL,R

. (4.20)

Then, the relation (
h∗

R −h∗
L

)=CαL,R ,B̃ , (4.21)

is an approximated of (4.19).

Proof. The proof of this proposition is done in [16] for the classical Shallow wa-
ter model. Here, we give the proof for S 6= 0. For hL 6= 0 and hR 6= 0, the lineariza-
tion of (4.19) reads(

−M 2

hLhR
+ g

2
(hR +hL)+S2

(
h2

R +hLhR +h2
L

))(
h∗

R −h∗
L

)=∆x · B̃ .

or equivalently

αL,R
(
h∗

R −h∗
L

)=∆x · B̃ , where αL,R = −M 2

hLhR
+ g

2
(hR +hL)+S2

(
h2

R +hLhR +h2
L

)
.

(4.22)

However, the parameter αL,R can be equal to zero as long as

M 2

hLhR
= g

2
(hR +hL)+S2

(
h2

R +hLhR +h2
L

)
.
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So, for αL,R 6= 0 or εL,R 6= 0 the relation (4.22) is replaced in [16] by(
α2

L,R +εL,R
)(

h∗
R −h∗

L

)=αL,R∆x · B̃ . (4.23)

Finally, relation (4.23) can be written as (4.21).

Remark 13. The linearization (4.21) is ill-posed forαL,R = εL,R = 0. After straight
forward computations, we get

lim
αL,R→0

lim
εL,R→0

αL,R∆x · B̃(
α2

L,R +εL,R

) = hR −hL ,

but

lim
εL,R→0

lim
αL,R→0

αL,R∆x · B̃(
α2

L,R +εL,R

) = 0.

Here, as in [16], when αL,R = εL,R = 0 we choose to impose(
h∗

R −h∗
L

)= (hR −hL) .

4.5.1 Well-balanced version of the HLL0 scheme

Proposition 29. Assume that hL and hR are positive, the system (4.15), (4.17)
and (4.21) admits a unique solution

(
h∗

L ,h∗
R ,u∗

L ,u∗
R , û∗

L , û∗
R

) ∈R6 given by

h∗
L = hHLL −

λRCαL,R ,B̃

(λR −λL)
,

h∗
R = hHLL −

λLCαL,R ,B̃

(λR −λL)
,

u∗
L =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
L

,

u∗
R =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
R

,

û∗
L = ûHLL

h∗
L

hHLL
,

û∗
R = ûHLL

h∗
R

hHLL
,

(HLL0)

where the HLL intermediate states
(
hHLL ,hHLLuHLL , ûHLL

)
are defined in (HLL).
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Proof. Considering the water height consistency relation in (4.15) and the rela-
tion (4.21) we get the following linear system{

λR h∗
R −λLh∗

L = (λR −λL)hHLL ,(
h∗

R −h∗
L

)=CαL,R ,B̃ .

which can be easily solved
h∗

L = hHLL −
λRCαL,R ,B̃

(λR −λL)
,

h∗
R = hHLL −

λLCαL,R ,B̃

(λR −λL)
.

(4.24)

Then we can deduce from the second equation of the relations (4.15)

(λR −λL) M∗ = AhHLLuHLL ,B̃

which is equivalent for AhHLLuHLL ,B̃ defined in (4.14) to

M∗ = hHLLuHLL + ∆x · B̃

λR −λL
.

The mean intermediate velocity u∗
L and u∗

R are then computed from (4.17). The
third equation of (4.15) can be written as

λR h∗
R

û∗
R

h∗
R

−λLh∗
L

û∗
L

h∗
L

= (λR −λL) ûHLL

which for
û∗

R
h∗

R
= û∗

L
h∗

L
= S∗ yields to(

λR h∗
R −λLh∗

L

)
S∗ = (λR −λL) ûHLL .

Using the first equation of (4.15) and for hHLL > 0 we can conclude that

S∗ = ûHLL

hHLL
= SHLL .

Remark 14. If SL = 0 and SR = 0 then we retrieve the classical HLL scheme with
topography source term.

Proposition 30. Assume that hL and hR are positive and WL and WR define
a smooth steady state. Then, the intermediate states (HLL0) satisfy the well-
balanced property (4.7), i,e

h∗
L = hL , h∗

R = hR , M∗ = M and S∗ = S.
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Proof. For WL and WR defining a smooth steady state, the relation (??) holds

and we have we have M 2 = M 2, S2 = S2 and εL,R = 0. Thus, following the defini-
tion of CαL,R ,B̃ in (4.20) we have

CαL,R ,B̃ =
M 2

[ 1
h

]R
L +S2

[
h3

]R
L + g

2

[
h2

]R
L

−M 2

hLhR
+ g

2
(hR +hL)+S2

(
h2

R +hLhR +h2
L

) = hR −hL .

Also, the intermediate water height hHLL defined in (HLL) reads

hHLL = λR hR −λLhL −
[
hu

]R
L

λR −λL
= λR hR −λLhL

λR −λL

and ûHLL reads, as uû = MS,

ûHLL = λR ûR −λLûL −
[
uû

]R
L

λR −λL
= λR ûR −λLûL

λR −λL
.

Then, we start by proving that M∗ = M .

M∗ = λR M −λL M

λR −λL
− 1

λR −λL

(
M 2

[
1

h

]R

L
+S2 [

h3]R
L + g

2

[
h2]R

L

)
+ ∆x · B̃

λR −λL
(4.25)

= M − 1

λR −λL

(
M 2

[
1

h

]R

L
+S2 [

h3]R
L + g

2

[
h2]R

L −M 2
[

1

h

]R

L
−S2 [

h3]R
L − g

2

[
h2]R

L

)
= M .

Next, we prove that S∗ = S

S∗ = ûHLL

hHLL

= λR ûR −λLûL −
[
ûu

]R
L

λR hR −λLhL −
[
hu

]R
L

= λR hR S −λLhLS

λR hR −λLhL

= S.
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It remains to prove that h∗
L = hL and h∗

R = hR . In fact,

h∗
L = hHLL − λR∆x · B̃

α (λR −λL)

= λR hR −λLhL −
[
hu

]R
L

λR −λL
− λR∆x · B̃

α (λR −λL)

= λR hR −λLhL −λR (hR −hL)

λR −λL

= hL .

and

h∗
R = hHLL − λL∆x · B̃

α (λR −λL)

= λR hR −λLhL −
[
hu

]R
L

λR −λL
− λL∆x · B̃

α (λR −λL)

= λR hR −λLhL −λR (hR −hL)

λR −λL

= hR .

Remark 15. We note that when the topography is flat, both water height inter-
mediate states are positive. In this case h∗

L = h∗
R = hHLL > 0.

4.5.2 Positive and well-balanced version of the HLL0 scheme

We claimed Proposition 30 supposing that both intermediate water heights are
positive. However, the intermediate water heights defined in (4.24) are not al-
ways positive. Nevertheless, let us note that

• If the left and right states are at steady states then, the intermediate water
heights are necessarily positive, see Proposition 30.

• Due to the water height consistency relation (4.15), only one of the inter-
mediate water heights can be negative.
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To define a positive and well-balanced HLL0 scheme, our strategy is to test the
positivity of the quantities h̃∗

L and h̃∗
R defined by

h̃∗
L = hHLL −

λRCαL,R ,B̃

(λR −λL)
and h̃∗

R = hHLL −
λLCαL,R ,B̃

(λR −λL)
. (4.26)

The case h̃∗
L > 0 and h̃∗

R > 0

In this case, we consider the intermediate states defined in (HLL0). The ARS
ensures then the positivity of the water heights and the well-balanced property,
see Proposition 36.

The case h̃∗
L < 0 and h̃∗

R > 0

In this case, the well-balanced property is lost for sure. Therefore, we propose
another ARS that still verifies the consistency relations (4.15) but where we re-
place the equilibrium relations (4.16) by the fact that one of the intermediate
state is equal to zero.
More precisely, we define a 3−waves ARS by the consistency relations (4.15) and
the fact that the L∗ intermediate state vanishes


h∗

L = 0,
u∗

L = 0,
û∗

L = 0
(4.27)

In that case, the consistency relations (4.15) and (4.27) imply


λR h∗

R = (λR −λL)hHLL ,
λR h∗

R u∗
R = AhHLLuHLL ,B̃ ,

λR û∗
R = (λR −λL) ûHLL ,

(4.28)

Proposition 31. Assume that hL and hR are positive. The system (4.27) and
(4.28) admits a unique solution

(
h∗

L ,h∗
R ,u∗

L ,u∗
R , û∗

L , û∗
R

) ∈R6



4.5. THE HLL0 APPROXIMATED RIEMANN SOLVER 139

given by 

h∗
L = 0,

h∗
R = (λR −λL)hHLL

λR
,

u∗
L = 0,

u∗
R = AhHLLuHLL ,B̃

λR h∗
R

,

û∗
L = 0,

û∗
R = (λR −λL) ûHLL

λR
,

(4.29)

where the water height intermediate state h∗
R is positive.

The case h̃∗
L > 0 and h̃∗

R < 0

Similarly, we define a 3-waves ARS by vanishing the R∗ intermediate state
h∗

R = 0,
u∗

R = 0,
û∗

R = 0
(4.30)

and considering relations (4.15).

Proposition 32. Assume that hL and hR are positive. The system (4.30) and
(4.15) admits a unique solution(

h∗
L ,h∗

R ,u∗
L ,u∗

R , û∗
L , û∗

R

) ∈R6

given by 

h∗
L =− (λR −λL)hHLL

λL
,

h∗
R = 0,

u∗
L =− AhHLLuHLL ,B̃

λLh∗
L

,

u∗
R = 0,

û∗
L =− (λR −λL) ûHLL

λL
,

û∗
R = 0,

(4.31)

where the water height intermediate state h∗
L is positive.

Remark 16. The HLL0 verify the maximum principle on S. This is due to the
fact that the intermediate states of S are always equal to SHLL and in this case
the proof of Proposition 16 is totally applicable.
Moreover, using the strategy proposed in § 3.7 we are able to conclude that the
HLL0 doesn’t verify a discrete energy inequality.
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4.5.3 Other correction strategies to ensure the positivity of the
intermediate water heights

The choices made to ensure the positivity of the intermediate water heights are
similar to those made in other works such as [10, 16]. Up to our knowledge, it
is the first time that the correction is interpreted as the solution of a new ARS
with vanishing intermediate states. This interpretation is interesting because it
is easy to extend for schemes with three intermediate water heights.

First strategy

One of them consists in replacing only the second and the third equilibrium
relation (4.16) by setting the intermediate water height and the standard devi-
ation to zero, see [10]. In other words, they set

hk∗ = 0,
Mk∗ = M∗,
ûk∗ = 0

where k corresponds to L or R depending on the state of the negative quantity
in (4.26).

Second strategy

The second strategy done in [16] consists on introducing a parameter γ such
that

0 ≤ γ≤ min(hL ,hR ,hHLL) .

Then, the method consists in setting hk∗ = γ and to consider the consistency
relations (4.15) and the equilibrium relation (4.17).

Remark 17. The source term defined in (4.10) is ill posed if hL = 0 or hR = 0.
To deal with dry areas for the classical shallow water model, the authors in [16]
choose to enforce u

h = 0 in the limit of h to zero. This strategy can be adapted also
for the model with two velocities. However, the numerical simulations of the dis-
charge show a bad behavior of the scheme. Another treatment can be considered
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in this case that consists in taking the definition of the source term proposed in
[45],

∆x · B̃ M =−2g [Z ]
hLhR

hL +hR
+ g

2

[h]3

hL +hR
,

but, this topography doesn’t vanish for flat topography.

In this section, we constructed the HLL0 scheme. We proved that this scheme
is well balanced and preserves the water height positivity. This scheme is the
simplest version to approximate the steady state solutions of (SW2). It is a direct
extension of the scheme proposed in [16]. In the next section, we propose a sec-
ond numerical scheme to be either an extension of HLL∗ scheme presented in
§ 3.4 to take into consideration the presence of the topography or an extension
of HLL0 scheme for which we add a transport equation on S.

4.6 The HLL∗
0 approximated Riemann solver

A first possibility is to construct a HLL∗
0 solver following the same upwind strat-

egy done for the construction of the HLL∗ scheme in §3.4 but starting from the
HLL0 solver instead of the HLL solver. This strategy is possible since the trans-
port process in HLL∗ is not affected by the topography source term and the
well-balanced property in HLL0 is not affected by the transport process since S
is constant for stationary solutions.

A second possibility is to show as done in § 3.4 that this scheme can also
be seen as an ARS, here with four waves, that is a mixture between the 3−waves
HLL∗ scheme that takes into consideration the presence of the stationary wave
λ0 and the HLL0 scheme that takes into consideration the transport wave λ∗.
However, the main difference with HLL∗ and HLL0 schemes is that we have to
check the order of the waves. More precisely, in HLL0 scheme we have ordered
λL , λ0 and λR by choosing (4.4) and in HLL∗ we have ordered λL , λ∗ and λR by
construction. But, here the internal waves λ∗ and λ0 are not ordered yet, see
Figure 4.2. The approximate Riemann solver reads
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x

λR

WR

t

λ∗ λ0

W ∗
0 W ∗

RW ∗
L

WL

λL

x

λR

WR

t

λ∗λ0

W ∗
0 W ∗

RW ∗
L

WL

λL

Figure 4.2: The waves representation of the HLL∗
0 approximate Riemman solver

with λ∗ < 0 on the left and λ∗ > 0 on the right.

W̃HLL∗
0

(x

t
,UL , ZL ,UR , ZR

)
=



WL if x
t <λL ,

W ∗
L if λL < x

t <λ∗1{λ∗<0}

W ∗
0 if λ∗1{λ∗<0} < x

t <λ∗1{λ∗>0}

W ∗
R if λ∗1{λ∗>0} < x

t <λR ,

WR if x
t >λR ,

where W ∗
0 = (

h∗
0 ,u∗

0 , û∗
0 , Z∗

0

)
.

To ensure the consistency of the scheme, we start by considering the consis-
tency relation (4.5) to get[

hu
]=λL

(
h∗

L −hL
)+λ∗1{λ∗<0}

(
h∗

0 −h∗
L

)+λ∗1{λ∗>0}
(
h∗

R −h∗
0

)+λR
(
hR −h∗

R

)
, (4.32)[

h(u2 + û2)+ g

2
h2

]
=λL

(
h∗

L u∗
L −hLuL

)+λ∗1{λ∗<0}
(
h∗

0 u∗
0 −h∗

L u∗
L

)
+λ∗1{λ∗>0}

(
h∗

R u∗
R −h∗

0 u∗
0

)
+λR

(
hR uR −h∗

R u∗
R

)+∆x · B̃ ,[
uû

]=λL
(
û∗

L − ûL
)+λ∗1{λ∗<0}

(
û∗

0 − û∗
L

)+λ∗1{λ∗>0}
(
û∗

R − û∗
0

)+λR
(
ûR − û∗

R

)
.

Similarly to the HLL0 approximate Riemann solver, we consider the Riemann
invariants (4.3) across the stationary wave. They read here

(
h∗

0 u∗
0 ,u∗

0 û∗
0

)={(
h∗

R u∗
R ,u∗

R û∗
R

)
if λ∗ < 0,(

h∗
L u∗

L ,u∗
L û∗

L

)
if λ∗ > 0

(4.33)

Moreover, the linearization across the stationary wave (4.21) implies

CαL,R ,B̃ =
{(

h∗
R −h∗

0

)
if λ∗ < 0,(

h∗
0 −h∗

L

)
if λ∗ > 0

(4.34)

Similarly to the HLL∗ ARS, we impose the continuity of h and u across the
transport wave. (

h∗
0 ,u∗

0

)={(
h∗

L ,u∗
L

)
if λ∗ < 0,(

h∗
R ,u∗

R

)
if λ∗ > 0

(4.35)
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and we impose the continuity of
û

h
on the external waves λL and λR

ûL

hL
= û∗

L

h∗
L

and
ûR

hR
= û∗

R

h∗
R

. (4.36)

4.6.1 Well-balanced version of the HLL∗
0 scheme

Proposition 33. Assume that hL and hR are positive. For ûR
hR

6= ûL
hL

, the left and
right intermediate states are given by

h∗
L = hHLL −

λRCαL,R ,B̃

(λR −λL)
,

h∗
R = hHLL −

λLCαL,R ,B̃

(λR −λL)
,

u∗
L =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
L

,

u∗
R =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
R

,

û∗
L = ûL

hL
h∗

L ,

û∗
R = ûR

hR
h∗

R ,

(HLL∗
0 )

Proof. Using the relations (4.35), the linearization (4.34) gives(
h∗

R −h∗
L

)=CαL,R ,B̃ .

In addition, the relations (4.33) and (4.35) imply

h∗
L u∗

L = h∗
0 u∗

0 = h∗
R u∗

R (4.37)

which will denote by M∗. Therefore, the first two relations of consistency rela-
tions (4.32) can be written as{

λR h∗
R −λLh∗

L = (λR −λL)hHLL ,
M∗ (λR −λL) = AhHLLuHLL ,B̃ ,

(4.38)
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The same relations were used in the HLL0 scheme. Thus, the explicit values of
the left and right intermediate water heights and the intermediate mean veloci-
ties are the same as in (HLL0). Moreover, û

h is continuous on the external waves
as mentionned in (4.36) thus,

û∗
L = ûL

hL
h∗

L and û∗
R = ûR

hR
h∗

R .

For the computation of the W ∗
0 intermediate state, the strategy is first to com-

pute the value of λ∗ and then, depending on its sign to set the values of the
intermediate state.

Proposition 34. Assume that h∗
L > 0 and h∗

R > 0. The consistency relations (4.38)
and the relations (4.34),(4.35) and (4.36) impose

λ∗ =



I

h∗
R

if I > 0,

I

h∗
L

if I < 0

(4.39)

where
I :=λLh∗

L −λLhL +uLhL =λR h∗
R −λR hR +uR hR , (4.40)

and satisfies
λL <λ∗ <λR

Proof. The idea here is to prove that the value of λ∗ is coherent with its sign,
such as it respects the order of the waves as shown in Figure 4.2.
First, we consider the case I > 0. Suppose that λ∗ > 0. Then, using the water
height continuity in (4.35) and the second Riemann invariant in (4.33), we can
conclude

û∗
0 = h∗

R
ûL

hL
.

In addition, the third equation of (4.38) reads

λR ûR
h∗

R

hR
−λLûL

h∗
L

hL
+λ∗

(
ûL

h∗
R

hL
− ûR

h∗
R

hR

)
=λR ûR −λLûL −uR ûR +uLûL .

that leads to

λ∗h∗
R

(
ûL

hL
− ûR

hR

)
= ûL

hL

(
λLh∗

L −λLhL +uLhL
)+ ûR

hR

(−λR h∗
R +λR hR −uR hR

)
,
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The first equation of (HLL) implies

λLh∗
L −λLhL +uLhL =λR h∗

R −λR hR +uR hR .

which is nothing but the definition of I in (4.40). Hence, if ûR
hR

6= ûL
hL

λ∗ = λR h∗
R −hR

(
λR −uR

)
h∗

R

> 0.

Thus, the hypothesis λ∗ > 0 is true.
Now, we consider the case I < 0. Suppose that λ∗ < 0. Then, (4.35) and (4.33)
imply

û∗
0 = h∗

L
ûR

hR
.

We follow the same strategy as before and we get

λ∗ = λLh∗
L −hL

(
λL −uL

)
h∗

L

< 0,

and the hypothesis λ∗ < 0 is true.
In addition, the definition (4.39) ensures that

• If λ∗ > 0 then

λR −λ∗ =λR −λR + hR
(
λR −uR

)
h∗

R

= hR
(
λR −uR

)
h∗

R

> 0.

• If λ∗ < 0 then

λ∗−λL =λL + hL

h∗
L

(
uL −λL

)−λL

= hL
(
uL −λL

)
h∗

L

> 0.

Remark 18. If h∗
L = 0 or h∗

R = 0, the definition of λ∗ in (4.39) remains true.

Now, that we have proved that the value of λ∗ preserves the order of the waves,
we give in the next proposition the value of the W ∗

0 intermediate state.
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Proposition 35. Assume that hL and hR are positive and ûR
hR

6= ûL
hL

. The interme-
diate state W ∗

0 is given by

• If λ∗ > 0 

h∗
0 = hHLL −

λLCαL,R ,B̃

(λR −λL)

u∗
0 =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
0

,

û∗
0 = ûL

hL
h∗

0 ,

(4.41)

• If λ∗ < 0 

h∗
0 = hHLL −

λRCαL,R ,B̃

(λR −λL)
,

u∗
0 =

hHLLuHLL + ∆x · B̃

λR −λL

h∗
0

,

û∗
0 = ûR

hR
h∗

0 .

(4.42)

Proof. Given the sign of λ∗ the W ∗
0 intermediate states can be directly deduced

from relations (4.35) and (4.33).

Remark 19. If ûR
hR

= ûL
hL

, we get from (4.36) that
û∗

R
h∗

R
= û∗

L
h∗

L
and we retrieve the inter-

mediate standard velocities of the HLL0 approximate Riemann solver in (HLL0).
We choose to define λ∗ as done in (4.39). Therefore, relations (HLL∗

0 ) and (4.41)
for λ∗ > 0 or (HLL∗

0 ) and (4.42) for λ∗ < 0 are valid for all cases.
If λ∗ = 0, we get λ∗ = λ0 and we retrieve the intermediate states of the HLL0

approximate Riemann solver in (HLL0).

Remark 20. We note that for dry areas, i.e h = 0, we impose u = 0 and û = 0.
Hence, if hL = 0 and hR 6= 0 then I = λLh∗

L < 0 as defined in (4.40) and we have
λ∗ =λL . Similarly, if hR = 0 and hL 6= 0 then, I =λR h∗

R > 0 and we have λ∗ =λR .
In both cases, we retrieve the HLL0 scheme for which the dry areas are studied in
Remark 17.

It remains to prove that the scheme preserves the well-balanced property.
We will only do that for the case λ∗ > 0 but for λ∗ < 0 the same method applies.
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Proposition 36. Assume that hL and hR are positive. For WL and WR defining
a smooth steady state and for λ∗ > 0, the intermediate states (HLL∗

0 ) and (4.41)
satisfy the well-balanced property (4.7).

Proof. Since the left W ∗
L and the right W ∗

R water height and mean velocity in-
termediate states are equal to those defined in HLL0 then, they obviously verify
the well-balanced property, see Proposition 30. In addition, we can conclude
from relation (4.35) that also the W ∗

0 intermediate water height and velocity
verify the well-balanced property.
Concerning the shear, for WL and WR defining a steady state (4.7), we have
SL = SR then, we retrieve the shear of the HLL0, see Remark 19. This leads
to S∗ = S. Therefore, the system (HLL∗

0 ) and (4.41) satisfy the well-balanced
property.

4.6.2 Positive and well-balanced version of the HLL∗
0 scheme

All the above results hold if the intermediate water heights are positive, but
these water heights can be also negative. However, as in the previous scheme,
we can prove that one and only one intermediate water height can be nega-
tive. In fact, according to the water height consistency relation (4.38), only one
quantity among h∗

L or h∗
R can be negative. Let us suppose that h∗

L < 0 then ,
we necessarily have h∗

R > 0 and we can conclude from (4.40) that I > 0 lead-
ing to λ∗ > 0, see Proposition 34. Hence, we get from the continuity relation
(4.35) that h∗

0 = h∗
R > 0. In the same way, for λ∗ < 0, if h∗

R < 0 then, we get that
h∗

0 = h∗
L > 0 and we can conclude that at most one water height is negative.

To ensure the positivity of all intermediate water heights we will follow the strat-
egy proposed in § 4.5 for HLL0, which consists in testing the sign of

h̃∗
L = hHLL −

λRCαL,R ,B̃

(λR −λL)
and h̃∗

R = hHLL −
λLCαL,R ,B̃

(λR −λL)
.

The case of h̃∗
L > 0 and h̃∗

R > 0

In this case, we consider:

• for λ∗ > 0, the intermediate states (HLL∗
0 ) and (4.41),
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• for λ∗ < 0, the intermediate states (HLL∗
0 ) and (4.42).

Hence, the positivity of the intermediate water heights is ensured and the scheme
verifies the well-balanced property, see Proposition 36.

The case of h̃∗
L < 0 and h̃∗

R > 0

In this case, λ∗ > 0 and the well-balanced property is lost. As a consequence,
we replace the equilibrium relations (4.33) and (4.34) by the fact that the L∗

intermediate state vanishes 
h∗

L = 0,
u∗

L = 0,
û∗

L = 0,
(4.43)

the continuities (4.35) across λ∗ > 0{
h∗

0 = h∗
R ,

u∗
0 = u∗

R .
(4.44)

and the continuity of
û

h
across the external wave λR

ûR

hR
= û∗

R

h∗
R

, (4.45)

To close the system of ten unknowns, we set as previously

λ∗ = λR h∗
R −hR

(
λR −uR

)
h∗

R

. (4.46)

Note that the consistency relations (4.32) combined with all the relations above
give 

λR h∗
R = (λR −λL)hHLL ,

λR h∗
R u∗

R = AhHLLuHLL ,B̃ ,
λR û∗

R +λ∗ (
û∗

0 − û∗
R

) = (λR −λL) ûHLL ,
(4.47)

Proposition 37. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the system
(4.43)-(4.44)-(4.47)-(4.45) and (4.46) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R ,u∗

L ,u∗
0 ,u∗

R , û∗
L , û∗

0 , û∗
R ,λ∗) ∈R10
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given by 

λ∗ = hLuL −λLhL

(λR −λL)hHLL
λR ,

h∗
L = 0,

h∗
0 = (λR −λL)hHLL

λR
,

h∗
R = (λR −λL)hHLL

λR
,

u∗
L = 0,

u∗
0 = AhHLLuHLL ,B̃

λR h∗
R

,

u∗
R = AhHLLuHLL ,B̃

λR h∗
R

,

û∗
L = 0,

û∗
0 = (λR −λL) ûHLL

λ∗ ,

û∗
R = ûR

hR

(
(λR −λL)hHLL

λR

)
,

(4.48)

where the contact discontinuity λ∗ is positive as well as the intermediate water
heights h∗

0 and h∗
R .

Remark 21. For ûR
hR

= ûL
hL

, (4.48) is also a solution of the system.

Remark 22. We show that λL <λ∗ <λR as in Proposition 34.

The case of h̃∗
L > 0 and h̃∗

R < 0

Similarly, the scheme should verify the consistency relations (4.38) but, since
the well-balanced property is lost then, the equilibrium relations (4.33) and
(4.34) are replaced by the fact that R∗ intermediate states vanishes

h∗
R = 0,

u∗
R = 0,

û∗
R = 0,

(4.49)

Moreover, we consider the continuities (4.35) across λ∗ < 0 and the continuity
of û

h across the external wave λL in (4.36). Here also, to close the system of ten
unknowns, we set as previously

λ∗ = λLh∗
L −hL

(
λL −uL

)
h∗

L

. (4.50)
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Proposition 38. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the system
(4.38)-(4.49)-(4.35)-(4.36) and (4.50) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R ,u∗

L ,u∗
0 ,u∗

R , û∗
L , û∗

0 , û∗
R ,λ∗) ∈R10

given by 

λ∗ = λR hR −hR uR

(λR −λL)hHLL
λL ,

h∗
L =− (λR −λL)hHLL

λL
,

h∗
0 =− (λR −λL)hHLL

λL
,

h∗
R = 0,

u∗
L =− AhHLLuHLL ,B̃

λLh∗
L

,

u∗
0 =− AhHLLuHLL ,B̃

λLh∗
L

,

u∗
R = 0,

û∗
L = ûL

hL

λLhL −hLuL

λL
,

û∗
0 = (λR −λL) ûHLL

λ∗ ,

û∗
R = 0,

(4.51)

where the contact discontinuityλ∗ is negative and the intermediate water heights
h∗

L and h∗
0 are positive.

Remark 23. For ûR
hR

= ûL
hL

, (4.51) is also a solution of the system.

Remark 24. We show that λL <λ∗ <λR as done in Proposition 34.

The HLL∗
0 scheme is well-balanced and takes into consideration the trans-

port of S which is not the case in the HLL0 scheme but has the same failures as
the HLL∗ scheme. The scheme verifies the maximum principle on S since the
intermediate states of S are either SL or SR but doesn’t verify a discrete energy
inequality.

4.7 The HLL0,u approximated Riemann solver

Here we propose a second 4-waves ARS that is a mixture between HLL0 and
HLLu .
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x

λR

WR

t

λ∗ λ0

W ∗
0 W ∗

RW ∗
L

WL

λL

x

λR

WR

t

λ∗λ0

W ∗
0 W ∗

RW ∗
L

WL

λL

Figure 4.3: The waves representation of the HLL0,u approximate Riemman
solver with λ∗ < 0 on the left and λ∗ > 0 on the right.

The approximate Riemann solver reads

W̃HLL0,u

(x

t
,UL , ZL ,UR , ZR

)
=



WL if x
t <λL ,

W ∗
L if λL < x

t <λ∗1{λ∗<0}

W ∗
0 if λ∗1{λ∗<0} < x

t <λ∗1{λ∗>0}

W ∗
R if λ∗1{λ∗>0} < x

t <λR ,

WR if x
t >λR .

Following the same strategy done in the HLL∗
0 solver, we start by the con-

sistency relation (4.32) and the equilibrium relations (4.33) and (4.34). More-
over, we take into account the second Riemann invariant on the external waves
(4.36). Finally, contrary to (4.35), we consider only that the mean velocity is
constant through λ∗ contact discontinuity and we impose that it is equal to λ∗:

λ∗ =
{

u∗
L = u∗

0 if λ∗ < 0,

u∗
R = u∗

0 if λ∗ > 0.
(4.52)

Remark 25. The computation of the intermediate states of this scheme is more
complicated than in the previous schemes HLLu and HLL∗

0 since there is no
equal intermediate water heights leading to different intermediate discharges.

We can remark that given the two states WL and WR , we are able to know the
sign and the explicit form of AhHLLuHLL ,B̃ . Hence, we claim the next proposition
that gives a property concerning the sign of λ∗.

Proposition 39. Assume that hL , hR , h∗
L , h∗

0 and h∗
R are positive. Let λL , λR

and uHLL be defined respectively in (4.4) and (HLL). Suppose that λL < λ∗ < λR

therefore, the sign of u∗
L , u∗

0 , u∗
R and λ∗ is the same as the sign of AhHLLuHLL ,B̃ .
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Proof. Suppose that λ∗ > 0. Then, we can conclude form (4.52) that u∗
0 , u∗

R and
λ∗ have the same sign. In addition, for h∗

L > 0 and h∗
0 > 0, relation (4.33) implies

that the sign of u∗
L is the same as u∗

0 . Moreover, the second equation of (4.32)
can be written as

h∗
R u∗

R

(
λR −λ∗)+h∗

L u∗
L

(
λ∗−λL

)= AhHLLuHLL ,B̃ ,

which for λL < λ∗ < λR , h∗
L > 0 and h∗

R > 0 ensures that the sign of u∗
L and u∗

R is
the same as the sign of AhHLLuHLL ,B̃ . Finally, we can conclude that the sign of u∗

L ,
u∗

0 , u∗
R and λ∗ is the same as the sign of AhHLLuHLL ,B̃ . Same conclusion holds for

λ∗ < 0

Let us now determine the value of the intermediate states based on the sign of
AhHLLuHLL ,B̃ .

4.7.1 Well-balanced version of the HLL0,u scheme

Proposition 40. Assume that hL > 0, hR > 0 and λL < λ∗ < λR . Assume that
Proposition 39 is verified. The system (4.32)-(4.33)-(4.34)-(4.36) and (4.52) ad-
mits a unique solution

(
h∗

L ,h∗
0 ,h∗

R ,u∗
L ,u∗

0 ,u∗
R , û∗

L , û∗
0 , û∗

R ,λ∗) ∈R10

given by

• for AhHLLuHLL ,B̃ > 0
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

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL −λLCαL,R ,B̃
,

h∗
L =

hLuL −λLhL −λ∗CαL,R ,B̃

λ∗−λL
,

h∗
0 =

hLuL −λLhL −λLCαL,R ,B̃

λ∗−λL
,

h∗
R = λR hR −hR uR

λR −λ∗ ,

u∗
L = h∗

0

h∗
L

λ∗,

u∗
0 = AhHLLuHLL ,B̃

(λR −λL)hHLL −λLCαL,R ,B̃
,

u∗
R = AhHLLuHLL ,B̃

(λR −λL)hHLL −λLCαL,R ,B̃
,

û∗
L = ûL

hL

(
λLhL −hLuL +λ∗CαL,R ,B̃

λL −λ∗

)
,

û∗
0 = ûL

hL

(
λLhL −hLuL +λLCαL,R ,B̃

λL −λ∗

)
,

û∗
R = ûR

hR

(
λR hR −hR uR

λR −λ∗

)
,

(4.53)
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• for AhHLLuHLL ,B̃ < 0



λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL −λRCαL,R ,B̃
,

h∗
L = hLuL −λLhL

λ∗−λL
,

h∗
0 =

λR hR −hR uR −λRCαL,R ,B̃

λR −λ∗ ,

h∗
R =

λR hR −hR uR −λ∗CαL,R ,B̃

λR −λ∗ ,

u∗
L = AhHLLuHLL ,B̃

(λR −λL)hHLL −λRCαL,R ,B̃
,

u∗
0 = AhHLLuHLL ,B̃

(λR −λL)hHLL −λRCαL,R ,B̃
,

u∗
R = h∗

0

h∗
R

λ∗,

û∗
L = ûL

hL

(
λLhL −hLuL

λL −λ∗

)
,

û∗
0 = ûR

hR

(
λR hR −hR uR −λRCαL,R ,B̃

λR −λ∗

)
,

û∗
R = ûR

hR

(
λR hR −hR uR −λ∗CαL,R ,B̃

λR −λ∗

)
,

(4.54)

Proof. We will start by proving the computations for AhHLLuHLL ,B̃ > 0 which, ac-
cording to Proposition 39 leads to λ∗ > 0. In this case the consistency relations
(4.32) are equivalent to

λR h∗
R −λLh∗

L +λ∗ (
h∗

0 −h∗
R

)= (λR −λL)hHLL ,
λR h∗

R u∗
R −λLh∗

L u∗
L +λ∗ (

h∗
0 u∗

0 −h∗
R u∗

R

)= AhHLLuHLL ,B̃ ,
λR û∗

R −λLû∗
L +λ∗ (

û∗
0 − û∗

R

)= (λR −λL) ûHLL ,
(4.55)

Multiplying the first equation of (4.55) by λ∗ and using the HLL intermediate
states (HLL) we get

λ∗
(
λR hR −hR uR +hLuL −λLhL −λLCαL,R ,B̃

)
= h∗

R u∗
R

(
λR −λ∗)+h∗

L u∗
L

(
λ∗−λL

)
.

The sum of the above equation with the second one of (4.55) leads to

λ∗
(
λR hR −hR uR +hLuL −λLhL −λLCαL,R ,B̃

)
= AhHLLuHLL ,B̃ ,
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which using (HLL) and (4.52), is nothing but the explicit value of λ∗ = u∗
0 =

u∗
R . Now, using the water height continuity in (4.33) and the second Riemann

invariant in (4.36), we can conclude

û∗
0 = h∗

R
ûL

hL
. (4.56)

In addition, the third equation of (4.55) reads

λR ûR
h∗

R

hR
−λLûL

h∗
L

hL
+λ∗

(
ûL

h∗
R

hL
− ûR

h∗
R

hR

)
=λR ûR −λLûL −uR ûR +uLûL .

that leads to

λ∗h∗
R

(
ûL

hL
− ûR

hR

)
= ûL

hL

(
λLh∗

L −λLhL +uLhL
)+ ûR

hR

(−λR h∗
R +λR hR −uR hR

)
.

The first equation of (HLL) implies

λLh∗
L −λLhL +uLhL =λR h∗

R −λR hR +uR hR .

Hence, if ûR
hR

6= ûL
hL

λ∗ = λR h∗
R −hR

(
λR −uR

)
h∗

R

.

leading to the expression of h∗
R . Next, using (4.34) in the first equation of (4.55)

we get h∗
L leading to h∗

0 . Finally, the intermediate shear velocities û∗
L and û∗

R are
obtained using (4.36) and (4.56).
The same strategy applies for AhHLLuHLL ,B̃ < 0.

Remark 26. For ûR
hR

= ûL
hL

, (4.53) is also a solution of the system for AhHLLuHLL ,B̃ > 0
and (4.54) is also a solution of the system for AhHLLuHLL ,B̃ < 0.

Proposition 41. Supposeλ∗ > 0 verifyingλL <λ∗ <λR . For WL and WR defining
a smooth steady state, if h∗

L and h∗
0 are positive then the scheme satisfies the well-

balanced property (4.7), i.e

h∗
L = hL , h∗

R = h∗
0 = hR , h∗

L u∗
L = h∗

0 u∗
0 = h∗

R u∗
R = M and

ûL

hL
= û∗

0

h∗
0

= û∗
R

h∗
R

= S.

Proof. For WL and WR defining a smooth steady state (4.7), we have

[
hu

]R
L = 0,

[
u2

2
+ 3û2

2
+ g (h +Z )

]R

L

= 0 and
[
uû

]R
L = 0.
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Following the proof of Proposition 30, we get

CαL,R ,B̃ = hR −hL ,
AhHLLuHLL ,B̃ = M (λR −λL) ,
(λR −λL)hHLL = λR hR −λLhL .

(4.57)

In this case,

λ∗ = M (λR −λL)

λR hR −λLhL −λR (hR −hL)
= M

hR
= uR .

According to (4.36), we have u∗
0 = u∗

R = uR . At smooth steady states, the right
intermediate water height reads

h∗
R = λR hR −M

λR − M
hR

= hR ,

and the middle intermediate water height reads

h∗
0 = hLuL −λLhL −λL (hR −hL)

M
hR

−λL
= hR ,

hence, h∗
0 = h∗

R = hR . Therefore, h∗
R u∗

R = hRλ
∗ = M and h∗

0 u∗
0 = hR

M
hR

= M

which leads using (4.33) to h∗
L u∗

L = M . In addition, the left intermediate water
height verifies

h∗
L = hLuL −λLhL −λ∗ (hR −hL)

M
hR

−λL
=

hLuL −λLhL − M
hR

(hR −hL)
M
hR

−λL
= hL ,

It remains, to prove the well balanced property on S. From relation (4.36), we

can directly conclude that ûL
hL

= û∗
R

h∗
R
= S. Then, using (4.33) we get û∗

0 = h∗
0 S

leading to
û∗

0
h∗

0
= S.

Remark 27. For λ∗ < 0 verifying λL <λ∗ <λR the scheme is also well-balanced.

4.7.2 Positive and well-balanced version of the HLL0,u scheme

We have determined the value of the intermediate states considering that

(i) the middle wave λ∗ have the same sign as AhHLLuHLL ,B̃ and verifies λL <
λ∗ <λR ,
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(ii) the intermediate water heights h∗
L , h∗

0 and h∗
R are positive.

However, this assumptions may not be true. Let us suppose that (i) is true then,
as in the previous sections we can remark that only one of the intermediate
states can be negative. More precisely, consider the case λ∗ > 0, then the right
water height intermediate state h∗

R defined in (4.53) is always positive but, h∗
L

and h∗
0 might not be positive. In fact,

• for CαL,R ,B̃ > 0, h∗
0 is positive but nothing can be concluded concerning

the sign of h∗
L .

• for CαL,R ,B̃ < 0, h∗
L is positive but nothing can be concluded concerning

the sign of h∗
0 .

Hence, either h∗
L or h∗

0 can be negative and not both of them. In the same way,
we prove that when λ∗ < 0, h∗

L > 0 and either h∗
0 or h∗

R can be negative but not
both of them.
Our strategy is then to ensure first that (i) is true by modifying the external
waves λL and λR when needed. Then, ensure (ii) as done in the previous sec-
tion.

(I) The case AhHLLuHLL ,B̃ > 0

Suppose thatλ∗ > 0. The denominator ofλ∗ must be necessarily positive,
see (4.53). We denote it by

Dp = (λR −λL)hHLL −λLCαL,R ,B̃ .

In addition, λ∗−λL > 0 but nothing can be concluded for λR −λ∗. There-
fore,

• if λR −λ∗ > 0 then, λL <λ∗ <λR .

• if λR −λ∗ < 0 then, a correction for λR is needed to ensure that λR −
λ∗ > 0.

When a correction is needed, we exhibit, for λ∗ > 0, the quantity λR −λ∗

λR −λ∗ =λR − AhHLLuHLL ,B̃

Dp

= λR Dp − AhHLLuHLL ,B̃

Dp
.
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As Dp > 0 then, the positivity of λR −λ∗ depends on the positivity of its
numerator. Let us define

Pλ∗,λR :=λR Dp − AhHLLuHLL ,B̃

Using the definition of hHLL in (HLL), we have

Pλ∗,λR =λR hR
(
λR −uR

)+λR hL
(
uL −λL

)−λLλRCαL,R ,B̃ − AhHLLuHLL ,B̃

=λ2
R hR +λR

(
−hR uR +hLuL −λLhL −λLCαL,R ,B̃

)
− AhHLLuHLL ,B̃

=λ2
R hR −TλR − AhHLLuHLL ,B̃ ,

where T = hR uR +λLhL −hLuL +λLCαL,R ,B̃ .
Pλ∗,λR is a second degree polynomial with a single variable λR where the
corresponding discriminant is

∆1 = T 2 +4hR AhHLLuHLL ,B̃ > 0.

To ensure Pλ∗,λR > 0, we chooseλR >λc
R = T +p

∆1

2hR
. The relation Pλ∗,λR >

0 also leads to Dp > 0 and in this case the hypothesis λ∗ > 0 is true.
Now that we ensured the order of the waves, we turn to the positivity of
the intermediate water heights by testing for λ∗ > 0 the quantities

h̃∗
L =

hLuL −λLhL −λ∗CαL,R ,B̃

λ∗−λL
and h̃∗

0 =
hLuL −λLhL −λLCαL,R ,B̃

λ∗−λL
.

(4.58)

The case h̃∗
L > 0 and h̃∗

0 > 0

In this case, the intermediate states are given by (4.53). The intermedi-
ate water heights are positive and the scheme verifies the well-balanced
property, see Proposition 41.

The case h̃∗
L < 0 and h̃∗

0 > 0

If one of the quantities defined in (4.58) is negative then, the well-balanced
property is lost. Hence, we consider the consistency relations (4.55) and
we replace the equilibrium relations by the fact that the L∗ intermediate
state vanishes 

h∗
L = 0,

u∗
L = 0,

û∗
L = 0

(4.59)
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We also consider respectively the relation (4.52) for λ∗ > 0. Finally, con-
trary to (4.36) on both external waves, we will only consider the Riemann
invariant for the right wave

ûR

hR
= û∗

R

h∗
R

, (4.60)

and we will replace the Riemann invariant on the left wave by

ûL

hL
= û∗

0

h∗
0

. (4.61)

Proposition 42. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the
system (4.55)-(4.59)-(4.52)-(4.60) and (4.61) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R ,u∗

L ,u∗
0 ,u∗

R , û∗
L , û∗

0 , û∗
R ,λ∗) ∈R10

given by 

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

h∗
R = λR hR −hR uR

λR −λ∗ ,

h∗
0 = hLuL −λLhL

λ∗ ,

h∗
L = 0,

u∗
L = 0,

u∗
0 = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

u∗
R = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

û∗
L = 0,

û∗
0 = ûL

hL

(
hLuL −λLhL

λ∗

)
,

û∗
R = ûR

hR

(
λR hR −hR uR

λR −λ∗

)
,

(4.62)

where the contact discontinuity λ∗ is positive as well as the water height
intermediate states h∗

0 and h∗
R .

Remark 28. For ûR
hR

= ûL
hL

, (4.62) is also a solution of the system.

However, we still have to verify that λL < λ∗ < λR . To do that, we fol-
low the same strategy done previously and we choose to correct λR when
needed by taking λR >λc,1

R where λc,1
R =λc

R for CαL,R ,B̃ = 0.
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The case h̃∗
L > 0 and h̃∗

0 < 0

Here, the 4−waves numerical scheme verifies the consistency relations
(4.55). In addition, the 0∗ intermediate state vanishes

h∗
0 = 0,

u∗
0 = 0,

û∗
0 = 0

(4.63)

We consider also the relations (4.36). To complete the system we replace
the continuity of the mean velocities onλ∗ (4.52) by considering only that
the right mean velocity is equal to λ∗

λ∗ = u∗
R , (4.64)

and setting

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
, (4.65)

Proposition 43. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the
system (4.55)-(4.63)-(4.36)-(4.64) and (4.65) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R ,u∗

L ,u∗
0 ,u∗

R , û∗
L , û∗

0 , û∗
Rλ

∗) ∈R10

given by 

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

h∗
L = λLhL −hLuL

λL
,

h∗
0 = 0,

h∗
R = λR hR −hR uR

λR −λ∗ ,

u∗
0 = 0,

u∗
L = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

u∗
R = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

û∗
L = ûL

hL

(
λLhL −hLuL

λL

)
,

û∗
0 = 0,

û∗
R = ûR

hR

(
λR hR −hR uR

λR −λ∗

)
,

(4.66)

where the contact discontinuity λ∗ is positive as well as the water height
intermediate states h∗

L and h∗
R .
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Remark 29. For ûR
hR

= ûL
hL

, (4.66) is also a solution of the system.

Similarly, to ensure that λL < λ∗ < λR we correct λR when needed by
choosing λR >λc,1

R where λc,1
R =λc

R for CαL,R ,B̃ = 0.

(II) The case AhHLLuHLL ,B̃ < 0

We follow the same strategy. Suppose that λ∗ < 0. According to (4.54)
the denominator of λ∗ must be necessarily positive. This denominator is
denoted by

Dn = (λR −λL)hHLL −λRCαL,R ,B̃ . (4.67)

If λ∗ < 0, λR −λ∗ > 0 but λL −λ∗ can be positive. However,

• if λL −λ∗ < 0 then, λL <λ∗ <λR .

• if λL −λ∗ > 0 then, a correction of λL is needed to ensure that λL −
λ∗ < 0 and then λL <λ∗ <λR .

In fact,

λL −λ∗ =λL −
AhHLLuHLL ,B̃

Dn

= λLDn − AhHLLuHLL ,B̃

Dn
.

Dn > 0 then, the positivity of λ∗−λL depends on the negativity of its nu-
merator

PλL ,λ∗ :=λLDn − AhHLLuHLL ,B̃ .

Using the definition of hHLL in (HLL), we have

PλL ,λ∗ =λLhL
(
uL −λL

)+λLhR
(
λR −uR

)−λLλRCαL,R ,B̃ − AhHLLuHLL ,B̃

=−λ2
LhL +λL

(
λR hR −hR uR −λRCαL,R ,B̃ +hLuL

)
+ AhHLLuHLL ,B̃

=−λ2
LhL +QλL − AhHLLuHLL ,B̃ ,

where Q = λR hR −hR uR +hLuL −λRCαL,R ,B̃ . In the same way, PλL ,λ∗ is
a second degree polynomial with a single variable λL where the corre-
sponding discriminant is

∆2 =Q2 +4hL AhHLLuHLL ,B̃ > 0.

Therefore, we choose λL < λc
L = Q −p

∆2

2hL
. As a consequence, PλL ,λ∗ < 0

hence Dn > 0 which verifies the hypothesis of λ∗ < 0.
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Now, that we verified that λ∗ has the same sign as AhHLLuHLL ,B̃ and λL <
λ∗ <λR , the next step will be to ensure the positivity of the water heights
by testing the sign of

h̃∗
0 =

λR hR −hR uR −λRCαL,R ,B̃

λR −λ∗ and h̃∗
R =

λR hR −hR uR −λ∗CαL,R ,B̃

λR −λ∗ .

(4.68)

The case h̃∗
0 > 0 and h̃∗

R > 0

The intermediate states are then defined in (4.54). In this case, the scheme
ensures the positivity of the intermediate water heights and verifies the
well-balanced property Remark 27.

The case h̃∗
0 > 0 and h̃∗

R < 0

Since one of the quantities (4.68) is negative then, the scheme is not well-
balanced. Hence, we consider the consistency relations (4.38) and we re-
place the equilibrium relations by the fact that the R∗ intermediate state
vanishes 

h∗
R = 0,

u∗
R = 0,

û∗
R = 0

(4.69)

In addition, we consider for λ∗ < 0 the relation (4.52). Finally, contrary to
(4.36), we will only consider the Riemann invariant for the left wave

û∗
L

h∗
L

= ûL

hL
, (4.70)

and we will replace the riemann invariants on the right wave by

û∗
0

h∗
0

= ûR

hR
. (4.71)

Proposition 44. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the
system (4.38)-(4.69)-(4.52)-(4.70) and (4.71) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R , M∗

L , M∗
0 , M∗

R , û∗
L , û∗

0 , û∗
R ,λ∗) ∈R10
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given by 

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

h∗
L = λLhL −hLuL

λL −λ∗ ,

h∗
0 = λR hR −hR uR

−λ∗ ,

h∗
R = 0,

u∗
L = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

u∗
0 = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

u∗
R = 0,

û∗
L = ûL

hL

(
λLhL −hLuL

λL −λ∗

)
,

û∗
0 = ûL

hL

(
λLhL −hLuL

λL −λ∗

)
,

û∗
R = 0,

(4.72)

where the contact discontinuity λ∗ is negative and the water height inter-
mediate states h∗

L and h∗
0 are positive.

Remark 30. For ûR
hR

= ûL
hL

, (4.72) is also a solution of the system.

To ensure thatλL <λ∗ <λR is true, we follow the strategy done previously
and we correct λL when needed by taking λL < λc,1

L where λc,1
L = λc

L for
CαL,R ,B̃ = 0.

The case h̃∗
0 < 0 and h̃∗

R > 0

Similarly, this scheme verifies the consistency relations (4.32) but, it is not
well balanced. Thus, we consider that the 0∗ intermediate state vanishes

h∗
0 = 0,

u∗
0 = 0,

û∗
0 = 0

(4.73)

and the relations (4.36). To complete the system we replace the continu-
ity of the mean velocities on λ∗ (4.52) by considering only that the right
mean velocity is equal to λ∗

λ∗ = u∗
L , (4.74)

and setting

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
, (4.75)
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Proposition 45. Assume that hL and hR are positive. For ûL
hL

6= ûR
hR

, the
system (4.32)-(4.73)-(4.36)-(4.74) and (4.75) admits a unique solution(

h∗
L ,h∗

0 ,h∗
R ,u∗

L ,u∗
0 ,u∗

R , û∗
L , û∗

0 , û∗
Rλ

∗) ∈R10

given by 

λ∗ = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

h∗
R = λR hR −hR uR

λR −λ∗ ,

h∗
L = λLhL −hLuL

λL
,

h∗
0 = 0,

u∗
L = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

u∗
0 = 0,

u∗
R = AhHLLuHLL ,B̃

(λR −λL)hHLL
,

û∗
L = ûL

hL

(
λLhL −hLuL

λL −λ∗

)
,

û∗
0 = 0,

û∗
R = ûR

hR

(
λR hR −hR uR

λR −λ∗

)
,

(4.76)

where the contact discontinuity λ∗ is negative and the water height inter-
mediate states h∗

L and h∗
R are positive.

Remark 31. For ûR
hR

= ûL
hL

, (4.76) is also a solution of the system.

We correct λL when needed by choosing λL < λc,1
L where λc,1

L = λc
L for

CαL,R ,B̃ = 0 to ensure that λL <λ∗ <λL .

Remark 32. Since the intermediate states of S are either SL or SR then, the scheme
verifies maximum principle on S, see the proof of Proposition 16. But, it doesn’t
verify a discrete energy inequality. This was seen using the numerical strategy
proposed in § 3.7.

4.8 Study of positive intermediate water heights cor-
rections

The aim in this section is to compare the behavior of the positive and well-
balanced ARS schemes constructed in § 4.5.2 (positive and well-balanced ver-
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Figure 4.4: Riemann problem with negative intermediate water heights

sion of HLLu) and in § 4.7.2 (positive and well-balanced version of HLL0,u) with
the strategy proposed in [10] (first strategy of § 4.5.3) and the strategy proposed
in [45] to correct the negative intermediate water heights (second strategy of
§ 4.5.3) with the HLL0 scheme. The initial conditions of the Riemann problem
are

UL = (2.8648,6.4022,6.4304,3.5875) ,
UR = (8.6924,7.6,0.0096,11.3603) .

We mention that in this case, the exact solution can’t be computed because the
exact solution of the Riemann problem for (SW2) with topography was never
done. Figure 4.4 shows that the results of the positive version of the HLL0

scheme, the first strategy and the second strategy with HLL0 are almost the
same regarding the results of the the positive version of the HLL0,u scheme.
This allows us to conclude that the difference is between the schemes and not
between the several strategies used to ensure the positivity of the water heights.

Remark 33. We mention that the first and second strategies proposed in § 4.5.3,
see [10, 45], can’t be applied to correct the negative intermediate water heights of
the HLL0,u scheme. In fact, this scheme has three different intermediate states
and it will be very difficult to rely on the consistency relations to ensure the posi-
tivity of the intermediate water heights.
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Chapter 5

Numerical stability of the stationary
solutions

This chapter is dedicated to the numerical simulations. In particular, we are
interested in two points:

• studying the influence of the water height positivity corrections on the
numerical solution

• studying the behavior of the well-balanced schemes around stationary
solutions described in Chapter 2 with a focus on the numerical stability
on these stationary states.

Stationary solutions

For all the moving steady states we will consider the space domain I = ]0,L[
where L = 25 is the length of the domain and a continuous topography given by

Z (x) = max
(
0,0.2−0.05(x −x0)2) , (5.1)

verifying Hypothesis 1 for x ∈ [8,12] and equal to 0 otherwise.
As mentioned in Chapter 2, §2.3, both quantities M = hu ∈ R∗+ and S = û

h ∈ R+
are fixed at the inlet whatever the boundaries are. Here, we choose to fix

M = 1.2m/s and S = 0.5m/s.

167
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hc 0.52
hsub

Kc
(xL) = hsub

Kc
(xR ) 0.8769

hsup
Kc

(xL) = hsup
Kc

(xR ) 0.3321

ψ
(
hsub

Kc
(xL)

)
=ψ

(
hsub

Kc
(xR )

)
0.2768

ψ
(
hsup

Kc
(xL)

)
=ψ

(
hsup

Kc
(xR )

)
0.7689

Table 5.1: Water heights depending on the critical hydraulic head Kc = 1.0018

With M and S known we are able to compute the critical water height hc > 0
which by definition verifies

M 2 = 3S2h4
c + g h3

c ,

corresponding to Fr = 1, see (2.12). For M = 1.2 and S = 0.5 the critical water
height is hc = 0.52m.
Another useful quantity is the critical hydraulic head Kc which is computed
using

Kc =Φ (hc , Zmax) .

where Zmax = 0.2m is the maximum of the topography (5.1) and

Φ (h, Z ) = h +Z + 1

2g

(
M 2

h2
+3h2S2

)
. (5.2)

Hence, we get Kc = 1.0018.
Knowing Kc , we can compute hsub

Kc
and hsup

Kc
respectively the C 1 regular sub-

critical and supercritical solutionsof Φ (h, Z (x)) = Kc for all x ∈ I . According

to Proposition 7, this will lead us to the knowledge of a unique ψ
(
hsub

Kc

)
and a

unique ψ
(
hsup

Kc

)
verifying respectively

F hu
(
hsub

Kc

)
= F hu

(
ψ

(
hsub

Kc

))
,

and

F hu
(
hsup

Kc

)
= F hu

(
ψ

(
hsup

Kc

))
,

where, for all h ∈R∗+

F hu (h) = M 2

h
+h3S2 + g

2
h2.

These water heights are computed in Table 5.1.
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Numerical schemes

Equipped with all the values in Table 5.1, we now present the numerical simu-
lations of the solutions described in Chapter 2. We mention that all the numer-
ical simulations are done for tend = 2000s and for a domain discretized with
nx = 1000 cells. In addition, the behavior of the schemes is estimated by com-
puting the L2 errors using the following expression

L2 =
√

1

nx

nx∑
i=1

(
Wi −W SS

i

)2
, (5.3)

where Wi is the approximate solution on the cell Ci and

W SS
i = 1

∆x

∫
Ci

W SS (x)d x,

is the average of the steady state solution studied in Chapter 2 at the cell Ci .
Moreover, to ensure that the CFL condition 3.6 is satisfied, we set αC F L = 0.5.

Initial Conditions

The initial conditions are set depending on the type of the flow at the inlet.
More precisley

• When the inlet boundary conditions are subcritical, the initial conditions
satisfy the lake at rest , i.e

h + z = hR , M = 0 and S = 0. (5.4)

• When the inlet boundary conditions are supercritical, the initial condi-
tions are chosen to be equal to the analytical solution.

Boundary conditions

The boundary conditions are determined according to the type of the flow and
the sign of M . More precisely, if at the left

1. M > 0 and
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• the flow is subcritical then, M and S are fixed and the water height
follows a Neumann boundary condition.

• the flow is supercritical then, M and S are fixed and the water height
is equal to h (xL) that will be given in each section.

2. M < 0 then, we set the boundaries according to the type of the flow at the
right, i.e if at the right

• the flow is subcrtical then, M and S follow a homogeneous Neu-
mann boundary condition and the water height is equal to h (xR )
that will be given in each section.

• the flow is supercritical then, M , S and the water height follow a
Neumann boundary condition.

5.1 Subcritical inlet boundary condition

In this section, we compare the behavior of the different well-balanced numer-
ical schemes constructed in Chapter 4 for the solutions with subcritical inlet
boundary conditions, i.e supposing that h (xL) > hc . These steady state solu-
tions were experimented in [37, 28]. These test cases are widely used in the
literature. Here, instead of using the same test case as done in [37, ?, 28], we
will construct our own test cases depending on the study done in Chapter 2
and on the parameters fixed in Table 5.1.
On the left boundary, the water height verifies a homogeneous Neumann bound-
ary. Then, we will divide our tests depending on the outlet boundary condition.

5.1.1 Subcritical outlet boundary condition

For the subcritical outlet boundary condition, we fix one boundary condition
at the right on the form hR = h (xR ) > hc .
Based on Proposition 10 we present in Table 5.2 the two possible steady state
solutions according to the value of the water height fixed on the right of the
domain.
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Conditions on the right Type of the solution h (x) =
hR > hsub

Kc
(xR ) Subcritical everywhere hsub

KR
(x)

ψ
(
hsup

Kc
(xR )

)
< hR < hsub

Kc
(xR ) Transcritical with shock


hsub

Kc
(x) if x ≤ x0,

hsup
Kc

(x) if x0 ≤ x < xshock ,

hsub
KR

(x) if x > xshock .

Table 5.2: The two possible solutions with subcritical boundary conditions on
both sides of the domain.
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Figure 5.1: Subcritical Solution

Subcritical solution

Here hR = 1m is chosen to verify hR > hsub
Kc

(xR ) as shown in Table 5.2. In this
case, the steady state solution is continuous and subcritical everywhere.
According to Proposition 10, the water height is hsub

KR
, the C 1 subcritical solution

of

Φ (h, Z (x)) = KR ,∀x ∈ I

where KR =Φ (hR , ZR ), see (5).

We display in Figure 5.1 the results of the three schemes and we present in Ta-
ble 5.3 the L2 errors. These errors show that the three well-balanced schemes
recover the subcritical steady state solution with the same order of accuracy.
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h +Z M S

HLL0 5.6e −14 2.02e −14 2.7e −14
HLL∗

0 6e −14 1.7e −14 3.2e −14
HLL0,u 5.4e −14 1.9e −14 3.2e −14

Table 5.3: Free surface, discharge and shear errors for the subcritical solution

h +Z M S

HLL0 8.6e −03 1.9e −03 1.45e −10
HLL∗

0 8.6e −03 1.9e −03 1.45e −10
HLL0,u 9.1e −03 1.8e −03 8.71e −16

Table 5.4: Free surface, discharge and shear errors for the transcritical with
shock solution

Transcritical flow with shock

We fix hR = 0.8m such that ψ
(
hsup

Kc
(xR )

)
< hR < hsub

Kc
(xR ) as mentioned in Ta-

ble 5.2. In this case, the steady state solution is a transcritical flow with a shock.
According to Proposition 10, the steady state solution on the left of the top of
the bump is the C 1 subcritical solution hsub

Kc
of

Φ (h, Z (x)) = Kc ∀x [xL , x0] ,

then, between the top of the bump and the shock, it is the C 1 supercritical so-
lution hsup

Kc
of the same equation for x [xL , x0] and then after the shock it is the

C 1 subcritical solution hsub
KR

of

Φ (h, Z (x)) = KR ∀x ∈ ]xshock , xR ] . (5.5)

At the point of discontinuity xshock , the water height upstream hsup
Kc

(x) and the

water height downstream hsub
KR

(x) must verify the Rankine-Hugoniot condition,

i.e F hu
(
hsup

Kc
(xshock )

)
= F hu

(
hsub

KR
(xshock )

)
.
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Figure 5.2: Free surface and topography for the transcritical solution with shock
solution

Figure 5.3: Discharge and shear for the transcritical solution with shock solu-
tion
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Figure 5.4: Transcritical solution without shock using the HLL0,u scheme for
different cell sizes.

In Figure 5.2 we present the numerical results using the three well-balanced
schemes. Table 5.4 shows that the transcritical solution with shock is not ex-
actly recovered by the well-balanced schemes. The schemes are exact almost
everywhere except in the vicinity of the shock which is due to the fact that the
schemes are constructed to preserve the regular steady state solutions. The dis-
charge M is also affected by the shock whereas the shear remains constant up
to the machine accuracy, see in Figure 5.3 and Table 5.4. In addition to that, we
observe in Figure 5.2 a small non-entropic shock at the top of the bump for the
HLL0,u scheme. This non-entropic shock doesn’t affect the L2 norm errors be-
cause the error on the shock is much larger. The amplitude of this non-entropic
shock decreases with the mesh size, see Figure 5.4.

Supercritical outlet boundary conditions

To set the initial conditions (5.4), we choose hR = 0.3 < hc . For this set of
boundary conditions, only one C 1 steady state solution is possible see Proposi-
tion 2.3.2.
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Figure 5.5: Transcritical solution without shock

h +Z M S

HLL0 5.8e −15 8.2e −15 1.3e −15
HLL∗

0 5.6e −15 1.1e −14 8.1e −16
HLL0,u 5.9e −04 1.72e −14 1.05e −15

Table 5.5: Free surface, discharge and shear errors for the transcritical without
shock solution

Transcritical flow without shock

The steady state solution in this case is the transcritical solution without shock
over a bump which on the left of the bump, is the C 1 subcritical solution hsub

Kc
of

Φ (h, Z (x)) = Kc , ∀x ∈ [xL , x0] ,

and on the right of the bump, the C 1 supercritical solution hsup
Kc

of the same
equation for x ∈ [x0, xR ].

In Figure 5.5, we present the different numerical results using the schemes.
Here also, we can observe a small discontinuity at the top of the bump in the
HLL0,u scheme. Table 5.5 shows that the HLL0 and HLL∗

0 schemes captures ex-
actly the transcritical solution without shock whereas the non-entropic shock
affects the free surface errors for the HLL0,u scheme but not the discharge and
the shear errors. In this case as well, the error is reduced when we refine the
mesh, see Table 5.6
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nx h +Z

1000 5.9e −04
2000 3e −04
4000 2.3e −04

Table 5.6: Free surface errors of the HLL0,u scheme for the transcritical without
shock solution

5.2 Supercritical inlet boundary conditions

In this section, we test the numerical schemes constructed in Chapter 4 for the
steady state solutions with supercritical inlet boundary conditions, i.e we fix
hL = h (xL) < hc .
Up to our knowledge the test cases with supercritical inlet and subcritical out-
let boundary conditions are not often studied in the literature. The steady state
solution with supercritical inlet and outlet boundary conditions with one shock
at the left of the bump was studied in [11] where a formal analysis was done to
prove that the left shock is linearly non stable. No numerical results were pro-
posed.
Here, we will present the solutions we obtain for both types of outlet bound-
aries according to Proposition 12, 13 and 14 so that we can study the numerical
stability of such stationary solutions through numerical simulations.

We recall that according to Lemma 1, when the piecewise C 1 solution exists
then we have hsup

KL
(x) < hsup

Kc
(x) for all x ∈ I . Therefore, the supercritical water

height at the left of the domain should verify hL < hsup
Kc

(xL).
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Figure 5.6: One shock at right for hR < hsub
Kc

(xR )

Conditions on
the left

Conditions on
the right

Type of the
solution

h (x) =

ψ
(
hsup

KL
(xR )

)
<

hR

One shock at
right

{
hsup

KL
(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

ψ
(
hsub

Kc
(xL)

)
<

hL

ψ
(
hsup

Kc
(xR )

)
<

hR
Two shocks


hsup

KL
(x) if x < xshockL ,

hsub
Kc

(x) if xshockL < x ≤ x0,

hsup
Kc

(x) if x0 ≤ x < xshockR ,

hsub
KR

(x) if x > xshockR ,

Table 5.7: The two possible solutions for the supercritical inlet and subcritical
outlet boundary condition with hR < hsub

Kc
(xR ).

h +Z M S

HLL0 9.3e −03 3.4e −03 8.85e −15
HLL∗

0 9.3e −03 3.4e −03 4.82e −15
HLL0,u 1e −02 2.5e −03 2.72e −14

Table 5.8: Free surface, discharge and shear errors for the solution with one
shock at right for hR < hsub

Kc
(xR )
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5.2.1 Subcritical outlet boundary conditions

We first consider the subcritical outlet boundary conditions where we fix at the
outlet hR = h (xR ) > hc . According to § 2.3.3 the type of the solution depends on
the value of hR regarding hsub

Kc
(xR ).

The case hR < hsub
Kc

(xR )

We start by the first case hR < hsub
Kc

(xR ) where the steady states solution was
constructed in Proposition 12. We show it also here in Table 5.7. We have

• For the one shock at right steady solution, we choose to fix hL = 0.3 <
hsup

Kc
(xL) at the left of the domain and hR = 0.85 > ψ

(
hsup

KL
(xR )

)
at the

right of the domain.
At the left of the domain and before the shock, the water height is the C 1

supercritical steady state solution hsup
KL

of

Φ (h, Z (x)) = KL ,∀x ∈ [xL , xshock [ , (5.6)

with KL =Φ (hL , ZL).
After the shock and at the right of the domain, the flow is subcritical then,
the water height hsub

KR
is the steady state C 1 subcritical solution of (5.5).

In addition, at the shock we have

F hu
(
hsup

KL
(xshock )

)
= F hu

(
hsub

KR
(xshock )

)
.

The numerical simulations obtained with the three schemes are displayed
in Figure 5.6. We can conclude from Table 5.8 that the steady state solu-
tion with one shock at right is not exactly preserved by the well-balanced
schemes. This is due to the presence of the shock. But, this solution is
numerically stable since the numerical solution remains very close to the
exact one. We can also remark that there is no discontinuity on the top
of the bump in the HLL0,u scheme plot because there is no transition be-
tween the regimes at the top of the bump in this solution.

• When the solution contains two shocks an additional condition is re-
quired at the left of the domain where we should have ψ

(
hsub

Kc
(xL)

)
< hL .

For this reason we fix hL = 0.31m.
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At the left of the domain and before the first shock, the steady state solu-
tion is the supercritical solution hsup

KL
of

Φ (h, Z (x)) = KL , ∀x ∈ [x0, xshockL[ ,

and between the first shock and the top of the bump, it is the subcritical
solution hsub

Kc
of

Φ (h, Z (x)) = Kc , ∀x ∈ ]xshockL , x0] ,

At xshockL , the steady state solution should verify

F hu
(
hsup

KL
(xshockL)

)
= F hu

(
hsub

Kc
(xshockL)

)
,

Moreover, between the top of the bump, and the second shock, it is the
supercritical solution hsup

Kc
of

Φ (h, Z (x)) = Kc , ∀x ∈ [x0, xshockR [ ,

and finally, between the second shock and the right of the domain, it is
the subcritical solution hsub

KR
of

Φ (h, Z (x)) = KR , ∀x ∈ ]xshockR , xR ] , (5.7)

At xshockR , the following relation is satisfied

F hu
(
hsup

Kc
(xshockR )

)
= F hu

(
hsub

KR
(xshockR )

)
.

It is clear from the results presented in Figure 5.7 that all the schemes con-
verge to another steady state solution which is the supercritical solution
everywhere. In this case, it is impossible to catch the steady state solu-
tion with two shocks even if the initial conditions are chosen to be the
exact steady state solution. This allows us to conclude that the solution
with two shocks is not numerically stable. The stability of this solution
is affected by the presence of the shock at the left of the bump because
the solution with only one shock at the right of the bump is stable, see
Figure 5.6.
In this case, the errors shown in Table 5.9 are the L2 errors (5.3) computed
between the numerical solutions and the supercritical steady state solu-
tion. Table 5.9 shows that three schemes nearly recover the supercritical
steady state solution.



180 CHAPTER 5. NUMERICAL STABILITY OF THE STATIONARY SOLUTIONS
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Figure 5.7: Two shocks solution

h +Z M S

HLL0 5.74e-11 1.16e −14 1.93e −10
HLL∗

0 5.74e-11 1.23e −14 1.93e −10
HLL0,u 5.74e-11 1.13e −14 1.93e −10

Table 5.9: Discharge and shear L2 errors computed between the numerical so-
lution with two shocks and the exact supercritical steady state solution every-
where.
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Conditions
on the left

Conditions
on the right

Condition
on the top

Type of the
solution

h (x) =

ψ
(
hsub

KR
(xL)

)
<

hL

hsup
KL

(x0) <
ψ

(
hsub

KR
(x0)

) One shock at
right

{
hsup

KL
(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

ψ
(
hsup

KL
(xR )

)
<

hR

hsup
KL

(x0) <
ψ

(
hsub

KR
(x0)

) One shock at
left

{
hsup

KL
(x) if x < xshock ,

hsub
KR

(x) if x > xshock .

Table 5.10: The two possible solutions for the supercritical inlet and subcritical
outlet boundary condition with hR > hsub

Kc
(xR ).

The case hR > hsub
Kc

(xR )

For the case, hR > hsub
Kc

(xR ), the steady state solution was constructed in Propo-
sition 13. The solution in this case depends on some threshold parameters
of KR and KL on both sides of the domain and on the top of the topography
as seen in Table 5.10. In addition, for the topography defined in (5.1) where
Z (xL) = Z (xR ) the two solutions coexist, see Corollary 1.
For both type of steady state solutions, before the shock, the water height is the
C 1 supercritical solution hsup

KL
of (5.6) and after the shock it is the subcritical

solution hsub
KR

of (5.7). At the shock, the solution must verify

F hu
(
hsup

KL
(xshock )

)
= F hu

(
hsub

KR
(xshock )

)
.

• For the steady state solution with one shock at right, we first fix hR =
0.95m and we compute all the threshold parameters depending on KR =
Φ (hR , ZR ) in Table 5.11. Then, we fix hL = 0.3m verifying both conditions

ψ
(
hsub

KR
(xL)

)
< hL and hsup

KL
(x0) = 0.366 <ψ

(
hsub

KR
(x0)

)
.

The numerical results obtained with the three schemes are displayed in
Figure 5.8. The three schemes exactly capture the exact solution except
in the vicinity of the shock as shown in Table 5.12. The discharge errors
are also affected by the shock but this is not the case for the shear errors.

• For the solution with one shock at left, an additional condition on the
right of the domain is required. For this reason, we first fix the water
height on the left of the domain hL = 0.25m and we compute all the thresh-
old parameters depending on KL =Φ (hL , ZL) in Table 5.13. Then, we fix

the water height on the right of the domain hR = 1m to verifyψ
(
hsup

KL
(xR )

)
<
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hR 0.95
hsub

KR
(xL) = hsub

KR
(xR ) 0.95

hsup
KR

(xL) = hsup
KR

(xR ) 0.313

ψ
(
hsub

KR
(xL)

)
=ψ

(
hsub

KR
(xR )

)
0.2459

ψ
(
hsup

KR
(xL)

)
=ψ

(
hsup

KR
(xR )

)
0.8035

ψ
(
hsub

KR
(x0)

)
0.3774

ψ
(
hsup

KR
(x0)

)
0.6641

Table 5.11: Water heights depending on the critical hydraulic head KR = 1.0658
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Figure 5.8: One shock at right for hR > hsub
Kc

(xR )

h +Z M S

HLL0 1.5e −02 2.1e −03 4.4e −15
HLL∗

0 1.5e −02 2.1e −03 4.44e −15
HLL0,u 1.8e −02 1.8e −03 3.9e −15

Table 5.12: Free surface, discharge and S errors for the solution with one shock
at right for hR > hsub

Kc
(xR )
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hL 0.25
hsub

KL
(xL) = hsub

KL
(xR ) 1.318

hsup
KL

(xL) = hsup
KL

(xR ) 0.25

ψ
(
hsub

KL
(xL)

)
=ψ

(
hsub

KL
(xR )

)
0.1428

ψ
(
hsup

KL
(xL)

)
=ψ

(
hsup

KL
(xR )

)
0.9396

ψ
(
hsup

KL
(x0)

)
0.8729

ψ
(
hsup

KL
(x0)

)
0.1891

Table 5.13: The water heights depending on the critical hydraulic head KL =
1.4267

h +Z M S

HLL0 4.5e −03 5.1e −03 2.06e −10
HLL∗

0 4.5e −03 5.1e −03 2.06e −10
HLL0,u 4.7e −03 4.4e −03 2.06e −10

Table 5.14: Free surface, discharge and shear errors when the numerical solu-
tion is the solution with one shock at left and the exact solution is the solution
with one shock at right.

hR and hsup
KL

(x0) <ψ
(
hsub

KR
(x0)

)
= 0.3352m.

Figure 5.9 shows that the three numerical schemes converge to the steady
state solution with one shock at right which is not the steady state solu-
tion we took for the initial conditions. Hence, the steady state with one
shock at left solution is not stable. Therefore, we show in Table 5.14 the L2

norm errors between the numerical solutions and the exact solution with
one shock at right. These errors are in accordance with the behavior of
the schemes when the solution contains a shock at the right of the bump,
see Table 5.14.

5.2.2 Supercritical outlet boundary conditions

In this case, the boundary conditions are supercritical on both sides of the do-
main. We assume that the right boundary condition is also supercritical, i.e
h (xR ) < hc . The two different steady state solutions are presented in Table 5.15.
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Figure 5.9: One shock at left solution for supercritical inlet and subcritical outlet
boundary conditions

Conditions on the
left

Type of the solu-
tion

h (x) =

hL < hsup
Kc

(xL)
Supercritical ev-
erywhere

hsup
KL

(x)

ψ
(
hsub

Kc
(xL)

)
<

hL < hsup
Kc

(xL)
One shock at left


hsup

KL
(x) if xL ≤ x < xshock ,

hsub
Kc

(x) if xshock < x < x0,

hsup
Kc

(x) if x > x0.

Table 5.15: The two possible solution for the supercritical inlet and outlet
boundary condition.
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Figure 5.10: Supercritical solution

h +Z M S

HLL0 5.41e −14 1.87e −14 2.68e −10
HLL∗

0 5.41e −14 1.848e −14 2.68e −10
HLL0,u 5.41e −14 1.55e −14 2.68e −10

Table 5.16: Free surface, discharge and shear errors for the supercritical solu-
tion

Supercritical everywhere

For the steady state supercritical solution everywhere, we fix hL = 0.25m. The
supercritical water height hsup

KL
is the solution of

Φ (h, Z (x)) = KL ∀x ∈ I ,

Since the initial condition is chosen to be equal to the stationary solutions, the
three well-balanced schemes have to preserve it by construction. This is ob-
served in Figure 5.10 and in Table 5.16.



186 CHAPTER 5. NUMERICAL STABILITY OF THE STATIONARY SOLUTIONS

h +Z M S

HLL0 6.3e-02 4.79e −14 5.69e −10
HLL∗

0 6.3e-02 4.68e −14 5.69e −10
HLL0,u 6.3e-02 1.08e −14 5.69e −10

Table 5.17: Free surface, discharge and shear errors for the solution with one
shock at left when both boundaries are supercritical.

One shock at left

When the steady state solution contains a shock at the left of the domain, we

fixψ
(
hsub

Kc
(xL)

)
< hL = 0.32 < hsup

Kc
(xL). At the left when the flow is supercritical

the steady state solution is the C 1 supercritical solution of (5.6) then, a shock
occurs and the steady state solution is the C 1 subcritical solution hsup

KL
of

Φ (h, Z (x)) = Kc ∀x ∈ ]xshock , x0] ,

and then, through a continuous transition, the steady state solution becomes
the supercritical solution hsup

Kc
of the same equation for x ∈ [x0, xR ]. At the

shock, the solution satisfies

F hu
(
hsup

KL
(xshock )

)
= F hu

(
hsub

Kc
(xshock )

)
.

The numerical simulations showed once again that the solution with one shock
at the left is not stable, see Figure 5.11. In fact, the numerical solutions con-
verge to the supercritical solution. We also mention that at the left of the bump
and mainly before the shock, the numerical solutions capture exactly the steady
state which is not the case at the right of the bump. This is due to the fact that,
at the right of the top of the bump, the numerical solution converge to the su-
percritical solution hsup

KL
whereas the exact solution is hsup

Kc
. This explains the

L2 norm errors of the free surface in Table 5.17. In addition, Table 5.17 shows
that since the numerical solution converges to a C 1 steady state solution, the
schemes are in good behavior regarding M and S.
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Figure 5.11: One shock at left solution for supercritical inlet and outlet bound-
ary conditions





Conclusion and perspectives

Conclusion

In this thesis, we have studied, the steady state solutions of the Shallow water
model with two velocities and a topography source term (SW2). In addition, we
presented several numerical schemes to approach the solutions of the homo-
geneous model (SW H

2 ) and the model with topography.

First, we studied the steady states solutions of (SW2). We exhibited the C 1

regular solutions following the Bernouilli’s principle and the Rankine-Hugoniot
jump conditions through a discontinuity where the dissipation of entropy should
be verified. Then, for a specific continuous topography, we studied the (non)
existence and the (non) uniqueness of the moving steady states. We proved that
two steady state solutions with supercritical inlet boundary conditions might
coexist and we presented the possible coexistence of the solution depending
on the value of the topography on each side of the domain.

Second, using the finite volume method, we constructed three Approximate
Riemann Solvers (ARS) to approximate the solution of the homogeneous Shal-
low water model with two velocities (SW H

2 ) to be extended later to approximate
the solution of the model with topography (SW2). The first scheme is the HLL
scheme that is not accurate around the contact wave of the model. The second
scheme is the HLL∗ scheme which can be seen as a 3− waves ARS that takes
into consideration the transport of S through the contact wave but considers
that the water height and the mean velocity are constant through the transport
wave which is not the case for the exact solution of the Riemann problem. The
third scheme is a 3− waves ARS named HLLu for which the mean velocity is
constant through the internal and equal to its celerity. After presenting the-

189
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oretically and numerically the advantages and disadvantages of each ARS, we
were able to conclude that the best solver is the HLLu solver. This solver

• preserves the positivity of the water height,

• preserves the maximum principle on S = û
h ,

• is accurate for the transport process associated to the shear velocity,

• maintains a stationary isolated contact discontinuity.

However, using a numerical strategy, we proved that the HLLu scheme doesn’t
verify a discrete energy inequality whereas the HLL scheme does.

Third, to approach the solutions of the model with topography (SW2), we
extended the numerical schemes introduced for the homogeneous model. For
the model with topography, a stationary wave is added due to the presence of
the source term and should be added in the construction of the schemes. Thus,
one more property should be considered where the new schemes have to be ac-
curate on the contact discontinuity while verifying the well-balanced property
for all regular steady states of the system (SW2). To do so, we started by approx-
imating the topography source term then, we constructed three well-balanced
schemes named HLL0, HLL∗

0 and HLL0,u . The first one is an extension of the
HLL scheme, the second one is an extension of the HLL∗ scheme and the third
one can be seen as variation of the HLL∗

0 scheme and a combination of HLL0

and HLLu schemes. The three schemes are well-balanced, ensure the positivity
of the intermediate water heights, verify the maximum principle on S but don’t
verify a discrete energy inequality.

Finally, we studied the numerical stability of the moving steady state solu-
tions and the behavior of the numerical schemes on these solutions. Through
the numerical results we observed mainly a non-entropic stationary shock on
the top of the bump in the HLL0,u scheme for the solutions with a transition
from the subcritical to the supercritical and that the steady state solutions with
one shock at left are not stable.
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Perspectives

The different aspects of the thesis have raised questions that still remain open
or can be envisioned:

1. For a flat topography, the HLLu scheme is better than the other schemes
however, this scheme presents a non-entropic stationary shock on the
top of the bump for the transcritical solutions contrary to the other schemes.
Therefore, we would like to understand the origin the non-entropic sta-
tionary shock and then try to correct it.

2. We presented in this scheme three ARS to approach the solution of the
model with two velocities and a topography. We proved through a nu-
merical strategy that the three scheme don’t verify a discrete energy in-
equality. In fact, the construction of numerical schemes satisfying the
dissipation of entropy remains an open question even for the classical
shallow water model. In [44], the authors constructed an entropy dissi-
pative numerical scheme to approach the solution of the classical shallow
water model with topography. But, the intermediate states of the scheme
are obtained by resolving a non-linear equation which has a large com-
putational cost. To solve this issue, the authors in [45, 16] present a linear
formulation to deal with a general form of well-balanced states. How-
ever, the scheme presented doesn’t verify a discrete energy inequality.
Hence, it is very important to develop schemes that satisfy the dissipa-
tion of entropy for the shallow water model first and then extend them
for the model with two velocities.

3. In [11], the authors proved theoretically that the solutions with a shock
on the left of the bump are linearly not-stable. Later on, the authors in
[26] proved through a theoretical and experimental approach that if we
add a friction source term to the system, the solutions with a left shock
can be stable. Hence, we would like to test numerically if this is true for
the steady state solutions of the shallow water model with two velocities
and a manning friction. Indeed, we have to study first the steady state so-
lutions of the model with a manning friction. Then, for the construction
of the numerical schemes, we extend the strategy proposed in [45] for the
shallow water model and a manning friction.
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3.12 Standard deviation error and order of accuracy of the three schemes
for the Dam break problem with change of sign on û § 3.6.4 . . . . 116
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