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I. Presentation of the scientific work

I.1. Abstract

My research focuses on perceptual processes and in particular on the relations between sensory modalities, both in their correspondences and in their interactions. The conducted research is based on an intrinsic multidisciplinary approach. The tested hypotheses come from a joint consideration of theoretical models, experimental and clinical approaches, with a preoccupation of applied outputs in the field of perceptual rehabilitation. The first axis of my research concerns sensory substitution devices, which aim at compensating one or several functions of a deficient sensory modality by means of information transmitted to an intact sensory modality. My research lies both upstream and downstream the design of sensory substitution devices. In particular, my work involves a conceptual understanding of the nature and possibilities offered by sensory substitution devices, studies of the central factors underlying their learning, their adequacy to the target population, taking into account their individual specificities, and the possibility of improving their design by the use of crossmodal correspondences. I also have collaborated to the design and tests of three sensory substitution devices. The second axis of my work concerns the multisensory groundings of our spatial representations, which vary as a function of the sensory modalities that are involved. Indeed, visual information is initially coded in retinotopic coordinates, auditory information is initially coded according to a head-centred reference frame, and tactile information is coded either in somatotopic or in head-centred coordinates. My aim is to understand how these reference frames interact to give rise to a functional representation of the environment and how these reference frames can be modified by the use of sensory substitution devices and other tools. Taken together these two research axes aim, at the fundamental level, at contributing to the comprehension of the plasticity of our perceptual and bodily representations during tool use. At the applied level, they aim at improving the design and learning of sensory substitution devices.
I.3. Résumé

Mes recherches portent sur les processus perceptifs et en particulier sur la relation entre les modalités sensorielles dans leurs correspondances ainsi que dans leurs interactions. L’accent est mis sur une démarche fortement interdisciplinaire, à l’intersection entre psychologie cognitive et philosophie, avec une préoccupation d’applications pour le développement de dispositifs de substitution sensorielle. Le premier axe de mes recherches concerne les dispositifs de substitution sensorielle qui visent à assister ou à remplacer une ou plusieurs fonctions d’un organe sensoriel défaillant à l’aide d’un autre organe sensoriel. Mes travaux scientifiques s’inscrivent à la fois en amont et en aval de la conception des dispositifs. Ils impliquent l’étude de la nature et des possibilités offertes par la substitution sensorielle, des facteurs centraux à leur apprentissage, de leur adéquation à la population cible en prenant en compte les spécificités individuelles et de la possibilité d’améliorer leur conception par l’utilisation des correspondances intermodales. J’ai aussi collaboré à la mise au point et aux tests de trois de ces dispositifs. Le second axe des mes recherches se penche sur la construction multisensorielle de nos représentations spatiales en fonction des modalités sensorielles impliquées. Par exemple la vision se base sur un référentiel centré sur les yeux, l’audition sur un référentiel centré sur la tête et le toucher à la fois un cadre de référence centré sur la surface du corps et un centré sur la tête. Mon objectif est de comprendre comment ces cadres de référence interagissent pour donner lieu à une représentation fonctionnelle de l’environnement et comment ils se modifient lors de l’utilisation de dispositifs de substitution sensorielle, et plus généralement d’outils. Pris ensemble, ces deux axes de recherche visent à un niveau fondamental à éclairer la question de la plasticité des représentations de nos espaces corporels et distants. A un niveau appliqué, ils visent à l’amélioration de la conception et de l’apprentissage des dispositifs de substitution sensorielle.
I. General introduction

In this manuscript, I present the scientific research conducted since my PhD, in 2004. The presented studies were carried out during a year I’ve spent as ATER (associate lecturer) at UTC, Compiègne University (2004-2005), during three years as a post-doctoral researcher (2005-2008) at Oxford University (under the supervision of Prof. Charles Spence), at the University of Antwerp (under the supervision of Prof. Erik Myin), and at the Laboratory Neurophysics and Physiology, Paris (CNRS UMR 8119, under the supervision of Agnès Roby-Brami and Sylvain Hanneton). The studies were then conducted after I was hired by the CNRS, first at the LIMSI (CNRS UPR 3251), Orsay (2008-2014), then at the ISIR (CNRS UMR 7222), Paris, where I am since January 2015.

My research focuses on perceptual processes and in particular on the relations between sensory modalities, both in their correspondences and in their interactions. They were conducted thanks to national collaborations (ISIR, UMR 7222; IJN, UMR 8129; ISM, UMR 7287; LPP, UMR 8158; LNP, UMR 8119; IRCAM, UMR 9912; Impact, U864; Costech-UTC; LIMSI, UPR 3251; Institut de Recherche Paul Bocuse), international collaborations (Department of Experimental Psychology, Oxford University; Institute of Philosophy, London University; Università degli Studi di Milano-Bicocca, Milan; Department of Cognitive Neuroscience, University of Bielefeld; Antwerp University; York University), and collaborations with the industry (Caylar, Ile de France; Pernod-Ricard, Paris; Roger McMahon & Associates, Glasgow; Oculus Research).

The conducted research is based on an intrinsic multidisciplinary approach. The tested hypotheses come from a joint consideration of theoretical models, experimental and clinical approaches, with a preoccupation of applied outputs in the field of perceptual rehabilitation. My scientific work gave rise to 34 journal articles, 12 book chapters, 68 communications in international conferences with proceedings, and 60 communications without proceedings (1921 quotes, according to Google Scholar, for an h-index of 19). My research on sensory substitution allowed me to participate to TV and radio documentaries, as well as general public articles.
II. Sensory substitution

The first and main axis of my research concerns sensory substitution devices. These devices aim at compensating one or several functions of a deficient sensory modality by converting stimuli that are normally accessed through this deficient sensory modality into stimuli accessible by another sensory modality. For instance, these devices can convert visual information into sounds or tactile stimuli. Sensory substitution devices have broad applications such as sensory rehabilitation and perceptual augmentation. For instance, visual-to-tactile (e.g., Bach-y-Rita et al., 1969; White et al., 1970) and visual-to-auditory (e.g., Hanneton et al., 2010; Meijer, 1992) conversion systems were designed in order to assist blind and visually impaired people. In most visual-to-tactile devices, the translation code is analogical. For instance, a visual circle can be translated into a circular pattern of tactile stimuli. Non-analogical codes have also been used, for instance by converting distance into vibrations (e.g., Farcy et al., 2006; Maidenbaum et al., 2014). The code used in visual-to-auditory devices translates several dimensions of the visual signal into dimensions of the auditory signal. For instance, the vOICe (Meijer, 1992) translates vertical position into frequency, horizontal position into time scanning, and visual brightness into auditory loudness. Other visual-to-auditory devices convert colour information into musical notes (e.g., the EyeMusic, Levy-Tzedek et al., 2014) or use different orchestral instruments (the See ColOr; Bologna et al., 2009). Numerous devices were designed to compensate other deficits, such as proprioceptive deficits (e.g. see Danilov et al., 2007; Diot et al., 2014). In the field of perceptual augmentation, these devices were developed in order to gain access to visual information, either under degraded conditions of perception (such as fire fighting or military operations, e.g. see Jones et al., 2009) or when the amount of visual information is thought to be too important (such as in car driving; e.g. Ho & Spence, 2008). My research focused mainly on visual-to-tactile and visual-to-auditory sensory substitution devices that were designed to compensate for visual impairments.

Studies conducted on sensory substitution devices revealed an important structural and functional plasticity of the central nervous system. Regarding structural plasticity, studies have shown that the use and practice of visual-to-tactile (Ptito et al., 2005; see also Kupers et al., 2006) and visual-to-auditory (e.g., Striem-Amit & Amedi, 2014) devices result in increased activation in blind people’s visual cortex (for reviews, see Proulx et al., 2014; Stiles & Shimojo, 2015; see also Ptito et al., in press, for a review and discussion of the functional correlates of increased activation in the visual cortex). Regarding functional plasticity, a variety of devices have been tested across a variety of tasks. In particular, studies have revealed that these devices allow their users to perform localisation tasks (e.g., Janson, 1983; Levy-Tzedek et al., 2012; Proulx et al., 2008) and simple form, as well as complex shapes recognition (e.g., Arno et al., 2001; Auvray, Hanneton, & O’Regan, 2007). In addition, users of sensory substitution devices can build, to some extent, a perceptual
space that possesses visual characteristics although the sensory inputs come from another sensory modality (e.g., Renier et al., 2005).

Since their inception in the sixties, sensory substitution devices proved to be fruitful tools to investigate questions in the fields of philosophy of perception, experimental psychology, and studies of brain plasticity. However, in spite of their potential and the perspectives they open, sensory substitution devices remain under-used to date. Thus, one of the major challenges for scientists working in the field of rehabilitation is to favour the use of aid devices by impaired people. The limited success of sensory substitution devices can be explained by insufficiencies in the analyses of what is sensory substitution, insufficiencies in the understanding of impaired people’s perceptual specificities, and deficiencies in the design of the devices. To overcome these insufficiencies my research lies both upstream and downstream the design of sensory substitution devices. In particular, my research involves a conceptual understanding of the nature and possibilities offered by sensory substitution devices, studies of the central factors underlying their learning, their adequacy to the target population, taking into account their individual specificities, and the possibility of improving their design by the use of crossmodal correspondences. I have also collaborated to the design and tests of three sensory substitution devices, two visual-to-auditory conversion systems and a visual-to-tactile one.

II.1. Conceptual understanding of sensory substitution

I have investigated conceptually the question of the nature of the processes involved in the use of sensory substitution devices in collaboration with Ophelia Deroy (University of London), Erik Myin (University of Antwerp), Maurice Ptito (McGill University, Montreal), Ron Kuppers (University of Copenhagen), Laurence Harris (York University), Mirko Farina (University of Edinbourg), and Gabriel Arnold (post-doctoral researcher).

From a theoretical point of view, one of the main goals is to understand what underlies the acquisition of new recognition and localization skills that are usually characteristic of a given sensory modality by means of another. In particular, one important question raised is to which sensory modality does the perception with a sensory substitution device belong? Two opposite theses were, at first, put forward: The dominance thesis (e.g., Block, 2003; Humphrey, 1992; Prinz, 2006) according to which perception with a sensory substitution device remains in the substituting modality (touch or audition) and the deference thesis (e.g., Hurley & Noë, 2003; Noë, 2004; O’Regan, 2011) according to which perception switches to the substituted modality (vision). The deference thesis has opened the door to over-optimistic claims involving the idea that users of visual-to-tactile substitution devices would become able to “see with the skin” (White et al., 1970) or to “see with the brain” (Bach-y-Rita et al., 2003)”. These optimistic claims have been echoed to the wider audience
including potential users of these devices: sensory substitution devices have been advertised as “rewiring brains to see with sound” and “restoring a form of sight to the blind” (Trivedi, 2010).

With my collaborators (Arnold, Pesnot-Lerousseau, & Auvray, 2017; Auvray & Farina, 2017; Auvray & Myin, 2008; Deroy & Auvray, 2012, 2014), we suggested that it is time to go beyond the dominance versus deference debate, and that perception with a sensory substitution device goes beyond assimilation to either the substituting or the substituted modality. According to this view, sensory substitution should be understood as being vertically integrated on pre-existing capacities that involve the substituting and the substituted sensory modalities, as well as cognitive processes (see figure 1).

![Figure 1. Three alternative views on the processes involved in sensory substitution, with their specificities at the behavioural, neural, and phenomenological levels. Illustrative examples are given into brackets (figure from Arnold, Pesnot-Lerousseau, & Auvray, 2017).](image)

To go deeper into the defended view, the dominance versus deference debate remains based on an implicit perceptual equivalence which we suggest to identify as a perceptual assumption. The influence of this perceptual assumption is visible in the fact that researchers accept or target equivalences between using a sensory substitution device and the exercise of a sensory modality. In other words, the perceptual assumption considers that sensory substitution follows what occurs with canonical cases of perception through one of the
typical sensory modalities that is as specialized channels for transducing external information. To us, this perceptual assumption has led to a confirmation bias in the interpretation of the results. The results of existing studies have been filtered out of the negative evidence, or data fitting less well with this assumption, while the remaining evidence has been seen as confirming the equivalence between using a sensory substitution device and perceiving through one of the canonical senses. Furthermore, the experimental protocols themselves are built with the perceptual assumption in mind which, in turn, constrains or limits the kind of data that can be gathered. In the series of articles summarized below, we sought to stress the limits of the perceptual models and the perspectives that can be opened by alternative models.

First, in collaboration with Erik Myin (Auvray & Myin, 2009), we discussed the dominance versus deference debate. We had recourse to the criteria that have been used for the taxonomy of our sensory modalities to determine which of them are fulfilled by the use of sensory substitution devices. These criteria involve sensory organ, stimuli, properties, qualitative experience, behavioural equivalence, dedication, and sensorimotor equivalence. The reviewed criteria did not allow favouring the dominance or the deference theses, and most of them appeared as a matter of degree or a matter of interpretation. We subsequently argued that the evidence leads to an alternative view, according to which the experience after sensory substitution is a transformation, extension, or augmentation of our capacities rather than being equivalent or reducible to an already existing sensory modality. We developed this view by comparing sensory substitution devices to other “mind enhancing tools” such as pen and paper, sketchpads or calculators. In particular we built on the transformative view of mind enhancing tools (e.g., Clark, 2003; Menary, 2006, 2007) according to which they do transform cognition in a qualitative way. In this sense, these tools not only facilitate established cognitive processes, they can also allow for the appearance of novel cognitive operations, which simply would have been impossible without them. For example, without the proper means and tools to write down, calculate, or draw diagrams, human cognitive abilities would not have evolved to their current state (Van Leeuwen, Verstijnen, & Hekkert, 1999). To us, an analysis of sensory substitution in terms of mind enhancing tools unveils it as thoroughly transforming sensory experience and as giving rise to a novel form of interaction with the environment.

In a second step, we refined this view with Ophelia Deroy (see Deroy & Auvray, 2012, 2014), proposing a vertical integration model. We argued that learning to use a sensory substitution device should not be thought of as occurring horizontally. Indeed, the use of sensory substitution devices does not have to fit within the concept of a sense even if it apparently serves similar functions (e.g., identification and localization). The corresponding experience does not fit among the sensory modalities and it requires the existence of (some
of) these modalities. Experience with sensory substitution devices is built up from existing sensory modalities both in terms of the used receptors and of the invented code the devices rely on. In addition, this relation is of interdependence or crafting. In this sense, the new skill starts from an existing one, and although it becomes progressively more independent, it does not become totally detached from the initial elements. We used an analogy with dual-route models of reading (e.g., Coltheart & Rastle, 1994), according to which, learning to use a sensory substitution device is no longer to be thought of as being merely a matter of perceptual learning or adaptation, but as the building of a parallel access to cognitive and spatial representations that get grafted onto some pre-existing perceptual-cognitive route (e.g., sounds to objects and spatial representations in the case of visual-to-auditory conversion systems). What sensory substitution reveals in this case, is not strictly sensory plasticity nor perceptual emergence, but mostly culturally driven multisensory plasticity, that is the margin left for exploiting and redirecting the existing rules of multisensory and crossmodal interactions to build new cognitive routes between existing components. To summarize, here sensory substitution is treated as involving both perceptual and cognitive processes, which take into account integration of the novel information with the existing perceptual-semantic route.

In addition, with Mirko Farina (see Auvray & Farina, 2017), we discussed the claims made that long-term use of sensory substitution devices may induce, in practiced users, the emergence of forms of synaesthesia (e.g., Proulx, 2010; Ward & Meijer, 2010; Ward & Wright, 2014). To clarify this position, we proposed to dissociate the substituted information from the associated phenomenology and to verify for each, if they fulfil the criteria used to define congenital synaesthesia (see Table 1). Our analysis highlighted that, when the concurrent is considered to be the associated phenomenology there is a crucial lack of empirical data, as the hypothesis arises from verbal reports of only two users. These preliminary reports suggest that there might be a consciously perceived concurrent. There can be idiosyncrasy, although narrower than in congenital synesthesia, and there are no substantial data to know if there can be automaticity and consistency; although these cannot be ruled out either. When the concurrent is considered to be the substituted information, the existence of an inducer concurrent pairing can be acknowledged. However, the extent to which both the concurrent and the inducer are consciously perceived awaits further empirical data. In addition the concurrent is linked to the inducer more in a relative way (for instance the louder, the brighter) than in an absolute way (which is closer to cross-modal correspondences than to synesthesia; see Deroy & Spence, 2013) and there is no idiosyncrasy. In summary, sensory substitution can hardly be claimed to match the criteria established to single out genuine forms of synesthesia. As a consequence, anyone defending SSD-use as being synesthetic will have to give an account of why one or several criteria to
define synesthesia can be loosened in some cases without weakening the understanding and definitions given to congenital synesthesia.

<table>
<thead>
<tr>
<th>Cases</th>
<th>Criteria</th>
<th>Inducer-concurrent pairing</th>
<th>Idiosyncrasy</th>
<th>Automaticity of the process</th>
<th>Consistency over time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Congenital synesthesia</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SSD: associated phenomenology</td>
<td>Debated</td>
<td>Yes (narrow set)</td>
<td>Lack of Data</td>
<td>Lack of Data</td>
<td></td>
</tr>
<tr>
<td>SSD: substituted information</td>
<td>Lack of Data</td>
<td>No</td>
<td>Lack of Data</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>Crossmodal correspondences</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Summary of the criteria used to define synesthesia, which are fulfilled by the use of sensory substitution devices. In the table we also added congenital synesthesia and crossmodal correspondences. The terms yes and no are used when the claim is not controversial, debated is used when there are existing data, but their interpretation is subject to controversy, lack of data is used when more empirical data are needed.

Finally, with Gabriel Arnold (post-doctoral researcher) and Jacques Pesnot-Lerousseau (master student), we built on the vertical integration model in order to investigate the predictions that can be made from this model (Arnold, Pesnot-Lerousseau, & Auvray, 2017). In particular, the vertical integration model involves the idea that, at the perceptual level, performance and experience with the device will depend on each person’s abilities. Second, if the use of sensory substitution devices is both perceptual and cognitive, then this leaves room for perceptual strategies that will differ as a function of people’s specificities and cognitive style. In other words, performance and experience with the device will then be done with different weights attributed to each of the sensory modalities. These weights will depend on people’s individual capacities, perceptual preferences, and cognitive styles. Note that these weights might subsequently vary as a function of expertise, mastery of the device, and type of task. To give an example, it might be the case that a musician will be able to perform auditory analyses that non-musicians would not, consequently giving more weights to auditory processes, and possibly having a predominant auditory experience when using the device.

II.2. Seeing the thunder while still hearing it
In order to start and investigate behaviourally the vertical integration hypothesis, we conducted an experiment in collaboration with Gabriel Arnold (post-doctoral researcher) and Jacques Pesnot-Lerousseau (master student). Note that this study is included as the first of the selected articles in the Annex (Pesnot-Lerousseau, Arnold, & Auvray, submitted).
In this study, blindfolded sighted participants were trained with the visual-to-auditory conversion device The vOICe (Meijer, 1992), which translates visual images into soundscapes (see Figure 2A). After training, with the blindfold removed, participants were tested to see whether auditory stimuli would spontaneously evoke visual images. To evaluate such potential involvement of visual processes, we took advantage of a Stroop-like paradigm (Stroop, 1935). In the original Stroop task, people are requested to name the colour of coloured words. When the meaning of the word is also a colour (e.g. the word “red” written in blue), it interferes with the participant’s recognition of the word’s colour. For instance, it takes longer to say that the colour of the presented word is blue when the written word reads “red” rather than “blue”. Thus, even if the task consists in naming the colour of a word, reading processes and the ensuing access to the words’ meaning are automatically triggered.

The same rationale was used in our study. The participants completed a crossmodal interference task both before and after a 3-hour training session with The vOICe, which involved object identification, object localization, and orientation discrimination tasks. The crossmodal interference task consisted of a sound recognition task with a simultaneous presentation of visual images (see figure 2B). The sounds corresponded to the auditory conversion of visual lines with The vOICe. Visual distractors, presented simultaneously,
consisted in these abovementioned visual lines; some had the same orientation as the sound, whereas others presented a different one (see figure 2C). After training with the visual-to-auditory conversion device, if visual processes are automatically triggered upon hearing the sounds, i.e. if auditory stimuli are mentally converted into visual images, then the presentation of visual distractors should interfere with the participants’ performance in the sound recognition task. Should this be the case, their performance ought to be facilitated when the auditory target and visual distractors have the same orientation, and disturbed when auditory target and visual distractors have different orientations. Conversely, if auditory stimuli are processed solely as sounds, i.e. without any involvement of visual processes, then visual distractors should not affect the participants’ performance. In addition, in order to investigate the possible influence of auditory processes, the participants completed low-level auditory tests before and after training. Furthermore, prior training, and after training in each of the tasks, they were questioned about their subjective experience by means of Lickert scales (see figure 3, for the different steps of the procedure).

Figure 3. The different steps of the experimental procedure.

The first and main result from our study, obtained in the crossmodal interference task, showed that, before training, the visual images did not influence the participants’ responses. After training, however, they interfered with the auditory recognition task. In particular, they disturbed the participants’ responses when the auditory soundscape did not correspond to the conversion of the visual image. This visual interference effect reveals a rapid functional plasticity, as users, once trained, can associate visual imagery to auditory stimuli (see figure 4).

Second, the participants’ performance during training for localisation and recognition tasks, depended on their auditory abilities. The correlations between the participants’ auditory scores and their performance with the device revealed that those participants with higher auditory abilities performed better during the training tasks with the device than those with lower abilities. Third, the participants’ associated phenomenology differed as a function of
the task, as in Auvray et al.’s (2007) study. The overall phenomenology remained auditory, which is likely due to the fact that the stimuli consisted in sounds. However, in the object recognition task, the participants had additionally an important visual experience; whereas in the object localization task they had an additional sonar-like experience, that is, an experience mainly based on spatial information of localization or distance from the body, without necessarily forming visual images of the object to localize. Another interesting result is that such difference in the phenomenology as a function of the task – which probably results from the fact that several different processes are involved – is stronger in participants with good auditory capacities than in participants with low ones. It is likely that good auditory capacities allow the participants to identify those dimensions of the auditory signal that are the most relevant to the task while discarding the less relevant ones. Participants with low auditory capacities have a phenomenology which did not differ with the task, which suggests a lower plasticity in the involved processes. As their auditory inputs are poorer, it could be the case that they are less able to disentangle the different auditory dimensions and consequently to analyse them independently.

To summarize, the results of this study reveal that using a visual-to-auditory sensory substitution device induces plasticity at the functional and phenomenological levels. The association of the visual interference effect with the role of individual auditory abilities underlines the fact that functional plasticity is complex, and based on a multisensory architecture involving both visual and auditory processes. Our results show that, after
training, people visualize auditory stimuli, while still processing it auditorily. These results are in line with the vertical integration thesis, which posits that using a conversion device involves flexible behavioural processes and phenomenologies, with different weights attributed to the sensory modalities as a function of task, context, expertise, and individual differences (Arnold, Pesnot-Lerousseau, & Auvray, 2017). Learning to use a conversion device thus relies on pre-existing perceptual capacities, and it can involve different perceptual strategies, as a function of these pre-existing capacities. Note that these results are also in line with the metamodal inverse hierarchy model (Proulx et al., 2014, 2016) which proposes that the functional plasticity at stake occurs at higher levels, involving supramodal representations of shapes with a spatial integration of visual and auditory stimuli. More generally, our results reveal that sensory plasticity in humans is a complex phenomenon which depends both on the kind of processes that are involved and on individual specificities. To put it in William James’ (1890) words, when using the visual-to-auditory sensory substitution system, people become able to see the thunder while keeping on hearing it.

Several questions remain open to scientific investigation. First, the question of whether the interference appears at the visual or at a supramodal level remains to be investigated. Second, we still need data on the questions of the influence of visual capacities on performance with the visual-to-auditory conversion system and the role of visual imagery in the processes (i.e., if we can obtain a crossmodal interference effect the other way round). We are currently running the experiments corresponding to this second question.

II.3. Sensory substitution and learning

An important feature of the mastery of sensory substitution devices is their users’ facility to learn them and the amount of training they require to do so. For instance, with the TVSS, an extensive training is required. Most users are able, in one or two hours, to explore their environment, approximate objects’ positions, and describe their raw shape. However, the learning required to reach a more complete level of performance is estimated at around 8 hours with visual-to-tactile devices (Kaczmarek & Haase, 2003) and 10 to 15 with visual-to-auditory devices (Auvray et al., 2007), and an even a longer time to perform fine grained tasks, such as recognizing body postures (Striem-Amit & Amedi, 2014). It is thus crucial to investigate users’ learning abilities, to identify the most efficient learning methods and those that are adapted to different users’ profile. A crucial characteristic of learning lies in the ability to generalize, that is, the ability to extend the acquired perceptual abilities to both new stimuli and new perceptual conditions. With Gabriel Arnold (post-doctoral researcher), we focused for this part on visual-to-tactile sensory substitution devices. We have conducted behavioural research to investigate the extent to which tactile learning transfers across body
surfaces and the extent to which learning transfers to novel stimuli and to novel perceptual conditions.

Perceptual learning 1. Tactile letter recognition transfers across body surfaces
In order to investigate the extent to which tactile learning transfers across body surfaces, we conducted an experiment in collaboration with Gabriel Arnold (post-doctoral researcher). Note that this study is included as the second of the selected articles in the Annex (Arnold, & Auvray, 2014).

One important claim of Bach-y-Rita is that, once trained, users of visual-to-tactile sensory substitution devices no longer feel the stimulation on their skin, where it occurs, but they directly attribute the stimulation as resulting from an external object, i.e. located at a distance (Bach-y-Rita & Kercel, 2003). Bach-y-Rita then asserted that, consequent to this externalization process, the tactile stimulator array can be moved from one body surface to another, without loss in spatial localization abilities or other perceptual capacity. This claim, although recurrent, was only based on users’ verbal reports and it has never been investigated with objective methods. Moreover, studies in the field of tactile perceptual learning suggest that performance improvement transfers only to body surfaces that are closely represented in the somatosensory cortex. These studies have however mainly used discrimination tasks of stimuli varying along only one feature (e.g., orientation of gratings) whereas, in sensory substitution, tactile information consists in more complex stimuli.

Our study aimed at investigating the extent to which there is a transfer of tactile learning in the recognition of high-level symbols (i.e., made of the combinations of several features rather than consisting of single features). To do so, a tactile letter recognition task was used. Letters were drawn on the participants’ body by means of sequential vibrotactile stimulations. The participants first completed a baseline session in which they had to recognize tactile letters drawn on three different body surfaces: the belly, the front of the right thigh, and the right shin (see figure 5). They then underwent a training session in which the letters had to be recognized in only one of the three abovementioned body surfaces. Finally, the participants performed a post-training session on all three possible body surfaces. The amount of tactile learning was evaluated by computing performance improvement (both accuracy and response times) between the baseline and the post-training sessions. If there is a transfer of tactile learning from a trained to an untrained body surface, then the amount of performance improvement should be similar for trained and untrained surfaces. On the other hand, if tactile learning is specific to a given body surface, then performance improvement should be greater for trained than for untrained body surfaces. In addition, a control group of participants performed the baseline and post-training sessions, but without the training session in between. For these participants, performance is expected
to be either similar between the two sessions, or to improve in the second one but less than for the participants in the trained group.

Figure 5 (A) Example of the letter F drawn on the three body surfaces (belly, thigh, and shin). The letters’ left-right and top-bottom axes were always congruent to the participants’ left-right and top-bottom axes. (B) Schematic figure illustrating the 3 × 3 array of rectangular vibrators. (C) The 8 letters used as tactile stimuli.

Figure 6. Participants’ (A) accuracy and (B) response times for the trained and untrained body surfaces obtained during the baseline session (in white) and the post-training session (in black). Error bars represent the standard errors of the means.

The results of our study revealed that training improved both participants’ accuracy and response latency (see figure 6). In addition, participants performing intensive training with trial-by-trial feedback (trained group) improved performance to a greater extent than the participants merely repeating the task twice on each body surface (control group). Second, performance improvement was not restricted to the trained body surface but it transferred to the untrained ones. Third, the obtained transfer of tactile learning was similar for surfaces represented in adjacent (e.g., belly and thigh) and in non-adjacent (e.g., belly and shin) areas.
of the somatosensory cortex (see Merzenich et al., 1978; Nakamura et al., 1998, for descriptions of the somatosensory cortex’s topographic organization). Taken together, these results reveal that there is a transfer of learning in tactile letter recognition, which occurs independently of the distance between body surfaces. These three results provide support for Bach-y-Rita’s claim that training in sensory substitution improves perceptual abilities, and that these perceptual abilities transfer from one body surface to another, resulting in a relative independence from the stimulated body surface (Bach-y-Rita & Kercel, 2003).

These results have implications for the use of sensory substitution devices and vibrotactile systems by visually impaired people. First, they suggest that training on one body surface is beneficial to the entire body. As a consequence, users do not need to undergo an extensive training on all body surfaces. This study also provides better understanding of the learning process, which is a crucial feature for efficient use of tactile devices. It reveals that transfer of learning for tactile letters occurs within a relatively short time frame, i.e., the 90 min of our experiment. The longer learning reported for recognition of more complex objects with sensory substitution devices (Kaczmarek & Haase, 2003) indicates that the amount of training required to reach accurate object recognition with tactile devices depends on the complexity of the information that is provided.

Perceptual learning 2. Generalization to novel stimuli and novel perceptual conditions, specificity versus generalization of tactile learning

In order to investigate the extent to which tactile learning transfers to novel stimuli and to novel perceptual conditions, we conducted an experiment in collaboration with Gabriel Arnold (post-doctoral researcher). Note that this study is included as the third of the selected articles in the Annex (Arnold, & Auvray, 2018).

In this study, we more specifically investigated the perceptual learning of tactile alphanumerical stimuli. The learning protocol consisted in alternating a repeated list of symbols with lists of new symbols. The first experiment investigated the role of stimulus variability in the ability to generalize to new symbols during the learning of sets of four symbols. The results showed that recognition performance improved over time only for the repeated list. This result suggests that learning a small set of stimuli involves stimulus-specific learning strategies, preventing generalization. A second experiment revealed that increasing to six the set of learned stimuli results in higher generalization abilities. This result can be explained by greater difficulties in using stimulus-specific strategies in this case, thereby favouring the use of generalization strategies. Feature variability also appeared to be important to achieve generalization. Thus, as in visual perceptual learning, the involvement of stimulus-specific versus general strategies depends on task difficulty and
feature variability. A third experiment highlighted that tactile perceptual learning generalizes to changes in orientation.

These different results for small and larger sets of stimuli can be accounted for by the reverse hierarchy theory (RHT) of perceptual learning (Ahissar & Hochstein, 2004). According to this theory, the degree of specificity depends on the difficulty of the perceptual task and on the level of cortical processing that is required to perform the task. For a difficult task, involving low-level cortical processes that are highly specific to the characteristics of the task (e.g., fine discrimination of visual orientations), perceptual learning is specific to the characteristics of the task (e.g., the visual orientations that have been discriminated) and it does not generalize to new characteristics (e.g., new orientations). On the other hand, for an easier task, involving higher-level processing, perceptual learning is less specific to the low-level characteristics of the task or of the stimuli. Task difficulty, either during the learning phase or during the evaluation of generalization, has indeed been reported to influence both the specificity and generalization of learning (Jeter et al., 2009; Liu & Weinshall, 2000; Wang, Zhou, & Liu, 2013).

This study has applied implications for the design of learning protocols for sensory substitution. In particular, the results suggest that short training sessions with high variability and diversity will facilitate generalization and will allow for a more optimal use of the device in real-life conditions. However, one remaining question is how to achieve complete generalization, that is, how to rapidly gain optimal level of performance for entirely new objects. One of the possible cues is obviously the amount of training. Daily use of the device would allow users to become experts. Learning would also benefit from a highly diversified use of the device, with perception of different categories of complex objects and of different objects of the same category.

II.4. Crossmodal correspondences for the optimization of the devices

In this series of experiments, our aim was to use crossmodal correspondences in order to determine the most optimal codes for sensory substitution devices. This research was conducted in collaboration with Ophelia Deroy (University of London), Irène Fasiello, and Vincent Hayward (ISIR, UMR 7222). Note that this study is included as the fourth of the selected articles in the Annex (Deroy, Fasiello, Hayward, & Auvray, 2016).

One crucial question when designing sensory substitution devices is how to code at best visual dimensions into tactile or auditory dimensions. With visual-to-tactile generalist devices (i.e., excluding those coding only for distance, e.g., O’Brien, Auvray, Hayward, 2015), most of the time an analogical code is used, for instance, a visual circle gives rise to a circular pattern of vibrations (e.g., the TVSS, see White et al., 1970). With visual-to-
auditory devices, several dimensions of the visual information (most of the time horizontal and vertical dimensions, depth, brightness, and sometimes colour) are coded using several auditory dimensions (most of the time pitch, time scanning, inter-aural differences, loudness, and timber). The question arises as to how to determine the pairings between auditory and visual dimensions? The four main visual-to-auditory devices (e.g., the vOICe, Meijer, 1992; The PSVA, Capelle et al., 1998; Vibe, Hanneton, Auvray, & Durette, 2010; the EyeMusic, Abboud et al., 2014) have been designed by using the correspondence between direction of pitch and direction of movement (higher-higher; lower-lower). However they haven’t tested whether this correspondence, intuitive for the designers and well-documented in audiovisual contexts for sighted individuals (see Parise & Spence, 2012; Spence, 2011) was also relevant for blind people.

In order to investigate the relevance of the pitch-elevation correspondence for blind persons, we had to test the audio-tactile analogue of this correspondence. Across four experiments, we tested the interactions between the direction of tactile movement (inward vs. outward movement on the fingertip) and changes in auditory frequency (increasing vs. decreasing pitch), see figure 7 for the description of the device used.

![Figure 7. Tactile stimulator device and representation of the tactile stimulus.](image)

A first experiment investigated this correspondence using a selective attention method, requiring participants to focus on tactile or auditory signals while ignoring the other one presented simultaneously. The results with this method did not reveal any significant compatibility effect, suggesting that the effect does not occur at an explicit level. In order to investigate if this effect occurs at the implicit level, we used a variant of the implicit association task (IAT, e.g., Parise & Spence, 2012). In this variant of the IAT, blindfolded sighted participants were required to focus on one stimulus at a time, while the association was only at the level of response buttons. Four stimuli were sorted using only two response buttons, each of which refers to two of the four stimuli. The compatibility effects between intuitively congruent pairs of stimuli (i.e., outward tactile movement, going from the inside of the finger toward the fingertip and increasing pitch, or inward tactile movement and
decreasing pitch) and incongruent pairs stimuli (i.e., the reverse associations) were measured. The results revealed a significant congruency effect between changes in pitch and changes in direction of tactile movement. Participants were for instance faster in responding to a tone increasing in pitch when the response button was shared with the outward tactile movement than when it was shared with the inward tactile movement.

A third experiment showed that this effect was similar in the conditions where the arm was placed vertically and horizontally, that is whether or not the inward-onward tactile movement corresponded to the free movement of an object subjected to gravity. Thus, a rising pitch is associated to a tactile movement going toward the fingertip, and a descending pitch to a tactile movement going inward toward the palm, independently of the hand being oriented upward or horizontally. This result is consistent with the correspondence occurring in a hand-centred frame of reference. Finally, the fourth experiment investigated the correspondence in blind persons. The results revealed that neither early nor late blind persons were sensitive to it. In addition, there was no effect related to the age of onset. Thus, vision seems to be necessary to mediate the correspondence between direction of pitch and direction of tactile movement.

The results of this study reveals that the audio-tactile correspondence between direction of pitch and direction of movement exists in sighted participants along both the horizontal and the vertical plane, but it is absent in early and late blind people. These results have methodological implications for the testing of crossmodal correspondences and for the design of sensory substitution devices. They indeed suggest that the IAT might be an interesting tool to pre-test the relevance of certain codings or combinations of auditory and tactile cues, to tailor them more specifically to their users. Our aim now is to investigate more systematically the possible crossmodal correspondences in audition, vision, and touch, focusing on the dimensions of the signals that are relevant for sensory substitution.
II.5. Prototypes of sensory substitution devices

From an applied point of view, the challenges that are faced involve finding the best way to provide users with information usually allowed by vision as well as the best way to ergonomically adapt the devices to their users. I collaborated to the design and testing of three prototypes of sensory substitution devices, with the aim to target specific perceptual functions (localization, recognition, navigation) that can be impaired in blind people. I indeed believe that one of the reasons of the under-use of sensory substitution devices lies on the unrealistic promises of a generalist device that would restore the entirety of a deficient sensory modality. By contrast, blind persons more easily use technical devices devoted to a specific function (such as auditory or tactile software to navigate the internet).

The device Vibe. In collaboration with Sylvain Hanneton (LNP, UMR 8119), we have designed and tested, through a pointing task, a sensory substitution device that allows the real-time conversion of visual images into an audio stream (Hanneton, Auvray, & Durette, 2010). This device converts a video stream into a continuous stereophonic audio signal that conveys information coded from the video stream. The conversion from the video stream to the audio stream uses a kind of retina with receptive fields. Each receptive field drives a sound source and users listen to a sound that is a mixture of all these sound sources. Compared to other existing visual-to-auditory sensory substitution devices, Vibe is highly versatile in particular because it uses a set of configurable units working in parallel, for instance, the receptive fields of receptors can be large or not, identical or not, overlapping or not. In addition, The Vibe offers the possibility to enhance the binaural perception and differentiation by the listener of the sound sources in the plane of the picture by adding interaural disparity cues to the sounds like ITD (interaural time difference) or ILD (interaural level differences).

The NAVIG project (navigation aided by artificial vision and GNSS), funded by the French Agency ANR aimed at designing a navigation aid device for blind persons, using an auditory feedback. It involved GPS and artificial vision systems. The project was conducted in collaboration with three research laboratories (Irit, Cerco, and LIMSI), two companies (Spikenet Technology and Navocap), and an education center for blind persons (Institut des Jeunes Aveugles). At the LIMSI, in collaboration with Michel Denis (UPR 3251), Mathieu Gallay (post-doctoral researcher), and Lucie Brunet (master student) we focused more precisely on two research axes. First studying the processes underlying the representation of space that are specific to blind persons using navigation aid devices and a study specifying blind people’s needs when navigating as well as whether those needs are satisfied by the prototypes designed in the project (Brunet, Darses, & Auvray, 2018; Gallay, Denis, & Auvray, 2013; see also Katz et al. 2012a&b, for the results obtained by the consortium).
**Visuo-tactile conversion system.** With the company Caylar and Gabriel Arnold (post-doctoral researcher), we received a funding from the CFI (Centre Francilien de l’Innovation), to develop a sensory substitution device involving 80 tactile vibrators, based on the tactile technology developed by the company. The aim was to design an interface highly configurable, so that each user can specify different options of the presentation of information, with the aim of gaining at best mastery of the device. For this device we had the chance to have three second year master students whose project was to evaluate the existing commercialized devices, the possibilities of intellectual property for these types of devices, and the industries involved in the project. After testing the first prototype, we agreed with the company on the adjustments to make and the final device is now developed and ready to be tested.

**II.6. Conclusion on sensory substitution**

Although sensory substitution appears as a promising technology to compensate visual impairments, so far the developed devices remain barely used by visually impaired people, either because their design is not optimal, or because their use involves too many constraints and cognitive effort. Taking into account individual differences, as suggested by the vertical integration hypothesis, will allow an optimal appropriation of these devices. The learning protocols will also benefit from taking into account specific and generalized conditions of learning in order to favour the transfer of learning to novel stimuli and novel perceptual conditions.

In addition, identifying different perceptual strategies associated to different phenomenologies, with some people having more of a visual use of the device and other people having more of an auditory or tactile use, can have implications on the design of learning protocols. One possibility would be to respect each user’s tendency and to customize the learning protocols as a function of the different types of use. For instance, for people having a visual use only, learning could be oriented toward integrating a substitution device so that the experience becomes increasingly visual. This can be done by favouring tasks designed to better apprehend depth, to learn how to form global images of the objects. For people having more tactile or auditory experiences, learning could be oriented toward favouring the processes specific to these modalities. For instance, learning to better discriminate auditory frequencies and auditory intensities will allow a better discrimination of the complex auditory stimuli coming from a visual-to-auditory device. Finally, the choice of the conversion codes will benefit from the identification of the crossmodal correspondences that may exist in the target population.

Regarding the conceptual aspects, the collected data helps making advances in the understanding of the processes involved when using a sensory substitution device. The
results suggest that performance with the device rely on users’ individual sensory abilities and that experience takes roots both on the substituting and the substituted sensory modalities. The data collected on the subjective experiences, even if they remains too sparse to make strong claims, revealed that they are subject to inter- and intra- individual variability. The fact that there is dependence on both the task and individual abilities suggests that there is room for processes that are more cognitive, and thus more subject to individual variability. These results are in line with the view that sensory substitution devices are vertically integrated on pre-existing capacities that involve cognitive and perceptual processes belonging both to the substituting and to the substituted sensory modalities.

III- Multisensory spatial reference frames
The second axis of my work investigates the multisensory groundings of our spatial representations, which vary as a function of the sensory modalities that are involved. This research axis was funded by a grant from the French agency ANR (FRESCO) and a post-doctoral funding grant (Fondation des Aveugles de Guerre). The research was conducted in collaboration with Gabriel Arnold, Jessica Hartcher-O’Brien (post-doctoral researchers), Charles Spence (Oxford University), Vincent Hayward (ISIR, UMR 7722), Jérôme Dokic, and Frédérique de Vignemont (IJN, UMR 8129).

III.1. The variability in our reference frames
For the story, at the beginning, this research axis was initiated to investigate the processes of distal attribution in sensory substitution, which will be further described below, in section III.8. The idea was to investigate how people, through training with a visual-to-tactile sensory substitution device, transitions from sensing the tactile stimuli on their body to perceiving the object as being located in front of them, in the 3-D space. One way to do so was to study the changes in the reference frames that they used before and after training. However, the results we started to obtain appeared far more complex than what we anticipated, and the more we dug into it the more it appeared fascinating, until becoming a research axis per se.

The impression of perceiving the external world from a single spatial origin, i.e., the self, requires a spatial unification of the multisensory information that comes to our body through the different sensory modalities (see Denis, 2018, for a review of the core aspects of spatial cognition). For instance, a fly is often perceived in a multisensory way: we can see it, we can hear the sound of its wings if its flying, and we can feel it when it lands on our body. However, we perceive not only three distinct stimuli but also one single unified object, the fly. Multisensory information is thus integrated in space and time, in order to perceive an external world that is spatially organized (Boyer et al., 2013; Meredith & Stein, 1986). Such
perception of a unified external world is a complex process because spatial reference frames are very different from one sensory modality to another. Visual information is initially coded in retinotopic coordinates\(^1\), whereas tactile information is initially coded in somatotopic coordinates, and auditory information is initially coded according to a head-centred reference frame. Spatial diversity is also present within one sensory modality. For instance, the spatial coordinates of tactile stimulation can be defined according to the stimulated body part, to the entire body, or to the external world. These different reference frames can conflict, as revealed by the longer time needed to report which hand, left or right, has been stimulated first when the arms are crossed as compared to uncrossed (Shore, Spry, & Spence, 2002). The additional time taken for localizing touch in the crossed-hand condition has been interpreted as reflecting a conflict between a body-centred and an environment-centred reference frame.

Regarding these spatial perspectives, the apparent primacy of self-centred perspectives has been challenged by studies revealing the extent to which people can adopt spontaneously self-centred versus other-centred perspectives (Arnold, Spence, & Auvray, 2016; Viaud-Delmon & Warusfel, 2014). On the one hand, as interoception is mainly body-centred, adopting a self-centred perspective on external stimuli is crucial for self-consciousness, as it allows for the integration of both interoceptive and exteroceptive information into a common egocentric body-centred reference frame (Blanke, 2012; Petkova, Khoshnevis, & Ehrsson, 2011). On the other hand, the adoption of a perspective that is decentred from the body can be advantageous in the case of perspective-taking, when it comes to interacting and communicating with others. As a consequence, it is important to understand what underlies the adoption of self-centred versus decentred perspectives and how they are integrated to give the impression of perceiving the external world from a single spatial origin.

In the experiments and theoretical work we conducted, we focused on investigating the spatial perspectives that are adopted in tactile perception. This is of particular interest to the study of bodily self-consciousness, especially when targeting the processes that integrate bodily stimulation with external stimuli (e.g., Aspell et al., 2013). Another specific characteristic of tactile perception is the spatial coincidence between the perceiver and the object of perception. Unlike visual stimuli, which are presented at some distance from the perceiver, tactile stimuli occur at the same location in space as the perceiver, i.e., the spatial location of the body. As a consequence, when interpreting tactile stimulation received on the

---

\(^1\) More precisely, after this initial coding, visual information is then either maintained in retinotopic coordinates or it can be transformed into external, craniotopic, or motor coordinates depending on the task and goal of the observer, whereas for touch several coordinate systems already compete at early stages of somatosensory processing (Heed et al., 2015).
body surface, self-centred and decentred perspectives conflict with one another and there is a choice to be made between perceiving tactile stimulations from the body location (i.e. self-centred perspective) and from an external location (i.e. decentred perspective). It should be mentioned that these different self-centred perspectives can correspond to a mental localization of the tactile stimulation either on the body (proximal attribution) or on the external space (distal attribution, see figure 9).

Figure 9: Illustration of the different spatial perspectives that can be adopted in the graphesthesia task, with the example of the tactile letter “b” drawn by the experimenter. (a) When the letter is drawn on the participant’s forehead, some participants perceive the letter “b”, assigning the top-bottom axis of the letter in the same direction as their own top-bottom axis, but the left-right axis in the direction opposite to their own left-right axis. These assignments may have resulted from a decentred perspective whose origin is located in front of the participant’s head. Other participants will perceive the mirror-reversed letter “d” instead, assigning the top-bottom and left-right axes in the same direction as their own body axes. These assignments may result from a self-centred perspective whose origin is located inside the head. (b) When the tactile letter is drawn below the head, here on the stomach, a third perspective centred on the head can be adopted, as if the head was bending forward to “see” the letter on the stomach. As a consequence of this bending-forward projection, the top-bottom axis of the symbol is assigned in the direction opposite to the participant’s own top-bottom axis and the participant perceives the 180°-rotated letter “q”.

In a review article (Arnold, Spence, & Auvray, 2017), we focused on the role of tactile spatial perspectives in self-consciousness. We review those studies that have used the graphesthesia task, that is, the task of recognizing ambiguous symbols (e.g., the letters b, d, p, and q) drawn on the body surface. The graphesthesia task provides an optimal paradigm with which to study the perspectives – self-centred and decentred – that are spontaneously adopted when interpreting bodily stimulations. Take the example of the lowercase letter “b” drawn on the forehead by an experimenter facing the participant (see figure 9). Recognizing
the letter “b” as drawn by the experimenter requires the participant to take a decentred perspective (i.e., decentred from the participant’s position and centred on that of the experimenter). However, because the lowercase letter “b” is ambiguous, it can also be recognized as the mirror-reversed letter “d”, from the participant’s self-centred perspective, as if the letter were to be projected forward and “seen” from the participant’s position. The crucial advantage of using these ambiguous symbols is that an intrinsic orientation of the symbol is impossible to determine and thus one specific perspective has to be taken in order to interpret the symbols. Consequently, when participants try to recognize these symbols, the pattern of their responses can be used to infer the way in which they have assigned the different axes to the stimulus and the perspective they have adopted.

Thus, the graphesthesia task can be used as a measure of self-localization in the body. For instance, in Ferrè et al.’s (2014) study, the participants had to recognize the letters b, d, p, and q, drawn on their forehead by the experimenter, while receiving galvanic stimulation of the vestibular system. The authors hypothesized that the vestibular system plays an important role in binding together multisensory information into an egocentric body-centred reference frame. When receiving galvanic stimulation of the vestibular system, participants adopted more of a self-centred perspective than a decentred one, compared to a sham stimulation in which a galvanic stimulation was provided on the neck’s skin, which provoked light tactile sensations without vestibular stimulation. This bias toward adopting a self-centred perspective with galvanic stimulation was interpreted as a reinforcement of the processes of the vestibular system, consisting in anchoring the self to the body (see also Deroualle, 2015; Pavlidou, Ferrè, & Lopez, 2018, on the influence of vestibular stimulation on the adoption of the egocentric reference frame). The graphesthesia task, as a measure of which perspectives are spontaneously adopted, can thus provide a reliable indicator of the potential disruption of the link between the self and the body, as people experiencing out-of-body experiences have been reported to adopt more spontaneously decentred perspectives than others (Blackmore, 1987).

The results from the literature also reveal that the adopted perspectives vary significantly with spatial factors (such as the location and orientation of the stimulated body parts), personal factors (such as gender, cognitive style, self-focused attention, spatial abilities), and on interpersonal factors (such as conflict or dominance in relationships, see Arnold, Spence, & Auvray, 2017, for the details of these variations). Such results suggest that the self can adopt a multiplicity of spatial locations. However, the unity of the self can partly be explained by the predominance of a head-centred perspective. Indeed, spatial information coming from the different senses can be integrated into one common and unified reference frame, usually an eye-centred reference frame, in the goal of performing actions (Cohen & Andersen, 2002). Spatial information coming from vision (Boussaoud & Bremmer, 1999),
audition (Zwiers, Van Opstal, & Paige, 2003), and touch (Harrar & Harris, 2010; Ho & Spence, 2007; Pritchett & Harris, 2011) has indeed been reported to be coded according to the direction of the eyes. The spatial transformation of multisensory information into a common eye-centred reference frame may contribute to the perception of a unified external world rather than multiple worlds. As a consequence, it can also induce the feeling of having one single unified self rather than multiple selves because the world is perceived from one single origin, i.e., from a self-centred perspective.

On the other hand, perspective-taking abilities contribute to the distinction between self and others, reinforcing self-consciousness. Indeed, if self-centred perspectives have primacy in our perception of the world, one can also adopt a perspective that is decentred from that of the self. A decentred perspective can correspond to the spatial viewpoint of another person (i.e., alter-centred, second-person, or third-person perspective), or simply centred at a different location that is not necessarily occupied by another person. Adopting different perspectives therefore facilitates imagining how the environment would be perceived from another point in space, and, importantly, understanding how the environment is perceived by others. The graphesthesia task thus appears as a promising tool to investigate the reference frames that can be adopted. From an experimental point of view, many questions remain to-be-investigated. We particularly focused on the questions of (III.2) whether the adopted perspective is natural or cognitive choice, (III.3) the influence of vision on the reference frames that are adopted, (III.4) the question of its embodied nature, (III.5) the role of proprioceptive information on spatial perspective taking, (III.6) the question of the transfer of a learned reference frame, (III.7) the specificities of the reference frames adopted on the hand, and (III.8), the processes of distal attribution.

III.2. Adopting a reference frame, a natural process or a mere cognitive choice?
In order to investigate the extent to which adopting a given reference frame is a natural process or a mere cognitive choice, we conducted an experiment in collaboration with Gabriel Arnold (post-doctoral researcher) and Charles Spence (Oxford University). Note that this study is included as the fifth of the selected articles in the Annex (Arnold, Spence, & Auvray, 2016).

In this study, the participants were presented with the lowercases letters b, d, p, and q. These letters were presented by means of a matrix of 9 vibrators placed on the participants’ stomach. At this location, three different perspectives can be adopted (see figure 10), a decentred perspective oriented toward the participant’s stomach (response b); a trunk-centred perspective oriented forward the participant (response d); a head-centred perspective, as if the head was bending forward to “see” the tactile stimulation (response q).
The participants were requested to respond, for each stimulus, which of the four letters they perceived.

Figure 10. On the left, illustration of the three possible perspectives that participants can adopt when interpreting ambiguous symbols displayed on the body surface. On the right, proportion of the participants adopting each of the perspectives.

The experiment was composed of three sessions. In Session 1, the participants were free to adopt any perspective that they wanted to recognize letters. In Sessions 2 and 3, they were instructed to adopt a specific perspective. In one of these two sessions, the imposed perspective was the same as in Session 1. In the other session, the imposed perspective was different. Half of the participants performed Session 2 with the same perspective as in Session 1 and performed Session 3 with the different one. The other half did the opposite. These imposed perspectives allowed for the evaluation of any cost associated with adopting an unnatural perspective. If the perspective that is adopted freely is natural, then imposing a different perspective should produce a cost in terms of recognition performance. In addition, in order to evaluate whether the cost of adopting an unnatural perspective is simply explained by changes in perspectival instructions or by the difficulty that is associated with disengaging from a perspectival choice, we evaluated whether performance would improve when the participants returned to the natural perspective after adopting an unnatural one.

We first computed the proportions of the participants that adopted each of the perspectives. To do so, we included the 80 participants who performed the present experiment together with a further 170 participants who performed the same first session and were then included in other studies. On these 250 participants, 49.6% adopted the trunk-centred, 29.2% the
head-centred, and 21.2% the decentred perspectives. Thus, around 4 out of 5 participants adopted a self-centred perspective (centred either on their head or on their trunk), whereas only 1 out of 5 adopted a decentred perspective (see figure 10).

We then computed the participants’ mean accuracy and response times in each of the three blocks (i.e., on the 80 participants of this study). Results from the ANOVA revealed that recognition performance decreases with an unnatural perspective and returns to its previous high level with a natural one (see figure 11). This result supports the view that the perspective adopted is natural. In addition, when a different perspective was imposed, the participants made more errors corresponding to the adoption of their natural perspective than other errors. Some of the observers perceive spatial relations better from a self-centred perspective whereas others perceive better from a decentred perspective. Interestingly, the results also revealed a greater cost for self-centred participants to adopt a decentred perspective than for decentred participants to adopt a self-centred perspective.

![Table and Graphs](image)

Figure 11. Participants’ accuracy (percentage correct) and response times as a function of Block and Order of imposed perspectives (same-different, different-same). For both accuracy and response times, the performance decreased significantly when imposing a different perspective and increased significantly when returning to the same perspective as in Session 1.
To summarize the results of this study, perceivers do not adopt the same perspective when interpreting ambiguous spatial information. Some persons prefer to perceive space from their own centred point of view whereas others prefer the point of view of another person (20% of the cases in our study). In addition, this perspective corresponds to a natural reference frame rather than a mere cognitive choice.

**III.3. The influence of vision on the reference frames that are adopted**

In a second study, conducted in collaboration with Gabriel Arnold (post-doctoral researcher), our aim was to investigate the influence of vision on the reference frames that are adopted (Arnold & Auvray, in preparation). To do so, early blind, late blind, and blindfolded sighted participants completed an experiment with same protocol as in Arnold, Spence, & Auvray’s 2016 study (described in section III.2), with however some minor adaptations so that it can be completed without sight.

The results on the proportions of responses revealed that blind participants adopted less frequently centred perspectives than blindfolded sighted control participants ($\chi^2 (2) = 7.33; p = .026$). There was no significant difference between early and late blind participants ($\chi^2 (2) = 1.60; p > .448$). We then computed the proportions from the three groups of participants in this study, which were labelled as “without vision” condition (early blind, late blind, and blindfolded sighted participants) and we compared them to the results obtained in our previous study, a group which were labelled “with vision”. The participants without vision adopted more frequently an egocentric perspective corresponding to localizing the tactile stimulus on the body. On the other hand, the participants with vision adopted more frequently an egocentric perspective corresponding to a projection of the tactile stimuli out of the body ($\chi^2 (2) = 24.15; p < .001$), see figure 12.

![Figure 12](image-url)  
*Figure 12. On the left, proportions of the early blind, late blind, and blindfolded sighted participants adopting each of the three perspectives in this study. On the right, proportions of the participants with vision and without vision (early, late blind, and blindfolded sighted) adopting each of the three perspectives.*
It should be underlined here that the different self-centred perspectives can correspond to a mental localization of the tactile stimulation either on the body (proximal attribution) or on the external space (distal attribution). Here, the head-centred perspective corresponds to the proximal attribution (the stimuli are considered by the participants to be on the skin) and the trunk centred perspective corresponds to the distal one (the stimuli are considered by the participants to be projected in front of them; see figure 9 for a schematic illustration of the different axes of perception and projections).

We finally computed the cost in accuracy when the participants changed from their preferred perspective to an imposed different one. Early-blind participants showed a greater cost in accuracy when adopting an unnatural perspective than sighted and late-blind participants ($t(133) = 3.00; p = .003$), there was no significant difference between sighted and late blind participants ($t(109) < 1$).

To summarize, the results of this study revealed that vision and prior visual experience influence the perspectives that are adopted to interpret tactile stimulation received on the body surface. First, blind people adopt less frequently the perspectives that are not centred on their body (i.e., decentred perspectives). This highlights the important role of vision for spatial cognition and perspective-taking (see Afonso et al., 2014; Pasqualotto et al., 2013, for similar claims with different methodologies). Second, sighted people are more prone to adopt an egocentric perspective which corresponds to projecting the tactile stimulation in front of their body when they can see during the task. However, when they are temporarily deprived of vision by a blindfold, they are biased toward an egocentric perspective which corresponds to localizing the tactile stimulation on the body. The spatial perspectives that are adopted in touch are thus influenced both by the lack of vision, be it from birth or from several years, and by a temporary deprivation of vision.

Note that this study has implications for the design of tactile devices conceived to compensate visual impairments, as the results reflect the importance to take into account individual specificities. These individual specificities are particularly crucial for early-blind people, as they show greater difficulties to adopt an unnatural perspective. One possible solution to overcome this consists in adapting the tactile device to their preferences in orienting left-right and top-bottom of tactile stimulation. In addition, our hypothesis, which is planned to-be-tested, is that blind persons using a visual-to-tactile sensory substitution device might favour a trunk-centred perspective as compared with blind persons not using one, who will remain using preferentially the head-centred perspective.
III.4. The embodied nature of spatial perspective taking

In the third study, conducted in collaboration with Gabriel Arnold (post-doctoral researcher), our aim was to investigate whether adopting a head-centred perspective on the body is an embodied process (Arnold & Auvray, 2017). The head-centred perspective, which consists of mentally rotating the head toward the stimulated surface, is particularly interesting for investigating embodied perspective-taking as it involves mentally changing the body posture. Crucially, such a head-centred perspective has been described to be constrained by real body movements (Sekiyama, 1991).

In this study, the participants were asked to adopt a head-centred perspective to recognize the letters b, d, p, and q, presented on eight body surfaces (see Figure 13). They were instructed to do not look at the stimulated surface and to keep a standing position with the head oriented forward. They were asked to indicate which letter was recognized. The results of the analyses conducted on accuracy (percentage of correct responses) and response times (RTs) showed that adopting a head-centred perspective on the body is easier for surfaces that can be easily looked at with real head movements. The head-centred perspective was harder to adopt for surfaces that were either far away from the head (e.g., the shin), physically impossible to be directly looked at (e.g., the back), or necessitating a greater quantity of movements (e.g., the sides compared with the front and the legs compared with the trunk).

![Figure 13: Mean accuracy and RTs for the eight stimulated surfaces.](image)

Overall, the results of this study support the embodied nature of perspective-taking. They show that mentally taking a spatial perspective on our own body involves a mental change in
body posture that is influenced by physical body parameters. More generally, they highlight the important role the body plays in perception.

### III.5. The role of proprioceptive information on spatial perspective taking

In the fourth study, conducted in collaboration with Gabriel Arnold, Laura Fernandez (post-doctoral researchers), and Fabrice Sarlegna (UMR 7287) our aim was to investigate the influence of proprioception on the adopted reference frame (Arnold et al., submitted).

Previous studies highlighted that modifications of people’s information relative to their body modify the reference frames they adopt. For instance, as was mentioned in section II.1, Ferrè et al.’s (2014) study using the graphesthesia task showed that when receiving galvanic stimulation of the vestibular system, participants adopted more of a self-centred perspective than a centred one, compared to a control condition. The control condition consisted in galvanic stimulation provided on the neck’s skin, which provoked light tactile sensations without vestibular stimulation. The authors suggested that the vestibular system plays an important role in binding together multisensory information into an egocentric body-centred reference frame (see also Lopez, 2016, for a review of the role of vestibular information on spatial cognition). On the other hand, according to the authors, perturbation of the vestibular system may disrupt the unity of the self and the body, giving rise to more centred perspectives. We made the hypothesis that similarly, proprioceptive deficits might bias toward adopting a centred perspective.

We used the graphesthesia task (this time with the letters drawn manually) in two deafferented patients (IW and GL) that have neither tactile nor proprioceptive perception below the head and a group of matched control participants that have no perceptual deficits. The ambiguous letters were drawn on the participants’ forehead, left, and right surfaces of the head. This was done when their head was oriented forward, leftward, and rightward. We used these surfaces as, when it comes to adopt a spatial perspective, such as deciding whether an object is located to the body’s left or right, the global orientation of the self has been shown to correspond to a combination of trunk and head orientations (Alsmith & Longo, 2014). The results obtained in control participants (N=20) revealed that, when the forehead was stimulated, a great majority of responses corresponded to adopting a self-centred perspective. For side surfaces, when the head was oriented forward, there was no preference for adopting a self-centred perspective or a centred one. However, when the head was oriented leftward or rightward, the side surfaces of the head were aligned with the front and back surfaces of the trunk and there was a significant preference for the self-centred perspective. This confirms that in healthy participants the head and the trunk both play a role in orienting the self. Different results were obtained with deafferented patients, who did not show any effect of the stimulated surface nor of the head orientation on the perspective they took. This suggests that
their physical body does not influence the orientation of their self. Rather, these patients rely on external stimulation and they adopt strategies that are more cognitive and more prone to inter-individual differences. One of the patients consistently adopted a self-centred perspective in all conditions whereas the other consistently adopted a decentred perspective. These results are in line with the inter-individual differences we previously obtained with the same deafferented patients completing a spatial navigation task (Renault, Auvray, Parseihian, Miall, Cole, & Sarlegna, 2018). This study highlights the crucial role of proprioceptive information in defining the location and orientation of the experienced self. Thereby it allows shedding light on the contribution of the different sensory modalities on how the self is experienced.

III.6. The transfer of a learned reference frame
In this fifth study, conducted in collaboration with Jess Hartcher-O’Brien (post-doctoral researcher), we investigated the perspectives taken on the hand as a function of its orientation, whether the perspective is malleable and can be updated to a novel perspective via adaptation, and finally whether adaptation on one surface transfers to non-adapted surfaces. Note that this study is included as the sixth of the selected articles in the Annex (Hartcher-O’Brien & Auvray, 2016).

Figure 14. Cutaneous patterns, potential perspectives, and fingertip orientations adopted during the experiment. (a) The device pin activation pattern for the letter b. The interpretation of the pattern as a b required assigning external coordinates to the activation pattern. An interpretation for a d would involve assigning the reverse, gaze-centred, coordinates. (b) The four surface orientations tested during task 1: orientation manipulation. The orientations are given with reference to the head of the
We investigated this specific body surface, because given the ability of the hand to explore objects from different vantage points, independent of the posture of the body, it may well exhibit unique reference frame selection relative to other body surfaces. The participants in our study were presented with the letters b, d, p, and q on their fingertips, by means of a tactile interface (Tactos, see Gapenne et al., 2003). They had to respond which of the letters they recognized. The experiment was divided into 3 tasks. In the first one, the participants were presented with the tactile letters on the index fingertip of their dominant hand and four surface orientations were tested. In the second task, the participants were required to adopt the reference frame corresponding to the device (i.e. mirror reversed as compared to a head-centred perspective) and they were trained with this perspective. In a third task, we measured whether this adapted perspective would generalize across non-adapted fingers and across the body midline (see figure 14).

Our results first showed that the orientation of the hand in the vertical plane determines the perspective taken: an external perspective is adopted when the hand faces the observer and a gaze-centred perspective is selected when the hand faces away. Second, the participants adapt to a mirror-reversed perspective through training. Third, this adapted perspective holds for the adapted surface and generalises to non-adapted surfaces, including across the body midline (see figure 15). This transfer suggests that the process measured here is a higher-level perspective taking, rather than an automatic coordinate assignment process linked to the receptive fields of the stimulated surfaces (Harrar et al., 2014).

Figure 15. Proportion of responses consistent with the natural and adapted perspectives, before, during, and after the adaptation task. (a) The proportion of responses consistent with the predicted, gaze-centred perspective, and the three other non-predicted ones, averaged across observers. The error bars represent the standard error of the mean. (b) The change in the response pattern during adaptation (averaged across observers and across the four letters). That is, adaptation phase trial 1 corresponds to four trials involving each of the four letters b, d, p, q). The variance (shaded error bar) represents the standard error across observers. The polynomial fit to the proportion of non-adapted responses, represented by the continuous grey line. (c) The proportion of responses in the post-test (averaged across observers and letters) consistent with the adapted perspective for the four surfaces:
the adapted fingertip, the non-adapted middle finger of the adapted hand, the homologous finger of the non-adapted hand, and the middle finger of the non-adapted hand. The error bars represent the standard error of the mean.

Note that the transfer results have implications for training with novel haptic interfaces, suggesting that it is possible to remap, with a limited amount of training, the local cutaneous pattern of stimulation into different coordinates for the purposes of experiencing a three-dimensional world and a novel perspective from your own gaze-/body-centred point of view.

III.7. The bi-stable palm
A sixth study was conducted in collaboration with Jess Hartcher-O’Brien (post-doctoral researcher) and Vincent Hayward (ISIR, UMR 7722). Its aim was to investigate further the perspectives that are taken on the hand (Hartcher-O’Brien, Hayward, & Auvray, in preparation). This study used a variation of the graphesthesia task. Circular shapes were drawn on the body surface by means of a tactile interface (Tactos, see Gapenne et al., 2003). These stimuli could be drawn clockwise along the device or counter-clockwise. The participants’ task was to answer if they perceived each stimulus as being presented clockwise versus counter-clockwise and we indentified the reference frame they adopted from their responses. In the first experiment of this study, the stimuli were presented on the index and palm of the participants’ dominant hand, which each time varied across 5 orientations (see figure 16).

![Figure 16. Viewpoint selection, stimuli and procedure. (A) The clockwise/counter-clockwise pattern as displayed on the surface of the device. (B) Experiment 1. Observers (n = 16) placed their dominant hand index finger or palm against the active surface of the device and reported whether the pattern moved clockwise or counter-clockwise in a 2AFC procedure. (C) The five orientations tested.](image-url)
The obtained results revealed that when the stimulation is received on the index, the reference frame that is adopted varies with the orientation of the hand. As in Hartcher-O’Brien & Auvray (2016), an external perspective is adopted when the hand faces the observer and a gaze-centred perspective is selected when the hand faces away. A less straightforward response pattern was observed for stimulation on the palm, suggesting a potential change in processing across the skin's surfaces for orientation (see figure 17). This finding is in contrast to what has previously been assumed, i.e. that perspective taking across the hand is homogeneous (Parsons & Shimojo, 1989).

Figure 17. Viewpoint results for hand orientation. Proportion of gaze-centred responses for the five orientations tested for the fingertip (A) and the palm (B) averaged across participants. The error bars represent the standard deviation.

Our aim in the next experiment was to verify if this response pattern identified for the palm could potentially be the result of poorer sensory acuity, i.e. lower resolution within this neighbourhood than for the fingertip (Mancini et al., 2014; Stevens & Choo, 1996) or if, instead it reflects a different process. To do so, the fingertip and then the palm were again stimulated with a circular pattern of motion, this time containing gaps in one of four possible locations. The participants’ task of was to identify the position of the gap in the pattern of stimulation. Only clockwise patterns were used in this experiment and a control, 'no gap' stimulus allowed us to calculate d’prime. The results revealed that although the sensitivity was higher on average on the palm than on the fingertip, such sensitivity could not predict the coordinate assignment pattern on the fingertip nor on the palm (p>5, see figure 18). This result suggests that the difference across skin surfaces cannot be accounted for by differences in spatial acuity of the two regions but is more likely linked to the functional role of the surface in everyday interactions.
Figure 18. Correlation between change in viewpoint responses and the sensitivity of each surface as measured via the gap detection procedure for the fingertip (A) and the palm (B). The correlation between sensitivity, d’prime, and proportion change in perspective is not significant for any of the surfaces tested.

The third experiment investigated whether viewpoint selection across the entire surface of the hand was continuous or discretely separable into functionally defined neighbourhoods. The same procedure as in Experiment 1 was used, this time on eight neighbouring locations on the volar surface of the hand. If the response pattern changes gradually from fingertip to palm this would suggest continuous, non-functional organisation of the skin boundary. If, on the other hand, the response pattern changes discretely across regions, from finger to palm, this would support a functional organisation of the surface. Figure 19 shows the discrete changes from the finger region to that of the palm. With respect to viewpoint adopted, three clusters emerged. The three groups are distinguishable and suggest a function-based viewpoint selection process on the hand.

Figure 19. Role of surface function via structural regions of the hand. The clockwise-counter clockwise stimuli were applied to distinct regions systematically across the hand. The proportions of body centred responses are given as a function of the stimulated locations.

III.8. The processes of distal attribution
One of the key mechanisms of spatial cognition is distal attribution, also known as exteriorization. When tactile stimuli are used, distal attribution corresponds to the processes
allowing attributing the stimuli received on the body surface to an object located in the three-dimensional space. The research described in this section was conducted in collaboration with Vincent Hayward (ISIR, UMR 7722), Jessica Hartcher O’Brien, and Alexander Terekhov O’Brien (post-doctoral researchers).

It first should be mentioned that distal attribution is of important interest in sensory substitution. Indeed, one interesting result obtained with these devices suggests a change in users’ subjective experience. After training, they no longer report feeling the stimulation on their skin, where it occurs, but directly attribute the cause of the stimulation to a distant object (Bach-y-Rita et al., 1969; Bach-y-Rita and Kercel, 2003; White et al., 1970;). Note that a review on distal attribution in sensory substitution is included as the seventh of the selected articles in the Annex (Hartcher-O’Brien & Auvray, 2014).

In addition, it should be mentioned that the graphesthesia task was one of the first paradigms we thought of to investigate distal attribution. What can be said for now about the graphesthesia task is that adopting a head-centred perspective for interpreting tactile stimuli does not necessarily imply the conversion of the stimuli into a visual format. However, both visual and tactile perspective taking seem to involve a common externalization process: the origin of the perspective must be located at a different position than the object of perception. In vision, the object is external to the perceiver, located in front of the head. In touch, the externalization process involves projecting the tactile stimulation forward, centring the perspective on another body part than the one being stimulated (i.e., bending the head forward to see the stimulation), or adopting a decentred perspective. The adoption of a consistent spatial perspective on tactile stimulation may thus characterize the transition from experiencing the tactile stimulation on the skin (proximal attribution) to becoming able to gain access to the distant object represented by the tactile stimulation (distal attribution, see Arnold, Spence, & Auvray, 2017). This distal attribution process, also named referral of touch (e.g., Petkova & Ehrsson, 2009), is crucial for the ability to distinguish internal from external stimulation, and more generally, the self from the external world. We plan to investigate in the coming year changes in this process with the graphesthesia task, before and after training with a visual-to-tactile sensory substitution device.

A study was also conducted on haptic shape constancy across distance, in collaboration with Jessica Hartcher O’Brien, Alexander Terekhov (post-doctoral researchers), and Vincent Hayward (ISIR, UMR 7722, see O’Brien, Terekhov, Auvray, & Hayward, 2014). Perceptual constancy is central to the process of distal attribution as it allows the nervous system to maintain a coherent experience of the world despite being able to move its sensors independently to the environment. In vision, constancy refers to the stability of the perceived properties of an object over space and time which can be achieved by converting retinal
signals into spatiotopic coordinates, allowing the observers to perceive space independently of their eye movements (Holway & Boring, 1941; Wexler & Held, 2005). In haptic perception, the problem is tricky as well, given that the sensory surfaces undergo even more complex movements in space. To give examples, an object’s perceived haptic size is influenced by the extension of the arm, as well as by local deformation of the probe (e.g., Dostmohamed & Hayward, 2005). Thus, any sensory system with the ability to move and explore the environment faces the problem of accounting for changes in proximal patterns of stimulation that are due to self-generated movement, and those that are not. Moreover, in order to experience objects in external space, these proximal patterns need to be converted into an external / spatiotopic frame of reference such that the object can be represented independently of the observer generated perturbations.

The aim of this study was to investigate whether perceived curvature changes as a function of object displacement from the observer. To do so, blindfolded sighted participants had to scan consecutively the surface of two shapes and to report which of the two objects had higher curvature. One shape was close to the observer and the other was positioned further away. This spatial displacement changes the available proprioceptive information about the object shape, and therefore the combined proprio-tactile information may signal different objects at the two distances. The stimuli consisted in 13 three-dimensional rectangular forms with a circular hole. The curvature of one stimulus, the standard, was always maintained constant and the curvature of the others varied in steps of 2 m-1 (see figure 20).

Figure 20. Schematic representation of a) the standard stimulus and b) a subset of the comparison stimuli with changes in curvature by a step of 2 m-1. b) Single trial setup for the 2AFC procedure in which participants compared the curvature of two objects: one located at D1 and the second positioned at D2. The exploration was done consecutively with one hand, observers followed a line of tape on the tabletop to guide them to the second object.

The results reveal a perceptual compensation for the change in proprioceptive information. However, two distinct patterns of distance compensation emerged. For one group, haptic shape estimates across distance were consistent with visual-like compensation, in other words, closer shapes needed to have lower curvature to be perceived as the same shape as
the standard at D2. The other group showed a reversed pattern of response such that objects further away need to have lower curvature to be perceived having equal curvature. In this case, the participants performed a reweighting of the proprio-tactile information to account for the displacement (see figure 21).

These results suggest that perceived haptic curvature across distance depends on observers’ differential weighting of the multiple available cues. Therefore unlike in visual processing there are multiple sources of information that can weigh in to account for the displacement. One hypothesis for the difference observed is that one group relies more on local touch information, while the second group weights proprioceptive cues more highly.

![Figure 21](image.png)

Figure 21. Psychometric functions for estimated curvature as a function of distance: when the standard is close at D1 (grey) and then further from the observer at D2 (black). a) An example observer from group 1 for whom the function for the close object shifts towards high curvature while distant objects are more likely to be perceived as low curvature. b) An example observer from the subset showing the reverse pattern for near and far objects. Data points in the fitting procedure have been weighted according to the number of trials used to obtain them.

### III.9. Conclusions on multisensory reference frames

Katz (1925) suggested that touch has many of the capabilities of a distal or ‘far’ sense, such as vision and audition. However, spatial properties of objects, such as their distance from the observer, are readily available through the ‘far senses’ but not to the ‘proximal’ ones and in this way our experience of space depends on the sensory receptors stimulated. For tactile perception, attribution to a distal source or to the body surface can differ depending on the circumstances. For instance, active exploration via touch tends to promote distal attribution (Gibson, 1962; Katz, 1925). Characterizing spatial perception in touch thus requires to understand how the proximal stimulation (i.e., the stimulation received at the receptor
surface) spatially relates to its cause. In the experiments described in this section, we first approached this question by using the graphesthesia task to interrogate the coordinate systems that are used to perceive tactile stimuli. To start (III.2), our results revealed that there is an individual variability with some persons preferring to perceive space from their own centred point of view and others preferring a decentred perspective (20% of the cases in our study). This reference frame is natural and does not reduce to a mere cognitive choice. Second (III.3), our studies revealed an influence of vision on the reference frames that are adopted with blind people adopting less frequently the decentred perspectives and the (temporary or permanent) lack of vision favouring the egocentric perspective. (III.4) We also showed that the head-centred perspective has an embodied nature, as it is easier to adopt for surfaces that can be easily looked at with real head movements. (III.5) In addition, deafferented patients rely on external stimulation and they adopt strategies that are more cognitive and more prone to inter-individual differences. Regarding the hand, our studies showed (III.6) that when the participants are trained to adopt a novel reference frame on one body surface, there is a transfer of learning to other body surfaces. In addition, an external perspective is adopted when the hand faces the observer and a gaze-centred perspective is selected when the hand faces away. Far more variability was found when stimuli are presented on the palms than on the fingertips. (III.7) This variability in the responses was found to changes discreetly across regions, from finger to palm, which supports a functional organisation of the surface. Finally (III-8), using a different paradigm of curvature estimates, we found an inter-individual variability with some persons relying more on local touch information and others more on proprioceptice information.

These studies have implications for the design of tactile devices conceived to compensate for visual impairments, as they reflect the importance to take into account individual specificities. The use of these devices can be eased by implementing flexible options as a function of the differences in the reference frames adopted by people (egocentric versus allocentric; trunk-centred versus head-centred). These individual specificities are particularly crucial for early-blind people, as they show greater difficulties to adopt unnatural perspective. One possible solution to overcome this consists in adapting the tactile device to their preferences in orienting left-right and top-bottom of tactile stimulation. The transfer results have implications for training with novel haptic interfaces, suggesting that it is possible to remap, with a limited amount of training, the local cutaneous pattern of stimulation into different coordinates for the purposes of experiencing a three-dimensional world and a novel perspective from a gaze-/body-centred point of view.

The graphesthesia paradigm can also have implications for understanding the social and personal factors that influence the perspective that people adopt on their own body. This aspect will be detailed in the section perspective of research. Finally, further research with the
graphesthesia task and other paradigms investigating distal attribution might allow shading light on the distinction between sensation and perception. Indeed, distal attribution occurs when we experience a pattern of stimulation and assign the cause of this stimulation to an object, stimulus, or event located in external three-dimensional space. When proximal stimulation is not assigned an external cause, it gives rise to a mere sensation, not the perception of an object located at a distance. Therefore understanding how distal attribution emerges is central to understanding the distinction between bodily and external space, as well as the plasticity of this border.

IV. Perspectives for future research
The scientific research I plan to conduct the coming years aim at investigating the plasticity of our perceptual and bodily representations during tool use (involving the specific tools that are sensory substitution devices) and the role of multisensory information on this plasticity. This research schedule will be presented divided into three themes: 1) Exteriorisation and embodiment; 2) Sensory substitution of vision and proprioception; 3) Interactions between spatial and mental perspectives.

IV.1. Exteriorisation and embodiment
Bodily and distant spaces seem well defined and delineated. There is the space of my body, the place where I feel, where I receive sensations, which is marked by the boundaries of my skin and the external space made up of objects that I perceive as being out there. However, several situations reveal that such distinction is not straightforward. For instance, when using a virtual reality or a tele-presence device I feel as being at a different place than where my body actually is. These examples underline the possibility to modify the boundaries of the body and hence its plasticity. In order to understand in full such plasticity, two sides of the same question have to be considered jointly: the attribution of distant stimuli to the body space and the attribution of proximal stimuli to a distant space. The research I have conducted so far focused on the second side of the question. My aim is to both prolong this line of research and to investigate its counterpart, the phenomena of bodily extensions and modifications.

Regarding the mechanisms of distal attribution or exteriorisation, we are currently extending the investigation of how tactile stimuli received on the body surface are projected to a distant space to the study of the effect of the spatial coincidence between eye fixations and tactile stimuli. This work started in July 2018 thanks to a post-doctoral funding from Oculus research (PI: V. Hayward). If the results are encouraging, we will then extend this work to the broader study of tactile sensation projections in link with oculomotor signals.
Regarding the investigation of bodily extensions and modifications, first, in collaboration with Vincent Hayward (ISIR) and Gabriel Arnold (company Caylar, previously postdoctoral researcher at ISIR), we started to investigate the numbness illusion (e.g., see Dieguez et al., 2009, see also figure 22). We believe that the effects of this illusion are as promising as those obtained with the rubber hand illusion while allowing for a diversity of new objective measures (such as the use of accelerometers, the measure of precision grip). A first investigation, during the internship of the master student Nathan Rish (2017-2018), interestingly showed that people touch themselves differently before and after the illusion. This promising line of research also validated the use of accelerometers (to measure forces of pressure) to investigate this question. Many control conditions remain to be conducted and, once this is done, we plan to extend this line of work to the shared factors that underlie the illusion as well as the individual differences at stake. The shared factors can include for instance hand configuration (i.e., if my hand is considered to be in my space or in the other’s one, see figure 22). Regarding the individual factors, the illusion can induce two different feelings; some persons feel that their finger becomes numb, as if they were giving it to the partner whereas other persons feel an extension of their finger as if they incorporated that of the partner. The question then arises as to what account for these individual differences (e.g., in terms of spatial abilities, interpersonal skills, cognitive style). More broadly, our aim with this illusion is to investigate the link between body perception and body schema, through questions such as: If the body image is modified by the numbness illusion, does it change the way we touch ourselves? Does it change the way we touch someone else? If our body image determines our body schema, is there a difference between touching ourselves and touching someone else?

![Figure 22. Illustration of the numbness illusion. The participant rubs his index finger and that of the experimenter (around 10 times). The illusion consists in feeling either a larger or a numb finger. Here are presented two possible configurations: the classic one and the reverse one.](image)

The mechanisms underlying body plasticity will also be conducted within the project “developmental tool mastery” (funded by the ANR, PI: Alessandro Farnè). The project aims at offering a comprehensive multidisciplinary framework for unveiling the rules of body representations plasticity that allow humans to master tool-use. More precisely, we aim at
investigating how young humans acquire control of tools to reach and grasp objects and to sense and explore their environment. Then we will turn to the question of how the adult human brain does code for these abilities. Finally, we will address the question of how do multiple sensory modalities contribute to acquiring and regulating these abilities. In co-supervision with Vincent Hayward, we have hired a post-doctoral researcher for two years in November 2018 at ISIR to work on these question. We have hired a second post-doctoral researcher for the same period to work on closely related topics. In particular, the aim will be to use novel techniques (virtual and tactile interfaces) to empirically investigate how tool-use sensing is encoded in the brain, by disentangling the sources of information arising from physical invariants. This will be done by creating paradoxical stimuli that clearly violate these invariants, and by selectively suppressing sources of information or sensory cues arising from one modality (haptics, vision, audition) while maintaining and even enhancing the other sources.

IV.2. Sensory substitution of vision and proprioception

The second theme of the research planned prolongs my previous work on sensory substitution devices and extends it to devices designed to compensate for proprioceptive impairments.

Sensory substitution of vision

First, I plan to carry on the study of the crossmodal correspondences in sighted and blind persons (described in section II-4). The goal is now to investigate more systematically the possible crossmodal correspondences in audition, vision, and touch, focusing on the dimensions of the signals that are relevant for sensory substitution, and in addition, to investigate the ways in which these correspondences are combined together.

Second, an intrinsic problem with systems encoding visual information into a single sensory modality is that a maximum of 3 dimensions of the visual signal can be encoded simultaneously. Hence, whereas some devices only code for depth (z-axis), others code for the horizontal and vertical axes (x & y axes) together with brightness. None of them can provide a code for all three axes and brightness simultaneously. This can be achieved by developing new multisensory substitution devices that use the input of more than one sensory channel. In collaboration with Maurice Ptito (McGill, Montreal), Ron Kuppers (University of Copenhaguen), Ophelia Deroy (University of Munich), and the company Roger McMahon & Associates (Glasgow), our aim is to develop the I-VEST (Innovation through Vision Enhancement by Sound and Touch), a multisensory augmentation device consisting of a tight fitting shirt with integrated tactile stimulators (actuators) and a new generation of headphones. A mini-camera, mounted on a pair of glasses will capture visual information that will be converted into tactile and auditory code, and wirelessly transmitted.
to the ears and skin of the upper torso. Thus, here, visual information will be translated into both tactile and auditory code which will allow us to convert all three spatial axes and brightness. To do so in an optimal way, we will first investigate the audio-tactile interactions in blind and sighted individuals, to measure the neurobehavioral impact of the absence of vision on these interactions. Then we will integrate our findings into our portable and integrated technologies based upon audio-tactile information processing. Our aim is to build this device for blind individuals, for those suffering from other visual impairments, and for sighted people in conditions of low visibility. One key aspect is also to borrow methodologies from the video game and the entertainment sector to develop novel approaches to sensory augmentation. We plan to apply to European grants to fund this project.

Sensory substitution of proprioception

Two projects are starting regarding the compensation for proprioception. The first one, I-Gait (PI: Wael Batcha, ISIR, funded by ANR) aims at better preventing falls in both elderly people and people suffering from proprioceptive deficits by means of a device assisting them when they walk. We will develop a tactile handle, which delivers computer-generated tactile feedback able to initiate the necessary postural and force adjustments, mounted on the top of a robotic cane. Our aim is to investigate the best conversion of proprioceptive signals into tactile ones such that users can initiate automatic and precise adjustments of the postural balance and of the force applied to the cane by mechanically stimulating the skin of the hand palm. This will built on previous work (Terekhov & Hayward, 2015; Vérité et al., 2014) which showed that people’s centre of pressure can be displaced precisely, without any conscious cooperation, through an appropriate control of the motion of a surface, which users touch lightly with their forefinger.

The second project is conducted in collaboration with Nathanaël Jarasse (ISIR) and Gabriel Arnold (company Caylar). Our aim is to ease the learning of prostheses involving myoelectric control in upper limb amputees. To do so, our aim is to investigate the best way to code for proprioceptive cues into tactile ones that will be transmitted to users by mean of a vibrotactile bracelet. We have co-supervised a second year maser student (Yann Kechabia) in 2017-2018 to study the coding of wrist rotation into vibrations. The results are promising and our aim now is to extent this work to the other proprioceptive cues that are involved in the use of the prosthesis.

IV.3. Interactions between spatial and mental perspectives

The aim of this theme is to prolong the research on multisensory spatial perspectives (described in section II) in order to investigate the reciprocal influence of mental and spatial perspectives.
Spatial cognition is subject to important inter-individual variability (e.g., Berthoz & Viaud-Delmon). It is thus important to understand the personal factors underlying this difference. First, during the internship of a master student in clinical psychology (Sandra Inard, in 2016-2017) and in collaboration with Gabriel Arnold (company Caylar), we used the graphesthesia task in participants and correlated their results to those they obtained in personality and attachment questionnaires. Promising results started to emerge, in particular in the link between spatial perspectives, introversion, and attachment. Our aim is now to investigate these links by means of more fine grained questionnaires.

Second, the ability to adopt someone else’s perspective develops in infancy. However, this ability is impaired in some persons, such as those in the autistic spectrum. In collaboration with David Cohen and Jean Xavier (MD, G.H.U. Pitié-Salpêtrière) our aim is to use the graphesthesia task in autistic and neurotypical children (aged between 3 and 18 years old). This will allow us to investigate more in depth the link between mental and spatial perspectives. The next step will be to investigate if the reciprocal influence of spatial and mental perspectives can be modulated. In other words, the aim will be to determine the extent to which it is possible to change of mental perspectives by changing spatial perspectives and vice versa.
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Abstract

Visual-to-tactile sensory substitution devices are designed to assist visually impaired people by converting visual stimuli into tactile stimuli. The important claim has been made that, after training with these devices, the tactile stimuli can be moved from one body surface to another without any decrease in performance. This claim, although recurrent, has never been empirically investigated. Moreover, studies in the field of tactile perceptual learning suggest that performance improvement transfers only to body surfaces that are closely represented in the somatosensory cortex, i.e. adjacent or homologous contralateral body surfaces. These studies have however mainly used discrimination tasks of stimuli varying along only one feature (e.g., orientation of gratings) whereas, in sensory substitution, tactile information consists of more complex stimuli. The present study investigated the extent to which there is a transfer of tactile letter learning. Participants first underwent a baseline session in which the letters were presented on their belly, thigh, and shin. They were subsequently trained on only one of these body surfaces, and then re-tested on all of them, as a post-training session. The results revealed that performance improvement was the same for both the trained and the untrained surfaces. Moreover, this transfer of perceptual learning was equivalent for adjacent and non-adjacent body surfaces, suggesting that tactile learning transfer occurs independently of the distance on the body. A control study consisting of the same baseline and post-training sessions, without training in between, revealed weaker improvement between the two sessions. The obtained results support the claim that training with sensory substitution devices results in a relative independence from the stimulated body surface.
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1. Introduction

Sensory substitution devices convert stimuli that are normally accessed through one sensory modality (e.g., vision) into stimuli accessible through another sensory modality (e.g., touch or audition). Among them, visual-to-tactile and visual-to-auditory conversion systems were designed to assist blind and visually impaired people by converting visual stimuli into tactile or auditory stimuli.

The first sensory substitution device was the tactile-vision sensory substitution (TVSS) developed by Bach-y-Rita and colleagues (Bach-y-Rita et al., 1969; see also Bach-y-Rita and Kercel, 2003, for a review). The TVSS comprises a camera, a translation system, and a matrix of tactile stimulators (that provides electrical or vibratory stimulation) placed on a body surface such as the back or the tongue (see Bach-y-Rita and Kercel, 2003, for a description). The principles of sensory substitution have been extended to the conversion of visual images into sounds. This led to the design of visual-to-auditory devices such as the vOICe (Meijer, 1992), the prosthesis for substitution of vision by audition (PVSA, see Capelle et al., 1998), and the Vibe (Hanneton et al., 2010).

Since their invention, a variety of devices have been designed and tested across a variety of tasks (see Auvray and Myin, 2009; Bubic et al., 2010; Deroy and Auvray, 2012, for reviews). In particular, studies have revealed that these devices allow their users to perform localization tasks (Jansson, 1983; Levy-Tzedek et al., 2012; Renier et al., 2005) and simple as well as complex shape recognition (Arno et al., 2001; Auvray et al., 2007; Pollok et al., 2005; Sampaio et al., 2001). A defining feature of perception with sensory substitution devices is that extensive training is required. Most users are able, in one or two hours, to explore their environment and to approximate objects’ position and shape. However, the training required to obtain more precise object localization and recognition behaviour is estimated at around eight hours with visual-to-tactile devices (Kaczmarek and Haase, 2003) and 10 to 15 with visual-to-auditory devices (Auvray et al., 2007). Perceptual acuity (measured with the Snellen tumbling E test) has also been reported to increase with training, reaching for instance 20/430 after nine hours of training with the Tongue Display Unit (Sampaio et al., 2001; see also Haigh et al., 2013, for a similar study with the vOICe).

One important claim of Bach-y-Rita is that, once trained, TVSS-users no longer feel the stimulation on their skin, where it occurs, but they directly attribute the stimulation as resulting from an external object, i.e. located at a distance (Bach-y-Rita, 1995, p. 181; Bach-y-Rita and Kercel, 2003, p. 543). Furthermore, Bach-y-Rita asserted that, consequent to this externalization process, the tactile stimulator array can be moved from one body surface to
another (e.g., from the back to the abdomen or to the forehead), without loss in spatial localization abilities or other perceptual capacities (see Note 1) (such as depth estimates). However, this claim was based solely on users’ verbal reports and it has never been experimentally investigated.

One way to investigate if perceptual abilities in trained users of visual-to-tactile sensory substitution devices depend on the stimulated surface or not, is to study the extent to which there is a transfer of tactile learning across body surfaces. If indeed what is learned on a given body surface can be transferred to another one without loss in performance, this would provide reasons to believe that Bach-y-Rita’s claim of independence from the stimulated body surface is correct. Perceptual learning is defined as performance improvement in perceptual tasks resulting from training (Fahle and Poggio, 2002; Gibson, 1969). In tactile perceptual learning, the question of the specificity (i.e., learning is body-surface dependent) versus generalization (i.e., there is a transfer of performance improvement from a trained to an untrained body surface) is still debated. Some studies reported a transfer to untrained body surfaces (Harrar et al., 2014; Harris et al., 2001; Kaas et al., 2013; Nagarajan et al., 1998; Sathian and Zangaladze, 1997; Spengler et al., 1997) whereas other studies did not find evidence of such transfer (Dinse et al., 2006; Godde et al., 2000). In addition, when transfer has been reported, it was restricted to adjacent and homologous contralateral body surfaces only (e.g., adjacent fingers of the same hand and same fingers of the untrained hand — Harrar et al., 2014; Harris et al., 2001). In other words, transfer to non-adjacent and non-homologous body surfaces has never been reported. The extent to which there is a transfer of tactile learning therefore appears to be related to the topographic organization of the somatosensory cortex.

There is thus an apparent contradiction between this reported limit to the transfer of tactile learning (i.e., restricted to adjacent and homologous body surfaces) and the post-training independence from the stimulated body surface (i.e., occurring even in non-adjacent surfaces such as the back and the abdomen), as claimed by Bach-y-Rita. One hypothesis to account for such a discrepancy is that the discrimination tasks used in tactile learning studies involved low-level stimuli that mainly vary along only one feature (e.g., gratings with different orientations), whereas reports in the field of sensory substitution were based on more complex objects consisting of combinations of different features. Discrimination of low-level stimuli may involve somatosensory areas with a topographic representation of body surfaces. In these areas, receptive fields are narrow and overlap only with receptive fields of adjacent or contralateral homologous body surfaces (for instance, see Iwamura et al., 1994, for the topographic organization of the hands). On the other hand, sensory substitution devices are mainly used to convey tactile information resulting from higher-level stimuli such as objects, faces, and scenes. These high-level stim-
uli involve less topographically organized areas in which receptive fields are large and not restricted to a specific body surface. Moreover, according to the reverse hierarchy theory (Ahissar and Hochstein, 2004), perceptual learning begins at higher cortical levels and continues at lower levels of processing dependent on the feature learnt. As a result, tactile learning of high-level stimuli should transfer more easily to different body surfaces than low-level stimulus features.

The study reported here aims at investigating the extent to which there is a transfer of tactile learning in the recognition of high-level symbols (i.e., made of the combinations of several features rather than consisting of single features). To do so, a tactile letter recognition task was used. Letters were drawn on the participants’ body by means of sequential vibrotactile stimulations (see Yanagida et al., 2004, for a similar method). In order to evaluate learning effects rather than mere repeated exposure effects, we measured recognition performance before and after training, as in Harrar et al.’s (2014) study. The participants first completed a baseline session in which they had to recognize tactile letters drawn on three different body surfaces: the belly, the front of the right thigh, and the right shin (see Fig. 1 below). They then underwent a training session in which the letters had to be recognized on only one of the three above-mentioned body surfaces. Finally, the participants performed a post-training session on all three body surfaces. The amount of tactile learning was evaluated by computing performance improvement (both accuracy and response times) between the baseline and the post-training sessions. If there is a transfer of tactile learning from a trained to an untrained body surface, then the amount of performance improvement should be similar for trained and untrained surfaces. On the other hand, if tactile learning is specific to a given body surface, then performance improvement should be greater for trained than for untrained body surfaces. In addition, a control group of participants performed the baseline and post-training sessions, but without the training session in between. For these participants, performance is expected to be either similar between the two sessions, or to improve in the second one but less than for the participants in the trained group.

It should be mentioned that the belly, the thigh and the shin are represented in adjacent areas of the somatosensory cortex (Merzenich et al., 1978; Nakamura et al., 1998). Thus, performance improvement, computed as a function of the trained body surface, allows behaviourally evaluating the topographic organization of areas in which tactile learning of high-level symbols occurs. If tactile learning occurs in non-topographic areas, the amount of improvement should not depend on the trained body surface. On the other hand, if tactile learning occurs in topographic areas, the amount of improvement should be greater for two adjacent body surfaces (e.g., the belly and the thigh) than for two non-adjacent ones (e.g., the belly and the shin).
Figure 1. Example of the letter F drawn on the three body surfaces (belly, thigh, and shin). The letters’ left-right and top-bottom axes were always congruent to the participants’ left-right and top-bottom axes.

2. Methods

2.1. Participants

Forty-five participants completed the experiment (26 females and 19 males; mean age = 25.7 years, range = 18–47 years). Thirty participants were included in the trained group and 15 in the control group. All the participants were naïve to the purpose of the experiment. They provided their informed consent and received payment for their participation. The experiment took approximately one hour and a half to complete (one hour for the control group) and was performed in accordance with the ethical standards laid down in the Declaration of Helsinki (1991).

It should be mentioned that there was a selection process used to determine if participants were included in the study. Given that tactile letters drawn on the skin can be interpreted within different reference frames (see Parsons and
Shimojo, 1987; Sekiyama, 1991), each participant’s preferred reference frame was identified prior to the start of the experiment. This was done by means of a task requiring the participants to recognize the tactile letters b, d, p, and q. Recognizing these ambiguous asymmetrical letters requires assigning the top-bottom and left-right axes to the letters, and the reference frame that was adopted can be determined from how the stimulus is interpreted. Only the participants that freely assigned the top-bottom and left-right axes congruently to their body’s axes were selected for participation in the study. The letters were then drawn consistently to these body-congruent assignments during the rest of the experiment (see Fig. 1). The reason for this choice is that — as the aim of the study was not to investigate the influence of reference frame on tactile learning — we wanted to avoid any interference due to differences in the reference frames that are freely adopted. We consequently chose the most frequently adopted one among the four possible reference frames. This reference frame with body-congruent assignments of axes was adopted by 52% of participants across all the experiments that were conducted in our laboratory ($N = 244$). Note that 28% of participants reversed the top-bottom axis, while the left-right axis was consistent with the body. A further 20% of participants reversed the left-right axis, while the top-bottom axis was consistent with the body. No participants reversed both the vertical and horizontal axes.

2.2. Apparatus

The tactile stimuli were presented by means of nine rectangular vibrators (Haptuator Mark II, Tactile Labs, Montreal, Canada) arranged in a three-by-three array with a centre-to-centre spacing of 5 cm (see Fig. 2A). The surface area of each vibrator was 0.9 cm vertically by 3.2 cm horizontally. The vibrator array was placed on the participants’ body surface, above their clothes, by means of an elastic belt. When the participants were tested on the belly, the vibrator array was placed symmetrically to their body mid-sagittal line.
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**Figure 2.** (A) Schematic figure illustrating the $3 \times 3$ array of rectangular vibrators. (B) The 8 letters used as tactile stimuli. (C) The sequence of vibrations chosen for drawing the letter P.
(see Fig. 1). In this case, the three lower tactors were located above the waist. When they were tested on the front of the thigh and on the shin, the vibrator array was both horizontally and vertically centred. The position of the vibrator array on each body surface was exactly the same between the baseline and the post-training sessions; this was achieved by means of stickers indicating the positions of the vibrators.

A nine-channel amplifier drove each vibrator independently at a 250 Hz frequency. The intensity of each vibrator was individually selected with an adjustment method at the beginning of each session. Specifically, the participants were instructed to adjust the vibration intensity until each vibrotactile stimulus could be perceived clearly and with the same felt intensity. The activation of the vibrators was controlled through a PC running custom software written in MATLAB R2008a. Instructions and feedback were presented on a 23-inch screen with a $1920 \times 1080$ resolution. Participants wore noise-reducing headphones with a noise reduction rating of 30 dB, in order to mask any sounds made by the vibrators.

2.3. Stimuli

The eight upper-case letters B, C, F, G, K, N, P, and Q were drawn on the participants’ body surfaces (see Fig. 2B). These letters were selected on the basis of previous experiments we conducted, in which they were sufficiently well recognized (above 87% accuracy) and induced little confusion. The order in which the vibrators were successively activated was chosen to approximate the gesture of manual letter drawing (see Fig. 2C). This sequential mode of presentation was chosen over a simultaneous mode because it allows better performance in letter recognition (Yanagida et al., 2004; see also Loomis, 1974). In order to choose the sequence of each letter, 14 persons, who did not participate in the main experiment, were asked to draw the letters on a paper sheet. From this we calculated the most frequent way of writing each of the letters. For instance, the letter P is the most frequently drawn by an initial vertically descending stroke followed by a loop beginning from the top of the vertical stroke. Each vibrator composing the sequence was activated for 250 ms. There was no interval between two consecutive vibrations composing one stroke of the letter (e.g., the three vibrators composing the vertical stroke of the letter P); nor between two consecutive strokes that were spatiotemporally continuous (e.g., the three strokes of the loop of the letter P). However there was a 150-ms interval between two consecutive strokes that were spatiotemporally discontinuous (e.g., the end of the vertical descending stroke and the beginning of the loop of the letter P). This interval avoided possible errors of interpretation caused by an irrelevant grouping of vibrations. Participants were instructed that these temporal intervals corresponded to a
spatial discontinuity in manual letter drawing. The mean duration of letters was 2338 ms.

2.4. Procedure

2.4.1. Baseline and Post-Training Sessions
The participants were required to stand in front of the computer screen. On each trial, one of the eight letters was drawn on the participant’s body surface. The participants were instructed to report which letter was drawn by pressing the corresponding key on the computer keyboard with the index finger of their dominant hand. Stickers were used to represent the eight letters on two lines of four adjacent keys. Participants were required to respond as accurately and as rapidly as possible. Accuracy was emphasized over speed of response. Given that posture has an influence on how tactile symbols are perceived (see Parsons and Shimojo, 1987; Sekiyama, 1991), we made sure that the participant’s posture was consistent across sessions. As they had to look at the screen when visual feedback was provided to them, the participants were instructed to look at the empty screen during the conditions in which there was no feedback. However, note that, in all the conditions, the participants were allowed to look at the keyboard when giving their answers. The participants were able to give their responses at any time from the onset of the first vibration and up to 3000 ms after the end of the last vibration (at which point the trial was terminated). At the end of each trial, there was an interval of 3000 ms before the beginning of the next trial. No feedback was given regarding the correctness of the participants’ responses.

The baseline and the post-training sessions were composed of three blocks each: one block for each body surface. The six possible orders of these three blocks were counterbalanced across participants. However, the order remained the same for each participant during the baseline and the post-training sessions. The three body surfaces were thus each separated by the same amount of letter expositions (i.e., five blocks of trials) between the baseline and the post-training sessions. Each block was composed of 48 randomized trials corresponding to six presentations of each letter.

In the baseline session, before each of the experimental blocks, the participants were given eight practice trials, corresponding to one presentation of each letter. In this practice block, feedback was given after each response: the correct answer was visually displayed on the computer screen once participants responded.

2.4.2. Training Session
The participants in the control group completed the post-training session just after the baseline session. Only the participants of the trained group were trained in between the two sessions. During this training session, the participants were trained on only one of the three body surfaces. This trained surface
was always the surface that was tested in the second position during the baseline and the post-training sessions. Thus, one third of the participants from the trained group were trained on each of the possible body surfaces. The training session consisted of three consecutive blocks of 48 trials. Given that a trial-by-trial feedback has been shown to reinforce learning (Herzog and Fahle, 1998), in this session, the participants were given visual feedback on the correctness of their answers after each trial.

3. Results

Trials in which participants failed to make a response before the trial was terminated (less than 0.9% of trials overall) were not included in the data analyses. The accuracy of letter recognition was measured by the percentage of correct responses in each condition. The mean response times (RTs) were also computed. However, RTs corresponding to errors were excluded from the RT analysis. The first analysis presented here evaluated training effects by measuring performance improvement across sessions for the trained and control groups. The second analysis evaluated the transfer of learning by comparing training effects in trained and untrained body surfaces for the trained group only. The third one evaluated the possible topographic organization of perceptual transfer by measuring performance improvement as a function of the different body surfaces in the trained group. For all analyses, an alpha level of 0.05 was used.

In order to evaluate the effect of training on performance, ANOVAs were conducted both on accuracy and on RTs with Group (trained, control) as a between-participant factor and Session (baseline, post-training) as a within-participant factor. Because the sample sizes were unequal, type III sum of squares were used (Shaw and Mitchell-Olds, 1993). With respect to accuracy, there was a significant effect of Session \((F(1, 43) = 45.42; p < 0.001)\). Accuracy was greater in the post-training (86.51%, SD = 11.72) than in the baseline (77.49%, SD = 12.67) sessions, thus showing performance improvement. Importantly, there was a significant interaction between Group and Session \((F(1, 43) = 6.35; p < 0.05)\), showing that performance improvement was greater in the trained (increase of 11.02 points of percentage, SD = 8.34) than in the control group (5.02 points of percentage, SD = 5.47). As a consequence, global accuracy (i.e., across the two sessions) was also significantly greater \((F(1, 43) = 7.27; p < 0.01)\) for the trained (85.07%, SD = 12.69) than for the control group (75.87%, SD = 11.35). Specific comparisons showed that the group difference was significant only for the post-training session \((F(1, 43) = 14.06; p < 0.001)\); not for the baseline session \((F(1, 43) = 2.48; p = 0.12)\). In other words, prior to training, accuracy in letter recognition was similar for the two groups. However, after training, recognition improved
differentially as the percentage of correct responses was significantly higher for the trained group than those obtained for the control group. With respect to RTs, there was a significant effect of Session ($F(1, 43) = 102.24; p < 0.001$). RTs were shorter in the post-training (3067 ms, SD = 282) than in the baseline (3319 ms, SD = 259) sessions. RTs were also significantly shorter ($F(1, 43) = 21.62; p < 0.001$) for the trained (3088 ms, SD = 268) than for the control group (3403 ms, SD = 238). The interaction between Group and Session was not significant ($F(1, 43) = 1.88; p = 0.18$).

In order to determine if there was a transfer of tactile learning, ANOVAs were conducted with Session (baseline, post-training) and Training (trained, untrained) as within-participant factors for the trained group only (see Fig. 3A and 3B). As with the previously reported ANOVA, accuracy was significantly greater in the post-training than in the baseline sessions ($F(1, 29) = 42.70; p < 0.001$). There was no effect of Training ($F(1, 29) < 1$). More importantly, there was no significant interaction between Session and Training ($F(1, 29) < 1$); which shows that performance improved between the baseline and post-training sessions for both trained (increase of 10.13 points of percentage, SD = 12.32) and untrained (11.47 points of percentage, SD = 7.79) body surfaces. The analysis conducted on RTs yielded the same pattern of results, with a significant decrease in RTs from the baseline to the post-training sessions ($F(1, 29) = 85.10; p < 0.001$). There was a significant effect of Training ($F(1, 29) = 4.32; p < 0.05$) but no significant interaction between Session and Training ($F(1, 29) = 3.37; p = 0.08$). Note that although the interaction approached significance, the RT analysis did not show a greater training effect for trained than untrained body surfaces. The decrease in RTs was 228 ms (SD = 173) for trained and 285 ms (SD = 176) for untrained body surfaces. Thus, for both accuracy and RTs, the performance improvement
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obtained with training was similar for trained and untrained body surfaces, showing that perceptual learning transfers to untrained surfaces.

Finally, in order to evaluate the possible influence of topographic organization on tactile perceptual learning, ANOVAs were conducted with the Trained surface (belly, thigh, shin) as a between-participant factor, and with Session (baseline, post-training) and Stimulated surface (belly, thigh, shin) as within-participant factors for the trained group only (see Tables 1 and 2). As with previous analyses, the performance improvement from the baseline to the post-training sessions was significant for both accuracy ($F(1, 29) = 49.77; p < 0.001$) and RTs ($F(1, 29) = 87.26; p < 0.001$). There was also a significant effect of the Stimulated surface for both accuracy ($F(2, 58) = 11.92; p < 0.001$) and RTs ($F(2, 58) = 5.13; p < 0.01$). Tukey’s HSD tests showed that performance was significantly better ($p < 0.01$, for accuracy; $p < 0.05$, for RTs) for the belly (89.72%, SD = 10.85; 3028 ms, SD = 279) than for the thigh (83.71%, SD = 14.28; 3114 ms, SD = 302) and significantly better ($p < 0.001$, for accuracy; $p < 0.05$, for RTs) for the belly than for the shin (81.78%, SD = 16.91; 3121 ms, SD = 310), but there was no significant difference between the thigh and the shin. More importantly, there was neither a significant interaction between Trained surface and Session ($F(2, 27) < 1$, for both accuracy and RTs) nor any significant interaction between Trained surface, Stimulated surface and Session ($F(4, 54) < 1$, for both accuracy and RTs), indicating that performance improvement did not vary with the distance between the trained and stimulated surfaces. Performance was significantly better ($p < 0.05$ for all comparisons) in the post-training than in the baseline sessions for all the combinations of trained and stimulated surfaces, i.e., including adjacent and non-adjacent body surfaces (for both accuracy and RTs). There was no other significant effect or interaction.

The confusion matrices of the trained participants’ responses (see Table 3) indicate that before training, the participants made the same types of confusions for the three stimulated surfaces. In particular, the letters K and F were reciprocally confused and the letter G was frequently mistaken for the letter Q. In addition, the letter N was frequently mistaken for the letter P when it was displayed on the shin but not when it was displayed on the belly and the thigh. Overall, the same types of letter confusion were observed after training, with however less errors than before training.

4. Discussion

The study reported here aimed at investigating the extent to which a performance improvement in tactile letter recognition transfers across body surfaces. Three main results emerged from this study. First, training improved both participants’ accuracy and response latency. In addition, participants performing
Table 1.
Mean accuracy (in percentages) during the baseline and post-training sessions and the corresponding training effects, as a function of stimulated surface (belly, thigh, shin), and trained surface (belly, thigh, shin, untrained). Note that the participants were tested on all three surfaces but trained on only one of them. Standard deviations of the mean are in brackets.

<table>
<thead>
<tr>
<th>Surface trained</th>
<th>Baseline</th>
<th></th>
<th></th>
<th></th>
<th>Post-training</th>
<th></th>
<th></th>
<th></th>
<th>Training effect</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Belly</td>
<td>Thigh</td>
<td>Shin</td>
<td></td>
<td>Belly</td>
<td>Thigh</td>
<td>Shin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.3 (9.9)</td>
<td>12.1 (10.7)</td>
<td>15.6 (8.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.8 (11.0)</td>
<td>12.7 (13.1)</td>
<td>12.5 (12.9)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.3 (8.0)</td>
<td>10.4 (11.2)</td>
<td>10.4 (14.2)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.6 (6.1)</td>
<td>4.4 (12.1)</td>
<td>9.2 (12.1)</td>
</tr>
</tbody>
</table>

Table 2.
Mean response times (in ms) during the baseline and post-training sessions and the corresponding training effects, as a function stimulated surface (belly, thigh, shin), and trained surface (belly, thigh, shin, untrained). Standard deviations of the mean are in brackets.

<table>
<thead>
<tr>
<th>Surface trained</th>
<th>Baseline</th>
<th></th>
<th></th>
<th></th>
<th>Post-training</th>
<th></th>
<th></th>
<th></th>
<th>Training effect</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Belly</td>
<td>Thigh</td>
<td>Shin</td>
<td></td>
<td>Belly</td>
<td>Thigh</td>
<td>Shin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Useful</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>263 (136)</td>
<td>316 (221)</td>
<td>322 (232)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>250 (250)</td>
<td>174 (175)</td>
<td>340 (277)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>311 (237)</td>
<td>241 (250)</td>
<td>245 (205)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>197 (251)</td>
<td>216 (197)</td>
<td>212 (198)</td>
</tr>
</tbody>
</table>
Table 3.
Confusion matrices of trained participants’ responses for each stimulated surface in the baseline and post-training sessions. The scores are expressed in percentages. Digits in bold indicate correct recognition percentages. Values may not add to 100% due to rounding.

<table>
<thead>
<tr>
<th>Stimulus</th>
<th>Baseline</th>
<th>Stimulus</th>
<th>Post-training</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Response</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>B</td>
<td>C</td>
<td>F</td>
</tr>
<tr>
<td>Belly</td>
<td>B</td>
<td>97</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0</td>
<td>91</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Thigh</td>
<td>B</td>
<td>92</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Shin</td>
<td>B</td>
<td>86</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>C</td>
<td>0</td>
<td>92</td>
</tr>
<tr>
<td></td>
<td>F</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>G</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>K</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>N</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>P</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Q</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Intensive training with trial-by-trial feedback (trained group) improved performance to a greater extent than the participants merely repeating the task twice on each body surface (control group). Second, performance improvement was not restricted to the trained body surface but it transferred to the untrained ones. Third, the obtained transfer of tactile learning was similar for surfaces represented in adjacent (e.g., belly and thigh) and in non-adjacent
(e.g., belly and shin) areas of the somatosensory cortex (see Merzenich et al., 1978; Nakamura et al., 1998, for descriptions of the somatosensory cortex’s topographic organization). Taken together, these results reveal that there is a transfer of learning in tactile letter recognition, which occurs independently of the distance between body surfaces. These three results provide support for Bach-y-Rita’s claim that, after training with visual-to-tactile sensory substitution devices, perceptual abilities reached on a given body surface transfer to another one (Bach-y-Rita and Kercel, 2003). However, as will be further highlighted below, the extent to which there is no loss in perceptual performance needs to be further qualified.

The degree of learning transfer is considered to reflect the level of involved perceptual processing (Recanzone et al., 1992). Transfer has therefore been reported to depend both on the task and on the stimuli. For example, transfer was not found when using a passive two-point discrimination task (Dinse et al., 2006; Godde et al., 2000) whereas transfer was found in gratings tasks, which involve more active discrimination, i.e. actively scanning the shapes with the fingertip (Harrar et al., 2014; Sathian and Zangladze, 1997). Transfer also depends on the type of tactile stimuli (vibration, pressure, or roughness; see Harris et al., 2001). Moreover, using low-level stimuli only, the above-mentioned studies reported a transfer limited to adjacent and homologous contralateral body surfaces only. The results reported here reveal that, contrary to the discrimination of low-level stimuli, the recognition of high-level symbols transfers across body surfaces without restrictions of their closeness in location. As compared with discrimination tasks of low-level stimuli varying along one feature (e.g., gratings with different orientations), the recognition of letters, which are made of several features in combination, may require the involvement of a holistic process allowing the integration of the different features into a global and unique percept. This holistic process involves higher-level areas than those perceptual processes that operate on simple features (Lerner et al., 2001; Tanaka, 2003). Moreover, in our study, the sequential mode of drawing the letters may have involved a spatiotemporal integration process rather than a purely spatial one that would be involved with a simultaneous mode of presentation. This spatiotemporal integration process also depends on high-level areas (Battelli et al., 2007). High-level perceptual areas are less topographically organized than low-level ones. Consequently, their receptive fields are larger and not restricted to a specific area, facilitating the transfer of perceptual learning across body surfaces that are further apart. The transfer of learning we found regarding high-level symbol recognition is thus compatible with the reverse hierarchy theory, which describe a perceptual learning guided by a top-down process, from high-level to low-level areas (Ahissar and Hochstein, 2004).
In the letter recognition task used in our study, training effects occurred at different levels. During the training session, the repetition of letters improved the recognition of the sequence of tactile stimuli corresponding to each letter. The trial-by-trial feedback provided in this training session also helped participants to associate the sequence of tactile stimuli with the correct letter. In addition, the performance improvement that was observed for the control group indicates that participants are learning the task before the training session. This result is probably influenced both by the use of three different blocks during the baseline session and by the repeated exposure of letters within each block. Harrar et al. (2014), using a similar procedure but with a grating discrimination task, did not find such a performance improvement for their control group. This difference between Harrar et al.’s and our study suggests that perceptual learning is faster for high-level than for low-level stimuli; which is consistent with the reverse hierarchy theory (Ahissar and Hochstein, 2004). However, the greater performance improvement that was obtained for the trained group than for the control group suggests that explicit training improved performance beyond a mere repeated exposure effect and thereby it supports the claim that a perceptual learning transfer occurred in our study.

It should be mentioned that the perception of the global configuration (e.g., the letter B which is made of one vertical stroke and two loops) was probably sufficient to correctly recognize tactile letters. However, the participants in our study reported more difficulties in correctly discriminating between two letters with similar global configurations (e.g., the letters F and K which are both made of a vertical stroke and two other strokes; see the confusion matrices in Table 3) that require finer discrimination processes (e.g., to discriminate between the horizontal strokes of the letter F and the diagonal strokes of the letter K). The discrimination of feature differences required for recognition of high-level symbols with high similarity may thus involve lower-level processes and reduce the amount of perceptual learning transfer. However, according to the reverse hierarchy theory, expert perceivers (in touch as well as in other sensory modalities), who have had substantial amounts of training, are able to base their perception on high-level processes even in difficult conditions (e.g., discrimination of stimuli with high similarity such as two exemplars of the same bird species); they then show transfer of perceptual learning (Ahissar and Hochstein, 2004). Intensive training should thus allow transfer of tactile learning even in the cases of discrimination of highly similar tactile symbols.

Although the results obtained in the present study support the transfer of tactile learning across body surfaces, they cannot fully support the independence of perceptual abilities from the stimulated body surface that has been claimed to occur after training. The most important counter-argument to this
claim is that there would remain differences in tactile recognition and discrimination abilities as a function of the location in which the stimuli are displayed on the body surface. For instance, tactile discrimination abilities have been reported to be higher on the belly than on the legs (Haggard et al., 2003). Similarly, in our study, training improved letter recognition on all body surfaces but letter recognition remained less accurate on the legs than on the belly. However, even if the claim must be watered-down in order to include differences in acuity across body surfaces (i.e., as a function of the differences in resolution of their respective tactile receptive fields) further investigations would still be required to demonstrate an independence from the stimulated body surface. First of all, the participants in our study were given purely sensory learning whereas sensory substitution devices involve a sensorimotor learning. This however has been shown to reinforce learning transfer across different sensory modalities (see Levy-Tzedek et al., 2012). Second, the body surfaces used in our study remain relatively closely represented in the somatosensory cortex; thus the use of more distant body surfaces is necessary to more fully assess the possibility of complete transfer. If perceptual learning can completely transfer to all body surfaces, this should include distant body surfaces such as head and legs. Third, the tactile letters we used are more complex than low-level stimuli varying along only one feature but most sensory substitution devices convey even higher-level stimuli such as faces, objects and scenes. Moreover, the sequential mode of presentation may be more appropriate for letters than for other objects (such as everyday 3-D objects) for which it would be difficult to sequentially order their different parts in an intuitive way. Further studies should then extend the actual results to a broader range of stimuli of varying complexity and to alternative modes of presentation.

Finally, it has been suggested that the body surface independence in visual-to-tactile sensory substitution is probably due to the fact that, after training, users no longer feel the stimulation on their skin, but they directly attribute the stimulation as resulting from an external object (see Bach-y-Rita and Kercel, 2003). This externalization process would reinforce the independence of tactile learning from the stimulated surface (see Hartcher-O’Brien and Auvray, submitted, for a review on externalization). This claim would need further investigation as well to be corroborated. However, what can be said for now is that our study provides the first empirical data to support Bach-y-Rita’s claim that training in sensory substitution improves perceptual abilities, and that these perceptual abilities transfer from one body surface to another, resulting in a relative independence from the stimulated body surface. These results have implications for the use of sensory substitution devices and vibrotactile systems by visually impaired people. First, they suggest that training on one body surface is beneficial to the entire body. As a consequence, users do not need to undergo an extensive training on all body surfaces. This study
also provides better understanding of the learning process, which is a crucial feature for efficient use of tactile devices. It reveals that transfer of learning for tactile letters occurs within a relatively short time frame, i.e., the 90 min of our experiment. The longer learning reported for recognition of more complex objects with sensory substitution devices (Kaczmarek and Haase, 2003) indicates that the amount of training required to reach accurate object recognition with tactile devices depends on the complexity of the information that is provided. It would be interesting in future research to investigate the extent to which learning transfers between different subsets of stimuli with similar level of complexity, and between stimuli of varying complexity; for instance between moderately complex stimuli such as tactile letters and highly complex stimuli such as everyday 3-D objects.
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Note

1 Note that Bach-y-Rita also concurrently asserted that the camera could then be moved, for instance from a hand-held to a head-mounted display, without any loss in performance. However, the present study only focused on the effect of training on a change in the stimulated body surface and not on a change in the camera’s position.

References


Tactile recognition of visual stimuli: Specificity versus generalization of perceptual learning

Gabriel Arnold*, Malika Auvray

Institut des Systèmes Intelligents et de Robotique, CNRS UMR 7222, Université Pierre et Marie Curie, Paris, France

**ARTICLE INFO**

Keywords:
- Perceptual learning
- Generalization
- Learning strategies
- Multisensory perception
- Sensory substitution

**ABSTRACT**

Sensory substitution devices aim at assisting a deficient sensory modality by means of another sensory modality. For instance, to perceive with visual-to-tactile devices, users learn to recognize visual stimuli through their tactile conversion. A crucial characteristic of learning lies in the ability to generalize, that is, the ability to extend the acquired perceptual abilities to both new stimuli and new perceptual conditions. The study reported here investigated the perceptual learning of tactile alphanumerical stimuli. The learning protocol consisted in alternating a repeated list of symbols with lists of new symbols. A first experiment revealed that, when each list consisted of 4 stimuli, recognition performance improved over time only for the repeated list. This result suggests that learning a small set of stimuli involves stimulus-specific learning strategies, preventing generalization. A second experiment revealed that increasing to six the set of learned stimuli results in higher generalization abilities. This result can be explained by greater difficulties in using stimulus-specific strategies in this case, thereby favouring the use of generalization strategies. Feature variability also appeared to be important to achieve generalization. Thus, in visual perceptual learning, the involvement of stimulus-specific versus general strategies depends on task difficulty and feature variability. A third experiment highlighted that tactile perceptual learning generalizes to changes in orientation. These results are discussed in terms of brain plasticity as they influence the design of learning methods for using sensory substitution devices, with the aim to compensate visual impairments.

1. Introduction

Perceptual learning, defined as the performance improvement in perceptual tasks resulting from training (Fahle & Poggio, 2002), reveals the plasticity of humans’ sensory systems. Sensory substitution is an illustrative example for which perceptual learning and plasticity play a crucial role. Sensory substitution devices aim at assisting a deficient sensory modality (e.g., vision) by means of another sensory modality (e.g., audition or touch; see Auvray & Myin, 2009, for a review). Even if the question of whether sensory substitution genuinely restores vision to their users is highly debatable, this technique provides a new way to receive sensory information from the environment. Brain plasticity allows users to have access to information in a novel way. For instance, after training with a visual-to-tactile conversion device, the tactile stimulation, initially felt on the surface of the skin, is attributed to external objects (Hartcher-O’Brien & Auvray, 2014).

Numerous studies have reported that sensory substitution devices enable blind and blindfolded sighted people to localize (e.g., Levy-Tzedek, Hanassy, Abboud, Maidenbaum, & Amedi, 2012; Renier et al., 2005) and recognize simple shapes or complex objects (e.g., Arno et al., 2001; Auvray, Hanneton, & O’Regan, 2007; Pollok, Schnitzler, Mierdorf, Stoerig, & Schnitzler, 2005; Sampaio, Maris, & Bach-y-Rita, 2001). Most users are able, in one or two hours, to approximate objects’ location and shape. However, to gain precision in these tasks and to perform more complex ones, a more intensive training is required. The length of the training is estimated at around eight hours with visual-to-tactile devices (Kaczmarek & Haase, 2003) and 10–15 with visual-to-auditory devices (Auvray, Hanneton, & O’Regan, 2007). It would be even more important to achieve a high level of expertise, for instance to be able to recognize facial expressions (Striem-Amit, Guendelman, & Amedi, 2012).

A crucial characteristic of learning lies in the ability to generalize, that is, to extend the acquired perceptual abilities to both new stimuli and new perceptual conditions. For instance, in the case of learning a sensory substitution device, generalization enables their users, trained in specific conditions and with specific shapes and objects, to extract the rules underlying perception with the device and to apply them to new objects or to previously learned objects perceived in new
conditions. In other words, users do not simply associate visual stimuli to their auditory or tactile conversion, but they become able to extract the perceptual characteristics of a scene and of their constituting objects and then they are able to transfer this learning to new scenes and objects.

Studies have reported contrasting results regarding specificity versus generalization of perceptual learning (see Fahle, 2005, for a review). For instance, visual perceptual learning can be highly specific to retinal position, object orientation, and object shape (e.g.,Sigman & Gilbert, 2000; Yi, Olson, & Chun, 2006). Tactile perceptual learning has also been reported to be specific to the trained body surface, with a transfer of learning restricted to adjacent or homologous homolateral surfaces (e.g., Harrar, Spence, & Makin, 2014; Sathian & Zangaladze, 1997). On the other hand, studies have reported generalization of learning. For instance, Furmanski andEngel (2000) have found object-specific but size-invariant perceptual learning in visual object recognition. Perceptual learning has also been reported to transfer to non-adapted body surfaces in tactile recognition of alphanumerical symbols (Arnold & Auvray, 2014).

The reverse hierarchy theory (RHT) of perceptual learning (Ahissar & Hochstein, 2004) has been proposed to account for these discrepant results. According to this theory, the degree of specificity depends on the difficulty of the perceptual task and on the level of cortical processing that is required to perform the task. For a difficult task, involving low-level cortical processes that are highly specific to the characteristics of the task (e.g., fine discrimination of visual orientations), perceptual learning is specific to the characteristics of the task (e.g., the visual orientations that have been discriminated) and it does not generalize to new characteristics (e.g., new orientations). On the other hand, for an easier task, involving higher-level processing, perceptual learning is less specific to the low-level characteristics of the task or of the stimuli. Task difficulty, either during the learning phase or during the evaluation of generalization, has indeed been reported to influence both the specificity and generalization of learning (Jeter, Doshier, Petrov, & Lu, 2009; Liu & Weisblatt, 2000; Wang, Zhou, & Liu, 2013). Note however that, in some cases, generalization turns out to be easier with a difficult task than with an easy one (Liu & Weisblatt, 2000). Other factors than task difficulty can play a role in influencing specificity versus generalization of learning. For instance, the variability of the learned stimuli contributes to generalization (Hussain, Bennett, & Sekuler, 2012). On the other hand, a long duration of the learning phase contributes to specificity (Jeter, Doshier, Liu, & Lu, 2010), possibly due to sensory adaptation (Harris, Glikszberg, & Sagi, 2012).

Perceptual learning can also transfer from one sensory modality to another. For instance, learning to discriminate tactile intervals has been reported to transfer to the auditory sensory modality (Nagarajan, Blake, Wright, Byl, & Merzenich, 1998). Based on the RHT (Ahissar & Hochstein, 2004), Proulx, Brown, Pasqualotto, and Meijer (2014) made the hypothesis that the broad brain activation of multisensory processing re-inforces generalization of learning, especially because multisensory processing involves high-level multimodal brain areas. Sensory substitution, by converting the information from one sensory modality into another, is thus an ideal candidate for observing general perceptual learning. In this field of research, Kim and Zatorre (2008) found that learning to recognize simple shapes and complex objects with a visual-to-auditory conversion device generalizes to new objects. This result was then reproduced with tactile-to-auditory conversion of shapes (Kim & Zatorre, 2010). Learning complex stimuli, corresponding to the auditory conversion of visual shapes, has also been reported to involve faster perceptual learning and greater amplitude of generalization to new stimuli than what occurred when learning simple stimuli (Brown & Proulx, 2013). Similarly Auvray et al., 2007; see also Auvray, 2004, for more details) found that learning everyday life objects transfers to some extent to the recognition of different objects belonging to the same category. Generalization to new stimuli with even more complex objects such as facial expressions has been reported to occur (Striem-Amit et al., 2012). Finally, sensory-motor learning with a visual-to-auditory device has been reported to transfer across sensory modalities (Levy-Tzedek, Novick et al., 2012). However, if few studies have investigated the generalization of learning with visual-to-auditory devices, no study to date has investigated the generalization of learning during the use of a visual-to-tactile device.

The study reported here aims at evaluating whether learning to recognize tactile conversion of visual stimuli generalizes to new stimuli and to new perceptual conditions. The methodology is based on a recognition task of alphanumerical symbols presented on the participants’ stomach by means of sequences of vibrotactile stimulations. Alphanumerical symbols are usually perceived visually, and rarely by touch. Thus the tactile recognition task requires training, similarly to what occurs when learning to use a visual-to-tactile substitution device. A similar task was previously used to show that learning to recognize tactile symbols transfers from trained to untrained body surfaces (Arnold & Auvray, 2014). In the present study, the tactile symbols were presented on the stomach as, for visual-to-tactile sensory substitution devices, this body part presents a good compromise between the size of the skin surface and its spatial resolution (see Haggard, Taylor-Clarke, & Kennett, 2003, for spatial resolution of the different body surfaces). In addition, it is central on the body and, contrary to the hand, its position and orientation relative to the rest of the body does not change much. Finally, contrary to body surfaces with greater spatial resolution, in particular the fingertips and the tongue, the stomach is rarely used for everyday tactile perception (e.g., haptic object recognition) and it can thus be used for receiving additional tactile information without disturbing people’s usual perception and action.

In the first two experiments reported here, the role of stimulus variability in the ability to generalize to new symbols during learning was evaluated by comparing the learning of sets of four symbols (Experiment 1; low variability) to the learning of sets of six symbols (Experiment 2; high variability). If stimulus variability influences the stimulus-specific versus generalized learning strategies, generalization should be better with high than with low stimulus variability. In the third experiment, the ability to generalize to new orientations was evaluated. Orientation is an important source of perceptual variability and changes in orientation frequently disturb the recognition of objects that are learned visually (e.g., Arnold & Stérot, 2012) or by touch (e.g., Newell, Ernst, Tjan, & Bültthoff, 2001).

2. Experiment 1

Experiment 1 was designed to investigate whether learning to recognize tactile symbols generalizes to new symbols when learning a limited number of symbols. In order to investigate generalization to new symbols, a similar procedure to the one used by Dutilh, Kryptos, and Wagenmakers (2011) was used. It consists in alternating blocks with a repeated list of stimuli and blocks with new lists of stimuli. If stimulus-specific learning is involved, recognition performance should increase with practice (i.e., across blocks) only for repeated stimuli. In contrast, if generalized learning is involved, recognition performance should increase for both repeated and new stimuli.

The second aim of this experiment was to investigate whether the generalization of learning depends on the spatial perspective that is naturally adopted when interpreting tactile information presented on the body. Using the graphesthesia task, which consists in recognizing ambiguous asymmetrical symbols presented on the body surface (e.g., the letters b, d, p, and q), previous studies have shown that some observers prefer to adopt a self-centred spatial perspective (i.e., centred on the observer’s body) whereas others prefer to adopt a centred one (i.e., centred on a location different from that of the observer) (see Arnold, Spence, & Auvray, in press, for a review). These individual differences have been reported to reflect the existence of a natural perspective rather than being due to an arbitrary choice (Arnold, Spence, & Auvray, 2016). Moreover, centred observers are better at
adopting an unnatural perspective than self-centred observers are. Thus, this experiment also investigated whether this superiority of naturally decentred observers over naturally self-centred ones is specific to the adoption of spatial perspectives or whether it reflects a general ease to interpret tactile information instead. When tactile stimuli are presented on people’s stomach, three perspectives can be adopted, one decentred and two self-centred (trunk-centred or head-centred). In the present experiment, only those participants that naturally adopt a trunk-centred or a decentred perspective were tested.

2.1. Material and methods

2.1.1. Participants

Two hundred and fifty-five participants (154 females and 101 males; mean age = 25.2 years, range = 18–47 years; 30 participants were left-handed and 225 participants were right-handed) were initially recruited via mailing lists to participate in 6 different experiments (i.e., the 3 experiments reported in the present study and 3 experiments investigating different research questions reported in different studies). In all these experiments, the graphesthesia task was used to investigate the participants’ spatial perspectives. The participants were randomly allocated to one of these 6 experiments in order to generate groups based upon natural perspective. Five participants were excluded from the set of experiments because their natural perspective could not be correctly identified. For the 250 remaining participants, 49.6% adopted a trunk-centred perspective, 29.2% a head-centred perspective, and 21.2% a decentred perspective. For the present study, 20 trunk-centred and 20 decentred participants were included in Experiment 1, 32 trunk-centred participants in Experiment 2, and 24 trunk-centred participants in Experiment 3.

Forty participants completed the present experiment (25 females and 15 males; mean age = 24.8 years, range = 18–41 years; three participants were left-handed and 37 participants were right-handed). Half of the participants (14 females and 6 males; mean age = 24.4 years, range = 18–41 years) had a natural trunk-centred perspective and the other half (11 females and 9 males; mean age = 25.2 years, range = 20–33 years) had a natural decentred perspective. All the participants were naive to the purpose of the experiment. Participants provided their informed consent and received payment for their participation. The experiment took approximately one hour to complete and was performed in accordance with the ethical standards laid down in the Declaration of Helsinki (1991).

2.1.2. Apparatus

The tactile stimuli were presented by means of 9 rectangular vibrators (Haptuator Mark II, Tactile Labs, Montreal, Canada) arranged in a 3-by-3 array with a centre-to-centre spacing of 5 cm (see Fig. 1a). Each vibrator measured 0.9 cm vertically by 3.2 cm horizontally for a total surface area of 10.9 cm vertically by 13.2 cm horizontally. A nine-channel amplifier drove each vibrator independently at a 250-Hz frequency. The vibrator array was placed on the participants’ stomach, above their clothes, by means of an elastic belt. The vibrator array was placed symmetrically to their body mid-sagittal line, with the 3 lower vibrators located above the waist. Only one layer of clothing was allowed between the skin and the vibrators. The participants individually selected the intensity of each vibrator by means of an adjustment method.

Instructions and feedback were presented on a 23-inch screen with a 1920 × 1080 resolution. The participants wore noise-reducing headphones with a noise reduction rating of 30 dB, in order to mask any sounds made by the vibrators.

2.1.3. Stimuli

Twenty asymmetrical symbols were presented on the participants’ stomach: the uppercase letters B, C, D, E, F, G, J, K, L, N, P, Q, R, and Z and the numbers 1, 2, 3, 4, 5, and 6. The use of asymmetrical symbols allowed presenting the symbols according to either trunk-centred or decentred perspectives. According to the trunk-centred perspective, the left and right of the symbols were congruent to participants’ left–right axis. According to the decentred perspective, the left and right were opposite to participants’ left–right axis. The top and bottom of the symbols were congruent to participants’ top–bottom axis for both the trunk-centred and decentred perspectives. The symbols were traced with sequences of vibrotactile stimulations mapping the trajectory of manual drawing (see Arnold & Auvray, 2014, for more details). Each vibrator composing the sequence was activated for 250 ms and there were 150 ms intervals between two consecutive vibrations that were spatiotemporally discontinuous (e.g., the end of the vertical descending stroke and the beginning of the loop of the letter P; see Fig. 1b). This interval avoids possible errors of interpretation caused by an irrelevant grouping of vibrations. The participants were instructed that these temporal intervals corresponded to a spatial discontinuity in manual letter drawing. It should be underlined that with such a device, the symbols’ drawings do not exactly match manual drawing, as curved features are not possible and thus they are replaced by right-angled features. Tactile recognition of alphanumerical symbols has nonetheless previously been reported to be successful with the use of a similar 3-by-3 vibrotactile matrix (Yanagida, Kakita, Lindeman, Kume, & Tetsutani, 2004). The mean duration of symbols was 2215 ms (SD = 618). Five lists of four symbols were created with similar mean durations (List1: PQZ5, 2363 ms; List2: JK36, 2175 ms; List3: FLR4, 2063 ms; List4: BCD2, 2263 ms; EGN1, 2213 ms). Each of these lists was composed of three letters and one number except List2, which was composed of two letters, and two numbers.

In addition, the four ambiguous lowercase letters b, d, p, and q were used for the identification of each participant’s natural perspective. The letters were traced beginning from the stem and ending with the loop,
with a sequence of eight 250 ms vibrations without intervals between each vibration.

2.1.4. Procedure

The first part of the experiment was designed to identify each participant’s natural perspective. The participants sat in front of the computer screen. On each trial, one of the four possible ambiguous letters (b, d, p, and q) was displayed on the participants’ stomach. The participants were instructed to report the letter they perceived as spontaneously as possible by pressing the corresponding key with the index finger of their dominant hand. They were informed that each vibrotactile sequence could be interpreted as one of the four letters, depending on how they assign the left-right and top-bottom axes of the letter, and that there were consequently no correct or incorrect responses. The participants were asked to report their responses as fast as possible. They completed one block of 16 trials (four trials for each of the four letters). If no clear preference for adopting one of the perspectives was identified in the first block, the participants completed additional blocks until their natural perspective could be clearly identified, without exceeding six blocks. Only one block was required for 24 participants, two blocks for 12 participants, and three blocks for four participants. There are three possible causes for this individual variability that can occur individually or in combination. First, the natural perspective may emerge faster for some participants over others. Second, some people might not have a natural perspective. Third, some participants may have had difficulties to understand the instructions, leading them to adopt the most ‘logical’ perspective (i.e., the experi-menter’s perspective) rather than the easiest perspective for them.

The second part of the experiment was designed to investigate participants’ abilities to recognize unambiguous asymmetrical symbols. On each trial, one symbol was presented on the participants’ stomach. The participants were instructed to report which symbol was presented by pressing the corresponding key with the index finger of their dominant hand. Rather than using the real position of each letter and number on the computer keyboard, stickers with the four symbols used in each list written on it were placed on four adjacent keys on the keyboard. The keyboard was located in front of the participants, slightly shifted toward the left for left-handed participants or to the right for right-handed participants. In this part of the experiment, the participants were informed that the symbols would be presented according to their natural perspective and that there were correct and incorrect responses. The participants were asked to give their responses as accurately as possible. Response times (RTs) were recorded as a secondary measure of performance but emphasis was put on accuracy (see Supplementary material for the analyses of RTs). The participants were able to give their responses at any time from the onset of the first vibration and up to 3000 ms after the end of the last vibration (at which point the trial was terminated). At the end of each trial, there was an interval of 3000 ms before the beginning of the next trial.

The participants completed eight blocks of trials for the recognition task. In each block, one of the five lists was presented. One of the lists (the repeated list; labelled A) was presented four times. The other four lists (new lists; labelled B through E) were presented once each. Thus, there were four blocks with the repeated list and four blocks with the new lists, which were alternated as follows: ABACADAE for half of the participants and BACADAEA for the other half. Note that each of the five lists served as the repeated list for a fifth of the participants (N = 16). In addition, each list was presented the same number of times across participants as lists B, C, D, and E.

Each block consisted of 40 trials (10 presentations of each symbol). At the end of each block of trials, global feedback indicating the percentage of correct responses and the mean RT was given. The participants had a short pause between each block. At the beginning of each block, the participants were given four practice trials (one trial for each symbol). In this practice block, feedback was given at the end of each trial: the correct answer was visually displayed on the computer screen once the participants responded.

2.2. Results

Trials in which the participants failed to make a response before the trial was terminated (0.56% of trials) were not included in the data analyses. The accuracy of symbol recognition was measured by the percentage of correct responses in each condition. An ANOVA was conducted with Type of list (repeated, new) and Block (block 1, block 2, block 3, block 4) as within-participant factors and with Natural perspective (trunk-centred, decentred) as a between-participant factor. As there was no significant effect of Gender and no interaction between Gender and any of the other factors (in this experiment as well as in Experiments 2 and 3), this factor was not included in the reported analyses.

There was a significant effect of Block, F(3,114) = 3.46, p < .05, and a significant interaction between Block and Type of list, F(3,114) = 5.40, p < .01, showing an increase in accuracy across blocks for the repeated list (block 1 = 91.2%, SD = 9.4; block 2 = 94.1%, SD = 7.2; block 3 = 96.4, SD = 5.7; block 4 = 97.6, SD = 2.6) but not for the new lists (block 1 = 92.4%, SD = 8.8; block 2 = 91.3%, SD = 10.3; block 3 = 93.1, SD = 7.3; block 4 = 92.0, SD = 7.6) (see Fig. 2). The linear trend test was significant for the repeated list, F(1,38) = 23.17, p < .001, but not for the new lists, F(1,38) < 1. There was also a significant effect of Type of list, F(1,38) = 13.59, p < .001, with greater accuracy for repeated (94.8%, SD = 7.1) than for new lists (92.2%, SD = 8.6). Finally, the three-way interaction between Natural perspective, Type of list, and Block almost reached significance, F(3,114) = 2.56, p = .058. However, the analysis of this interaction revealed no difference between trunk-centred and decentred participants in generalization of learning as the linear trend tests revealed significant increase in accuracy across blocks for the repeated list but not for the new lists for the two groups (repeated list: F(1,38) = 11.79, p < .01, for trunk-centred, F(1,38) = 11.38, p < .01, for decentred; new lists: F(1,38) < 1, for both trunk-centred and decentred).

The number of blocks required to identify the participants’ natural perspective individually varied. This might indicate either that the adopted perspective is more or less natural or that the natural perspective emerges faster for some participants over others. This variability was taken into account in order to further investigate the influence of natural perspective on learning and generalization. More specifically, the participants who required only one block of ambiguous symbols (N = 24) were compared with the participants who required
several blocks (i.e., two or three blocks; N = 16). An ANOVA was conducted with Number of blocks (one, several) as a between-participant factor and with Type of list (repeated, new) and Blocks (block 1, block 2, block 3, block 4) as within-participant factors. The results revealed a significant effect of Number of blocks, $F(1,38) = 6.73, p < .05$, with greater accuracy for participants with one block (95.0%, SD = 3.3) than for participants with several blocks (91.2%, SD = 6.0). They also revealed a significant interaction between this factor and Blocks, $F(3114) = 4.03, p < .01$, showing a greater increase in accuracy for participants with several blocks (from 87.5% in block 1 to 91.9% in block 4) than for participants with one block (from 94.6% in block 1 to 95.1% in block 4). However, there was no significant interaction between Number of blocks and Type of list, $F(1,38) < 1$, ns, and no significant interaction between Number of blocks, Type of list, and Blocks, $F(3114) = 2.00, p = .118$. Finally, linear trend tests indicated a significant increase in accuracy across blocks for the repeated list but not for the new lists. This was the case both for participants with one block ($F(1,23) = 14.07, p < .01$ for repeated; $F(1,23) = 2.29, p = .144$ for new) and for participants with several blocks ($F(1,15) = 15.060, p < .01$ for repeated; $F(1,15) = 2.97, p = .106$ for new).

### 2.3. Discussion

The results of Experiment 1 showed that tactile symbol recognition improved with training. However, performance improvement was restricted to those symbols that were repeated throughout the experiment, and did not occur for the new symbols that were introduced. The participants may thus have used stimulus-specific strategies of learning rather than extracting the perceptual rules that enable generalization of learning. In this experiment, the use of only four different tactile symbols in each block may have biased the participants toward adopting stimulus-specific strategies. For instance, it is possible to identify local (e.g., the presence of a curve for only one symbol in a list) or temporal (e.g., the duration of one symbol is shorter than the others) cues to recognize each symbol. With only four symbols the cost of maintaining such specific cues in short-term memory is not too important. However, the counterpart of such stimulus-specific strategies is that the cues specific to the learned symbols are no longer relevant when new symbols are introduced. As stimulus variability during learning facilitates generalization (Hussain et al., 2012), Experiment 2 therefore investigated whether learning a greater number of stimuli in each block encourages the participants to adopt generalized learning strategies.

Experiment 1 was also designed to evaluate whether tactile symbol recognition depends on the participants’ natural preference for adopting self-centred or decentred perspectives. The results did not reveal any differences in recognition performance between the participants naturally adopting trunk-centred and those adopting decentred perspectives. This was true even when the variability in the emergence of the natural perspective was taken into account. Thus, both groups have similar results when participants were asked to recognize unambiguous symbols, contrary to the results of a previous study, in which decentred participants were better at recognizing ambiguous symbols (b, d, p, and q) from an unnatural perspective than self-centred participants (Arnold et al., 2016). The superiority of decentred observers in the recognition of ambiguous symbols may consequently be specific to assigning spatial coordinates (left, right, top, and bottom) to tactile stimulation and not to shape processing per se. This specificity is in line with the dissociation between processing object identity and processing object orientation, which has been suggested to rely on the ventral and dorsal visual streams respectively (Valyear, Culham, Sharif, Westwood, & Goodale, 2006).

### 3. Experiment 2

In Experiment 1, tactile symbol recognition only improved across blocks for repeated symbols but not for new symbols, revealing stimulus-specific rather than generalized learning. This second experiment investigated whether the learning strategy involved depends on the quantity of information to-be-learned and whether learning a greater number of symbols in each block favours a generalized learning. There were 6 symbols to learn in each list, with the same alternation of repeated and new symbols as in Experiment 1. If a more generalized learning is involved here, a symbol recognition improvement for both repeated and new symbols should be observed. As the recognition of unambiguous symbols did not depend on the participants’ natural perspective in Experiment 1, and as naturally trunk-centred participants are more frequent than others (Arnold et al., 2016), only naturally trunk-centred participants were tested in this experiment. The symbols were always presented according to the participants’ natural trunk-centred perspective.

#### 3.1. Material and methods

##### 3.1.1. Participants

Thirty-two participants (27 females and 5 males; mean age = 22.9 years, range = 18–40 years; eight participants were left-handed and 24 participants were right-handed) that all had a natural trunk-centred perspective completed the experiment. All the participants were naive to the purpose of the experiment. None had participated in the first experiment. Participants provided their informed consent and received payment for their participation. The experiment took approximately one hour to complete and was performed in accordance with the ethical standards laid down in the Declaration of Helsinki (1991).

##### 3.1.2. Apparatus

The apparatus was exactly the same as in Experiment 1.

##### 3.1.3. Stimuli

The 20 symbols used in Experiment 1 and four additional symbols (the uppercase letters H, S, T, and U) were presented on the participants’ stomach. The way the letters were traced was the same as in Experiment 1. The mean duration of symbols was 2188 ms (SD = 586).

Four lists of six symbols were created with similar mean durations (List1: JKPZ36, 2142 ms; List2: FHLRT4, 2075 ms; List3: BCDQ25, 2392 ms; List4: EGNSU1, 2142 ms). Each of these lists was composed of four or five letters and one or two numbers.

##### 3.1.4. Procedure

The procedure was similar to the one used in Experiment 1. In the first part of the experiment, in order to decrease the number of blocks necessary to identify their natural perspective, participants were explicitly instructed to adopt the easiest perspective for them rather than the most ‘logical’ perspective. To identify each participant’s natural perspective, only one block was required for 25 participants, two blocks for two participants, and three blocks for five participants.

Once the participants’ natural perspective was identified, they completed six blocks for the recognition task. One of the lists (repeated list; labelled A) was presented three times. The other three lists (new lists; labelled B through D) were presented once each. Therefore there were three blocks with the repeated list and three blocks with the new lists, which were alternated as follows: ABACAD for half of the participants and BACADA for the other half. Each of the four lists served as the repeated list for a fourth of the participants (N = 8). In addition, each list was presented the same number of times across participants as lists B, C, and D. Each block consisted of 60 trials (10 presentations of each symbol). At the beginning of each block, the participants were given six practice trials (one trial for each symbol) with a feedback
indicating the correct response at the end of each trial.

3.2. Results

Trials in which the participants failed to make a response before the trial was terminated (2.00% of trials) were not included in the data analyses. An ANOVA was conducted with Type of list (repeated, new) and Block (block 1, block 2, block 3) as within-participant factors. The results showed a significant effect of Block, $F(2,62) = 8.27, p < .001$, and, contrary to Experiment 1, no significant interaction between Block and Type of list, $F(2,62) = 1.51, p = .230$. This reveals a global increase in accuracy across blocks (block 1 = 86.5%, SD = 10.8; block 2 = 88.8%, SD = 11.0; block 3 = 90.5, SD = 10.1) (see Fig. 3a). The increase in accuracy was observed for both repeated (block 1 = 88.5%, SD = 8.6; block 2 = 92.5%, SD = 7.5; block 3 = 93.7, SD = 6.0) and new lists (block 1 = 84.5%, SD = 12.5; block 2 = 85.0%, SD = 12.8; block 3 = 87.2, SD = 12.3). The linear trend test was however significant for the repeated list, $F(1,31) = 18.12, p < .001$, but not for the new lists, $F(1,31) = 1.97, p = .171$. There was also a significant effect of the Type of list, $F(1,31) = 20.40, p < .001$, with greater accuracy for repeated (91.5%, SD = 7.7) than for new lists (85.6%, SD = 12.4).

The absence of interaction between Type of List and Block suggests a global increase in accuracy across blocks but, nevertheless, there was no significant linear increase for the new lists. Thus, to try and account for the results of Experiment 2, the effect of each of the lists was investigated, to see whether the generalization of learning depends on the learned symbols. There was an increase in accuracy across blocks with the new lists when all the lists were repeated except for List 2 (see Fig. 3b).
Experiment 1 and Experiment 2.

G. Arnold, M. Auvray

and List 4, respectively), showing strong specificity for different types of features in the different lists, perceptual learning remained specific to the learned symbols. Compared to the other lists, this list consisted of symbols with a low variability, essentially made of vertical and horizontal strokes, with few oblique or curved features. However, the same analysis of feature variability conducted on the results of Experiment 1 did not show any influence of feature variability: stimulus-specific learning was observed for both homogeneous and heterogeneous lists of symbols. Overall, the results of Experiment 1 and Experiment 2 therefore show that generalization to new symbols depends both on the size of the stimulus set that is learned and on feature variability. When fewer symbols are learned, stimulus-specific strategies are involved, independently of feature variability. When the stimulus set is increased, generalized strategies are involved but feature variability is necessary to make these strategies efficient. This effect of variability during training is consistent with previous studies reporting greater generalization after learning objects from different exemplars (Baek, Maes, Van Meel, & Op de Beeck, 2016).

Finally, one possibility is that the type of learned features also plays a role. It may be more difficult to generalize from horizontal and vertical to oblique and curved features than the other way round. This effect of symbol feature can be interpreted with the feature analysis theory of visual perception (Treisman & Gormican, 1988). According to this theory, basic visual features such as straight lines are coded in the visual brain as standards and other features such as oblique and curved lines are coded as a deviation from the standard. As a consequence, brain activation is more important when perceiving deviant than standard features. A possibility here is that tactile recognition of visual symbols involved similar low-level processes as in visual recognition and that learning heterogeneous symbols, made of horizontal, vertical, oblique, and curvature features, activated broader brain areas than learning homogeneous symbols. According to the RHT, this broader brain activation has subsequently facilitated learning generalization.

Table 1
Number of horizontal, vertical, oblique, and curved features for the different lists in Experiment 1 and Experiment 2.

<table>
<thead>
<tr>
<th></th>
<th>Horizontal</th>
<th>Vertical</th>
<th>Oblique</th>
<th>Curve</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experiment 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>List 1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td>List 2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>List 3</td>
<td>4</td>
<td>5</td>
<td>1</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>List 4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>List 5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td><strong>Experiment 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>List 1</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>5</td>
<td>15</td>
</tr>
<tr>
<td>List 2</td>
<td>6</td>
<td>8</td>
<td>1</td>
<td>1</td>
<td>16</td>
</tr>
<tr>
<td>List 3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>List 4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td><strong>List 5</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3c). The difference in accuracy between the repeated and the new lists was also the strongest when List 2 was repeated (13.4 points of percentage; 4.4, 0.2, and 5.8 points of percentage for the List 1, List 3, and List 4, respectively), showing strong specificity to the stimulus learned in this list. It is interesting to note that List 2 differed from the others by the variability in its letter features. Table 1 shows that the symbols composing List 2 were essentially made of vertical and horizontal features and that there were very few oblique and curved features. On the contrary, the different types of features were more equally distributed in List 1, List 3, and List 4. Thus, feature variability may also have played a role in the generalization of learning, with exposition to a small set of features (List 2) potentially limiting one’s ability to recognize new symbols.

Accordingly, an ANOVA was conducted, this time without those participants who had List 2 as the repeated list. In this case, the interaction between Type of List and Block was not significant, F(2,62) = 1.34, p = .271, and the linear trend test was significant for both the repeated, F(1,31) = 15.69, p < .001, and the new lists, F(1,31) = 5.93, p < .05, showing a clear pattern of generalization (see Fig. 3b). Note that this was not the case when the participants who had the List 1, List 3, or List 4 as the repeated list were excluded from the analysis. In order to evaluate the role of feature variability in Experiment 1, the distribution of the different types of features in the different lists was also analysed. Table 1 shows that the different types of features were relatively well distributed in List 1, List 2, and List 5 whereas List 3 was essentially made of vertical and horizontal features and List 4 was essentially made of curved features. Thus an ANOVA was conducted with only the participants who had List 1, List 2, and List 5 as the repeated list. The results revealed a significant interaction between Type of List and Block, F(3,69) = 5.98, p < .01, and the linear trend test was significant only for the repeated list, F(1,23) = 18.96, p < .001, not for the new lists, F(1,23) = 1.75, p = .199, showing no pattern of generalization. In summary, the results of Experiment 2 indicate that participants implemented general learning strategies except when feature variability of the repeated list was relatively low. However, in Experiment 1, with a few learned symbols, stimulus-specific strategies were involved, independently of feature variability.

3.3. Discussion

Compared to the results of Experiment 1, the results of Experiment 2 are overall in favour of generalized learning strategies and they are compatible with the effect of stimulus variability on generalization (Hussain et al., 2012). When the number of symbols to learn is increased (from four to six symbols in each list), stimulus-specific strategies may be too costly. For instance, it may be difficult to keep a specific spatio-temporal cue for each symbol to learn in working memory. As a consequence, participants try to extract general perceptual rules, which favour the subsequent recognition of unlearned stimuli. An alternative explanation would be that task difficulty influenced the degree of generalization. Indeed, the global recognition performance was significantly higher in Experiment 1 (mean accuracy = 93.5%, SD = 4.8; mean RT = 2420 ms, SD = 360), with four symbols to recognize in each block, than in Experiment 2 (mean accuracy = 88.6%, SD = 8.4; mean RT = 2743 ms, SD = 287), with six symbols, for both accuracy, t(70) = 3.14, p < .01, and RTs, t(70) = 4.10, p < .001. However, contrasting results have been reported for the effect of task difficulty, with some studies showing specificity for difficult tasks (Jeter et al., 2009; Wang et al., 2013) but other showing generalization (Liu & Weinshall, 2000).

The results of Experiment 2 also revealed that generalization depends on the symbols’ feature variability. For one list of symbols among the four different lists, perceptual learning remained specific to the learned symbols. Compared to the other lists, this list consisted of symbols with a low variability, essentially made of vertical and horizontal strokes, with few oblique or curved features. However, the same analysis of feature variability conducted on the results of Experiment 1 did not show any influence of feature variability: stimulus-specific learning was observed for both homogeneous and heterogeneous lists of symbols. Overall, the results of Experiment 1 and Experiment 2 therefore show that generalization to new symbols depends both on the size of the stimulus set that is learned and on feature variability. When fewer symbols are learned, stimulus-specific strategies are involved, independently of feature variability. When the stimulus set is increased, generalized strategies are involved but feature variability is necessary to make these strategies efficient. This effect of variability during training is consistent with previous studies reporting greater generalization after learning objects from different exemplars (Baek, Maes, Van Meel, & Op de Beeck, 2016).

Finally, one possibility is that the type of learned features also plays a role. It may be more difficult to generalize from horizontal and vertical to oblique and curved features than the other way round. This effect of symbol feature can be interpreted with the feature analysis theory of visual perception (Treisman & Gormican, 1988). According to this theory, basic visual features such as straight lines are coded in the visual brain as standards and other features such as oblique and curved lines are coded as a deviation from the standard. As a consequence, brain activation is more important when perceiving deviant than standard features. A possibility here is that tactile recognition of visual symbols involved similar low-level processes as in visual recognition and that learning heterogeneous symbols, made of horizontal, vertical, oblique, and curvature features, activated broader brain areas than learning homogeneous symbols. According to the RHT, this broader brain activation has subsequently facilitated learning generalization.

4. Experiment 3

Experiment 3 was designed to investigate generalization to changes in orientation. Tactile symbols were learned upright and then they had to be recognized rotated 90° to the left or to the right, or 180° (upside-down). In order to be able to directly compare the generalization to new stimuli and to new orientations, the same learning protocol as in Experiments 1 and 2 was used, with an alternation of repeated (upright) and new (rotated) orientations. If learning generalizes to changes in orientation, that is, if recognizing a learned symbol in a new orientation has no cost, an improvement in recognition performance for both the repeated and new orientations should be observed. On the contrary, if learning is specific to the learned orientation, an improvement in performance only for the repeated orientation should be observed instead. As in Experiment 2, only naturally trunk-centred participants...
completed this experiment.

4.1. Material and methods

4.1.1. Participants

Twenty-four participants (16 females and 8 males; mean age = 23.1 years, range = 19–34 years; one participant was left-handed and 23 participants were right-handed) that all had a natural perspective centred on their trunk completed the experiment. All the participants were naive to the purpose of the experiment. None had participated in Experiment 1 or Experiment 2. Participants provided their informed consent and received payment for their participation. The experiment took approximately one hour to complete and was performed in accordance with the ethical standards laid down in the Declaration of Helsinki (1991).

4.1.2. Apparatus

The apparatus was the same as in Experiments 1 and 2.

4.1.3. Stimuli

The same four lists of six symbols as presented in Experiment 2 were used. For each symbol, one vibrotactile sequence was created for each orientation (upright, left-rotated, right-rotated, upside-down). The left-rotated orientation corresponded to a 90°-rotation of the symbol toward the participant’s left-hand side. Therefore the top of the symbol was located on the left side of the trunk. In contrast, the right-rotated orientation corresponded to a 90°-rotation of the symbol toward the participant’s right-hand side. Therefore the top of the symbol was located on the right side of the trunk. The upside-down condition corresponded to a 180°-rotation of the symbol, resulting in the top of the symbol being located on the bottom of the trunk.

4.1.4. Procedure

The procedure was similar to the one of Experiment 2. To identify each participant’s natural perspective, only one block was required for 22 participants, two blocks for one participant, and three blocks for one participant.

After the identification of their natural perspective, the participants completed six blocks for the recognition task. For each participant, only one list was presented, with the same number of participants (N = 6) for each list. In each block, the symbols were presented with one out of the four orientations. The upright orientation (repeated, labelled A) was presented three times. The other three orientations (unrepeated, labelled B through D) were presented once each. Thus there were three blocks with the symbols presented upright and three blocks with the symbols rotated, that were alternated as follows: ABABCD for half of the participants and ABADCD for the other half. Each rotated condition (90° left, 90° right, 180°) was presented the same number of times across participants as blocks B, C, and D. Each block consisted of 60 trials (10 presentations of each symbol). At the beginning of each block, the participants were given six practice trials (one trial for each symbol) with feedback indicating the correct response at the end of each trial.

4.2. Results

Trials in which the participants failed to make a response before the trial was terminated (0.26% of trials) were not included in the data analyses. An ANOVA was conducted with Type of orientation (repeated, new) and Block (block 1, block 2, block 3) as within-participant factors. The results showed a significant effect of Block, $F(2,46) = 9.67$, $p < .001$, and no significant interaction between Block and Type of orientation, $F(2,46) < 1$ (see Fig. 4a). The increase in accuracy was observed for both repeated (block 1 = 84.4%, SD = 13.4; block 2 = 88.2%, SD = 13.2; block 3 = 90.4%, SD = 10.7) and new (block 1 = 77.9%, SD = 16.5; block 2 = 81.8%, SD = 14.6; block 3 = 82.8%, SD = 16.1) orientations. The linear trend test was significant for both the repeated orientation, $F(1,23) = 12.48$, $p < .01$, and the new orientations, $F(1,23) = 5.88$, $p < .05$. There was also a significant effect of Type of orientation, $F(1,23) = 25.65$, $p < .001$, with greater accuracy for repeated (87.7%, SD = 12.6) than for new orientations (80.8%, SD = 15.7).

In order to investigate a possible effect of the symbols’ orientation on learning generalization, the accuracy was also computed as a function of the angle of rotation (90’ left, 90’ right, and 180’) from the upright orientation (see Fig. 4b). The results first revealed that global accuracy was similar for the three angles of rotation (81.3%, SD = 16.5, for the 90’ left; 81.3%, SD = 15.0, for the 90’ right; 80.0%, SD = 16.2, for the 180’). It should be underlined that this experiment was designed to investigate the participants’ ability to recognize learned symbols with a new orientation in each session. As a consequence, the evaluation of performance improvement across blocks as a function of each symbol’s orientation is based on between-participant comparisons with a small sample size (n = 6) and can be only descriptive. Fig. 4b illustrates that recognition performance improved across blocks for all the symbols’ orientations except for the 90’-left orientation for which performance increased in the second block and then decreased in the third block.

4.3. Discussion

The results of Experiment 3 revealed generalization to previously learned symbols presented in a new orientation and they are compatible with previously reported results on generalization to new orientations. Even though perceptual learning is often highly specific to orientation (e.g., Hussain, Sekuler, & Bennett, 2009), generalization to new orientations has been reported to be easier than generalization to new set of stimuli (Baeck, Windey, & Op de Beeck, 2012). The sequential presentation of the tactile symbols in our study may have also facilitated generalization to orientation. Indeed, the spatio-temporal characteristics of each symbol may easily be recognized independently of the way the symbol is oriented on the body surface. For instance, the sequence of one long stroke followed by two short strokes for the letter K is easily perceived in each orientation. That is to say, the static presentation of a symbol might be seen to facilitate generalization to the same extent.

The results of Experiment 3 are also compatible with previous studies on visual recognition of rotated letters and digits, which showed that recognition depends on angular rotation as a function of the task. When the task consists in deciding whether the symbol is normal or mirror-reversed, there is an effect of angular rotation on recognition performance (Cooper & Shepard, 1973). On the contrary, when the task consists in identifying the alphanumerical symbol, there is no effect of angular rotation on recognition performance, showing that alphanumerical symbols are recognized through the extraction of critical features invariant to the symbol’s orientation (Corballis, Zbrodoff, Shetzer, & Butler, 1978; Eley, 1982). In the present study, the absence of difference in global accuracy between the different angles of rotation from the upright orientation may be explained by the use of an identification task rather than a verification task.

Regarding the rotation of the symbols on the stomach, it is interesting to note that symbol recognition may have been facilitated for the 180°-rotated orientation because recognizing a 180°-rotated symbol presented on the stomach with a trunk-centred perspective is close to adopting a head-centred perspective. Indeed, adopting a head-centred perspective results in perceiving the symbol upright but mirror-reversed (except for the symmetrical symbols). As the task was not to decide whether the symbol was normal or mirror-reversed, and as there was no pair of symmetrical symbols in the lists of symbols presented to the participants, adopting a head-centred perspective may have been an easier perceptual strategy than trying to recognize rotated symbols.
5. General discussion

The present study investigated whether learning to recognize the tactile conversion of visual symbols generalizes to new stimuli and new orientations. The results show that the generalization to new stimuli depends both on the size of the stimulus set and on feature variability. Stimulus-specific learning strategies are involved when learning a limited number of stimuli whereas generalized strategies are involved when increasing the number of learned stimuli. However, in the latter case, feature variability is necessary to achieve generalization. When the learned symbols are homogeneous and composed essentially of vertical and horizontal strokes, learning does not generalize to new symbols. Our results also reveal that tactile perceptual learning generalizes to new orientations.

The present study reveals that generalization of learning depends on both the quantity and diversity of information presented during learning. Nonetheless further studies would be necessary to identify the specific factors that facilitate generalization. The most likely hypothesis is that increasing the set of learned stimuli prevents observers from involving stimulus-specific learning strategies. As a consequence, observers are forced to identify the general perceptual rules that can be applied to new stimuli. The better generalization performance reached in Experiment 2 than in Experiment 1 can also result from a difference in task difficulty. Note that if this were to be the case, this would go against the RHT of perceptual learning (Ahissar & Hochstein, 2004), which posits generalization for easy tasks and specificity for difficult tasks. In our experiments, the use of short blocks of trials and the alternation of learned and new symbols might also have contributed to generalization by preventing sensory adaptation. However, such use of short blocks and alternation were not sufficient to induce generalization in Experiment 1. Therefore it is unlikely that these characteristics of the learning protocol were solely responsible for the generalization of learning observed in Experiment 2.

The generalization to new tactile stimuli found in our study and the generalization that has been previously reported when using visual-to-auditory conversion devices (Brown & Proulx, 2013; Kim & Zatorre, 2008) can be interpreted in the light of the multisensory RHT proposed by Proulx et al. (2014). According to the classic RHT, generalization of learning benefits from broad brain activations during learning. According to the multisensory RHT, multisensory tasks produce broader brain activation than unisensory tasks in two possible ways. Cross-modal interactions might occur through direct connections between low-level unisensory areas (i.e., visual, auditory, and tactile primary cortex) or through higher-level multisensory areas where the objects are represented independently of the input sensory modality. Therefore, in the case of using a visual-to-tactile or visual-to-auditory substitution device, direct connections can occur between tactile and visual, or between auditory and visual primary cortices. The other possibility is that the processing of tactile or auditory stimuli first progresses from tactile or auditory primary cortices to high-level object processing areas such as the lateral occipital complex (Amedi et al., 2007) and then cascade down back to visual areas. According to these two possibilities, the multisensory nature of the task produces broad brain activation and may facilitate the generalization to new stimuli.

A question remaining open is whether generalization was indeed facilitated by the multisensory nature of the task, as it corresponds to tactile recognition of visual symbols or, instead, if generalization to new stimuli is a characteristic of tactile perceptual learning itself. This is a difficult alternative to solve given that the generalization to new sets of stimuli in tactile perceptual learning has been the subject of comparatively less investigation than in visual perceptual learning. In one previous study, learning to recognize tactile patterns was found to transfer to new stimuli (Epstein, Hugues, Schneider, & Bach-y-Rita, 1989). However, the task at hand consisted in matching the tactile patterns with their visual analogue. In this case, a similar multisensory processing cannot be excluded either. In further studies, using a direct comparison of a purely tactile task with a visuo-tactile task will allow to evaluate the specific role of multisensory processing in tactile perceptual learning.

Regarding generalization to new orientations, the results obtained in our study are compatible with previous results on visual recognition of rotated alphanumerical symbols (Corbills et al., 1978; Eley, 1982), showing that alphanumerical symbols are learned through the extraction of critical features invariant to the symbol's orientation. The sequential presentation of symbols may also have reinforced orientation-invariant recognition, as spatiotemporal features rather than purely spatial ones are more likely to have been extracted here. However, the hypothesis that people are able to recognize previously learned symbols independently of their orientation seems incompatible with the influence of expertise on orientation effects. In vision, it is well known that inverting faces (i.e., 180°-rotation) dramatically decreases face recognition (Yin, 1969). This inversion effect is partly explained by the strong habit to perceive faces upright rather than rotated. An inversion effect has also been reported for unnatural objects (e.g., Greebles) that have received expertise (Gauthier, Williams, Tarr, & Tanaka, 1998). As faces, alphanumerical symbols are more frequently perceived upright than rotated. Moreover, in the tactile sensory modality, Behrmann and Ewll (2003) have shown that becoming an expert in tactile recognition induces an inversion effect. It is thus surprising that such inversion effects were not observed for the tactile recognition of visual symbols. One possibility for this discrepancy is that the duration of the present study was insufficient for participants to consolidate learning.

Fig. 4. Participants' accuracy in Experiment 3 as a function of (a) Type of orientation (repeated, new) and Block and (b) Angle of rotation and Block. Error bars represent the standard errors of the means.
Finally, the orientation-independent perceptual learning found in our study may reflect a distal attribution process, which is an important characteristic of sensory substitution. Distal attribution corresponds to the fact that, after training to use a visual-to-tactile device, the tactile stimulation felt on the skin becomes directly attributed to external objects, as it is the case for vision. Thus distal attribution is often considered as a criterion of the involvement of visual-like processes when using a sensory substitution device. One claim made by Bach-y-Rita was that, as a consequence of distal attribution, the tactile matrix of a visual-to-tactile device can be moved from one body surface to another without loss of perceptual abilities in trained users (Bach-y-Rita & Kercel, 2003). This claim has been confirmed by a study reporting a transfer of learning from trained to untrained body surfaces in a tactile recognition task of visual symbols (Arnold & Auvray, 2014). Distal attribution processes may also contribute here to tactile recognition of visual stimuli independently of the orientation of the tactile stimulation on the body surface.

To conclude, the present study provides new insights into the understanding of tactile perceptual learning and brain plasticity. Tactile perceptual learning appears to share some characteristics with visual perceptual learning (influence of stimulus variability and task difficulty, representation of standard features similar to visual features). This similarity may reflect the involvement of supramodal areas in both visual and tactile object recognition (Kupers & Pito, 2011; Pascual-Leone & Hamilton, 2001). Regarding sensory substitution, the similarity in processes is compatible with the view that perception with a sensory substitution device is vertically integrated, retaining characteristics of the substituted (e.g., vision) and the substituting (e.g., audition or touch) sensory modalities (Arnold, Pesnot-Lerousseau, & Auvray, in press; Deroy & Auvray, 2012; Deroy & Auvray, 2014). There are also applied implications, in particular for the design of learning protocols for sensory substitution, suggesting that short learning sessions with high variability and diversity will facilitate generalization and will allow for a more optimal use of the device in real-life conditions. However, one remaining question is how to achieve complete generalization, that is, how to rapidly gain optimal level of performance for entirely new objects. One of the possible cues is obviously the amount of learning. Daily use of the device would allow users to become experts. Learning would also benefit from a highly diversified use of the device, with perception of different categories of complex objects and of different exemplars of the same category. Finally, an active exploration of the external world with the device, rather than a passive reception of stimuli, would also reinforce perceptual learning via the emergence of sensorimotor contingencies.
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Differentiated Audio-Tactile Correspondences in Sighted and Blind Individuals
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The aim of the present study is to investigate whether the crossmodal correspondence robustly documented between auditory pitch and visual elevation has analogues in the audio-tactile domain. Across 4 experiments, the compatibility effects between intuitively congruent pairs of stimuli (i.e., outward tactile movement, going from the inside of the finger toward the fingertip and increasing pitch, or inward tactile movement and decreasing pitch) and incongruent pairs stimuli (i.e., the reverse associations) were measured. Two methods were compared to assess the behavioral effects of such a correspondence: One where participants have to respond to either the auditory or tactile stimulus presented simultaneously, while ignoring the other (speeded classification task), and the other where the auditory and tactile stimuli are presented sequentially and associated to different response buttons (implicit association test).

No significant compatibility effect was observed under the speeded classification task. The implicit association test revealed a significant compatibility effect. This effect was similar in the conditions where the finger was placed vertically and horizontally. However, this implicit association between pitch and tactile movements was not observed in blind participants. These results have methodological implications for the explanation and testing of crossmodal correspondences, and the origin of the widely discussed association between pitch and vertical elevation.

Keywords: crossmodal correspondences, audition, touch, pitch, space

We commonly use vertical elevation to refer to auditory variations. Increases in perceived pitch are experienced and reported as “rising,” while decreases in pitch are considered to “descend” or to “fall.” This spatial mapping does not strictly depend on language (Dolscheid, Hummies, Casasanto, & Majid, 2012; Parkinson, Kohler, Sievers, & Wheatley, 2012) and can affect experience and behavior in a consistent way, from the perception of sound location (Pratt, 1930; Roffler & Butler, 1968), speeded discrimination experiments (Ben-Artzi & Marks, 1995; Bernstein & Edelstein, 1971; Melara & O’Brien, 1987), and audio-visual interactions (Parise & Spence, 2008, 2009) to the orientation of attention and the perception of ambiguous visual movements (Maeda, Kanai, & Shimojo, 2004). In most cases, the spatial mapping of pitch has been assessed in reference to the location of visual targets or the direction of visual movement (see Occelli, Spence, & Zampini, 2009, for an exception and a review). In stimulus-response compatibility effects in which participants are shown to be faster at responding to a high-pitch sound with the upper key rather than the lower one (Rusconi, Kwan, Giordano, Umilta”, & Butterworth, 2006), vision might also play a role as participants can perceive or imagine the visual organization of the two response buttons.

In the study reported here, we investigated whether the spatial mapping of pitch was intimately tied to vision. Would the perception of a change of pitch interfere with the tactile direction of movement experienced at one’s fingertips, as it does with the visual direction of movement? If the tendency to match or map pitch and gestures seem to be grounded in musical practices, the learning of a similar correspondence between pitch and passive movement, if any, would seem less easy to explain. What’s more, given the many differences in auditory, tactile, and audio-tactile perception which are introduced by visual experience (see Heller & Gentaz, 2013; Höttig & Röder, 2009 for reviews), the existence of a correspondence between pitch and tactile movement should be assessed both in blind and sighted individuals. Besides its intrinsic interest, evidencing a correspondence between pitch and tactile movement (Deroy & Spence, 2013; Spence, 2011) could help differentiate between the different hypotheses offered to explain the pitch-elevation correspondence documented through audio-visual paradigms. According to the spatial theory of magnitude, differences in pitch are represented as “high” or “low” in an amodal mental space, like differences in brightness or numerical quantities (Rusconi et al., 2006; see also Gevers, Reynvoet, & Fias, 2003; Cohen Kadosh, Lammartyn, & Izard, 2008, for discussion). If this is indeed the case, we would expect pitch to be commonly represented in a similar spatial way, independently of
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the modality used to evidence this representation. By contrast, if the mapping between pitch and movement is primarily learned through audio-visual associations, it may differ once tested in the tactile modality. Parisé, Knorre, and Ernst (2014) have recently showed that the natural statistics of sounds were compatible with high-pitched sounds coming from higher in space, and low-pitched sounds from lower in space. It might therefore be the case that when we hear high-pitched sounds, we associate them to the higher sources of the sounds we look at, and vice versa for low-pitched sounds. In this case, vision would be necessary for spatial mapping to be learned, and we would not expect to find a similar mapping in congenitally blind individuals. More generally, the lack of a correspondence between changes in pitch and direction of tactile movements would reinforce the idea that vision plays a role in the acquisition of the correspondence, as posited by other hypotheses (e.g., Deroy, Crisinel, & Spence, 2013). According to the transitivity hypotheses, other regular associations between sounds and visual objects can explain the pitch-elevation correspondence. For instance, an increased distance in the vertical (or even horizontal) direction correlates with a decrease in visual size: The farther or the higher an object gets, the smaller it becomes. Another environmental regularity is that the smaller an object becomes, the higher the pitch it emits (Evans & Treisman, 2010; Fernández-Prieto, Navarra, & Pons, 2015). The transitivity of associative learning from higher in space to smaller in size and from smaller in size to higher in pitch could then explain how the correspondence between higher in space and higher in pitch is formed through regularities and transitive learning (Spence & Deroy, 2012). Crucially, the mediation of a change in size can only be provided by vision: A change in localization on one’s body is not associated to a change in size, which seems to block the transition via “getting smaller.” A specific prediction of the transitive hypothesis therefore is that the correspondence between movement and change in pitch should not exist in congenitally blind individuals.

The experiments conducted here were designed to test for the existence of an audio-tactile correspondence between pitch and tactile movements, similar to the well documented audio-visual correspondence between pitch and visual movements. Further experiments tested whether the correspondence could depend on bodily position and on visual experience. The broader goal was to understand the mapping between pitch and space.

Given the importance of attention in crossmodal congruency effects (see Spence & Deroy, 2013 for review), two different methods were used to investigate the existence of an audio-tactile correspondence between tactile movements felt on one’s finger and changes in pitch. These two methods focus on different attentional processing levels, one that occurs at early stages and the other at later ones, during response selection. The first method, used in many studies (e.g., Evans & Treisman, 2010; Ludwig, Adachi, & Matsuzawa, 2011; see Marks, 2004, and Spence, 2011, for reviews), draws on a speeded classification paradigm. Participants are presented with two different stimuli in different sensory modalities, and are asked to respond to one type of stimulus (for instance, high or low visual targets) while ignoring the stimulus presented in another sensory modality (for instance, high- or low-pitched sounds). The prediction is that participants are faster to respond to the attended feature when the unattended feature is congruent with it. In other words, the prediction is that people find it harder (i.e., they are slower) to classify a target stimulus presented in one sensory modality (e.g., audition) when the distractor stimulus presented in a task-irrelevant modality (e.g., touch) varies along a dimension that shares a relation of correspondence with the target dimension (an effect which has similarities with the cross-modal Stroop test, e.g., Cowan & Barron, 1987; MacLeod, 1991; Walker & Smith, 1984). A second method, which has more recently been tested, builds on the implicit association test (IAT), which is meant to measure participants’ automatic associations. In this task, participants are required to rapidly categorize two kinds of target stimuli whose values are associated to two response buttons, in both a congruent and an incongruent way. For instance, in the first IAT (see Greenwald, McGhee, & Schwartz, 1998; see Glashouwer, Smulders, de Jong, Roefs, & Wiers, 2013; Teige-Mocigemba, Klauer, & Sherman, 2010, for reviews) targeting the implicit association between skin color and valence, participants would be asked to respond to either positive words or names typical of White people with the same response key (predicted to be a congruent combination) and then asked to respond either to positive words or to names typical of Black people on the same response key (predicted to be an incongruent combination). The difference in response time between the congruent and incongruent conditions reveals the strength of the implicit association. Variants of the IAT have been successfully adapted to nonsocial stimuli and used to test crossmodal correspondences between odors and touch (Dematte, Sanabria, & Spence, 2007), audition and touch (Occhielli et al., 2009), taste and pitch (Crisinel & Spence, 2010), and audition and vision (Parisé & Spence, 2012). The task always requires sorting four kinds of stimuli using only two response buttons, each of which refers to two of the four stimuli. For instance, for an IAT testing pitch and size, participants have to respond to high or low pitch, and large or small visual targets by pressing one of two keys, associated to either congruent (high-small, low-big) or incongruent (high-big, low-small) combinations. The prediction is that people find it easier (i.e., are overall faster) when the two stimuli that share a response are strongly associated than when they are weakly associated.

The two methods were tested in our study in order to determine whether they would give the same results for the tactile and auditory features that were selected. In the first experiment, participants had to respond to either tactile or auditory stimuli, while ignoring the simultaneous presentation of congruent or incongruent stimuli in the other sensory modality. In the second experiment, participants had to respond to either a tactile or an auditory feature presented one after the other in blocks and with congruent or incongruent responses that were associated to the same response key. In a third experiment, we tested whether the audio-tactile correspondence would depend on the hand position, and thereby if it took place within a hand-centered frame of reference. To do so, the participants completed the experiment with the arm placed in two directions: in the vertical and horizontal planes. Finally, in order to investigate the role of vision, a fourth experiment looked at the existence of audio-tactile crossmodal correspondences in early and late blind participants.

**Experiment 1: Speeded Classification Protocol**

A first experiment looked for a crossmodal congruency effect between pitch and tactile movements by means of a speeded
classification paradigm. Participants had to categorize auditory stimuli while ignoring simultaneously presented tactile stimuli and vice versa.

**Method**

**Participants.** Sixteen sighted participants (11 men and five women) took part in this experiment.¹ Their ages ranged from 19 to 40 years (M = 29 years). All of the participants were naive to the purpose of the experiment and reported normal auditory and tactile perception. They received €6 in return for their participation. The experiment took approximately 45 min to complete. The four experiments reported in this article were performed in accordance with the ethical standards laid down in the 1991 Declaration of Helsinki.

**Apparatus and stimuli.** The tactile stimuli were delivered by a distributed tactile stimulator (Wang, & Hayward, 2010) from Tactile Lab, Inc. (Latero). This device induces lateral tractions on the skin’s surface by means of a matrix of miniature piezoelectric bending actuators (64 actuators in an 8 × 8 matrix). The active area of the tactile display is 1.0 cm². The Latero was controlled by a 3.40GHz i7 2600 PC equipped with a dedicated Ethernet interface running under the User Datagram Protocol. The software ran in the Xenomai Real-Time Framework on Linux (Ubuntu), guaranteeing a stable rate for the control loop at high frequency. The refresh rate of the display was 1 kHz. Both the tactile and auditory stimuli were run from the same computer.

For the tactile stimuli, a virtual bar was simulated by the tactile display by locally inducing oscillatory strains in the skin of the fingertip at a rate of 80 Hz. The simulated bar was orthogonal to the finger’s principal axis (see Figure 1). To minimize positional cues at the start of the stimulation, the tactile stimuli started from the central rows of the 9.6-mm long matrix, and then moved either toward the tip of the finger or toward the palm. From now on, we refer to these movements as outward and inward movements respectively. The stimulus duration was 250 ms, thus giving rise to a bar moving at a speed of 19.2 mm/s. The neutral stimulation consisted in a random activation of the four central rows of the tactile matrix.

The auditory stimuli were presented through a loudspeaker which was located just behind the tactile display in order to ensure a spatial coincidence between tactile and auditory stimuli. The stimuli consisted in three pure tones of linearly increasing (700 to 1,200 Hz), linearly decreasing (700 to 200 Hz), or constant (700 Hz) pitch. The duration of each of the auditory stimuli was 250 ms.

**Procedure.** The experiment was run in a dark, anechoic chamber. The participants sat in front of a table which also supported the tactile device and the loudspeaker, located approximately 25 cm from the participant. Participants completed two main sessions, one where they had to respond to the tactile stimuli, and one where they had to respond to the auditory ones. The order of presentation of these sessions was counterbalanced across participants. Each session was made of a block of training trials, followed by a unimodal block of trials, then a bimodal block of trials.

During the training block, participants learned the mapping between the stimuli and the relevant response keys. They were required to press the left or right button of the mouse in order to listen to the associated auditory stimulus (during the auditory session) or to experience the tactile stimulation (during the tactile session). In all blocks, the mouse buttons were therefore orthogonal to the direction of tactile movement. During this training, only unimodal stimuli were presented, and no verbal label was assigned to them. The stimuli were prompted by the participant: For instance, the participant heard a sound increasing in pitch when pressing the right button of the mouse and a sound decreasing in pitch when pressing the left button of the mouse (and vice versa for half of the participants). Similarly, during the tactile session, the participant had to place either his index or major finger on the tactile display (choosing the one he felt the most comfortable with). He would experience an inward or outward tactile direction of movement when pressing the right or the left key of the mouse.

Participants were encouraged to listen to the auditory and experience the tactile stimuli until they were sure that they had learnt the mapping. They were first given 20 practice trials. Those participants who felt they had not learnt the stimulus-response mapping were given additional trials until they reported the mapping without errors.

Following a successful practice block, participants underwent one unimodal block of trials. As in the training block, only two kinds of tactile and auditory stimuli were used: inward or outward tactile stimulation (during the tactile session) and sounds of increasing or decreasing pitch (during the auditory session). Each stimulus was presented 10 times, resulting in a total of 20 unimodal trials for each modality (and 40 for the two modalities).

The participants’ task was to respond to the direction of tactile movement or changes in pitch by pressing the corresponding right and left buttons of a mouse (the association between stimuli and buttons were counterbalanced across participants). Participants were instructed to respond as accurately and as quickly as possible, and they could make their responses at any time up to 2,500 ms after stimulus onset. If the participant responded before the stimulus ended, this response would

¹ Note that two participants performed at chance level in the unimodal tactile baseline condition, which means that they were not able, owing to the novelty of the task, to discriminate the tactile stimuli. These participants did not complete the rest of the experiment and were not counted among the participants reported here. Similar inabilities to discriminate tactile stimuli were found in the subsequent experiments; thus, two participants were excluded from Experiment 2, five participants were excluded from Experiment 3, and none were excluded from Experiment 4.
be logged as such but the stimulation was still completed. Participants were given auditory feedback regarding the correctness of their responses: Whenever they provided an incorrect answer, they heard the word “incorrect.” Both the verbal instructions and feedback were prerecorded by the experimenter. There was then a 500-ms intertrial interval; that is, between the offset of the stimulus or the offset of the feedback in case of incorrect trials, and the beginning of the next trial. Participants were given periodic breaks after every 20 trials.

In the bimodal blocks of trials, participants experienced 12 possible pairs of stimuli. When they had to respond to the tactile stimuli, the target tactile stimulus could be either inward or outward, and could be accompanied by one of three possible concurrent auditory stimuli: either increasing, decreasing, or neutral change in frequency (i.e., six possible pairings, see Table 1). In the auditory session, that is, when they had to respond to the auditory stimuli, the target auditory stimulus could be either of increasing or decreasing frequency, and could be accompanied by one of three possible concurrent tactile stimuli: inward, outward, or neutral (i.e., without direction; six other pairings, see Table 1). Each of the bimodal blocks of trials consisted of 30 repetitions of the six possible combinations. Participants thus completed a total of 360 trials over the tactile and auditory sessions.

Participants had their fingertip resting on the tactile display and listened to the sounds presented by the loudspeakers. On each test trial, participants experienced the tactile and the auditory stimuli simultaneously. They were required to pay attention to only one of them while ignoring the other. They were instructed to classify the stimuli as accurately and as quickly as possible by pressing one of the two keys of the mouse. As in the unimodal blocks, participants could make their response at any time up to 2,500 ms after stimulus onset. Verbal feedback was provided to them in cases of incorrect responses and there was then a 500-ms break between the offset of the stimulus and the beginning of the next trial. Participants were given periodic breaks after every 20 trials.

**Results**

Trials in which participants failed to provide a response before the trial was terminated (overall less than 0.5% of trials) were not included in the data analyses. The primary dependent measure was the reaction time (RT), measured from stimulus onset, on correct trials only. Note that we also recorded the accuracy of the responses and 92.2% of the responses were correct. An analysis of variance (ANOVA) was conducted on the mean RTs for correct responses and 92.2% of the responses were correct. An analysis of variance (ANOVA) was conducted on the mean RTs for correct responses. The results did not reveal a congruency effect between direction of pitch and direction of tactile movement although the method used here was similar to other studies which obtained positive congruency effects between direction of pitch and visual movement (Evans & Treisman, 2010). One problem with the joint presentation of stimuli though comes from a lack of control of selective attention. Indeed, nothing guarantees that participants’ attention was focused on the targeted sensory modality only, and that the results do not reflect a failure of selective attention (e.g., Parise & Spence, 2012, for a discussion; see also Melara & O’Brien, 1987). As no significant difference between tones of increasing or decreasing frequency was observed when participants were asked to respond to touch, we can infer that participants did not merely base their answers on the perceived direction of pitch. The second experiment, resting on the successive presentation of stimuli and relying on their association with different response buttons, offers an alternative way to control for the role of attention.

**Experiment 2: Implicit Association Task**

The second experiment investigated the crossmodal correspondence between auditory changes in pitch and tactile direction of movement by means of an implicit association test. Participants were presented with either a sound or a tactile stimulus and they had to categorize the stimulation (ascending vs. descending pitch, inward vs. outward tactile direction). They first had to learn the association between the four possible stimuli and the two response buttons that could be either congruent (i.e., the same button for...
increasing pitch and outward direction of movement, the other one for decreasing pitch and inward tactile direction of movement) or incongruent (the same button for increasing pitch and inward tactile direction of movement; the other one for decreasing pitch and outward tactile direction of movement). If there is a cross-modal correspondence between pitch and tactile direction of movement, participants are expected to be more accurate and faster in the congruent condition than in the incongruent one.

**Method**

**Participants.** Fourteen sighted participants (seven men and seven women) took part in this experiment. Their ages ranged from 20 to 32 years (M = 26 years). All the participants were naive to the purpose of the experiment and reported normal auditory and tactile perception. They received €12 in return for their participation in this experiment which took approximately 90 min to complete.

**Procedure.** The materials (i.e., the tactile device and auditory display) were similar to those reported for Experiment 1. The arm on which the tactile stimuli were presented remained in a horizontal position. The tactile and auditory stimuli had the same durations as in Experiment 1. The tasks and procedure were different: this time an implicit association test was used (see below). Participants went through a training session and then completed a unimodal session made up of one tactile block and one auditory block (whose order was counterbalanced across participants). After the unimodal session, participants completed a bimodal session.

The training was similar to Experiment 1 in that participants had to learn the mapping between the stimuli and the relevant response keys, without explicit verbal labels. In the unimodal tactile block, the participants experienced inward and outward tactile stimulation. Their task was to respond to each stimulus by pressing one of the two mouse buttons. In the unimodal auditory block, the task was the same but participants experienced sounds increasing and decreasing in frequency. Each type of stimulus was repeated 10 times, for a total of 40 unimodal trials across the tactile and auditory modalities.

In the bimodal sessions, participants first learned the association between the four possible stimuli and the two response buttons on the computer mouse. The associations were planned so as to be either congruent (i.e., increasing pitch and outward tactile direction of movement on the same button, decreasing pitch and inward tactile direction of movement on the other button) or incongruent (increasing pitch and inward tactile direction of movement on the same button, decreasing pitch and outward direction of movement on the other). These labels were not provided to the participants, who were just trained to respond to the stimuli. Participants completed the two possible associations in separate blocks, with half of the cohort starting with the congruent condition and half with the incongruent one.

On each trial, participants experienced either a tactile or an auditory stimulus and were required to identify them as accurately and as quickly as possible. When the stimulus was auditory, they had to press one of the two mouse buttons depending on whether the sound was increasing or decreasing in pitch. When the stimulus was tactile, they had to press one of the mouse buttons depending on whether the direction of movement was going inward or outward. Each session consisted of 30 repetitions of each of the two tactile stimuli and auditory stimuli presented in a random order. Participants completed 120 trials for each congruent and incongruent session (i.e., 240 in total).

**Results**

Trials in which participants failed to provide a response before the trial was terminated (overall less than 0.4% of trials) were not included in the data analyses. The primary dependent measure was the RT, measured from stimulus onset, on correct trials only (Figure 3). The accuracy of the responses was also recorded and reached 93.88% of correct answers. An ANOVA conducted on the
mean RTs on the correct answers for each participant with two factors: Modality (tactile vs. auditory) and Congruency (unimodal, congruent, and incongruent) revealed a significant main effect of Modality, $F(1, 13) = 8.62, p < .00001$, a significant main effect of Congruency, $F(2, 26) = 62.90, p < .00001$, and a significant interaction between Modality and Congruency, $F(2, 26) = 35.62, p < .00001$. A Duncan post hoc test on Modality revealed that, except between auditory unimodal and tactile incongruent, all the other interactions were significant (all $p$s < .01). In particular, there was a significant difference for tactile stimuli between the congruent and incongruent conditions ($p = .0002$); and for auditory stimuli as well ($p = .0013$), with participants being faster in the congruent conditions than in the incongruent ones. Overall, participants were faster in the auditory (68.84 ± 7.98 ms) than in the tactile ($M = 85.84 ± 10.89$ ms) condition. They were faster in the unimodal (67.02 ± 7.15 ms) followed by the congruent (80.35 ± 11.04 ms) and then the incongruent condition (86.90 ± 10.40 ms).

**Interim Discussion**

In this variant of the IAT, participants were required to focus on one stimulus at a time, while the association was only at the level of response buttons. The results revealed a significant congruency effect between changes in pitch and changes in direction of tactile movement. Participants were for instance faster in responding to a tone increasing in pitch when the response button was shared with the outward tactile movement than when it was shared with the inward tactile movement. This result suggests that an association between tactile movement and direction of pitch operates at the implicit level. Besides the role of attention, this protocol avoids the comparison or direct mapping required by the speeded classification task used in the first experiment. When presented together, the assumption is that a decrease in pitch should correspond to a downward tactile movement, and an increase in pitch to an upward tactile movement. As the primary sensory organs of vision and audition are rigidly attached to the head together with the vestibular system, and as the head is typically maintained in a vertical position, “upward” and “downward” for vision and audition seem to correspond to the vertical—that is, to the head orientation. In contrast, touch is distributed throughout the entire body: As tactile receptive surfaces are permanently reoriented in space, it is not clear how the direction of tactile movement is encoded. To develop this hypothesis further, we conducted a third experiment, using the successful method used in the second experiment.

**Experiment 3: Implicit Association Test: Horizontal Versus Vertical Arm Position**

The third experiment investigated the influence of arm position on the crossmodal correspondence between change in auditory pitch and change in tactile direction of movement. The position of the arm on which participants received the tactile stimuli was placed, in two separate conditions, either vertically or horizontally (see Figure 4). If a greater correspondence effect is obtained in the vertical condition, this would suggest that the most natural spatial mapping of pitch corresponds to the vertical plane, as it is the case for the audio-visual correspondence between pitch and vertical elevation in visual space (e.g., Chiou & Rich, 2012; Rusconi et al., 2006, for comparisons between different spatial mappings of pitch). On the other hand, if a similar effect is obtained across the two conditions, the congruency would be effective both in the horizontal and vertical plane. This could mean that, with respect to touch, the bodily reference frame (the hand) is determinant for the correspondence and that the tip of the finger corresponds to “up,” independently of the actual hand position. Alternatively, it could also be the case that there are two different correspondences at stake: one between pitch and the vertical plane, and the other between pitch and the horizontal plane.

**Method**

**Participants.** Fourteen sighted participants (one man and 13 women) took part in this experiment. Their ages ranged from 19 to
34 years (M = 25 years). All of the participants were naive to the purpose of the experiment and reported normal auditory and tactile perception. They received €12 in return for their participation in this experiment which took approximately 90 min to complete.

Materials and procedure. The materials and procedure were similar to those reported for Experiment 2 with the following difference: The participants’ arm position was horizontal in one session and vertical in the other (see Figure 4). The order of these two sessions was counterbalanced across participants. The only difference was the number of trials in the bimodal session which was the same for all the participants, but divided into the two conditions of arm movements. More precisely, the participants completed 15 repetitions of each of the two tactile stimuli and auditory stimuli for each of the congruency conditions (congruent and incongruent) and for each of the arm positions (vertical and horizontal), that is, 240 trials in total.

Results

Trials in which participants failed to provide a response before the trial was terminated (overall less than 0.53% of trials) were not included in the data analyses. The accuracy of the responses reached 93.10% of correct answers. An ANOVA was conducted on the mean RTs for correct trials for each participant, with three factors: Modality (tactile vs. auditory), Arm Position (horizontal vs. vertical), and Congruency (unimodal, congruent, and incongruent). The ANOVA revealed a significant main effect of Modality, $F(1, 13) = 41.59$, $p < .0001$, a significant main effect of Congruency, $F(2, 26) = 58.38$, $p < .00001$, and no effect of Arm Position, $F(1, 13) = .06$, $p = .81$. There was a significant interaction between Modality and Congruency, $F(2, 26) = 40.36$, $p < .00001$. There was no other significant interaction (all $Fs < 1$). A Duncan post hoc test on Modality × Congruency revealed that except between tactile unimodal and auditory incongruent all the other interactions were significant (all $ps < .05$). In particular, there was a significant difference for responses to tactile stimuli between the congruent and incongruent conditions ($p < .0001$), with participants being faster in the congruent condition. Similarly, there was a significant difference for responses to auditory stimuli between the congruent and incongruent conditions ($p = .001$) with participants being faster in the congruent condition (Figure 5). Thus, this experiment revealed a crossmodal congruency effect for the two sensory modalities and the two arm positions. Overall, the participants were faster in the auditory (72.19 ± 7.16 ms) than in the tactile ($M = 90.09 ± 12.70$ ms) condition. They were also faster in the unimodal (70.74 ± 7.96 ms) followed by the congruent (84.66 ± 8.98 ms) and then the incongruent condition (90.75 ± 12.21 ms).

Interim Discussion

The third experiment confirmed the existence of an implicit association between changes in pitch and direction of tactile movement. More importantly, it revealed that this association occurs in two different arm positions. Thus, a rising pitch is associated to a tactile movement going toward the fingertip, and a descending pitch to a tactile movement going inward toward the palm, independently of the hand being oriented upward or horizontally. Results are consistent with the correspondence occurring in a hand-centered frame of reference.

Experiment 4: Horizontal Versus Vertical Arm Position in Early and Late Blind People

The fourth experiment investigated the role of prior visual experience on the crossmodal correspondence between auditory pitch and tactile direction of movement, while still investigating the role of arm position in the correspondence. Early blind and late blind participants completed the experiment as described in Experiment 3.

Method

Participants. Twenty-four blind participants took part in this experiment. Twelve of them were late blind (four men and eight women, becoming blind after the age of five), eight of them were congenitally blinds (five men and three women), and four of them were early blind, that is, they became blind between 1 and 3 years of age (one man and three women). Note that in the results, as there were no significant differences between the eight congenitally blind and the four early blind, their results were subsequently regrouped. All blind participants were completely blind or had light perception without shape perception and used a cane or a seeing-eye dog for walking. For all blind participants, blindness resulted from genetic disease, retinitis, an accident or cancer and was not associated to any additional neurological impairment. All
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Figure 5. Participants’ mean reaction times for the two conditions of stimulus presentation: tactile and auditory, and for the three congruency conditions: congruent, unimodal, and incongruent (as in Experiment 2). Error bars represent the standard errors of the means. Note that, as there was no effect of arm position, in the graph, horizontal and vertical arm positions were collapsed.
participants were naive to the purpose of the experiment and reported normal auditory and tactile perception. They received £25 in return for their participation in this experiment which took approximately 180 min to complete.

Materials and procedure. The materials and procedure were the same as Experiments 2 and 3.

Results

Trials in which participants failed to provide a response before the trial was terminated (overall less than 0.56% of trials) were not included in the data analyses. The accuracy of the responses reached 93.92% of correct answers. An ANOVA was conducted on mean RTs, for the correct answers given by each participant only, with four factors: Onset of Blindness (early vs. late), Modality (tactile vs. auditory), Arm Position (horizontal vs. vertical), and Congruency (unimodal, congruent, and congruent). Onset of Blindness was a between-participants factor whereas Modality, Arm Position, and Congruency were within-participants factors. The ANOVA revealed a significant main effect of Modality, F(1, 22) = 92.72, p < .00001, a significant main effect of Congruency, F(2, 44) = 60.12, p < .00001, no effect of Onset of Blindness, F(1, 22) = .04, p = .32, and no effect of Arm Position, F(1, 22) = .10, p = .75. There was a significant interaction between Modality and Congruency, F(2, 44) = 20.65, p < .00001. There was no other significant interactions, except between Arm Position, Modality, and Congruency, F(2, 44) = 4.05, p = .024. A Duncan post hoc test on Modality × Congruency revealed that when the target stimulus was tactile there were significant differences between the unimodal condition and the two other conditions (all ps < .001) but not between the congruent and incongruent conditions (p = .98). Similarly, when the target stimulus was auditory, there were significant differences between the unimodal condition and the two other conditions (all ps < .001) but not between the congruent and incongruent conditions (p = .90). Participants were overall faster in the auditory (M = 61.50 ± 6.15 ms) than in the tactile (M = 76.02 ± SD of 9.34 ms) condition. The participants were faster in the unimodal (61.36 ± 7.41 ms) than both in the congruent (73.23 ± 8.96 ms) and the incongruent (73.11 ± 7.76 ms) conditions. In summary, although the results revealed a significant effect of congruency there were no significant differences between the congruent and incongruent condition in either of the two modalities. Thus there was no crossmodal congruency effect for both early and late blind participants (see Figure 6). Correlations were also conducted and no correlation was found between the amount of previous visual experience and the size of the effect (congruent–incongruent) in the blind participant group, r(22) = .32, p = .12. No correlation was found for the participants of the late blind group only, r(10) = .13, p = .69.

Interim Discussion

The performance of blind participants did not show a congruency effect between the direction of tactile movement and changes in pitch, whereas this effect was evidenced in sighted participants in Experiments 2 and 3, which used the same methodology. What’s more, there was no effect related to the age of onset. This failure cannot be attributed to a failure of attention, as the experiment relied on stimuli being successively presented. This difference is not linked to arm position either, as blind participants did not exhibit a congruency effect in either the horizontal or vertical arm positions. Vision seems therefore to be necessary to mediate the correspondence between direction of pitch and direction of tactile movement.

General Discussion and Conclusions

The present study reveals the existence of a congruency effect between auditory changes in pitch and changes in direction of movement in touch. The study also provides further evidence of the usefulness of IAT protocols when testing crossmodal correspondences. Interestingly though, whereas effects of audio-visual congruence between pitch and visual elevation have been successfully tested in speeded classification tasks (Evans & Treisman, 2010; Marks, 2004), no significant effect was observed in our audio-tactile version. This lack of an effect in the speeded classification task, but not in the IAT task, might be explained by the attentional demand needed to ignore the random presentation of one kind of stimuli. It could also come from a lack of strategic information about the informative character of the paired stimuli.

A difference between the present protocol and previous ones comes from the fact that the participants in our study were not explicitly instructed about the informative character of the other cue (e.g., they were told that a high-pitched sound is more likely to be correlated with a high visual target, Chiou & Rich, 2012) or at least trained by using the predicates “high” and “low” to describe the sounds (Evans & Treisman, 2010). Here, we purposely provided only neutral information about these characteristics, to avoid biasing participants on the classification of the tactile stimuli. The lack of a label for the “rising–descending” character of the sounds and tactile stimuli might have been responsible for the lack of effect in the cognitively demanding speeded classification task. As was suggested by various authors (see Spence & Deroy, 2013, for a review), the effects of crossmodal correspondences on behavior, when tested in multisensory settings, might not be automatic and depend therefore on an explicit strategic
representation. In future research, one way to test for the influence of explicit representations on performance would be to compare the results of the first experiment with and without specific “leading” instructions. This can be done for instance by saying to participants that the sounds and/or tactile stimuli are rising versus descending, or by designing a test where they are told that the correspondence between sounds and direction of inward and outward movements is informative.

The results obtained in the IAT experiment extend the results obtained by Occelli et al. (2009) regarding the correspondence between pitch height and tactile elevation. They reveal the existence of a congruency effect between the dynamic changes in pitch and the direction of tactile movement. The results obtained in our study also go further in terms of explaining the origin of the spatial mapping of pitch which underlies a well-documented series of effects (e.g., Evans & Treisman, 2010; Patching & Quinlan, 2002; Rusconi et al., 2006). They challenge the idea of a general, amodal spatial representation of pitch shared across all modalities, along with other spatial representations of magnitudes (e.g., Laureno & Longo, 2011). This does not mean that tasks involving linguistic labels might not show a general spatial representation of pitch (e.g., see Bottini, Crepaldi, Casasanto, Crollen, & Collignon (2015) for the role of language on the spatial representations of time in the blind). The present results strongly suggest the need to investigate whether other spatial mappings of magnitudes, documented with vision, also hold for touch.

The present results are difficult to reconcile with the semantic hypothesis developed by Martino and Marks (1999) and by Walker and Walker (2012) to explain the presence of crossmodal correspondences. According to this hypothesis, correspondences come from the fact that different stimuli evoke similar concepts, or fall within the same part of a conceptual dichotomy (e.g., passive/active; pleasant/unpleasant). Blind participants, who refer to changes in pitch in terms of “rising” and “descending,” have no reason not to fail to apply similar concepts to the two stimuli presented here and to map these directions of pitch and direction of tactile movement. Further evidence of the role of semantic mapping is needed, and could be obtained by testing this audio-tactile correspondence in sighted participants whose language does not describe pitch in spatial terms (see for instance Parkinson et al., 2012, for a test with the audiovisual correspondence). The difference between crossmodal correspondence and semantic associations suggested here adds to the results obtained by Sadaghiani et al. (2009) who found that crossmodal associations between pitch and height were mediated by different neurological processes than metaphorical descriptors such as “high pitch” and “low pitch.”

Importantly, the absence of an effect in blind participants suggests that visual mediation plays a necessary role in the acquisition and persistence of the pitch-elevation correspondence. Our results add evidence to the role of vision in space-magnitude interactions (on the absence of spatial-numerical association of response codes [SNARC] effect in early blind individuals, see Crollen, Dormal, Seron, Lepore, & Collignon, 2013). In line with the present suggestion, Alink, Euler, Kriegeskorte, Singer, and Kohler (2012) have also found that auditory directional information was transferred to high-level visual cortex in healthy adults. Making sense of the role of vision in the pitch-direction correspondence opens several hypotheses. As mentioned in the introduction, vision might be necessary to associate higher pitched sounds to the higher locations in space in which they most regularly originate (Parise et al., 2014). In this sense, the extraction of information from auditory scene statistics would require a crossmodal collaboration. Alternatively, vision might be necessary to mediate a transitive association between objects getting higher and therefore smaller, and emitting higher pitch as they get smaller. It is only in vision, and not in touch, that moving objects are associated to a change in objects’ size, and change in size is in turn associated to a change in pitch (see Eitan, Schupak, Gotler, & Marks, 2011 for a recent study). However, if the absence of association mediated by vision might then explain why congenitally blind participants did not acquire the correspondence between tactile direction and change in pitch, the absence of an association in late blind also suggests a role of visual exposure in the persistence of the association. Due to the presence of visual imagery in the late blind, it could be interesting to test the transitive hypothesis by training them with the two associations (direction of tactile movement – change in [imagined] visual size) and (change in [imagined] visual size – change in pitch) to investigate whether this might lead to different results. It could also be the case that the mental notion of verticality for blind people is determined by the direction of the gravity load due to hand-held objects whereas in sighted people, it is driven by the visual aspect of standing structures. As such they do not refer to identical notions.

Here the findings should be related to Mossbridge, Grabowecky, and Suzuki (2011), who measured the influence of auditory frequency changes on visuo-spatial attention. The influence disappeared when participants’ head axis was tilted by 90°, and no longer aligned with the body axis, which led the author to conclude that “because this cross-modal cueing is dependent on the alignment of head-centered and environmental axes, it may develop through associative learning during waking upright experience” (Mossbridge et al., 2011, p. 133). As was noted earlier, hands occupy many different positions in space. They are not constrained by vestibular inputs that enable us to orient our heads vertically when walking, looking, and listening (Pozzo, Berthoz, & Lefort, 1990; Berthoz, 1991). Hands and fingertips, instead, are completely mobile; they operate independently from gravity and are subject only to proprioceptive relationships. Whereas there is good evidence that, in sighted and in late blind individuals, touch is encoded in a visual frame of reference (e.g., Azañón, Longo, Soto-Faraco, & Haggard, 2010; Harrar & Harris, 2010), this fact seems insufficient to explain the presence of an effect in sighted individuals when the hand is horizontal, and the absence of an effect in both hand positions for late blinds. As such, the fact that sighted people seem to associate a movement going from the inner palm to the tip of the finger to an upward movement (and at least to a rising pitch) for two different hand positions opens an interesting question regarding the implicit directionality of hands in the body schema. Whereas vision modulates implicit hand maps when it comes to size and shape (Longo, 2014), and the crossing of two hands has well documented effects on crossmodal tasks (Shore, Spry, & Spence, 2002), little has been done to test whether a default position or direction of one single hand is used in speeded responses. A further study could be performed to test whether these correspondences are maintained when the hands point in various directions and are located in various relationships with the body. Alternatively, given that the weighing of skin-based, anatomical coordinates and external spatiotopic coordinates is task-
dependent (Badde, Röder, & Heed, 2015), it cannot be excluded that the reference frame observed here was triggered by the task, rather than a default one.

To conclude, the present results reveal differences in the audio-visual congruency exhibited by blind and sighted people. Other differences have recently been shown in the classical sound symbolic Bouba-Kiki task (Fryer, Freeman, & Pring, 2014) as well as in SNARC effects (Crollen et al., 2013). The present study should help to develop user-centered methodologies, accounting for a diversity of potential users (e.g., Deroy & Auvray, 2012). Several devices dedicated to assisting blind individuals (e.g., the vOICe, Meijer, 1992; Vibe, Hanneton, Auvray, & Durette, 2010) or navigation in the absence of vision (e.g., the Flybar, see Pedley & Harper, 1959) have been designed by using the correspondence between direction of pitch and direction of movement (higher-higher; lower-lower) but without testing whether this correspondence, intuitive for the designers and well-documented in audio-visual contexts for sighted individuals, was also relevant for blind people. Here, the relevance of this coding is questioned given that this correspondence does not show in blind people. A better understanding of visual impairment shows that there is not a single abstract profile, but rather a continuum of cases ranging across individuals and situations: defects or accidents, total or partial, stable or progressive, constant or variable depending on the situation, with or without other deficits. The IAT test of crossmodal correspondences might be an interesting tool to pretest the relevance of certain codings or combinations of auditory and tactile cues, to tailor them more specifically to their users. Cross-Modal Correspondences Enhance Performance on a Colour-to-Sound Sensory Substitution Device, Multisensory Research). Our study also raise interesting questions as to the multiplicity of spatial frames in which changes of pitch sounds can be mapped.
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Taking someone else’s spatial perspective: Natural stance or effortful decentring?

Gabriel Arnold, Charles Spence, Malika Auvray

1. Introduction

Perceivers can adopt different spatial perspectives that are either centred on their own location (i.e., self-centred) or else on a different location (i.e., decentred). On the one hand, self-centred perspectives underlie self-consciousness by binding together the multisensory experiences and the physical body (Ferrè, Lopez, & Haggard, 2014; Vogeley & Fink, 2003). Consequently, self-centred perspectives are often seen as having some sort of primacy in terms of spatial cognition (e.g., Epley, Morewedge, & Keysar, 2004). On the other hand, the ability to adopt the perspective of others is crucial when it comes to communicating and interacting with them (Schober, 1993). Decentred perspectives can be spontaneously adopted in collaborative situations (Duran, Dale, & Kreuz, 2011) and even in situations where communication is not required (Thirioux, Jorland, Bret, Tramus, & Berthoz, 2009; Tversky & Hard, 2009). In addition, as a consequence of certain personality traits – for instance, being dominated or dominant (see Galinsky, Magee, Inesi, & Gruenfeld, 2006) – some people adopt the perspective of others whereas other people adopt their own perspective. One important question is whether people have a natural stance to adopt either self-centred or decentred perspectives. In the present study, we target this question using the tactile ambiguous symbol recognition task.

Tactile perception is interesting for the investigation of spatial perspectives because self-centred (e.g., perception from our body) and decentred perspectives (e.g., perception from outside the body) conflict with each other. Moreover, more than one self-centred perspective exists: the perspective can be centred either on the stimulated surface or on a central body part (e.g., the head; Harrar & Harris, 2010; Ho & Spence, 2007). In this sense, the recognition of ambiguous tactile symbols displayed on the body surface such as the letters b, d, p, and q (Ferrè et al., 2014; Natsoulas & Dubanovski, 1964; Parsons & Shimojo, 1987; Sekiyama, 1991; for a review, see Arnold, Spence, & Auvray, submitted for publication) provides an excellent paradigm with which to investigate the perspectives that are naturally adopted by perceivers. The same perceived stimulation can be interpreted as corresponding to different symbols, as a function of the perspective that is taken when interpreting the stimulation. For example, when the letter b is drawn on a participant’s stomach (from the viewpoint of the experimenter located in front of them), three different perspectives can be adopted (see Fig. 1): a decentred perspective oriented toward the participant’s stomach (response b); a trunk-centred perspective oriented forward the participant (response d); a...
In order not to risk biasing the participants toward the stomach, for which three different perspectives can be adopted, the recognition of ambiguous tactile symbols with preferences to perceive better from a self-centred perspective whereas other perceivers perceive better from a decentred perspective? The aim of the present study was therefore to investigate whether individual preferences for self-centred vs. decentred perspectives reflect the natural perspective that people adopt. Tactile symbols were presented on the body surface. Important inter-individual differences have been observed in the recognition of ambiguous tactile symbols with preferences to adopt one of the three possible perspectives (Sekiyama, 1991).

One important question that has not been directly addressed is whether perceivers have a natural perspective that constrains their spatial perception. Do some perceivers perceive better from a self-centred perspective whereas other perceivers perceive better from a decentred perspective? The aim of the present study was therefore to investigate whether individual preferences for self-centred vs. decentred perspectives reflect the natural perspectives that people adopt. Tactile symbols were presented on the stomach, for which three different perspectives can be adopted (see Fig. 1). In order not to risk biasing the participants toward the experimenter’s perspective, symbols were not drawn manually by the experimenter (which was the case in all previous studies) but by means of a matrix of vibrators.

To test the natural perspective hypothesis, the instructions given to the participants were varied in terms of the perspective that was to be adopted. First, the participants were free to adopt any perspective that they wanted, thus allowing us to evaluate their baseline preferences. Second, different perspectives were imposed on the participants. These corresponded either to the same or to a different perspective than the one that they had adopted freely. These imposed perspectives allowed for the evaluation of any cost associated with adopting an unnatural perspective. If the perspective that is adopted freely is natural, then imposing a different perspective should produce a cost in terms of recognition performance. Some perceivers should perform better with a self-centred perspective whereas other perceivers perceive better from a decentred perspective. On the other hand, if participants are not constrained by a natural perspective, one possibility is that imposing a different perspective should not induce a cost. However, as decentred perspectives are more demanding than self-centred perspectives (Epley et al., 2004; Natsoulas, 1966), another possibility is that all of the perceivers would perform better with a self-centred than with a decentred perspective, independently of the perspective adopted freely. Finally, in order to evaluate whether the cost of adopting an unnatural perspective is simply explained by changes in perspectival instructions or by the difficulty that is associated with disengaging from a perspectival choice, we evaluated whether performance would improve when the participants returned to the natural perspective after adopting an unnatural one. If the cost of adopting a different perspective is explained simply by changes in instruction or the difficulty that is associated with disengaging from a perspectival choice, returning to the natural perspective adopted freely should not increase performance.

In addition, we evaluated whether the ability to adopt an unnatural perspective would be influenced by visuo-spatial abilities and by the natural perspective. We thus compared the cost of adopting an unnatural perspective in those participants who adopted the trunk-centred, head-centred, and decentred perspective. However, only the two perspectives for which the vertical axis is not reversed (i.e., the trunk-centred and decentred) were imposed. The decentred perspective was imposed on participants who freely adopted the trunk-centred perspective and vice versa for the decentred participant. For the head-centred participants, the trunk-centred perspective was imposed for one half and the decentred for the other half. The head-centred perspective was not imposed because the top–bottom axis is less prone to confusion than the left–right axis. Left–right confusion occurs when a self-centred or a decentred perspective is imposed on participants (Natsoulas, 1966). However, vertical confusion is less frequent because the vertical assignment is influenced, on the one hand, by both the external environment (i.e., gravity) and the orientation of the egocentric top–bottom axis (i.e., the head–foot axis; Oldfield & Phillips, 1983), and, on the other, by the orientation of the head with a head-centred perspective (Sekiyama, 1991). Moreover, when the vertical axis is reversed, consequently to the adoption of a head-centred perspective, there is only one possible left–right assignment.

**Fig. 1.** Illustration of the three possible perspectives that participants can adopt when interpreting ambiguous symbols displayed on the body surface. In this figure, the lowercase letter “b” is drawn on the participant’s stomach from the experimenter’s perspective. Top row: the spatial perspective that can be inferred from the participant’s responses. Bottom row: the different responses reported by participants. (A) Perception of the letter “b”, resulting from the adoption of a decentred perspective whose origin is located in front of the participant. (B) Perception of the mirror-reversed letter “d”, resulting from a trunk-centred perspective. The horizontal and vertical axes of the letter are assigned congruently to the participant’s trunk. (C) Perception of the 180°-rotated letter “q”, resulting from a bending-forward head-centred perspective.
2. Methods

2.1. Participants

Eighty participants completed the experiment (44 females; mean age = 26.6 years, range = 19–47), including participants who adopted freely the trunk-centred (N = 20), the centred (N = 20), and the head-centred (N = 40) perspectives. The head-centred participants were divided into two groups (N = 20), one adopting the trunk-centred perspective and the other the centred perspective. In addition to the 80 participants who performed the present experiment, a further 170 participants performed the first session and were then included in other studies (see Participants in the Supplementary Materials for details concerning the classification of the participants in the different groups). The participants provided informed consent and received payment for taking part in the study. The experiment was performed in accordance with the ethical standards laid down in the Declaration of Helsinki (1991).

2.2. Apparatus

The tactile stimuli were presented by means of 9 rectangular vibrators (Haptuator Mark II, Tactile Labs, Montreal, Canada) arranged in a 3-by-3 array with a centre-to-centre spacing of 5 cm (see Fig. 2a). A nine-channel amplifier drove each vibrator independently at a frequency of 250-Hz. The vibrator array was placed on the participant’s stomach symmetrically to their body mid-sagittal line. Only one layer of clothing was allowed between the skin and the vibrators and the participants individually selected the intensity of each vibrator by means of a method of adjustment. The participants wore noise-reducing headphones with a noise reduction rating of 30 dB, in order to mask any sounds made by the vibrators.

2.3. Stimuli

The lower-case letters b, d, p, and q were presented. The tracing of these letters consisted of a sequence of 8 vibrotactile stimuli mapping the trajectory of vibrations as if the letters were traced beginning from the stem (see Fig. 2b). The same order of strokes was used for each letter, instead of respecting the conventions of normal manual writing, because the order in which the various strokes are made in normal manual drawing can itself provide a cue to letter recognition (Parkinson & Khurana, 2007). Note that it could be argued that tracing the letters from the stem end could have biased the participants’ responses toward the letter “b”, given that only this letter is written in this way. However, each letter was reported equally often by participants (24.8% of trials for the b, 24.9% for the d, 25.5% for the p, and 24.8% for the q; F(3, 237) < 1, ns). The duration of each vibration was 250 ms with no interval between consecutive vibrations, resulting in a total duration of 2-s for the presentation of each letter.

2.4. Procedure

The experiment was composed of three sessions of the letter recognition task, followed by the completion of the Mental Rotation Test (MRT; Vandenberg & Kuse, 1978) and the Object Perspective Taking Test (OPTT; Hegarty & Waller, 2004). In Session 1, the participants were free to adopt any perspective that they wanted to recognize letters. In Sessions 2 and 3, they were instructed to adopt a specific perspective. In one of these two sessions, the imposed perspective was the same as in Session 1. In the other session, the imposed perspective was different. Half of participants performed Session 2 with the same perspective as in Session 1 and performed Session 3 with the different one. The other half did the opposite.

Participants gave their responses by pressing the corresponding key on the computer keyboard with the index finger of their preferred hand. The participants were instructed to keep their head oriented upright during the letter tracing, so that they do not see their stomach. The participants were able to give their responses at any time from the onset of the first vibration and up to 3000 ms after the end of the last vibration. At the end of each trial, there was an interval of 3000 ms before the start of the next trial.

Each of the three sessions was composed of 3 blocks of 16 trials (4 presentations of each of the 4 letters). At the beginning of Session 1, the participants performed a practice block with one presentation of each letter. At the beginning of Sessions 2 and 3, the practice block was composed of 3 presentations of each letter. During the practice blocks, feedback was presented indicating that the participant has given a response that was either correct or incorrect. Feedback was not presented during the test blocks but the participants were informed of their percentages of correct responses and mean response times at the end of each block.

3. Results

3.1. Proportions of each perspective adopted freely and consistency in the perspective adopted

Across all participants (N = 250; 150 females; mean age = 25.2 -years, range = 18–47) who completed the task under free instructions, 49.6% adopted the trunk-centred, 29.2% the head-centred, and 21.2% the centred perspectives. Around 4 out of 5 participants thus adopted a self-centred perspective (centred either on

Fig. 2. (A) Schematic figure illustrating the 3 x 3 array of rectangular vibrators. (B) The sequence of 8 vibrations for drawing the letter b. The duration of each vibration was 250 ms, without intervals between each vibration.
their head or on their trunk), whereas only 1 out of 5 adopted a
decentred perspective.

For the 80 participants who performed the entire experiment,
the consistency in the perspective adopted was high: 82% in Block
1, 92% in Block 2, and 96% in Block 3 (see the Supplementary Ma-
terials for more details on consistency). The consistency was not sig-
nificantly different for those participants adopting the trunk-
centred (88.4%), the head-centred (93.3%), and the decentred (88.8%)
perspectives (F(2,77) = 1.00; p > .250). There was no signif-
icant difference between the 3 groups with respect to response
times (RTs) during Session 1 (F(2,77 < 1; ns). The three perspectives
were thus not more or less demanding when participants were free
to adopt their natural perspective.

3.2. Cost of perspective change

In order to evaluate the cost of adopting an unnatural perspec-
tive, ANOVAs were conducted on accuracy and RTs with Block (1-1,
1-2, 1-3, 2-1, 2-2, 2-3, 3-1, 3-2, 3-3; the first number indicates
the Session and the second the Block) as a within-participants factor
and the Order of imposed perspectives (same-different, different-
same) as a between-participants factor. With accuracy, there was
a significant main effect of Block (F(8,624) = 9.45; p < .001;
η² = .108) and a significant interaction between Block and Order
of imposed perspectives (F(8,624) = 7.77; p < .001; η² = .091). The
cost of perspective change was evaluated by comparing recogni-
tion performance in blocks 1-3 and 2-1 for those participants who
adopted the different perspective in Session 2 (different-
same order), and in blocks 2-3 and 3-1 for those participants
adopting the different perspective in Session 3 (same-different
order). There was a significant cost associated with participants
adopting the different perspective in Session 2 (a decrease of 9.3
percentage points in accuracy; F(1,78) = 25.44; p < .001; η² = .246)
and for participants adopting the different perspective in Session
3 (a decrease of 7.2 percentage points; F(1,78) = 11.65; p < .001;
η² = .130) (see Fig. 3a).

There were also training effects within sessions, with the partic-
ips making fewer errors after consecutive blocks with the same
perspective (significant for both groups in Session 1, all ps < .001;
approaching significance for the different perspective in Session
2, p = .054, and the different perspective in Session 3, p = .080).
In order to make sure that the cost of adopting a different perspective
was not merely explained by a lack of training, we compared
recognition performance in Blocks 1-1 and 2-1, in Blocks 1-2 and
2-2, and in Blocks 1-3 and 2-3, for those participants who adopted
the different perspective in Session 2. There was a significant cost
in Block 2-2 (a decrease of 5.9 percentage points in accuracy; F
(1,78) = 6.80; p < .05; η² = .075) and 2-3 (a decrease of 5.6 per-
centage points; F(1,78) = 10.65; p < .01; η² = .130), but not in Block 1 2-
1 (an increase of 3.4 percentage points; F(1,78) < 1; ns). However,
performance in Block 1-1 was low, probably because the partici-
pants were not yet familiar with the task. Except for the first block,
performance was thus better for the natural than for the unnatural
perspective, even when the participants received the same amount
of training in each perspective. Note that we did not make these
comparisons for those participants adopting the different perspec-
tive in Session 3 because they kept their natural perspective in
Session 2 and received thus more training with the natural than
the unnatural perspective. However, the cost was not significantly dif-
ferent for participants adopting the unnatural perspective in
Session 2 (decrease of 9.4 percentage points in accuracy) and in
Session 3 (decrease of 7.2 percentage points; F(1,78 < 1; ns).

Importantly, a significant improvement in accuracy was also
observed for participants returning to their perspective in Session
3 (an increase of 5.3 percentage points in accuracy; F(1,78) = 6.36;
p = .014; η² = .075). This improvement indicates that the
decrease in recognition performance with the different perspective
was neither produced by a change in perspectival instructions, nor
by the difficulty associated with disengaging from a perspectival
choice, but by the difficulty that the participants experienced when
trying to adapt to an unnatural perspective.

With respect to the RT data, there was a significant main effect of
Block (F(8,624) = 46.89; p < .001; η² = .375) and a significant inter-
action between Block and Order of imposed perspectives (F
(8,624) = 43.78; p < .001; η² = .359) (Fig. 3b). A significant cost of
adopting an unnatural perspective was observed in Session 2 (an
increase of 436 ms in RT; F(1,78) = 45.64; p < .001; η² = .369) and in
Session 3 (an increase of 768 ms; F(1,78) = 70.48; p < .001; η² = .475). RTs
were also significantly shorter for participants returning to their natural perspective in Session 3 (a decrease of
441 ms; F(1,78) = 23.22; p < .001; η² = .229).

3.3. Cost as a function of the natural perspective

We evaluated whether the cost of adopting an unnatural per-
spective varied with the natural perspective of the participant
(see Fig. 4). With respect to the accuracy data, the cost was signif-
cantly different from zero for the trunk-centred participants when
adopting the decentred perspective (a decrease of 10.6 percentage
points in accuracy; Z = 5.23; p < .001), the head-centred partici-
pants when adopting the trunk-centred perspective (a decrease
of 7.2 percentage points; Z = 2.33; p = .010), and the head-centred
participants when adopting the decentred perspective (a decrease
of 12.8 percentage points; Z = 3.15; p < .001). For the decentred
participants adopting the trunk-centred perspective, the difference
approached significance (a decrease of 2.5 percentage points;
Z = 1.41; p = .080). A one-way ANOVA revealed that the cost was
significantly smaller for the decentred than for the self-centred
participants (F(1,76) = 5.34; p = .024; η² = .066), without there
being any significant differences between the 3 groups of self-
centred participants (all ps > .172).

With respect to the RT data, the cost was significantly different
from zero for all groups of participants (all ps < .001). A one-way
ANOVA showed that the cost was significantly smaller for the
decentred than for the self-centred participants (F(1,76) = 6.75;
p = .011; η² = .082), without there being significant differences between
self-centred participants (all ps > .116).

3.4. Influence of visuospatial abilities

With respect to mental rotation, there was a significant nega-
tive correlation (r = −.34; t(78) = 3.10; p = .01) between the score
in the MRT and the cost of perspective change in accuracy: The
greater the mental-rotation abilities, the smaller the cost. In addi-
tion, the trunk-centred (mean score = 26.7, SD = 7.9) and decentred
participants (mean score = 28.5, SD = 7.3) showed greater mental-
rotation abilities than the head-centred participants (mean
score = 22.8, SD = 9.3; F(2,77) = 3.38; p < .05). With respect to visuo-
spatial perspective taking, there was neither a significant correla-
tion between the mean error in the OPT and the cost of
perspective change (r = −.07; t(78) < 1; ns) nor any significant dif-
fences between the groups (F(2,77) < 1; ns).

4. Discussion

The study reported here was designed to evaluate whether per-
ceivers have a natural perspective that constraints their perception
of stimuli presented on their body surface. When perceivers are
free to adopt any perspective that they want, 80% consistently
adopt a self-centred perspective (50% trunk-centred, 30% head-centred) while 20% adopt a decentred one. The fact that
recognition performance decreases with an unnatural perspective and returns to its previous high level with a natural one supports the view that the perspective adopted is natural. In addition, when a different perspective was imposed, the participants made more errors corresponding to the adoption of their natural perspective than other errors (see Quality of responses in the Supplementary Materials). Some of the observers perceive spatial relations better from a self-centred perspective whereas others perceive better from a decentred perspective. However, the greater cost for self-centred than decentred participants shows that decentred perceivers adopt more easily an unnatural perspective than self-centred perceivers.

The fact that the cost of adopting an unnatural perspective was correlated with mental rotation but not with visuo-spatial perspective taking also supports the existence of a natural perspective. When an unnatural perspective was imposed, the participants may have kept their natural perspective and then have mentally rotated the perceived letter rather than to really adopt the unnatural perspective (see Surtees, Apperly, & Samson, 2013, for the role of mental rotation in perspective taking), possibly explaining the slowing of RTs. The possible involvement of mental rotation when an unnatural perspective is imposed raises the question of what adopting a spatial perspective really means. It could just involve specifying the spatial coordinates that result from the perspective that is being taken (i.e., the left–right orientation of someone else’s body space) without imagining the self being located at the decentred location.

In the present study, only 20% of the participants adopted a decentred perspective, which is less than reported in previous studies presenting ambiguous symbols on the stomach (50% in Sekiyama, 1991; 71% in Parsons & Shimojo, 1987). This difference can be explained by the fact that the symbols were presented by means of a matrix of tactile vibrators, thus avoiding the major bias that may have been present in previous studies toward adopting the experimenter’s perspective (since they drew the stimuli on the participant’s skin). Nonetheless, even though the experimenter was not present in our experimental setup, some people appear to prefer adopting a decentred perspective, thus suggesting that this perspective may be their default perspective. In future work, it would be interesting to quantify such natural decentring by directly comparing the probability of decentring for tactile devices and for experimenter-drawn stimuli.

Self-centred perspectives can be centred on the stimulated surface (the trunk) or on a central body part (the head). Sekiyama (1991) has demonstrated that this head-centred perspective is adopted only when the corresponding bending-forward movement of the head toward the stimulated surface is possible. This head-centred perspective may thus involve a kind of visual strategy. The fact that some perceivers naturally adopt such a visual perspective may be explained by their lower spatial abilities. It would also be interesting to evaluate whether blind individuals adopt this head-centred perspective less frequently than do sighted individuals. Similar proportions of self-centred and decentred perspectives have been reported in blind and sighted people (Shimojo, Sasaki,

![Fig. 3.](A) Illustration of the perspective imposed in each session for the two groups of participants. “Same-different” means that the imposed perspective was the same as in Session 1 for Session 2 and was different for Session 3. “Different-same” means that the imposed perspective was different for Session 2 and the same as in Session 1 for Session 3. Participants’ (A) accuracy (percentage correct) and (B) response times as a function of Block and Order of imposed perspectives (same-different, different-same). For both accuracy and response times, the performance decreased significantly when imposing a different perspective and increased significantly when returning to the same perspective as in Session 1. *p < .05, **p < .01, ***p < .001.
Parsons, & Torii, 1989) but the vertical inversion corresponding to the adoption of a head-centred perspective was not taken into account. Finally, the fact that vertical inversion was observed only when the head-centred perspective was adopted (see Quality of responses in the Supplementary Materials) reinforces previous observations that the top–bottom axis is less prone to confusion than the left–right axis (Oldfield & Phillips, 1983; Parsons & Shimojo, 1987; see also Farrell, 1979; Takano, 1998; Uehara, 2013). The vertical axis may thus be assigned before the horizontal axis when interpreting tactile symbols.

To conclude, the present study reveals that perceivers do not adopt the same perspective when interpreting ambiguous spatial information. Some perceivers prefer to perceive space from their own centred point of view whereas others prefer the point of view of another person. Even though decentred perspectives were adopted less frequently than self-centred ones, the natural adoption of a decentred perspective from the location of the body was observed (in 20% of the cases) in our study. Such spatial decentring also characterizes out-of-body experiences, where the self and the body are temporarily disconnected (Blanke, Landis, Spinelli, & Seeck, 2004; Ehrsson, 2007). Interestingly, a reinforcement of the processes anchoring the self to the body by galvanic stimulation of the vestibular system has recently been reported to bias participants toward self-centred perspectives in the ambiguous tactile symbol recognition task (Ferrè et al., 2014). The results of the present study, however, reveal that the adoption of a decentred perspective can reflect other processes than a sole distortion in the relation between the self and the body. Not only does it occur quite frequently, but it can also be considered as a stance crucial to know that other persons perceive the world in a differently way than we do and to understand how they perceive it.
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Abstract Humans are capable of extracting spatial information through their sense of touch: when someone strokes their hand, they can easily determine stroke direction without visual information. However, when it comes to the coordinate system used to assign the spatial relations to the stimulation, it remains poorly understood how the brain selects the appropriate system for passive touch. In the study reported here, we investigated whether hand orientation can determine coordinate assignment to ambiguous tactile patterns, whether observers can cognitively override any orientation-driven perspectives on touch, and whether the adaptation transfers across body surfaces. Our results demonstrated that the orientation of the hand in the vertical plane determines the perspective taken: an external perspective is adopted when the hand faces the observer and a gaze-centred perspective is selected when the hand faces away. Participants were then adapted to a mirror-reversed perspective through training, and the results revealed that this adapted perspective holds for the adapted surface and generalises to non-adapted surfaces, including across the body midline. These results reveal plasticity in perspective taking which relies on low-level postural cues (hand orientation) but also on higher-order somatosensory processing that can override the low-level cues.
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Introduction

Spatial information about the objects in our environment is accessible not only through vision, but also through our senses of audition and touch (Vallbo and Johansson 1984). For instance, people can interpret the direction of stimulation when a visual or an auditory stimulus is displayed moving from left to right. This also holds true in touch when a body part is stroked from left to right. The question of how left and right are assigned, and therefore of how spatial information is taken from the environment, depends on the sensor that is used (Newell et al. 2001), with the mechanisms appearing to be more straightforward and established in vision than in touch.

In the case of visual viewpoint selection, when you watch your hand being stroked, the stroking pattern is initially coded in retinotopic coordinates. Depending on the task, either visual information is then either maintained in retinotopic coordinates for immediate action or it is transformed into external coordinates so that the observer can maintain a stable perceptual experience despite eye movements, changes in the position of the observer relative to the object, and object perturbations (Holway and Boring 1941; Wexler and Held 2005).

In the case of touch, the brain’s viewpoint on stimuli is similarly not arbitrary; that is, when somebody strokes your hand, it is easy to distinguish whether they are stroking it from left to right or from right to left. However, unlike spatial processing in vision, at any given time there are potential contributions from multiple coordinate systems,
even when the task and posture do not change (Parsons and Shimojo 1987; Volcic et al. 2009). For example, determining the stroke direction across the surface of the hand can initially be done by coding the information in hand-centred coordinates, where left and right are assigned according to the spatial layout of the hand. However, the hand is not an independent system, but is always relative to the person’s trunk, head, or eyes. In this case, the body-centred, craniotopic, retinotopic, or gaze-centred (cranioto- and retinotopic combined) coordinates can also be used to code and interpret the incoming tactile information. To summarise, concerning early stages of processing, visual information is initially coded in retinotopic coordinates and can then be transformed into external, craniotopic, or motor coordinates depending on the task and goal of the observer, whereas for touch several coordinate systems already compete at early stages of somatosensory processing (Heed et al. 2015).

Theoretically, for an optimal processing of passive touch, i.e. when no explicit action is required, the most parsimonious interpretation of the stroking of the hand is to not remap the information into another coordinate system. For the brain to do so would be unnecessarily costly; thus, left and right would be assigned according to the hand’s spatial layout. On the other hand, if one is actively engaged in the exploration of an object, then the incoming information may be most efficiently coded by transforming the incoming somatosensory information into external coordinates. By transforming the stimulation into external coordinates, the brain can maintain a stable representation of the object, despite distortions due to movement, and postural cues. However, the theoretical parsimonious approach of coding information in hand-centred coordinates is not necessarily what has been observed (Parsons and Shimojo 1987; Volcic et al. 2009). The question then becomes what are the factors that determine this coordinate assignment process for passive touch?

Given the ability of the hand to explore objects from different vantage points, independent of the posture of the body, this surface may well exhibit unique reference frame selection relative to other body surfaces. Several studies approached the question of what perspectives may be taken on somatosensory stimuli on the hand (Azañón and Soto-Faraco 2008; Holmes 2014; Prather and Sathian 2002; Volcic et al. 2009). In these studies, coordinate selection is based on tests that give changes in reaction time between the stimulus/hand placed in a baseline coronal position and when it changes to a different position (Prather and Sathian 2002). The increase in RT is an indication of the cost of changing reference frame (Volcic et al. 2009). Note that the studies that behaviourally assess reference frame selection in passive touch (without motor activity or movement) on other body parts also used indirect methods such as RTs (Farrell and Robertson 1998; Schicke and Röder 2006; Torralbo et al. 2006).

The exception, which provides a promising method to directly investigate viewpoint selection, was to use an ambiguous tactile symbol paradigm, which consists of grapheme stimuli (letters and numbers) drawn on the body surface. These graphemes potentially have several interpretations until the observer selects one coordinate system with which to interpret them. For instance, the letters ‘b’, ‘d’, ‘p’, and ‘q’ displayed on the skin are ambiguous until the observer takes a perspective and assigns coordinates to the cutaneous input, and consequently perceive one of the letters. Parsons and Shimojo (1987), for instance, used this paradigm and traced the graphemes on multiple body surfaces when the relative position and orientation of the surface was varied. When the experimenter traced the tactile patterns on the palm of the hand, stimuli were perceived relative to the position and orientation of the stimulated surface with respect to the body torso. Parson and Shimojo’s results suggest the use of external frames of reference that are independent of the hand or head and that are associated with stimuli presented on the hand, that is, for Parsons and Shimojo, according to the experimenter-defined coordinates. However, in Parsons and Shimojo’s study (and in other studies using this paradigm on other body surfaces that the hand, e.g. Corcoran 1977) the graphemes were always drawn manually by the experimenter. As a consequence, the transformation into experimenter-defined coordinates could be solely due to the influence of the experimenter himself biasing the participants’ responses.

In our study, any experimenter-induced bias was removed from the equation by using a small Braille pin display device to present the directional cutaneous patterns (see Fig. 1). Our study was divided into three tasks. The first task investigated a similar question to Parsons and Shimojo’s (1987) study: that is, whether the orientation of the hand could determine the mind’s perspective on touch—however with our device and standardised procedure. However, in the case of our study, we were curious about interpretation of touch to the fingertip, not the palm (as investigated by Parsons and Shimojo 1987). We thus explored, for the first time, whether viewpoint selection could be overridden by adapting to the mirror-reversed perspective (in the second task). In a third task, we then measured whether this adapted perspective would generalise across non-adapted fingers and across the body midline.

**Methods**

**Participants**

Fourteen naïve participants (nine males) took part in the study. The average age was 26.8 years. The participants provided their written consent prior to the commencement
of the experiment and were given €8 for their participation. The experiment took approximately 1 h to complete and was performed in accordance with the ethical standards laid down in the 1991 Declaration of Helsinki.

**Apparatus and stimuli**

Stimuli were produced using TACTOS (Gapenne et al. 2003), a custom-built device that generates tactile stimuli within a $4 \times 4$ matrix design. The $4 \times 4$ pin-matrix display measures 2 cm in width and 2.5 cm in height. When activated, each pin extends 2 mm from the display surface. Observers sat with their head approximately 60 cm from the device, which was Velcro-taped to a stable frame. During the experiment, observers wore an eye mask to stop visual information about the device influencing their judgements. Tactile signals were on/off activations of the Braille pins. The letter stimuli were formed by sequential activations of the pins as shown in Fig. 1. The rate of activation was 20 mm/s. The stimulus lasted approximately 1000 ms in total with each pin activation corresponding to 100 ms. Each letter was defined according to the pattern of stimulation on the device surface.

**Procedure**

The experiment was divided into three tasks: first, an orientation manipulation, followed by a verification and an adaptation phase, and finally a post-test generalisation in perspective taking task (see Fig. 2d). The first task was divided into four blocks, one for each of the four hand orientations. The participants sat and first fixated a central fixation point on the wall in front of them. They placed the volar surface of their index fingertip, in the orientation indicated by the experimenter, against the device display surface. The fingertip of the dominant hand of the observer was stimulated on the volar surface. The blocked, postural manipulation did not alter the surface stimulated but rather the orientation of the surface relative to the head of the observer and the front/back surface of the device. The participants were then blindfolded to ensure that visual information did not bias their responses. The device was attached to a stable frame so that the participants could press their fingertip against the active surface of the device. Each trial consisted of a single sequential tactile pattern, randomly selected from the stimulus list: ‘b’, ‘d’, ‘p’, or ‘q’. Each letter began from the stem and consisted of a continuous motion ending with the body of the letter. We used a four-alternative forced-choice procedure in which the participants indicated which of the four letters they perceived, by pressing the corresponding key on the keyboard. The inter-trial interval varied randomly between 1000 and 2000 ms. The participants were able to respond during the stimulus presentation and up to 3000 ms after stimulus offset. They received no feedback as to the correctness of their responses. Each stimulus was repeated ten times in random order for each blocked hand orientation (i.e. 160 trials in total).

Task 2 consisted of an initial verification of the orientation dependent perspective and then an adaptation phase in which participants adopted orientation 1, as represented in Fig. 2b, and were asked to reverse the assignment of left/right relative to their responses in the first experiment. That is, they were required to respond as though they were looking at the cutaneous pattern from the perspective of the device. Correct/incorrect feedback was provided over the 80 adaptation trials, with 20 repetitions of each of the four cutaneous letter patterns.

The third task consisted of four post-test blocks, one for each of the generalisation surfaces tested (see Fig. 2d). In this phase, the strength and generalizability of the adapted perspective was verified. In this post-test phase, the task was identical to that of the first part of the experiment. However, the hand orientation did not change across blocks: the hand was kept in the ‘facing-away’ orientation, but we changed the surface that was stimulated: the adapted perspective was verified. In this post-test phase, both hands were stimulated. The stimulated region was always the volar surface of the
During the first two phases of the experiment (i.e. the pretest and the adaptation phase), the index finger of the dominant hand was used. In the generalisation post-test phase, however, the volar surface of the two index fingers and middle fingers was stimulated, as shown in Fig. 2d.

**Results**

The participants’ responses were transformed from letter identification estimates to proportions of external or gaze-centred (i.e. mirror-reversed) coordinates. External coordinates were defined as imposing spatial relations onto the pattern of stimulation according to the external device coordinates. In this case, the proportion of responses corresponding to this perspective was calculated as the number of 'b'/d'/p'/q’ responses consistent with a ‘b’/d'/p'/q’ pattern on the device surface. Gaze-centred coordinates were defined as the mirror reverse of this assignment, with left/right, up/down being assigned according to the eyes/ head of the participant. Thus, the response observed indicates the perspective adopted by the participant during the tactile stimulation.

For the first task (orientation manipulation), we analysed the proportion of responses consistent with the participants adopting each of the four possible perspectives: external, gaze-centred, external but inverted, and gaze-centred but inverted. A one-way repeated-measures ANOVA was conducted on the different letter stimuli (four levels) which failed to reveal any significant difference in the perspective taken across the four letters $[F(3,13) < 1, \ p > 0.05]$. Consequently, the data were averaged across the different cutaneous letter patterns.

A repeated-measures ANOVA, conducted on the participants’ responses with the four-level orientation factor, was significant $[F(3, 33) = 53.22, \ p < 0.001]$. Post hoc pairwise comparisons with Bonferroni’s correction showed significant differences between orientations 1 and 3 (see Fig. 2b), $[r(26) = 4.37, \ p = 0.001]$ and between orientations 1 and 4 $[r(26) = 4.34, \ p = 0.002]$. There was no difference between orientations 1 and 2 $[r(26) = 1.15, \ p = 0.25]$, nor between 3 and 4 $[r(26) = 0.09, \ p = 0.92]$. These results demonstrate that the participants’
perspective depends on the orientation of the hand relative to the device with the differences being driven by the facing-away versus facing-towards positions, the upright versus perpendicular position having no influence on the results (Fig. 3a). In other words, the participants’ perspective depends on the orientation of their hand along the vertical axis. With respect to the adopted perspective, when the hand is facing towards the participant, when both upright and perpendicular to the body midline, an external perspective is adopted. When the hand is oriented facing away from the participant, a gaze-centred perspective is taken on the tactile patterns of stimulation. The inverted perspectives were adopted significantly less than chance \[ t(13) > 1, p < 0.012 \], see Fig. 3c, d.

With respect to task 2, we analysed what happens during the pretest, the adaptation phase, and the post-test of the experiment, respectively. During the pretest, the proportion of responses was consistent with the gaze-centred perspective predicted from the results obtained during the pre-adaptation task (see Fig. 4a). The gaze-centred perspective was mainly adopted (82% of the trials), and the three other perspectives occurred significantly less often than chance \[ t(11) = -2.49, p = 0.95, t(11) = -20.28, p = 1, t(11) = -16.69, p = 0.9 \], see Fig. 4a.

During the adaptation task, the perspective is hypothesised to shift from the initial perspective and converge towards the adapted perspective as a function of time (see Fig. 4b). Figure 4b represents the proportion of responses consistent with the non-adapted perspective across trials, averaged across the 14 participants and across the four letters. To understand the adaptation rate for novel perspective taking in touch, we fit a power function to the adaptation data. The function has a slope of 0.8489 (95% CI 0.6912, 1.007) and an intercept of \(-0.409 (95\%\ CI \ -0.5315, -0.2864)\), with \( R^2 = 0.7807, p < 0.01 \). From the fit, we can predict that saturation in the amount of adaptation is expected after about 100 adaptation trials where the function reaches a local minimum. The change in response over time during adaptation demonstrates that our feedback (correct/incorrect response) modified the responses as to which letter was felt on the fingertip.

With respect to the generalisation post-test, a repeated-measures ANOVA was conducted on the participants’ responses with one factor: finger stimulated (four levels). The analysis did not reveal significant differences in the perspective taken for any of the surfaces tested, the adapted one or the three non-adapted \[ F(3,33) = 1.938, p = 0.14 \]. Moreover, single-sample \( t \) tests, with Bonferroni’s
correction applied, revealed that the transfer effect is significantly higher than chance \[ t(11) > 2.5, p < 0.002 \] for all surfaces tested. Thus, the learnt perspective, consistent with mapping the stimulation into external coordinates, remains active for the adapted finger and generalises across the non-adapted, middle finger of the same hand and across the body midline to the homologous and middle finger of the non-adapted hand (Fig. 4c). These results show that the orientation cues can be overridden by training to the reverse perspective: causing participants to map the cutaneous information into external coordinates.

Discussion

Our study explored whether postural cues can account for the mind’s perspective on touch, whether the perspective is malleable and can be updated to a novel perspective via adaptation, and finally whether adaptation of one surface transfers to non-adapted surfaces.

Orientation

The first main result to emerge from our study is that the perspective taken on ambiguous tactile patterns presented to the fingertip is dependent on the posture of the hand, i.e. its orientation. The results show a dependence on orientation around the vertical axis, and a rotation of 90° from the vertical to the horizontal axis did not influence the results.

Parsons and Shimojo (1987) previously explored whether the perspective taken on stimulation of the palm and dorsal regions of the hand is affected by orientation of the hand. Observers in their study adopted seven different hand orientations. For orientations in which the hand was in front of them, the observers interpreted the cutaneous pattern primarily according to external coordinates for both surfaces of the hand. These results are consistent with interpreting the cutaneous pattern according to the experimenter’s viewpoint. However, as was outlined in the introduction, in Parsons and Shimojo’s experiment, the fact that the experimenter manually traced the letter on the participant’s body surface might have biased their responses towards the experimenter’s point of view. This would appear to be the case, given that in our study we have removed this potential bias by using an automatised presentation of the stimuli, and our results reveal that when the hand is in front of the observer, tactile information is transformed both into external coordinates and into gaze-centred coordinates.

With respect to the two coordinate systems that we observed, it should be noted that it is not unusual that touch on the hand is coded into coordinates other than hand-centred. Indeed, viewpoint selection in touch is a non-straightforward process because not only are there multiple different body surfaces, but the position and orientation of the surface relative to the rest of the body, the eyes, and the object itself strongly influences the reference frame adopted (Parsons and Shimojo 1987; Volcic et al. 2009). This leads to the interdependence of several different reference frames, namely those based on somatosensory/body, and external world coordinates (Harrar and Harris 2009). Several studies have suggested that tactile information on different surfaces can also be remapped into a gaze-centred,
or a motor coordinate system (Harrar and Harris 2009; Mancini and Haggard 2014). In addition to the multiple potential coordinate systems available for coding touch, we assumed that the stimulation on the fingertip may be influenced further by the fact that the fingers can move independently to the rest of the hand (functionally driven) and may therefore recruit additional coordinate systems for decoding stimulation, to that used for interpreting touch to the rest of the hand.

**Adaptation**

The second result to emerge from our study concerns the plasticity in the perspective taken as a result of adaptation. When the participants held the orientation of their hand constant and were adapted to a mirror-reversed perspective, as compared with their initial choice for that orientation in task 1, the interpretation of the ambiguous cutaneous patterns was updated to the adapted (external) perspective. The results of this adaptation phase demonstrate that the mind’s perspective on touch is malleable and plastic in the face of feedback. Note that the adaptation to the reverse perspective occurred rapidly, during the 80 trials of adaptation (20 for each cutaneous pattern). The fact that simple correct–incorrect feedback can override the low-level postural cue of orientation supports the idea that there is already an ambiguity in terms of which coordinate system might be applied to the pattern of stimulation on the skin, and given that the brain must resolve an existing conflict between multiple possible coordinate assignments for touch, a higher-order learning factor can therefore easily override low-level cues (Corcoran 1977; Parsons and Shimojo 1987; Volcic et al. 2009).

**Transfer of learning**

The results from the third task of our study demonstrate that the adapted perspective transfers across non-adapted fingers and across the body midline (i.e. the other hand). This, in conjunction with the fact that ‘correct’/‘incorrect’ feedback can mediate the adopted perspective (overriding orientation cues), suggests that the process we measured here is a higher-level perspective taking, rather than an automatic coordinate assignment process linked to the receptive fields of the stimulated surfaces (Harrar et al. 2014). The strength of the transfer did not decrease significantly when tested on non-adapted surfaces, which is interesting because it suggests that the adapted perspective relies on something more than perceptual factors (Spengler et al. 1997). Moreover, RT data (see supplementary material) suggest that the process we observe is not solely the result of mental rotation, given that the difference between RT data in the pre- and post-test phases is only approximately 8 ms. While significant, this is a different order of magnitude to that observed in mental rotation tasks (e.g. Just and Carpenter 1985).

For learning of tactile patterns on different body surfaces, i.e. the trunk and leg of the observer, Arnold and Auvray (2014) have also found a transfer of learning to non-adapted surfaces. The authors suggest that their effect is driven by the organisation of the somatosensory cortex. However, in our case where the transfer is about reference frame rather than patterns of stimuli, the fact that the learning transfers across the body midline suggests that the transfer at stake occurs at later stages in the processing pathway, given the lateralisation of early somatosensory processing (Boven et al. 2005). The ability to train a person to adopt the mirror-reversed perspective may be due to the fact that the stimuli themselves are high level and therefore recruit higher-order processing regions.

The transfer results have implications for training with novel haptic interfaces, suggesting that it is possible to remap, with a limited amount of training, the local cutaneous pattern of stimulation into different coordinates for the purposes of experiencing a three-dimensional world and a novel perspective from your own gaze/body-centred point of view.

**Implications of the results**

For the results obtained across the three tasks of our study: the perspective on touch adopted as a function of hand orientation, adaptation, and transfer, we could speculate that a similar level of processing is actually involved, given that the cutaneous patterns were not found to be coded in hand-centred coordinates for any orientations. That is, our results can be explained by higher-order processes probably involving brain areas not organised topographically (see also Harrar et al. 2014). It is clear that the observer’s interpretation of patterns of stimulation on the skin is influenced by a number of factors, including competing coordinate systems (Parsons and Shimojo 1987), object identity (Arnold and Auvray 2014), the goal of the observer (Oldfield and Phillips 1983), and the observer’s natural preferences (Arnold et al. 2016). What we observe with passive stimulation of tactile letters is that the competition between these different factors is resolved by stable high-level factors. We can quantify the perspective at the fingertip as being driven by postural cues but informed ultimately by learning, mental rotation, and feedback.

This can be accounted for by the fact that in order to maintain a stable experience of our environment, despite our ability to move our sensors relative to the environment, we need to be able to take into account the change in our own sensor positions (Hartcher-O’Brien and Auvray 2014). Thus, the orientation dependence observed in the first task of the current...
study highlights one way in which the brain tries to account for changes in sensor position, i.e. to map information into gaze-centred and external coordinates. For visual processing, the visual system remaps information into external coordinates in order to maintain a stable representation across eye and stimulus movements (Epstein 1977). Here, our study shows how the brain updates its perspective on cutaneous stimulation during changes in hand orientation, transforming the patterns into non-hand-based coordinates. That is, in order to maintain a stable representation of the environment, the brain selects predominantly gaze-centred and external coordinates during the processing of passive tactile information.

To conclude, the coordinate system chosen to interpret tactile objects is a complex interplay between the object position in space, on the skin, and the orientation of the body part receiving the stimulation relative to other body surfaces (Parsons and Shimojo 1987). In our study, in no case was the hand-centred perspective adopted over the external and gaze-centred perspectives. The importance of hand orientation in perspective taking in everyday life, as demonstrated in the first part of the experiment, is highlighted in the example of how your brain uses the orientation of your hand to infer the surface (top or bottom) of a table: when you rest your hand on the top of a table, your perspective on the table’s surface is unambiguous and primarily coded from the orientation of your hand. You know that your hand is in contact with the tabletop. If you rotate your hand 180° and establish contact with the table again, it is clear that you are in contact with the lower surface of the table. In any construction of external objects and space, it is important to provide coordinates that can be used to determine the spatial relations between objects and our senses. When we touch objects or when we are touched, both physical and physiological constraints influence our interpretation of the objects we perceive. Nevertheless, cognitive factors can override physiological constraints as seen in the adaptation of the mind’s perspective on touch.
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Abstract

When we interact with objects in our environment, as a general rule we are not aware of the proximal stimulation they provide, but we directly experience the external object. This process of assigning an external cause is known as distal attribution. It is extremely difficult to measure how distal attribution emerges because it arises so early in life and appears to be automatic. Sensory substitution systems give us the possibility to measure the process as it occurs online. With these devices, objects in our environment produce novel proximal stimulation patterns and individuals have to establish the link between the proximal stimulation and the distal object. This review disentangles the contributing factors that allow the nervous system to assign a distal cause, thereby creating the experience of an external world. In particular, it highlights the role of the assumption of a stable world, the role of movement, and finally that of calibration. From the existing sensory substitution literature it appears that distal attribution breaks down when one of these principles is violated and as such the review provides an important piece to the puzzle of distal attribution.

Keywords

Sensory substitution, distal attribution, prior of a stable world, movement, calibration, externalisation

1. Distal Attribution

As we move through the world, we are directly aware of external objects not the proximal stimulation they provide at our receptors (Crick and Koch, 1995; O’Regan, 1992). For instance, changes in air pressure or vibrations arriving at our cochlea are perceived as arising from an object in the environment (such as a moving car) rather than from the cochlea itself. In this instance, proxi-
mal patterns of stimulation (e.g., vibrations in the cochlea) are perceived as having an external cause (e.g., the car). What are the cues necessary for this assignment to emerge?

1.1. Definition

Distal attribution, also known as externalisation, occurs when we experience a pattern of stimulation and assign the cause of this stimulation to an object, stimulus, or event located in external three-dimensional space. This process allows us to make sense of the world around us. When proximal stimulation (i.e., stimulation received at the receptor surface) is not assigned an external cause, it gives rise to a mere sensation, not the perception of an object located at a distance. Therefore understanding how distal attribution emerges is key to understanding the distinction between sensation and perception.

1.2. The Problems in Investigating Distal Attribution

The process of distal attribution is so automatic and present so early in life that it is extremely difficult to investigate it objectively or even to understand how it emerges (Bach-y-Rita, 2002; Loomis, 1992). Studies attempting to understand the phenomenon of distal attribution have therefore relied upon instances where distal objects give rise to novel proximal stimulation patterns, as happens with the use of sensory substitution devices (SSDs from now on) (Auvray et al., 2005; Bach-y-Rita, 1972; Bach-y-Rita et al., 1969; Epstein et al., 1986; Loomis, 1992; von Békésy, 1955; White et al., 1970).

To introduce them, SSDs were initially designed to assist or replace specific functions of a deficient sensory modality by providing corresponding information to an alternative sensory modality. This can be achieved by converting the stimuli normally sensed through the deficient modality (e.g., light for SSDs compensating for vision) into stimuli accessible to another sensory modality (e.g., tactile vibrations or sounds). Since their inception in the sixties various kinds of devices have been developed, tested, and shown to allow their users to behave to some degree as if they possessed the substituted sensory organ (see Auvray and Myin, 2009; Bubic et al., 2010; Deroy and Auvray, 2012, for reviews). For instance, thanks to visual-to-auditory and visual-to-tactile conversion systems, blind individuals report being able to localize and recognize objects in three-dimensional space (e.g., Auvray et al., 2007; Bach-y-Rita et al., 1969; Levy-Tzedek et al., 2012). Sensory substitution offers a novel way to investigate how distal attribution emerges because with sensory substitution devices the boundary between proximal- and distal-attribution is blurred. Such devices provide the unusual circumstance in which the perceiver initially experiences a proximal pattern of stimulation and, after training, perceives this same pattern as a distal event (Bach-y-Rita, 2002).
1.3. Review Objectives

With SSDs, it is possible to observe how users transform the proximal stimulation rendered by the device into an experience of external objects. In such mediated perception (similar to the non-mediated kind), if we fail to assign a distal cause, we would no longer have a perceptual space corresponding to physical space, but we would be left with the sensation only. Therefore, as was mentioned above, understanding how distal attribution emerges, in both instances, is crucial to understanding perception itself. When distal attribution fails to emerge with SSDs, the users do not establish the corresponding hypothesis of a distal cause of the sensation (e.g., Bach-y-Rita, 1972; Epstein et al., 1986). The literature to date has not directly addressed the link between prior beliefs of an external stable world and the process of distal attribution. Here we will explore the role of such assumptions in the emergence of distal attribution using SSDs. Furthermore we will identify three components essential for distal attribution to emerge: movement with its consequent feedback about the world, calibration of space, and the prior of a stable world. In turn this will allow us to reconcile how the use of distance perception as synonymous with distal attribution has changed our approach to testing distal attribution with SSDs. We would suggest that distance perception is a bi-product of the distal attribution process and that both phenomena depend on a prior of a stable world (e.g., Glennerster et al., 2006; Knill, 2007).

2. Establishing External Space

2.1. Problems of Establishing External Space with SSDs

As was noted above, SSDs allow us to sense distal objects by providing novel proximal stimulation that corresponds to the external object at an alternative receptor surface. As such, the novel perceptual space that emerges is not necessarily a function of the same assumptions, regularities or spatial maps as those underpinning non-mediated perception. Through the SSD interface, observers have to re-learn the relationships between the experienced pattern of stimulation and the properties of the external objects. When distal attribution of proximal stimulation does not occur in SSD space, it is possible to see how prior beliefs fail to transfer and how the process of distal attribution breaks down. For example, if a proximal pattern of stimulation is experienced on the skin and is derived from interacting with a teacup 0.5 meters away, then the observer needs to re-establish the relationship that links the received proximal patterns to the teacup. If only the proximal pattern is experienced, i.e., without its link to the external object, then the perceiver does not experience external space and as a consequence no distance estimate can be derived.
On the other hand, if the observer has no reason to assume that the experienced pattern represents an object 0.5 meters away, then the mere experience of tactile vibrations, i.e., the lack of distal attribution, is the most parsimonious interpretation of the incoming stimulation. In a recent study, Siegle and Warren (2010) investigated the perceived distance of objects experienced through a minimalistic SSD. Participants were divided into two groups and performed the task under two different conditions: observers were asked either to focus their attention on the proximal stimulation on the body surface or, in the second condition, they were asked to focus their attention on the distal source. Blindfolded participants observed a target light using a device consisting of a single finger-mounted photodiode that drives tactile vibration on the back whenever the finger points at the target. After active exploration of their environment, participants had to move a reference object (experienced without the SSD) to match the perceived egocentric distance of the target. The participant group who were instructed to focus their attention on the distal object had higher performance than the group who focused their attention on the proximal stimulation during the task. However, while Siegle and Warren’s study clearly showed a difference in performance between the two groups, this difference could be the result of attention rather than distal attribution per se. In non-mediated perception both externalisation and distance estimation depend upon the prior of an external world. Although the two can be conflated, as in Siegle and Warren’s study, it is important to understand their relative contributions to our construction of an external space. In the following sections we will discuss what is known about the emergence of the concept of space in non-mediated perception and then turn to the role of such processes in SSD space.

2.1.1. The Emergence of Space During Non-Mediated Perceptual Processing

We do not have direct access to the physical world. When we move our nervous system is provided with feedback about its current environment. Thus what we have access to are the relative changes in position of our sensory organs (e.g., our eyes or hand), and the consequent changes in sensory input. The consequence of movement is that our senses acquire a sequence of stimulation patterns. The information from this sequence is sufficient to determine the structure of 3D space (e.g., Glennerster et al., 2006; Graham, 1989). Therefore we can experience space through the simple relationship between, for example, the distance the eyes have moved and concurrent changes in sensory stimulation. Thus our experience of an external world depends upon our ability to account for the effects of self-generated movement on changes in proximal stimulation. When the two are correlated in time, the sensory input can be experienced as objects in external space. In a Bayesian sense, the nervous system has a remarkable ability to detect statistical correlations between
sensory inputs and receptor states and it can use this information to form perceptual representations of the external world.

To minimise the cost of keeping track of the changes, the nervous system can establish the likelihood that a given sensorimotor relationship indicates a particular physical object and thus predict the influence of other exploration patterns. Previous research suggests that the cost of keeping track of the changes can also be minimised by integrating prior knowledge we have about the world and the physical laws that constrain objects therein (e.g., Glennerster et al., 2006; Hayward, 2011; Loomis, 1992). To map proximal stimulation to objects in external space, the nervous system has to have an assumption that there is an external world. Inherent in this is the belief that the world is stable and that any physical object can only change its position (according physical laws) or its state (according to the laws of nature).

When space emerges from our interactions with the environment, the number of spatial dimensions that we perceive depends upon the sensor we use to detect the incoming information: perception of objects in depth is most easily accessed through vision, audition and haptics/kinaesthetic. In his seminal work, “The World of Touch”, Katz (1925) suggested that touch has many of the capabilities of a distal or ‘far’ sense, such as vision and audition (see also Krueger, 1970 for a summary of Katz’s work). However, spatial properties of objects, such as their distance from the observer, are readily available through the ‘far senses’ but not to the other senses and in this way our experience of space depend on the sensory receptor stimulated. For tactile perception, attribution to a distal source or to the body surface can differ depending on the circumstances: Active exploration via touch tends to promote distal attribution, whereas passively received tactile input to the skin are more likely to be experienced as coming from the body itself (Gibson, 1962; Katz, 1925). If visual information is converted into a tactile code then the ability to passively experience depth depends on remapping this property into a property accessible to the skin. Therefore, it is important to consider how the perception of external objects changes when we use a SSD. One issue is that in non-mediated perception, experience consolidates the mapping between the proximal stimulation and its distal object over time. In SSD space novel mappings emerge and need to be consolidated over time. Moreover, the information experienced via the device needs to be aligned with information coming from other sensory modalities.

2.1.2. Maintaining Spatial Relations when Going from Physical to Perceptual Space

In order to survive, organisms need to correctly locate objects in space, orient to them, or flee from them. To aid in this response optimisation, humans and other animals have evolved spatial maps or fields that organise the incoming
information according to the spatial relations among physical objects. Each sensory modality has its own map and set of coordinates. The nervous system establishes spatial maps at low-level processing sites and all perceptual information is segregated according to these maps throughout the processing hierarchy. To be beneficial to behaviour, information from the different maps needs to be aligned such that a coherent object localisation emerges despite different sensory co-ordinates. Animal research indicates that neurons at multisensory sites such as the SC and the VPM cortex code the object location relative to the receptor used and furthermore that different sensory maps are aligned (e.g., Graziano et al., 1999; Lee and Groh, 2009). When an auditory signal is moved in depth, neurons in the monkey’s ventral premotor cortex are selectively tuned to respond maximally to specific locations in physical space (Graziano et al., 1999). Through the selective responses a neural spatial map is established in the premotor cortex. Critically, these neurons, unlike those in A1 or visual areas, also respond to visual stimuli located in the same external co-ordinates. Animal and human research alike suggests that these maps are critical to our perceptual representation of space and spatial relations (Graziano et al., 1999; King et al., 2001; Moore and King, 1999; Poggio and Fisher, 1977).

We acquire information about the world from all of our senses. Our ears detect air pressure changes, our eyes monitor light patterns, our skin reports the pressure of objects impinging on it, and our nose and mouth measure the chemical content of our current environment. Despite the variety of routes that sensory information can take to get to our brains, we tend to experience the world as a unified entity. We are also capable of recruiting different types of sensory information for the same purpose, irrespective of which sensor was initially responsible for detecting the information. Given this, proximal stimulation through a SSD should potentially correspond to the experience of an object located in external space. Although distal attribution through SSDs has been the subject of many studies, most research has focused on the behavioural changes and therefore there is no information relating spatial map organisation to perception of spatial properties of the world during SSD use. It remains to be seen which maps will be recruited for coding the incoming information and how the interactions with the objects in 3D space are altered. One possibility is that perception mediated by a SSD, produces similar neural changes as those occurring in sensory deprivation (see Knudsen, 1999) and the consequent recruitment of a different sensory pathway to process incoming information. That is, the maps recruited to organise the proximal stimulation would correspond to those of the functional modality. In any case, for distal attribution to emerge the nervous system needs to adapt to the novel sensorimotor mappings and thus re-establish external space. Whether and how this changes the neural processing is not yet completely understood. The interesting aspect for the
current review is how the possible changes in sensory information would be organised to maintain spatial relations.

3. The Process of Distal Attribution

The distinction between proximal stimulation and attribution of this stimulation to an external object requires the assumption of an external world (e.g., Epstein et al., 1986). This may seem an obvious statement. Indeed it is. However, not addressing such assumptions alters how we define the key principles or mechanisms underlying distal attribution. Many studies have explored the question of how distal attribution arises during SSD-use. Early studies were based on qualitative reports (e.g., Bach-y-Rita et al., 1969) whereas later studies used different measurement techniques, differing not only in their objectivity, but also in whether participants had direct knowledge of external space or only the sensory substitution space (e.g., Epstein et al., 1986; White et al., 1970). Each measurement technique has advantages and disadvantages. But here we focus on how embedding the assumption of an external world in the task itself, as opposed to defining space as purely an internal entity, alters the attribution process. We will address how valid the SSD data are in informing us about the process of distal attribution itself. We will then define the essential components influencing distal attribution. The factors involved in this process are: (1) the prior of a stable world; (2) the link between self-generated movement and the resulting sensory stimulation patterns and the additional laws of movement necessary for spatialisation (i.e., reversibility and interposition); and (3) the role of calibration in establishing and maintaining an experience of external space.

3.1. The Problematic Aspects of SSD Measures for Understanding the Process of Distal Attribution

There are numerous verbal reports from participants in SSD studies that detail the emergence of distal attribution after prolonged SSD-mediated experience (Bach-y-Rita et al., 1969). That is, SSD-users report experiencing objects in the environment and this tends to dominate the proximal stimulation afforded by the device (Bach-y-Rita, 1972; Lenay et al., 2003; Segond et al., 2005). More particularly, SSD-users have indicated that, as a consequence of training, they no longer feel the tactile stimuli on their skin, where they occur, but interpret them directly as an object located in external space (see Bach-y-Rita, 2002). One well-cited verbal report comes from Guarniero, a blind philosophy student, after training with the TVSS: “...very soon after I had learned how to scan, the sensations no longer felt as if they were on my back, and I became less and less aware that vibrating pins were making contact with my skin. By this time objects had come to have a top and a bottom; a right side and a left;
but no depth — they existed in an ordered two dimensional space.” (Guarniero, 1974, p. 104).

One issue with verbal reports is that they cannot be verified in the way an objective measure can (e.g., a left–right judgment). Although these verbal reports indicated that distal attribution emerges in SSD space after training, there was no additional measure to specify how it emerged. That is, it remains unclear whether these reports reflect a genuine perceptual experience of distal objects or a cognitive inference based on perceived patterns in the proximal stimulation. The techniques used to address the question of distal attribution via SSDs have improved since the inception of the devices. In the following sections we will highlight the assumptions and cues to distal attribution that have emerged from the existing studies.

3.2. The Role of the Prior of a Stable External World

To externalize proximal stimulation we need to assume the existence of an external world. Without this prior belief (or assumption) that the external world is a stable entity, neither distal attribution nor the explicit distance estimates of the distal object would be possible. As mentioned above, when we explore the world, we do not have direct access to the objects in space. What we have access to are the proximal patterns of activation and our own movements (Merleau-Ponty, 1945). The nervous system compensates for the distortions in incoming stimulation, due to movement, and manages to maintain the experience of a stable world and of the objects therein. The prior of an external, stable world is essential to this process. This prior posits that objects are stable. Inherent in this is that if an object changes it can only change its state (according to the laws of nature) or its position (according to the laws of physics). When a change is inconsistent with either positional or state changes in the object itself, the parsimonious assumption is that observer-generated movement must have caused the change in incoming information. These kind of changes can easily be correlated with the efference copy of the observer’s movement and therefore compensated for. The compensation phenomenon is known as perceptual constancy (e.g., Gregory, 1963). This mechanism suggests how the distal object is maintained, not how it emerges. Below we consider the relative contribution of this prior compared to that of the signal-receptor interaction to shaping the experience of an external world.

One way to explore this is to look at the modality specific constraints to distal attribution and measure their influence. If modality specific constraints prevent attribution to a distal source then it is reasonable to assume that the process is not amodal in nature but depends on cues that are modality specific. For example, visual-to-tactile SSDs may provide inputs that obey visual laws or principles. Yet, it is also possible that such constraints do not apply to the tactiley sensed information. There is a vibrant discussion addressing this is-
sue of whether the novel emergent perceptual space is defined by either the substituting or substituted modality, or something else altogether (Auvray and Myin, 2009; Deroy and Auvray, 2012: Loomis et al., 2012).

Feedback about the world (the result of an action/perception loop) makes it possible to establish the mapping between self-generated movement and changes in the proximal stimulation. One question is what is altered in our representation of space when information is remapped from one sensory modality to another with SSDs? Using a visual-to-tactile SSD, Epstein et al. (1986) delivered patterns of vibrotactile stimulation to the participants’ index fingertip. They assessed how the participants attributed the transformations of vibrotactile stimulation as a consequence of self-generated movement. Attribution was measured through asking participants to rate how well a variety of scenarios matched what they experienced. Analysis of the ratings from these scenarios revealed that although the participants became aware of the relationship between self-generated movement and stimulation transformations, they never chose the scenario that corresponded to the real set-up, i.e., the SSD set up. The authors concluded that their participants had not developed the hypothesis of distal sources, that is, the hypothesis that the ultimate cause of their vibrotactile experience was an encounter with an object in an external world. Here we see an example in which no distal cause is assigned probably because participants do not have an assumption that the stimulation is part of an external world.

However, a second study by Auvray et al. (2005), using a visual-to-auditory sensory substitution device (the Vibe, see Hanneton et al., 2010) and a similar method to that of Epstein et al. (1986) demonstrated that people appeared to be able, under certain conditions, to attribute stimulation to a distal object. In this study, the scenarios were re-written in order to determine which component of distal attribution the participants reached: the existence of a correlation between their movements and the resulting sensory stimulation (coupling), the existence of an object that caused their sensations (object), and the existence of external space produced by this coupling (space). In the conditions in which there were no additional cues to that provided in Epstein et al.’s study, participants in Auvray et al.’s study similarly failed to reach the hypothesis of a distal cause although participants indicated that they experienced a sensorimotor coupling between their own actions and the sensed information.

In this case, the device rendered the objects in such a way that they could plausibly exist independently of the existence of external space. However, in a second condition Auvray et al. gave their participants a cardboard sheet that they could use as an occluder. The cardboard served as an occluder because by moving the sheet vertically participants could interrupt the source of stimulation. As such intermittent calibration of external space occurred because, if the cardboard could interrupt the source of stimulation, it must therefore be
located behind the cardboard, i.e., in external space. These two studies demonstrate the importance of (a) the assumption of an external stable world and (b) the ability to interact with that world and account for the perturbations caused by the interactions.

Other studies used both 2D and 3D spatial estimates (White et al., 1970) and egocentric distance estimates (Siegle and Warren, 2010) to specify the external world. As such they invoked the stable world prior, which informed the way users made sense of the SSD input. White et al. (1970) observed that SSD users were able to estimate the slant of a tactually sensed visual object. That is, they had access to the third dimension of external space in their novel perceptual space. Siegle and Warren tested whether observers were more veridical in distance estimates when they focused on the proximal patterns of stimulation or on the distal object. Both the study by White et al. (1970) and Siegle and Warren (2010) demonstrated improvements in performance when observers assumed an external 3D world. From the work mentioned so far it is possible to see that SSDs offer a unique opportunity to study distal attribution as it emerges. However, as discussed here, the SSD studies also have their limitations.

3.3. The Role of Movement

What are the cues necessary for the nervous system to assign a distal cause to the proximal stimulation at a receptor surface? Many studies note the importance of movement (e.g., Bach-y-Rita et al., 1969; Haynes et al., 1965; White, 1970): In all SSD studies, active exploration of the environment is necessary to establish the existence of external space. During exploration the organism can determine the mapping between changes in the incoming stimulation and its self-generated movements (Auvray et al., 2005; Bach-y-Rita et al., 1969; Hurley and Noé, 2003; Loomis, 1992; O’Regan and Noé, 2001; von Békésy, 1955; White et al., 1970). Movement also allows us to account for deformations that are derived from self-generated movement or physical displacement. For example, spatial position of physical objects is mapped onto retinal location when objects are sensed visually. If an external object caused the stimulation pattern then eye movements should alter the retinal location of the object; whereas if the input is not linked to a position in external space, then eye-movements should have no impact on the perceived location of the stimulation. For proximal attribution on the other hand, incoming sensory information and your efference information should not be correlated. For example, the locus of pain in your fingertip remains at your fingertip even if you move your finger relative to the rest of your body. Therefore being able to account for changes in feedback about the environment as a consequence of exploring it is essential for externalisation of the proximal stimulation.
3.3.1. **Space from Eye Movements**

If we take the example of visual processing, the retinotopic coding of the eye might suggest that the location can be read off from the receptor array, yet the retinal image is not the only source of spatial information. Important contributions to the updating of spatial representations come from efferent oculomotor signals (von Helmholtz, 1925), as revealed by experiments in which stimuli are displayed immediately before or during saccades (Hallett and Ligthstone, 1976; Wurtz, 2008). The role of local movement patterns coupled to afferent information could also be derived from the extra-ocular muscle proprioception as was suggested by Sherrington (1918). However, experimental evidence on the function of eye proprioception has remained controversial (Donaldson, 2000), leading to the idea that this signal is primarily used for oculomotor calibration and learning rather than for spatial representation (Lewis and Maler, 2001; Poletti et al., 2013). However, in a first instance the correlation can be used to define stimulation in external co-ordinates. Extra-retinal signals can consequently calibrate this space. Whether the correlation between the extra-ocular muscle movement and the retinal image combined is sufficient to experience 3D space without early calibration from touch is still a contentious issue (e.g., Gori et al., 2010).

When we consider space perception, we usually refer to the process through which humans and other organisms become aware of the relative positions of their own bodies and objects around them. Space perception provides cues, such as depth and distance, which are important for movement and orientation in the environment. At a functional level if we consider that space emerges in the interaction between the organism and its environment (e.g., Terekhov and O’Regan, 2013) then spatial perception is derived from the organism establishing the relationship between action and the resulting stimulation patterns. Furthermore, the ability to perceive different spatial dimensions depends upon the constraints of each sensory modality to move within two or three dimensions. In the case of the latter, what assumptions constrain the space that emerges through SSD-information? How do these assumptions differ from those derived by exploration and perception during unmediated circumstances? To tentatively address these questions let’s consider the experience of three-dimensional space during normal development. In a series of intriguing studies into spatial constancy, Bower (1964, 1965, 1966a, b) explored whether infants perceive only the retinal projection or the external object. Using generalization of operant responding to assess discrimination, Bower demonstrated that two-month-old infants see the constant real size and shape of an unfamiliar object despite variation in its projective size and shape produced by altering distance and slant. In addition, consistent with processing of visual objects in adult humans, these infants detect variation in the object’s physical size and shape when its angular projection remains constant. This evidence for object
representation in such a young developing nervous system suggests that attribution of the proximal stimulation to a coherent external object is present in pre-crawl infants. Thus, simple eye and head movement appear to be sufficient to establish an external cause of the proximal stimulation patterns.

Similar findings (e.g., Caron et al., 1978; Shuwairi et al., 2007) also highlight some of the behavioural changes (and the corresponding evoked potential changes) that allow somatosensory externalization (Rigato et al., 2014). Rigato et al. (2014) provided recent insights into how the developing nervous system establishes the external location of visual and somatosensory objects and re-maps the proximal stimulation (in receptor coordinates) into external coordinates. These authors demonstrated that making the transformation from proximal stimulation to an external source occurs slowly during the first year of life, and involves not only neural response changes but the ability to update for postural changes in the infant’s own body representation. Therefore infants require knowledge about effector position changes in order for them to be able to externalise incoming patterns of stimulation.

The knowledge derived from movement, both for distance perception and distal attribution is the corner stone of the sensorimotor tradition (e.g., O’Regan and Noé, 2001). From a more traditional viewpoint, von Helmholtz (1909) also observed its importance: “It is only by voluntarily bringing our organs of sense in various relations to the objects that we learn to be sure as to our judgments of the causes of our sensations. We explain the table as having existence independent of our observation because, at any moment we like, simply by assuming the proper position with respect to it, we can observe it.” It should be mentioned that this necessity of a structured correlation between actions and sensations in order to allow distal attribution was nicely anticipated by Condillac (1754). If we were only able to passively receive sensations, we would not understand that these sensations refer to objects that exist in an external world. Indeed, if all our knowledge about the world came from our sensations, and if sensations were just passive modifications of our minds, how could we infer the existence of an external world? For Condillac, our exploratory movements allow us to extract the spatial organisation present in our sensations; it is this spatial organisation of the objects in the world that allows us to consider them as external. In other words, spatialisation and object-hood emerge simultaneously.

It should be noted that the movement necessary to reach distal attribution goes beyond a mere coupling between sensation and actions; it must also reflect a group structure. In other words, the experience of external space cannot be reduced to correctly extracting the existence of a coupling between action and sensation. Indeed, understanding a correlation between self-generated movements and their resulting stimulation involves understanding that different actions give rise to different sensations. There is a space of displacements...
when the same actions can give rise to different sensations, and when different actions can give rise to the same sensation. For instance, von Helmholtz (1909) highlighted that actions that can cancel each other from the viewpoint of sensory inputs determine a mathematical group structure, and properties of such a group characterize displacements within a geometrical space. The same sensation obtained by different actions can then be understood as “position” of an object. This was concisely explained by Poincaré (1905) according to who reversibility is the only way to differentiate a change in state from a change in position.

Movement along multiple axes is useful for establishing the existence of external objects. With SSD study results, it is tempting to try to disentangle which movement trajectories are most useful in this process, e.g., translation (changing the position of an object), or rotation (circular movement around a centre point). Comparing the movement type (translation and rotation) across studies demonstrating either distal attribution or a lack thereof, however does not lead to a definitive picture. Both Siegle and Warren (2010) and Epstein et al. (1986) allowed observers to translate the sensor through space. In one case the consequent vibrotactile pattern was attributed to an external object (Siegle and Warren, 2010) while in the other, no distal attribution emerged (Epstein et al., 1986). As such we can simply conclude that correlated changes between self-generated movement (even with a camera end-point) and sensory feedback are necessary, without being able to classify the optimal motion type. However, the essential difference between the two studies for this review is that Siegle and Warren’s study involved the prior of an external world whereas Epstein et al.’s study did not, suggesting this prior to be an important factor for distal attribution.

3.4. Calibrating and Maintaining External Space

We have discussed the importance of a prior of a stable world and the role of movement in the emergence of distal attribution. In the following sections we address how our experience of external space is maintained via sensory calibration and spatial maps in non-mediated perception. Although a lot is known about the role of calibration of space for information that is conveyed by functional sensory modalities (e.g., King et al., 1988; Knudsen, 1999; Lee and Groh, 2009), the role that calibration plays in maintaining an experience of external space in SSD environments has been rather neglected. In the following two sections we discuss how calibration operates for perception in non-mediated conditions and then postulate its possible role in SSD-mediated external space.

3.4.1. The Potential Role of Calibration

All measurement systems require calibration to become and remain accurate. Our perceptual system is no different. Calibration, in the case of our senses,
usually refers to the process of adaptation as a way of producing environmentally geared behaviour (Mon-Williams and Bingham, 2007). While this is particularly critical in vision given that our visual system has no direct access to attributes such as distance, solidity, and size (Ho et al., 2009), cross-sensory calibration occurs for most senses at one time or another: Visual object attributes must be calibrated, that is, verified through touch; auditory position must be calibrated by vision (e.g., King et al., 2001). In each instance the sense with the least error calibrates its co-occurring counterpart. Indeed, since vision is often distorted (see Gori et al., 2010) haptic feedback may be fundamental in improving visual perception through calibration. Calibration has been recognized as essential for maintaining a coherent representation across the senses (e.g., Wallace et al., 1998). In calibration it is important that the system receives feedback (traditionally an error signal) in order to be able to adapt to the conditions it currently experiences: changes in object information occur as we move through the world, calibration is necessary to link the consequent changes in stimulation patterns to the experienced objects (e.g., Ernst, 2008).

However, calibration may also be fundamental to more gradual processes occurring during development, in which a sensory modality calibrates (or teaches) the others about some properties of the world. For instance, recent studies reinforce the suggestion that the haptic system has a role in calibration of the visual system in judgments of position and size. Both animal and human studies have highlighted the role of cross-sensory calibration in the development of spatial processing (Bergan and Knudsen, 2009; Gori et al., 2011; Zwiers et al., 2001, 2003).

If the nervous system is to make full use of the spatial relations among objects and use these relationships to interact with the environment, then online (re)calibration is essential. Experiments in which animals have been reared with modified auditory or visual inputs have revealed substantial plasticity in the animal’s spatial representations (e.g., Knudsen, 1999). If animals are raised with distorted binaural cues (used for sound localisation) locating auditory objects in external space produces compensatory changes that can be induced in the auditory space map (e.g., in ferrets, see King and Parsons, 1999; and barn owls, Gold and Knudsen, 2000). These adjustments in auditory spatial tuning tend to preserve the alignment with the visual representation. In owls, they are brought about by frequency-specific shifts in neuronal tuning to interaural time differences (ITDs) and interaural level differences (ILDs) (Gold and Knudsen, 2000), although, as discussed below, the basis for this adaptive plasticity in humans may be different. It is also important that information coming in from completely different co-ordinate systems can be integrated if co-occurring and segregated if not. Spatial maps are one way to achieve this (see Lee and Groh, 2009).
The human (and other animal) nervous system clearly establishes spatial maps to enable efficient processing of incoming information and allow the stimulation to be mapped from receptor to external space. As such there is a need for calibration across the sensors to verify object positions in external coordinates (for example, see Lee and Groh, 2009; Mancini and Haggard, 2014). From the studies exploring space perception via SSDs, there is almost no consideration given to the role of such calibration in learning to perceive the proximal stimulation as distal and maintain this experience over time (e.g., Auvray et al., 2005; Bach-y-Rita, 1972; Bubic et al., 2010; Epstein et al., 1986; Hanneton et al., 2010; Siegle and Warren, 2010). One could speculate that the SSD experiments require such a long training phase not only due to learning the translation code between substituted and substituting modality but also as they may involve a calibration phase. In such an interpretation the nervous system would calibrate the space by feedback derived from self-generated movement.

When we experience visual or tactile objects, they are generally coded within a specific set of coordinates that allows the nervous system to extract the relative position of the object in space. The nervous system establishes spatial maps at low-level processing sites and the perceptual information is segregated according to these maps throughout the processing hierarchy. Sensorimotor acts involve multiple transformations: When we point to an object, a chain of nested coordinate transformations occurs. These include the retinal map itself (target-to-eye), eye-to-head, head-to-body, and body-to-arm mappings. The complexity of coordinating such simple actions is aided by spatial map alignment. However, in exploring the relationship between distance perception and distal attribution, the role of spatial maps and calibration for updating the perceptual space need to be considered separately.

3.4.2. Spatial Maps and the Calibration of External Space

Before crossmodal spatial calibration can effectively guide interactions in the world the incoming information needs to be organised in a spatial field in which coordinate systems can be compared and integrated. Not only are signals in the environment organised in a spatial pattern but this pattern is mirrored at a neural level for vision, audition, and touch (see King and Moore, 1991). In fact the amount of plasticity evident at the level of the superior colliculus in many animals is a clear indicator that the sensory maps are used to coordinate action and integrate information across the different coordinate systems. The assumed functional use of spatial maps in the superior colliculus is that they are for optimising orientation responses to incoming information. Detecting and orienting to objects in external space is already one step up from the simple process of using online feedback (from movement) to establish the existence of an external space. The question posed here is whether
the documented training required for SSD-users to experience proximal stimulation as distal is required because training and movement allow the user to ‘re-establish’ or recalibrate existing maps. These maps definitely play a role in non-mediated perception with neurophysiological evidence for the existence of spatial maps both in the superior colliculus and ascending to higher cortical regions like A1 (King et al., 1988; Zwiers et al., 2003). Moreover, for estimates of distance there is evidence that calibration is essential (see Smets et al., 1987) for the percept to emerge. We therefore suggest that whether the spatial maps emerge within the interaction or are established at a neural level, they appear to play a role in maintaining the experience of an external 3D world.

3.4.3. Calibration and Distance

As was discussed in Section 3.4.1, calibration is important in maintaining the veridical perception of external space and it therefore plays an important role in distal attribution. The process is also important for distance estimates using 2D surfaces. Smets et al. (1987) suggested that distance perception (on a 2D surface) relies upon a focus point; i.e., a reference against which to calibrate the estimate. Calibration of space increases the veridicality of the judgment. This is also true for the auditory space where relative distance estimates are more accurate than those derived from absolute cues (Shinn-Cunningham, 2001). In distal attribution, a focus point (also achieved through an interposition of two objects) is important for calibrating external space. Establishing spatial relations among objects and perceivers allows us to extract the different reference frames that can be used to describe external space (see, e.g., Knapen et al., 2010; Poletti et al., 2013).

If we take the example of visual perception, the distance of a visual object cannot be directly sensed (Koenderink et al., 2001). However, perception does not only depend on currently sensed information and sensor position. Experience is also shaped by our previous interactions with the world through which we move, our assumptions about the physical world and underlying principles. For example, the emergence of depth is possible due to the priors we have about the world and the physical laws that constrain the (visually) sensed objects and events therein. We assume the world is stable (Glennerster et al., 2006). One piece of evidence for the strength of our stable world prior is the ability to compensate for changes in an object’s size and shape. Perceptual constancies of shape and size are used to compensate for distance in vision are effective because of our prior of a stable world (Glennerster et al., 2006). If we assumed that objects could change their shape or form, then these cues to distance would no longer be valid. There is no origin for depth per se in physical terms although a metric of length is valid. However, a ruler for visual depth, for example, is an internal scale, a compromise between priors about object
constancy and a stable world, likelihood given the retinal projection and the compensation mechanisms provided by our nervous system.

The existence of a distal visual object, as opposed to the proximal pattern of stimulation it affords, can be verified via touch. As such it could be suggested that crossmodal calibration gives the nervous system a direct access to the distal form of objects. To reiterate, distance is an estimate that defines an external world that exists independently of the perceptual processing of the information. Organisms perceive objects in space. Such perception represents the response of the organism to a complex pattern of stimulation, integrated with the remaining effects of past experience with similar objects.

4. Summary

To highlight what has been learnt about distal attribution through the prism of SSDs, let’s explore the factors that appear to be essential to its emergence. First distal attribution depends upon the assumption (or prior) of an external world. Non-separable from this belief of an external world, is the coupling between self-generated movements and the resulting changes in stimulation. This factor is crucial given that if there is no correlation between changes in motor output and changes in proximal patterns of stimulation, then the stimulation will be experienced solely as sensation, not perception (as was made evident in relation to the example of pain). The coupling emerges due to an organism’s ability to move and explore the physical world. From the movement patterns the organism can learn about the constraints on external objects such that they can change only in two ways: their position according to the laws of physics or their state according to the laws of nature. In Bayesian terms this second level is the likelihood or currently available stimulation. Using both prior and likelihood the nervous system can then assign a cause, distal or receptor based, given the proximal pattern and its coupling to sensor movement. In this context, distance perception can be seen as a bi-product of the distal attribution process with both phenomena depending on the prior of a stable world (e.g., Glennerster et al., 2006; Knill, 2007). Finally, calibration also plays an important role in maintaining the experience of a stable external world. The ability to assign co-ordinates to the object position in space is possible due to sensory maps which help translate and maintain the input from external world co-ordinates into perceptual co-ordinates.

To summarize, distal attribution of incoming sensory information is influenced by three main parameters: the prior of an external world, the coupling between movements and the resulting changes in stimulation, and calibration. Furthermore, distal attribution has proved crucial for distance perception, in that estimating the co-ordinates of an object in external space requires the object to be perceived as distal, rather than as a proximal pattern of stimulation.
Thus, without the process of distal attribution, perceived distance would not be possible.
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