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Abstract

Embedded systems in safety-critical domains, such as avionics, space, automotive, health-care etc.,
require hard real-time and reliable application execution. As applications are becoming more com-
plex, their computational demands scale rapidly. To address these demands, architectures with
multiple processing elements (cores) and application specific hardware accelerators are required.
Multicore architectures are able to concurrently execute a high volume of applications, while hard-
ware accelerators are tailored to the needs of the application. To provide hard real-time guarantees,
the Worst-Case Execution Time (WCET) has to be considered during system analysis and design.
However, WCET are overestimated due to application and hardware complexity. Furthermore, reli-
able execution is under threat due to the increased fault susceptibility of modern electronic systems,
such as manufacturing process variation, aging and soft errors. Typical reliability solutions, that
rely on full hardware or software redundancy, usually entail significant cost, latency and resource
overheads, which are often not suitable for critical embedded systems. To cost-effectively address
these reliability threats, the system must be properly analysed and enhanced with effective fault
tolerance means. Meanwhile, the energy consumption of embedded systems has become crucial
and energy efficient electronic devices should be designed. Platforms have been enhanced with
Dynamic Voltage and Frequency Scaling (DVFS), which scales down the processor supply voltage
and frequency, whenever possible. However, such approaches usually have a negative impact on
execution time and reliability. To provide real-time, reliable and low energy execution over mul-
ticore architectures, efficient analysis and deployment approaches, along with run-time adaptation
capabilities, are required.

In this context, a set of design-time task deployment approaches have been proposed, under
real-time and energy budget constraints. A decomposition-based algorithm has been designed
to provide the optimal solution for independent Imprecise Computation (IC) tasks on symmet-
ric multiprocessors and extended for platforms with DVFS capabilities. We have leveraged our
decomposition-based solution for dependent IC tasks and heterogeneous multicore platforms and
proposed an accelerated, but still optimal, version. Optimal and heuristic approaches have been
proposed, considering task migration on asymmetric multicore platforms. Furthermore, optimal and
heuristic task deployment approaches have been designed, under real-time and reliable constraints
for multicore systems with DVFS. Our fault-tolerant task deployment method jointly optimizes fre-
quency assignment, task allocation, task scheduling, and task duplication for three DVFS schemes,
i.e., task-level, processor-level and system-level, for independent and dependent tasks. Last, we
have taken into account the inter-processor communication and proposed a task deployment pro-
cess for multicore platforms with Network-on-Chip (NoC) and DVFS, where routing path selection
is also taken into account. Moreover, a novel heuristic method is proposed to enhance scalability,
achieving good solutions with low computation time.

To analyse the reliability of complex hardware designs, we proposed a cross-layer reliability



analysis framework, from the semiconductor layer up to the application layer, for transient faults
caused by single radiation particles. We combined statistical analysis with single-cycle gate-level
fault injection and microarchitecture-level fault injection, and explored the impact of faults to
the application execution. Furthermore, run-time hardware mechanisms have been proposed to
deal with faults on heterogeneous Very Large Instruction Word (VLIW) processors and NoC. For
VLIW processors, the proposed mechanism performs instruction triplication considering short-term
transient faults. We leveraged this mechanism for permanent faults, where instruction triplication
and re-scheduling is applied taking into account the status of the Function Units (FUs). To reduce
the performance degradation due to the instruction level fault tolerance, dynamic instruction re-
scheduling is applied based on the status of the faulty FU in a coarse-grained way and a fine-grained
way. For NoC, we proposed a technique for fault mitigation of multiple permanent faults, where
flits at the subflit scale are re-organized in order to move the fault impact on the Low Significant
Bits (LSBs). Furthermore, a redundancy approach is presented to handle critical data. To reduce
hardware overheads, a region-based version is proposed, which protects regions, instead of routers.

Last, a set of run-time approaches have been proposed to reduce the pessimism introduced by the
WCET overestimations. More precisely, when interference-sensitive WCET (isWCET) estimations
are used during system design, they are only valid for the specific schedule solution they have been
computed for. To support a safe adaptation of interference-sensitive schedules, we proposed a run-
time approach that enables parallel execution of the control phases on each core with a fine-grained
protection. Our second contribution comes from the observation that by enforcing the partial order
of tasks, we limit the performance improvement that can be achieved through run-time adaptation.
To further improve performance gains, we leverage our approach with a safe relaxation of the
partial order of tasks. Furthermore, existing approaches are based on WCET estimations obtained
during design-time, and thus, they are not able to take advantage of the actual execution progress
of the tasks. To deal with this limitation, we proposed an approach that computes dynamically
new safe estimations of the WCET during execution, based on the task progress. The updated
WCET estimations are used to derive the available time-slack and postpone mode switch in mixed
critical systems. The proposed approach has been leveraged in order to dynamically decide when
to invoke the controller, reducing the time overhead, further increasing the gains.

As future research directions, we will focus on providing the means to design, in a near-optimal
and efficient way, real-time and reliable embedded systems for safety-critical domains, with un-
reliable components, under multiple reliability threats. Our first direction is the analysis of the
timing impact of transient faults occurring on cores. To achieve that, we will leverage our reliability
analysis framework to incorporate the application timing behaviour and to include the impact of
interference on shared resources. We will enhance WCET estimations with fault awareness and
design low cost fault tolerance techniques to protect the system. Our second direction concerns
the design of real-time and reliable heterogeneous systems and specialized hardware accelerators,
which is the next promising architecture to deal with the increasing demands for high computation
capabilities in timely manner. We will design hardware accelerators for WCET-aware and fault-
aware systems to extend homogeneous multicore systems towards domain specific heterogeneous
multicore architectures. To achieve that, we will adapt reliability and WCET analysis frameworks
and design real-time and fault tolerance techniques for hardware accelerators, such as accelerators
dedicated for Artificial Intelligence (AI). Although soft errors have been considered as the most
important ones, until recently, with the further ongoing reduction of transistors size, system aging
is becoming more and more sensitive to the workload. Different cores are subjected to different
amount of stress as a result of varying workloads, leading to aging imbalance among cores. We



will focus on dedicated cross-layer fault-aware and WCET-aware approaches to efficiently deal with
workload-dependent aging faults for safety-critical systems. Furthermore, the systems are suscep-
tible to multiple types of reliability threats, potentially correlated with each other. Therefore, we
will leverage the proposed approaches to consider multiple sources for reliability threats. Last, but
not least, the continuous decrease of technology size has pushed CMOS devices to their limits, suf-
fering from high static power consumption, reduced reliability, high cost and scaling issues. Future
computing systems will exploit emerging technologies and novel computing paradigms, such as Pro-
cessing In Memory (PIM). In order to be used in safety-critical domains with real-time and reliable
guarantees, we will propose approaches to provide timing and reliability analysis and Design Space
Exploration (DSE) for these emerging technologies and computing paradigms, especially when used
as shared resources.
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Chapter 1

Introduction and Motivation

1.1 Context

Industries are specialized in domains that rely 95% on embedded systems [67]: fly-by-wire sys-
tems are used in avionics [193] (Airbus, Thales, ONERA, etc.), navigation systems in space [193]
(ESA, DLR, CNES, etc.), automatic braking systems in automotive [177] (Peugeot, Volkswagen,
Scoda, etc.), insulin pumps in the health-care [157] (Siemens Healthineers, Philips Healthcare, etc.),
embedded vision systems in surveillance [251] (Ivisys, Datalogic, IRIDA-Labs etc). Embedded ap-
plications are complex, imposing constraints to the systems that execute them [B2]. Particularly,
hard real-time and reliable application execution, that delivers results of acceptable quality and
under a maximum energy budget, must be guaranteed [192]. As applications are becoming more
complex, their computational demands scale rapidly. As shown in Figure 1.1a, the code size of au-
tomotive, space and avionics applications has increased significantly within thirty years, e.g. more
than three orders of magnitude in avionics [35], while future automotive and avionic applications
will require higher computing resources [34]. To address these demands, architectures with multiple
processing elements (cores) and application specific hardware accelerators are required. As shown
in Figure 1.1b, a significant increase in the number of logical cores is observed in recent hardware
platforms. Multicore and manycore architectures are able to concurrently execute a high volume
of applications [136], while hardware accelerators are tailored to the needs of the application [110].

(a) Code increase in safety-critical industry [35]. (b) Evolution of platform complexity [223].
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Hard real-time guarantees are required for critical embedded systems, and thus, the worst case
of the system execution has to be considered during system analysis and design [151]. Overall, the
real Worst Case Execution Time (WCET) of an application is generally unknown, and thus, an
estimation of the WCET must be obtained. Such a WCET estimation has to safely upper bound
the execution time of the application, and thus, it naturally overestimates the real WCET [179].
A main reason for the WCET overestimation is the unpredictable timing behavior of the system,
originated from both application complexity and hardware platform complexity.

Regarding application complexity, the application code can have multiple different execution
paths with different instructions and memory accesses, leading to different execution times, compli-
cating WCET analysis. For instance, the final targets of computed branches, indirect addressing and
dependencies on input parameters cannot be resolved during static timing analysis [179], whereas
no guarantee exists that all executions paths can be tested when measurement-based WCET ap-
proaches are used [4]. Regarding hardware complexity, modern architectures have been enhanced
with dynamic, history-based, hardware components, to improve average performance, e.g., cache
memories and branch predictors [73]. However, such components have variable timing behaviour,
leading to further inflation of the WCET estimations. Furthermore, modern hardware architec-
tures have several cores and share resources among them, e.g. communication networks, memory
hierarchy and controllers. Parallel execution of applications on the same platform may lead to
concurrent accesses to shared resources [224]. These concurrent accesses add timing delays (in-
terference), highly affecting applications’ timing behaviour in a non-deterministic manner. This
behavior introduces additional uncertainties that further increase the WCET overestimation, since
the interference effects in time have to be safely bounded.

Overall, the timing behavior of multiple execution paths, dynamic hardware components and
shared hardware resources has to be upper bounded in order to be safe, leading to overly pessimistic
WCET estimations. For instance, WCETs estimations with interference on shared resources can be
×7 larger than the WCETs estimations without interference [C8, 246]. This WCET overestimation
leads to under-utilisation of the system and to the “one-out-of-m processors” problem [127], where
the additional processing capacity, provided by multicore architectures, is negated by the WCET
pessimism. As a result, sequential execution on a single core may provide better timing guarantees
than any parallel execution, seriously undermining the advantages of using architectures with mul-
tiple cores. To reduce the WCET pessimism, run-time approaches are a promising solution, which
take advantage of the information that becomes available only during the real system execution.

Reliable execution is under threat due to the increased fault susceptibility of modern electronic
systems. Reliability threats, such as manufacturing process variation, aging and soft errors, depend
on transistors size and are expected to significantly increase with transistors shrinking [241]. Nano-
scale transistors are difficult to precisely manufacture, leading to erroneous variation in transistor
physical and electrical parameters. Aging refers to frequency degradation, induced by shifting
transistor threshold voltage [206]. Industrial standards mainly rely on introducing a safe margin
(guard-band margins), in voltage or frequency, to mitigate process variation and aging [206, 43].
Soft errors occur due to environmental conditions, such as high temperature peaks and high-energy
electromagnetic radiation [206] and their mitigation is very challenging due to their random and
transient nature [167]. Due to this unreliable nature of ultra-scaled electronic systems, combined
with the high density of modern architectures, the susceptibility of multicore architectures towards
multiple reliability threats is inevitable [206] and faults will be occurring even under normal oper-
ation [130], which was not the case with the technology used a decade ago [98].

Typical reliability solutions, that rely on full hardware or software redundancy, usually entail
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significant cost, latency and resource overheads, which are often not suitable for critical embed-
ded systems, which are resource constraint. Hardware redundancy introduces significant overheads
in chip area and energy consumption, whereas software redundancy accounts for notable perfor-
mance degradation and acts agnostically to the underlying hardware [206]. To cost-effectively
address these reliability threats, the system must be properly analysed in order to identify the
most vulnerable software and hardware parts [206], and enhanced with selective fault tolerance and
self-adaptation [43].

Meanwhile, the energy consumption of embedded systems has become a crucial factor. The
amount of electronic devices is increasing day by day. Combined with the increased complexity
of applications and the computation capabilities of modern hardware platforms, the amount of
consumed electricity of electronic devices is significantly increased, negatively impacting the envi-
ronment. To reduce this negative impact, energy efficient electronic devices should be designed and
e-waste should be minimized [13].

Several approaches have been established to maximize system energy efficiency. The platforms
have been enhanced with Dynamic Voltage and Frequency Scaling (DVFS), which is an adaptive
management technique that optimizes energy consumption by simultaneously scaling down the
processor supply voltage and frequency, during execution [274]. Acceptable errors in the application
results are introduced using approximation for computation and communication [7] in domains that
can tolerate approximated results, such as image processing, data mining, machine learning, etc.
However, such approaches usually have a negative impact on execution time and reliability, e.g.,
reducing supply voltage/frequency increases the execution time and the transient fault rate [284].

To provide real-time, reliable and low energy execution over multicore architectures, efficient
analysis and deployment approaches, along with run-time adaptation capabilities, are required.
However, designing real-time, reliable and energy-efficient multicore embedded systems is perplexing
and tedious process, as it consists of several interdependent NP-hard problems [B2] in a large multi-
dimensional design space [124], with constraints and trade-offs among execution time, reliability,
and energy efficiency. In this context, applying exhaustive Design Space Exploration (DSE) is
prohibited. Trial-and-error approaches, based on the designers’ experience, usually require several
design iterations, being time-consuming without any upfront guarantee that the system will satisfy
the application constraints [J6]. DSE methodologies are required with reduced exploration time
leading to near-optimal solutions. Furthermore, as design-time approaches cannot take advantage
of the information created during the system execution, they have to be combined with run-time
approaches in order to provide further improvements.

1.2 State-of-the-Art (SoA) and positioning of current contribu-
tions

In this section we describe representative SoA approaches with respect to real-time, reliable and
energy efficient embedded systems and position our contributions with respect to existing works.
Table 1.1 classifies representative approaches from the SoA under the following categories:

• Regarding the focus of the approaches:

– WCET-Aware (WA): Is the system under study considering the worst-case during design and
execution?
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– Fault-Aware (FA): Is the system under study susceptible to hardware faults? Hardware faults
can impact the memories, the cores or the interconnections of the target platform. Their im-
pact can be permanent or transient. Such hardware faults can impact the functional behavior
and the timing behavior of the applications. Functional behavior refers to denial of service,
i.e., no outcome is generated because the application is hanged or crashed, and to binary cor-
rectness, i.e., the application outcome is different than expected [212]. Timing behaviour refers
to an application execution time that is different compared to the fault-free execution. Note
that, a denial of service due to application hang is identified when the application execution
time exceeds a, usually high, threshold.

• Regarding the computing platform:

– Single-Core (SC) or Multi-Core (MC): The computing platform under study consists of a
single core (or a standalone hardware accelerator) or multiple cores?

– HW design (SC): Does the work designs any customized hardware component for the com-
puting platform, i.e., Memory (M), Core (C), Hardware Accelerator (A), or it extends a given
computing platform with additional hardware Control Mechanisms (CM)?

• Regarding the approach:

– Design Space Exploration (DSE): Is any DSE adopted to drive the design of the system ?
– Run-time (RT) adaptation: Is any run-time adaptation employed ?
– Design layer : At which design layer the DSE or RT-adaptation is applied, i.e., Application

Layer (AL), Deployment Layer (DL), and Hardware Layer (HL)? Note that, DL can refer
to tasks, data or instructions depending on the approach (e.g., task mapping to cores, data
mapping to registers, memory and buffers, or instruction mapping to function units).

1.2.1 WCET-Aware (WA) techniques

These techniques derive mainly from the real-time community, having the requirement of timing
guarantees based on WCET estimations, and the majority considers considers fault-free computing
architecture. WCET-aware approaches that consider hardware faults are presented in Section 1.2.3.
This section presents some representative WA techniques that: a) guarantee real-time system exe-
cution, and b) estimate WCET, whereas further approaches can be found in surveys [151, 73, 72].

a) Guarantee real-time system execution: These WA approaches can be further classified to
the following main categories: i) Interference-pessimistic, that assume that interference will always
occur at any access to shared resources, ii) Interference-free, that employ upfront spatial-temporal
isolation to prohibit the occurrence of interferences, iii) Interference-controlled, that restrict the
number of allowed interferences, so as to obtain tighter WCET, and iv) Risk-permissive, that allow
design decisions that may lead to timing violations, such us allowing interferences to occur or
using less pessimistic WCET estimations, but watch at run-time for risks that can lead to timing
violations, and take actions in order to mitigate them, if needed.
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Table 1.1: Classification of representative SoA approaches

Reference Context Platform HW design DSE RT adapt
WA FA SC MC M C A CM AL DL HL AL DL HL

[288] X X X X
[266] X X X X X
[191] X X X X
[22, 41, 24, 68, 185, 250] X X X X
[23, 40, 229, 111, 26, 86] X X X
[152, 209] X X
[214, 215, 245, 264, 285] X X X
[C10, J15, J16, C16] X X X
[J14, W1, C7, C8, C9] X X X
[C18, C21, 179, 282] X X X
[75, 12, 162, 246, 244] X X X X
[281, 180, 142, 25] X X X X
[184] X X X X X X
[261] X X X X X X X
[C13] X X X X X X
[5, 240] X X
[254, 104, 78] X X

[36] X X X
[129, 112] X X X X
[C11, C12, C15, C17, J26, 135, 238] X X X X X
[232, 235, 233, 59, 60, 249, 128, 174] X X X X
[20] X X X
[234] X X X X X X
[194, 120, 77] X X X
[216] X X X X X
[158, 161, 143, 175] X X X
[31] X X X
[154, 8, J23, C24, C22, PP5, 56, 280] X X X X
[88, 63, 125, 83] X X X X X
[82, 166, 173] X X X
[243] X X X X
[C26, C20, 117, 208, 168, 123, 265]

X[269, 47, 93, 236, 262]

[119, 115, 188, 9, 53] X X X X X
[145] X X X X X
[230] X X X X
[C19, C23, J25, J24, PP7, 276, 113, 231] X X X X
[189, 197, 96, 283, 103, 101, 275, 90] X X X X X
[227] X X X X
[48] X X X X X
[105, 248, 52, 50, 51] X X X
[247] X X X
[3, 106] X X X X X
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i) Interference-pessimistic: These approaches consider the worst-case interference at each ac-
cess to a shared resource. This category also includes approaches that do not explicitly discuss
about interference, but since they imply real-time constraints, the WCET estimation has to be
pessimistic in order these approaches to be able to provide timing guarantees. The majority of
these approaches focus on task scheduling usually using priority-based heuristics and schedulability
analysis. For instance, a work-conserving greedy scheduling method is proposed for dependent
tasks on heterogeneous multicore platforms [264] and a scheduling method using priorities based
on the critical path, the early predecessors and the path length, is proposed for dependent tasks
on homogeneous platforms [285].

The majority of interference-pessimistic approaches focus on task deployment and schedulability
analysis mainly considering precise tasks sets. Few approaches consider imprecise computation tasks
sets and mainly focus on in-time execution under a given architecture configuration. We extend
the SoA by proposing a set of optimal and heuristic design-time task deployment approaches for
imprecise tasks in order to improve the QoS, not only under real-time constraints, but also under
energy budget constraints on multicore architectures with DVFS capabilities [C10, J15, J16, C16],
described in Section 2.1.

ii) Interference-free: These approaches upfront isolate the shared resources among critical tasks
and between critical and less critical tasks. For instance, a scratchpad memory is designed for
critical tasks offering spatial isolation to non-overlapping addresses, a scheduling algorithm is pro-
posed to assign tasks to partitions and a run-time scratchpad partitioning is applied between two
successive critical tasks [266]. FlexPRET [288] processor provides hardware-based isolation to crit-
ical tasks, while a thread scheduler enables the assigning of idle cycles to low criticality tasks in
a round-robin fashion. MERASA [184] is a multicore architecture based on simultaneous multi-
threading cores, providing full isolation within a core and time bounded interaction between critical
tasks of different cores. A bank remapping unit is proposed to support dynamic cache partitioning.
ParMERASA [261] is based on MERASA multicore architecture and aims at WCET-aware appli-
cation parallelization. The PRedictable Execution Model (PREM) [191, 215] executes the tasks in
three phases (read data, execute, write results), and provide contention-free execution by allowing
parallel execution only between communication and computation. A hardware controller buffers
incoming packets from the network [191]. This category is currently not our focus.

iii) Interference-controlled: The knowledge of the mapping solution enables the computation of
a better upper bound on the number of interferences a task can have. As a result, a tigher WCET is
computed, which is, however, interference-sensitive (isWCET), i.e., it is valid only for the given task
mapping solution. For instance, the analysis of [209] estimates tighter WCETs by computing the
interference from tasks running in parallel under a given schedule. Algorithmic optimisations and
task deployment is explored over the invasIC multicore platform and the corresponding isWCETs
are computed through an iterative method in ARGO [C13]. Task deployment and isWCETs are
computed using an ILP method in [214] and a two-step approach in [244, 246, 245]. Tighter WCETs
are derived by exploiting the knowledge of memory budget assignments to the cores [152]. A pre-
liminary analysis of the task resource usages allows off-line partitioning of the resources. A monitor
observes at run-time the real task resource usages, and suspends the task that overtakes its allocated
capacity [180]. The extension of [179] allows dynamic changes in the resource partitioning, when
resources are under-utilized. In [281], the budget of each task with respect to the number of mem-
ory accesses is decided in order to improve schedulability, combined with a controller to prioritize
memory accesses. The extension [282] regulates the best-effort task accesses, when possible.
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The majority of isWCET approaches are applied at design-time and follow a time-triggerred ex-
ecution. We extend the SoA by proposing a set of run-time approaches to improve the system
performance by allowing an earlier task execution, while preserving the timing guarantees of a
given interference-sensitive mapping solution [C18, C21], described in Section 2.2.

iv) Risk-permissive: These approaches are based on run-time mechanisms to watch for timing
violations during execution. The majority of approaches focuses on timing violations due to under-
estimation of the task WCET. Different WCET static analysis is employed for different levels of
criticality, and, thus, different WCETs exist for a single task. As the criticality level is increased [41],
the WCET has a greater and safer value. Such approaches are usually based on the notion of
temporal isolation among tasks of different criticalities, where tasks of lower criticality should
not adversely affect tasks of higher criticality. Task mapping is performed in order to meet the
real-time requirements at each criticality level. In a two level mixed-criticality scheduling [12]
and its extension to several levels [162] for multicore architectures, the low criticality WCET is
optimistically assigned at each task. At run-time, if the execution of a high criticality task exceeds
its low criticality WCET, a switch occurs to high criticality mode. The low criticality tasks are
usually dropped [142, 22, 23, 41], their priority or execution time requirements are reduced [24],
or their periods are extended [40]. Other strategies explore slack to postpone mode switch [229,
68, 75, 111, 26, 185] and to switch back to low criticality mode [12, 162, 86]. Several global and
partitioned scheduling algorithms of this category are presented in [25]. Similar approaches exist
for single cores, e.g., decreasing computation demands of lower criticality task by increasing their
service intervals, i.e., periods [250] and considering several criticality levels [86].
Existing approaches are based on design-time estimations of the WCET. We extend the SoA by
computing new estimations of the remaining WCET at observation points during execution [J14,
C9, C8, C7, W1], i.e., the WCET required from an observation point until the critical task ends,
without executing low criticality tasks. The system starts execution with high criticality and low
criticality tasks. At run-time, a safe condition uses the remaining WCET to verify whether the
concurrent execution is still allowed to continue or the low criticality tasks should be suspended.
More details are provided in Section 2.3.

a) Estimate WCET: WCET estimation is a key element to provide timing guarantees in the
real-time domain. WCET estimation is performed through safe measurements, based on application
execution, or static analysis of the programs. For instance, a number of static analysis methods
have been proposed, such as [254, 104], focusing on caches, and measurement-based approaches,
such as [240, 78, 5]. A more detailed description of WCET estimation methods and tools is available
in surveys, such as [268, 73]. WCET approaches without faults are currently not our focus.

1.2.2 Fault-Aware (FA) techniques

This section presents some representative FA techniques, whereas surveys exist for error detection
and correction [94, 242, 196] and reliability-aware design [71]. We focus on techniques mainly
introduced by the embedded system design community, with particular interest on approaches
that address reliability issues on the computation on processing elements and communication over
Network-On-Chips (NoC). Therefore, approaches that propose information redundancy to deal with
errors in the memories are not included in this short SoA. Furthermore, we are not interested in
hardening techniques which increase the size of transistors, since this type of techniques reduces the
system frequency, and thus, limits the performance capabilities of the processor [79]. We present
two main categories: a) FA approaches that enhance the system reliability, and b) FA approaches
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that analyse the system reliability. Note that, the majority of fault tolerant techniques usually focus
on the impact of faults on the functional behavior and do not consider worst-case aspects.
a) Enhance system reliability: These approaches can be further classified depending on whether
they are applied for the processing elements or the data traversing the NoC. Note that, approaches
for memory are not the focus of this research. The first category can be further refined on i)
Instruction-level approaches, applied in a fine-grained manner considering the internal components
of a processor, and ii) Task-level approaches, applied in a coarse-grained manner among processors.
NoC approaches are categorized as iii) Packet-level. Each category can be further refined regarding
the application of the fault tolerant approach, i.e., i) Full, providing fault tolerance to all instruc-
tions, tasks, or packets, and ii) partial, that provide fault tolerance to a subset of instructions, tasks
or packets. We have proposed a detailed classification of fault tolerant approaches in [J21].

i) Instruction-Level Fault Tolerance (ILFT) can be achieved through software, a.k.a., instruction
replication or re-execution, and through hardware, i.e., resources replication.

Instruction replication/re-execution can been full or partial and it can performed by software,
hardware and hybrid approaches. Instruction replication is usually applied over platforms that have
several function units, such as Very Long Instruction Word (VLIW) processors. Full instruction
redundancy replicates all instructions. For instance, the compiler duplicates all instructions and
inserts comparison instructions [36]. A hybrid approach replicates instructions using the compiler
and inserts a hardware mechanism to perform the comparison [238]. A full hardware mechanism
dynamically duplicates the instructions and applies re-execution in case of an error [233]. Partial
instruction redundancy replicates a subset of the instructions. For instance, the compiler does
not replicate control-flow and store instructions [158] and selects which instructions to duplicate
based on the instruction fault masking capability [161]. Hybrid approaches exist, e.g., the com-
piler maximizes the number of duplicated instructions under a bound [112, 129], combined with
hardware-based comparison. The compiler selects the instructions to be duplicated based on tem-
poral and physical vulnerabilities. This selection is encoded in the instructions, which is decoded
by a hardware mechanism that performs the instruction duplication at run-time [135]. Hardware
approaches replicate an instruction when the coupled issue is idle [232] or based on an ILP thresh-
old [235] for coupled VLIWs, and on the size of the additional queues in a configurable VLIW [234].
Software approaches increase the code size and memory requirements, whereas existing hardware
approaches are applicable on homogeneous VLIW processors. We extend the SoA by a set of
hardware mechanisms for heterogeneous VLIW, which fully triplicate instructions and re-schedule
faulty instructions, while performing instruction scheduling at run-time using priority scheduling
algorithms [J26, C11, C12, C15, C17], described in Section 3.1.

Resource replication to support ILFT is performed in hardware inside the processor and it
can be full or partial. Full resource replication replicates all instances of the resource type to be
protected. For instance, function units of a processor are duplicated [174] and two pipelines execute
instructions in lock-step with time diversity [243]. Partial resource replication can be achieved by
selective fault tolerance approaches, e.g., the most radiation-sensitive circuit gates are identified and
replicated [216], reduced duplication is applied based on structural susceptibility analysis, logical
weight of the arithmetic circuit outputs and approximated structure [77].

Note that, hybrid approaches also exist, where instruction replication/re-execution and resource
replication are combined. For instance, when enough resources do not exist to execute twice the
instructions, spare FUs are used [59, 60]. Resource replication and hybrid approaches have not
been up to now our focus.
ii) Task-Level Fault Tolerance (TLFT) can be achieved through software, using task replication or
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re-execution, and through hardware, i.e., core replication.

Task replication/re-execution can been full or partial, whereas task re-execution can be per-
formed with or without check-pointing. For instance, N instances of the same task are created and
guarded within a fork and a voter task, and the tasks are re-mapped during execution, when faults
occur on a core [154], whereas the number of task instances is decided based on a variation-aware
core and task vulnerability scheme [143]. Other approaches take into account the communication
cost during task replication and mapping [175].

Core replication supports TLFT in hardware by providing additional, either identical or diverse,
cores/hardware designs dedicated for the redundant execution of the tasks. For instance, three cores
are used to execute the same workload and compare their final results [249], two processor units
are fully synchronized executing identical instruction streams [128], and complete hardware design
replication occurs in [120], where an identical copy of a circuit is inserted and the its output is
compared with the original one. Diverse core replication can be achieved through reduced precision
redundancy inserting the same, but lower precision, copies of arithmetic circuits [194], and use of
smaller in-order cores [8].

TLFT approaches that do not take into account real-time aspects are excluded from our focus.

iii) Packet-Level Fault Tolerance (PLFT) can be achieved by reconfiguratian and redundancy.
Through reconfiguration, the routing path is changed to avoid faulty paths or faulty region [88, 63],
spare resources are used to replace the faulty ones [125, 83, 31]. Through redundancy, the circuit
is replicated [82, 166] and extra information is inserted, e.g., additional bits inside messages using
Error-Correcting Codes (ECCs) [56, 280]. Few approaches reduce the impact of faults for Network-
on-Chip (NoC), e.g., by assigning the Most Significant Bits (MSBs) on the borders of the bus [173].

The majority of existing approaches focus on mitigating the impact of faults, while a few approaches
focus on reducing the fault impact when approximations are acceptable. However, existing fault
correction approaches cannot efficiently address several permanent faults on NoC, due to their high
hardware costs, while design-time approaches cannot deal with new occurring faults. We extend
the SoA with a low cost hardware mechanisms that performs shuffling of the bits inside the packet
flits at run-time, in order to reduce the impact of multiple faults [C22, C24, J23, PP5]. Further
details are given in Section 3.2.

b) Analyse system reliability: Reliability analysis can be performed by injecting faults into
the system and observing its behavior. Fault injection can be done by hitting the real system
with a radiation beam and by simulating the impact of injected faults. Approaches for reliability
analysis through simulation either focus on analysing the radiation impact at the lower hardware
design layers, i.e., technology and circuit layers or inject faults at higher hardware and application
layers to characterize the system execution. Radiation analysis at technology and circuit layers
can take into account the circuit layout, the fabrication technology, the radiation and operational
environments [208, 117]. For reliability analysis at higher layers, fault injection is performed at
different abstraction layers. For instance, a fast, but less accurate, fault injection at application
level [168]. Hardware fault injection approaches insert single-bit faults [265, 123] and multiple-bit
flips [269, 93] in sequential logic and in combinational logic [47, 236]. Few works consider both
categories to analyse the radiation impact on the system execution, e.g., considering single-bit
faults in memory components [262]. However, faults in smaller sequential and combinational logic
cannot be neglected and should be included in the reliability analysis.
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Existing reliability analysis frameworks are based either on low hardware levels to characterize the
impact of radiation to the transistors and cells, without analysing the propagation of faults to
the system execution, or on vulnerability analysis at higher hardware and software layers usually
assuming uniform distribution on fault models. We extend the SoA by proposing a cross-layer
reliability analysis framework for multiple-bit faults in sequential and combinational logic, based
on realistic fault models for radiation, which are propagated at the gate, microarchitecture and
application level [C20, C26], described in Section 3.3.

1.2.3 WCET-aware (WA) and Fault-Aware (FA) techniques

This section presents some representative WAFA techniques, whereas further approaches can be
found in surveys, such as [45]. Existing approaches mainly focus on typical hardware faults, i.e.,
soft errors and permanent faults. We present two main categories: a) WAFA approaches that
enhance the system reliability under real-time constraints, and b) WAFA approaches that estimate
the WCET under hardware faults.

a) Enhance system reliability under real-time constraints: To deal with typical hardware faults,
the majority of real-time approaches focus on task-level fault tolerance taking into account their
overhead in time, implemented through task-replication/re-execution potentially with task migra-
tion, and thought execution using lock-step redundant cores.

Task replication/re-execution is applied fully or partially in WAFA techniques. For instance,
full task replication techniques are combined with typical schedulability analysis [115, 188, 9, 32]
and probabilistic worst-case schedulability analysis for active and passive replicas [189]. A set of
schedules is synthesized off-line, using task re-execution as a fault tolerant method. Based on the
occurrence of faults, the scheduler selects at run-time which schedule to apply [119]. Re-execution
with checkpointing is used in [53]. Task check-pointing and roll-back recovery for transient faults
combined with task migration for permanent faults is achieved through heuristics [230] and tabu
search optimization [231] to maximize the probability of meeting the deadlines of soft tasks under
transient faults. An evolutionary algorithm considers task replication and re-execution creating
static schedules under a maximum amount of transient faults for real-time systems [113].

Partial task replication is achieved through a reliability-aware co-synthesis framework, which
performs allocation and scheduling by selective task duplication based on the task criticality
rank [276]. On top of the real-time constraints, task replication/re-execution approaches exist
that focus on minimizing the energy consumption, e.g., scheduling recovery tasks to be executed
if an error is detected [197, 96, 283], deciding and scheduling the number of task replicas to meet
reliability constraints [103, 101, 275, 90] and taking into account communication cost [48].
Existing WAFA task replication approaches focus on meeting real-time constraints and reliability
constraints. We extend the SoA by performing partial task replication based on the reliability
constraint of tasks, considering transient faults, and explore the impact of different common DVFS
schemes for shared-memory in multicore platforms [C19, C23, J25, J24, PP7] and NoC-based multi-
core platforms [C25], with the goal of minimizing the energy consumption, described in Chapter 4.

Core redundancy with lock-step execution is usually used in WAFA approaches. The replicated
cores can execute the tasks in tight lock-step, where cores execute the same instruction and compare
the outputs cycle by cycle, and loose lock-step, where redundant execution is not synchronised on
the different cores [20]. For instance, tasks are executed at different times on redundant cores and
the progress is compressed into an external state, called fingerprint, and at regular intervals, the
original and redundant fingerprints are compared, providing a bounded error detection latency [145].
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Core redundancy can be applied also at system level, e.g., redundant multiprocessor system-on-chip
are used and interconnected via a dependable and redundant off-chip net [227]. Currently, we have
not worked on this aspect yet.

b) Estimate WCET under hardware faults: Existing approaches focus on hardware faults in
cache memories, while the rest of the architecture is assumed fault-free [45]. The goal is to estimate
the timing impact to WCET, by accounting for the hardware degradation due to the presence of
faults. For instance, the probability of an SRAM cell to be faulty is used to evaluate the additional
cache misses and taken into account during WCET estimation [105], while a measurement-based
approach provides the WCET impact, when cache lines are disabled due to permanent faults [248].
Approaches extend the aforementioned works to incorporate the timing impact of inserted fault
tolerant techniques to detect, correct or mitigate faults [52, 50, 51, 247]. Other approaches focus
on mitigating the hardware degradation, due to occurring faults, using redundant hardware. As a
result, the timing impact of faults on WCET is mitigated and the timing characteristics of hardware
are maintained, leading to WCET estimations close to fault-free WCET estimations, despite the
presence of faults. For instance, timing analysis is provided considering a reliable victim cache to
replace faulty entries [3], an extra reliable cache way per set and a shared reliable buffer [106].
Although our research up to now has not addressed this category, we will tackle hardware faults in
processing elements, as described in our near-future perspectives in Chapter 5.

1.3 Conclusions

This research focuses on the domain of designing real-time and reliable embedded systems. We
presented the main challenges and presented an overview of the state-of-the-art, regarding WCET-
aware and fault-aware approaches, applied at design-time and at run-time at different abstraction
layers, and positioned our contributions. The next three chapters will describe in more details
our contributions. More precisely, the proposed WA approaches are described in Chapter 2, the
contributions regarding FA approaches in Chapter 3, and the proposed WAFA approaches in Chap-
ter 4. Chapter 5 will present the main limitations of existing works, motivate our future work and
describe the future research directions.
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Chapter 2

WCET-aware task deployment for
multicore architectures

This chapter summarises our contributions focusing on real-time systems on multicore architectures
with hard timing guarantees, and thus, the system execution must guarantee that tasks are com-
pleted before their respective latency requirements (a.k.a. deadlines). More precisely, section 2.1
presents our contributions regarding optimal and heuristic design-time approaches to deploy Impre-
cise Computation (IC) tasks, characterized with pessimistic WCET regarding interferences, over
multicore architectures, under energy supply and hard real-time constraints. These works have
been performed during the Postdoctoral period of Lei Mo. Section 2.2 describes the contributions
regarding run-time approaches to adapt a time-triggered schedule, which has been created consid-
ering WCET that are interference sensitive (isWCET) for hard real-time applications. Section 2.3
presents our contributions regarding run-time approaches that allow interferences to occur and
adapt the task execution if a risk exist, through system mode switch, for mixed-critical systems.
These works have been proposed during my post-doctorate period and tenured-track period in
TARAN. Section 2.4 summarises the aforementioned contributions.

2.1 Interference-pessimistic design-time mapping for IC tasks

2.1.1 Context

In several real-time application domains, less accurate results, computed before the deadline, are
preferable than accurate, but too late, results [17]. This is due to the fact that a real-time applica-
tion has to provide a result before its deadline. When not enough time is available, approximate
results are acceptable, as long as the minimum acceptable Quality-of-Service (QoS) is satisfied and
the results are provided in time [65]. For instance, in audio and video streaming, frames with a
lower quality are better than missing frames. In radar tracking, an estimation of target’s location in
time is better than an accurate location computed too late. In control loops, an approximate result,
produced by a control law, is more preferable as long as the controlled system, e.g., cruise control
system, remains stable. In these domains, a task can be logically decomposed into a mandatory
subtask and an optional subtask [17, 277]. This decomposition is typically modeled by the IC task
model [144]. The mandatory subtask must be completed before the deadline in order to generate
the minimum acceptable quality, i.e., the baseline QoS. The optional subtask refines the obtained
result in order to increase the baseline QoS. For instance, in a real-time video application, at each
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period, an imperfect, but acceptable, quality image is initially produced from the received data.
Then, this image can be further refined depending on the available resources [17]. Similar applica-
tions can be found in many other areas, e.g., mobile target tracking, real-time heuristic research and
control engineering [277, 171]. In order to compute the increase in QoS that an optional subtask
provides, each task is associated with a QoS function. The most realistic and typical functions
for QoS modeling are the linear [219, 279, 277, 286] and the general concave [278, 66, 218, 16, 17]
functions, since they can adequately capture the behavior features of many application areas.

At the same time, the system energy consumption has become an important concern. To enable
energy efficiency, the platforms have been enhanced with the capability of dynamically scaling their
voltage and frequency during execution to balance system performance and energy savings [274].

In this context, the longer an optional subtask is executed, the higher QoS is achieved. However,
more energy is consumed and more time is required for the optional subtask execution. Furthermore,
executing a task with lower processor voltage and frequency leads to a reduction of the energy
consumption and an increase of the execution time of the task. In order to maximize the quality
of the application results, and at the same time meet the constraints on energy consumption and
real-time execution, proper task deployment approaches are required that can efficiently exploit
both the platform characteristics and the application’s tolerance to approximate results.

2.1.2 State-of-the-Art

The majority of the deployment approaches on multicore processors focuses on precise computa-
tion tasks [139, 54]. Usually these approaches aim at minimizing the energy consumption under
real-time constraints. On the contrary, deployment approaches that focus on tasks that tolerate
approximation, such as IC tasks [144], aim at maximizing the Quality of Service (QoS) under energy
and/or real-time constraints. The way IC tasks are deployed on a multicore platform is decided
mainly by three deployment factors. The first factor is the task mapping, which refers to both
the task allocation (on which core each task is executed) and the task scheduling (when each task
starts execution). The second factor is the decision of the voltage and frequency of the core when it
runs a specific task. The third factor is the adjustment of the optional part of each task. Table 2.1
provides several representative IC task deployment approaches from the literature and positions
our contributions. Overall, task deployment approaches can be classified based on whether: 1) the
tasks are Dependent (Dep.) or Independent (Indep.), 2) the platform is characterised as Symmetric
Multicore Processor (SMP) or Asymmetric Multicore Processor (AMP), 3) whether DVFS, task
allocation to processors (Alloc.) or task migration (Migr.) is under study, 4) whether Real-Time
(RT) or Energy (E) constraints are taken into account, and 5) the solution method is optimal (O)
or heuristic (H). Note that, AMPs provide heterogeneity to deal with application diversity, as they
consist of cores that differ in microarchitectural features, such as pipeline design, issue/fetch width,
and cache hierarchy, and not merely in frequency/voltage, as SMPs [159].

The majority of IC deployment approaches on multicore architectures propose heuristics, while
they do not consider concurrently the three aforementioned deployment factors. Regarding in-
dependent IC tasks, some approaches define upfront the frequency of the processors, and solve
the task allocation and the optional part adjustment, e.g., through a heuristic where the two
problems are solved in sequence for AMP [286, 267] and an optimal approach for SMP [17]. Re-
garding dependent IC tasks, some approaches assume that the task allocation is given upfront,
and thus, address only the task scheduling, frequency assignment and optional part adjustment for
SMP [279] and AMP [277]. Except single objective optimization, other existing approaches have a
bi-objective optimization where the energy consumption is minimized and the QoS is maximized,
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Table 2.1: Classification of representative task deployment approaches

Reference Task Platform Constraints Solution
Dep. Indep. Alloc. Migr. AMP SMP DVFS RT ES O H

[286, 267] X X X X X X
[17] X X X X X
[171] X X X X X X
[277] X X X X X X
[279] X X X X X X
[156] X X X X X X X

[C10] X X X X X X
[J15] X X X X X X X X
[J16] X X X X X X X
[C16] X X X X X X X X

but without restrictions on the energy supply, e.g., using genetic algorithms and particle swarm
optimization for independent and dependent tasks [156] and heuristic approaches for independent
tasks on SMP [171]. Overall, the QoS-aware task mapping for multicore platforms is still an open
issue, since there is no optimal polynomial-time solution [171].

The aforementioned QoS-aware task mapping methods, except [17], employ heuristics to find
the near-optimal solutions. Although heuristics can provide feasible solutions in a short amount
of time, they do not provide any bounds on solution quality, and are sensitive to changes in the
problem structure and parameters.

2.1.3 Contributions

We propose a decomposition-based approach able to provide the optimal solution, with reduce
solution time than typical optimal solvers, for independent IC tasks executed on a SMP [C10]. To
further improve the energy efficiency, the aforementioned approach has been enhanced with DVFS
capabilities [J15]. Furthermore, a heuristic is proposed to obtain near-optimal results with a negli-
gible solution time and less sensitivity to the problem parameters. As a next step, we have extended
our decomposition-based solution for dependent IC tasks and heterogeneous multicore platforms
and proposed an accelerated, but still optimal, version of our decomposition-based method [J16].
Last, optimal and heuristic approaches considering task migration are proposed in order to take
advantage of AMPs, such as the big.LITTLE platform [C16]. Note that, the extension of the op-
timal deployment methods from dependent to independent tasks and from SMPs to AMPs is not
straightforward, as additional usually non-linear constraints are introduced into the problem.

In the next paragraphs, we summarize the task and platform models considered in our con-
tributions and provide a general description of the proposed problem formulations and solutions.
For the exact mathematical formulations for each problem, please refer to the corresponding arti-
cles [C10, J15, J16, C16].

2.1.4 System model

We consider an interference-pessimistic set of IC tasks T = {τ1, . . . , τi, . . . , τN}. Each task τi is
described by a tuple {oi,Mi, Oi, di}, where Oi is the upper bound on the number of possible optional
cycles, i.e., 0 ≤ oi ≤ Oi. Therefore, the total length of task τi, measured in execution cycles, is
Mi+ oi. As we require to guarantee the deadline of the task, the Mi and Oi are measured in Worst
Case Execution Cycles (WCEC) [278], assuming the worst case for interferences. Each task has
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a relative deadline di before which both the mandatory and the optional subtasks of τi must be
completed. The relative deadline is defined as the time interval between the start of a task and the
time instance when the deadline occurs [116]. Without loss of generality, we consider that tasks
are released at the time 0. For dependent tasks [J16, C16], the task set is modeled by a Directed
Acyclic Graph (DAG) called G(V,E), where vertexes V denote the set of tasks to be executed, while
edges E describe the data dependencies between the tasks. A task starts its execution when all its
preceding tasks have been completed. Thus, the tuple is extended with tsi , which represents the
start time of task τi. Note that tsi is an unknown variable, which is determined by task deployment
decision. The deployment is performed within a scheduling horizon H. We use the linear function
model, i.e., the system QoS increases uniformly with the optional subtask execution.

We consider a multicore platform with M processors {θ1, . . . , θk, . . . , θM}. Each processor
θk (1 ≤ k ≤ M)(in [C10, C16]) is characterized by a given supply voltage and frequency pair
(vk, fk). Furthermore, for asymmetric platforms in [C16], the M processors are divided into R
clusters {W1, . . . ,WR}. Each cluster Wr consists of a set of symmetric processors, which have the
same frequency characteristics (e.g., minimal, maximal and operating frequencies). When DVFS is
taken into account in [J15, J16], each processor θk has L different Voltage/Frequency (V/F) levels
{(v1, f1), . . . , (vL, fL)}. Task-level DVFS is considered [278, 55], i.e., the frequency of a processor
stays constant for the entire execution of a task, whereas it can be modified among task executions.
When the processors are symmetric [C10, J15], the WCET of task τi, when it is executed at fre-
quency fk on processor θk, is given by Mi+oi

fk
. When the processors are asymmetric [J16, C16], the

parameter λik ∈ (0, 1] [139] is introduced to describe the execution efficiency of processor θk, when
it executes task τi. Therefore, the WCET of task τi with frequency fk on processor θk is Mi+oi

λikfk
.

Processors can operate in two modes: idle and active. A processor is said to be in the active
mode, if the processor currently executes a task. Otherwise, it is in the idle mode. The power
consumption of a processor θk is expressed as P ck = P sk + P dk , 1 ≤ k ≤ M , where P sk = Cskv

ρk
k

is the static power of the processor ready to execute (being either on the active or idle mode),
P dk = Cdkfkv

2
k is the dynamic power of task execution, and Csk, ρk and Cdk are constants depending

on processor type. It is assumed that when a processor has no task to execute, it goes into idle
mode. The transition time and energy overhead is considered very small compared to the time and
energy required to execute a task and are assumed to be incorporated into the execution time and
energy of the task. This power consumption model is widely adopted by existing works [139, 54].

Furthermore, the system is energy-constrained in the sense that it has a fixed energy budget Es
that cannot be replenished during the scheduling horizon H [286]. Taking the available energy Es
into account, the system operation can be divided into three states: 1) Low: the supplied energy
Es is insufficient to execute all the mandatory cycles {M1, . . . ,MN}, 2) High: the supplied energy
Es is sufficient to execute all the mandatory and optional cycles {M1 + O1, . . . ,MN + ON}, and
3) Medium: all the mandatory cycles are ensured to finish, while not all the optional cycles can
complete their executions. We focus on the medium state.

2.1.5 General problem formulation

Given a set T of IC tasks, our goal is to map T on M processors, such that the overall system QoS
is maximized, under task real-time and energy budget constraints. To achieve that, we determine
1) which processor should the tasks be executed on (task-to-processor allocation), and 2) how
many optional cycles should be executed (optional task adjustment). Furthermore, when we study
platforms that support DVFS, we also define 3) what frequency should be used for the tasks
(frequency-to-task assignment). When we study set of dependent tasks, we define 4) when should
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the task start (task scheduling). Last, when task migration is allowed, the migration of task is
performed among different clusters, as the processors in the same cluster are symmetric. Overall, a
processor is able to execute one task at a time instance (task non-overlapping constraint), the tasks
should finish before their deadline (real-time constraint) and consume no more than the available
budget (energy budget constraint). The above task mapping problems have multiple constraints,
and in order to formulate and solve them we have to combine binary and continuous variables.
Table 2.2 summarizes the constraints and the variables used in each contribution, along with the
type of the proposed problem formulation and the proposed solutions. As Mixed-Integer-Non-Linear
Programming (MINLP) problems are difficult to solve, we equivalently transform them to Mixed-
Integer-Linear Programming (MILP). We adopt the idea of variable replacement [54] to eliminate
the nonlinear items related to the optional cycles and the frequency assignment in [J15, J16] and
the task migration in [C16]. To achieve that we introduced continuous auxiliary variables to replace
the non-linear items. Then, the relevant constraints are modified accordingly. By doing so, the
MINLP is transformed to an equivalent MILP.

2.1.6 Optimal decomposition-based method

We propose an optimal algorithm to solve our problem formulation when binary and continuous
variables are coupled with each other linearly. The key idea comes from Benders decomposition,
which is an effective method for solving MILP with guaranteed global optimality [28, 198]. It
is based on the fact that if binary variables are determined, the problem will reduce to a Linear
Programming (LP) problem, which has a simpler structure, and thus, it is easier to solve. Therefore,
the overall idea is that, instead of considering all the variables and the constraints simultaneously,
we decompose the problem into a Master Problem (MP) and a Slave Problem (SP), which are
solved iteratively through a feedback loop. By doing so, the computational complexity of the
solution is significantly reduced [28], even if the initial problem is non-convex. More precisely,
the MP is an ILP that accounts for all binary variables along with the corresponding part of the
objective function and the relevant constraints. Furthermore, it includes a set of constraints called
Benders cuts, which derive from the SP. The SP is an LP that includes all the continuous variables
and the associated constraints. The SP solution provides additional feasibility and infeasibility
constraints that narrow down the feasible region of MP binary variables and are incorporated in
the MP through the Benders cuts.

Initially, we solve the MP and obtain a lower bound Ql for the optimal of the initial problem

Table 2.2: Summary of task deployment problem formulations.

Constraints Binary Continuous [C10] [J15] [J16] [C16]
Task-to-processor allocation X X X X X
Optional task adjustment X X X X X
Frequency-to-task assignment X X X
Task dependencies X X X X
Task migration X X
Task non-overlapping X X X X X X
Real-time X X X X X X
Energy budget X X X X X X
Type MILP MINLP MINLP MINLP
Solution O O+H O+acc.O O+H
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objective function Q∗ along with a set of values for the binary variables. Then, we substitute these
values into the SP and solve the dual of the SP (DSP) to obtain an upper bound Qu for optimal
value of the initial problem objective function. Based on the solution of the DSP, a new Benders
cut constraint is generated as follows: if DSP has a bounded (unbounded) solution, a feasibility
(infeasibility) constraint is generated. This new constraint is added into the MP, and a new iteration
is performed to solve the updated MP, and then, the new SP. The iteration process stops when
the gap between the upper and lower bounds is smaller than a predefined threshold. Figure 2.1
schematically describes the optimal algorithm proposed to solve the problem of task deployment
for dependent task over AMP platforms with DVFS in [J16].

Task-to-processor 
allocation

Frequency-to-task 
assignment

Task scheduling Task adjustment

Master problem (ILP)

Slave problem (LP)

New 
constraints

Optimal 
binary 

solution

MILP

Iteration m

Figure 2.1: The structure of optimal decomposition-based approach for dependent tasks and AMP
platforms with DVFS.

2.1.7 Accelerated optimal decomposition-based method

Although the solution provided by the previous method is optimal, this method cannot be used
to efficiently solve large problem sizes, because the MP is an ILP and at each iteration, a new
feasibility constraint or infeasibility constraint is added into the MP. With an increasing number
of iterations, both the computational complexity and the size of MP increase.

In order to circumvent these difficulties, we propose an accelerated version to reduce the com-
putational complexity of the optimal decomposition-based approach, which is dominated by the
cost of solving the MP at each iteration. To achieve that, we relax the binary variables to be con-
tinuous variables with ranges in [0, 1]. The relaxed MP is an LP problem, since all the variables are
continuous. Note that, if the DSP is solved with the solution of the relaxed MP, the DSP may be
infeasible, since the relaxed MP solution may not be binary. To solve this problem, the solution of
the relaxed MP is rounded to the nearest binary solution that is feasible to the MP. Such a binary
solution can be found by heuristics, e.g., using the feasibility pump method [85]. Based on the
structure of the relaxed MP and the SP, we design a distributed solution based on two-layer sub-
gradient algorithm to solve these problems. Positive Lagrange multipliers are introduced and the
dual function is obtained. Then, a two iteration process is applied, where the inner-layer iteration
updates the variables under the given Lagrange multipliers and the outer-layer iteration updates
Lagrange multipliers under the given variables. With the iterations between the outer-layer and
the inner-layer, the Lagrange multipliers statistically converge to the optimal values when step size
is a small enough value. Figure 2.2 schematically describes the accelerated version for dependent
tasks and DVFS over AMP platforms with DVFS proposed in [J16].

18



Feasibility pump method

Task-to-processor 
allocation

Frequency-to-task 
assignment

Task scheduling Task adjustment

Master Problem (ILP)

Slave Problem (LP)

New constraints

Feasible binary solution

MILP

Relaxed Master Problem (LP)

Iteration m

Outer-layer iteration (n)
Inner-layer 
iteration (k)

Two-layer iteration

Optimal continuous solution

Optimal 
continuous 

solution

Figure 2.2: The structure of accelerated optimal decomposition-based approach for dependent tasks
over AMP platforms with DVFS.

2.1.8 Heuristic methods

As binary and continuous variables are highly coupled with each other in the problems under
study, it is difficult to design an efficient heuristic. When the problem formulation is changed,
existing heuristics usually have to be redesigned, such as [286, 171]. Inspired by the structure
of the optimal algorithm and its accelerated version, we propose two novel heuristics, where the
complexity is reduced by i) removing the iteration process for SMP [J15], and ii) reducing the
number of iterations for AMP [C16]. Note that, the proposed heuristics are a reduced version of
the optimal approach, and thus, they can be applied to similar MILP problems without redesigning.

The heuristic in [J15] exploits the fact that the most complex steps are task-to-processor and
frequency-to-task decisions. If the value of these binary variables is determined, the problem
reduces to a LP problem. Therefore, the proposed heuristic initially solves the Frequency-to-task
Assignment Problem (FAP) to obtain a feasible solution. Since the mandatory subtasks must be
always executed, we initially consider only the frequency assignment of the mandatory subtasks and
our aim is to minimize the energy consumption. Having determined the frequency-to-task decision,
we obtain the execution time of mandatory subtasks. Then, we find a feasible solution for the Task
Allocation Problem (TAP), with the goal of minimizing the maximum task execution time among
processors. In the final step, based on frequency-to-task assignment decision and task-to-processor
allocation decision, we solve the Optional Task Adjustment Problem (OTAP) under real-time and
the energy budget constraints. The structure of the proposed heuristic is depicted in Figure 2.3 for
independent tasks over SMPs platforms with DVFS.

In [C16], the heuristic (named HDA) has a structure similar to the optimal one, except that
the optimal MP solution is replaced by a feasible MP solution (as in the accelerated version).
Furthermore, the iteration stops when the SP obtains a bounded solution for first time. The
structure of the proposed heuristic is depicted in Figure 2.4 for dependent tasks over AMPs.

2.1.9 Evaluation

This section presents the main results to evaluate the behavior of the proposed approaches, whereas
the complete evaluation can be found in [C10, J15, J16, C16]. We present the QoS and computation
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Figure 2.3: The structure of heuristic approach for independent tasks and SMP platforms with
DVFS.

ODA(ILP)

HDA(LP)

ODA

Master problem 
(Task allocation)

MILP

SP is feasible

Iteration stopping criterion

( ) ( )u lk k H) �) d

HDA

ODA(LP)

HDA(LP)

Slave problem 
(Task scheduling)

ODA(ILP)

HDA(LP)

ODA

Master problem 
(Task allocation)

MILP

SP is feasible

Iteration stopping criterion

( ) ( )u lk k H) �) d

HDA

ODA(LP)

HDA(LP)

Slave problem 
(Task scheduling)

ODA(ILP)

HDA(LP)

ODA

Master problem 
(Task allocation)

MILP

SP is feasible

Iteration stopping criterion

( ) ( )u lk k H) �) d

HDA

ODA(LP)

HDA(LP)

Slave problem 
(Task scheduling)

Figure 2.4: The structure of heuristic approach for dependent tasks and AMP platforms.

time of the proposed optimal approach (named OJTM) and heuristic (named HJTM) for indepen-
dent tasks over SMP and the optimal approach (named JDQT) and accelerated version (named
AJDQT) for dependent tasks oven AMP. Furthermore, we compare with optimal approaches, i.e.
Branch and Bound method (B&B) [39, 183], which is known to provide optimal solution for the
MILP problem, and stochastic approaches, i.e. Genetic Algorithm (GA) [237]. The simulations
are performed on a laptop with quad-core 2.5 GHz Intel i7 processor and 16 GB RAM, and the
algorithms are implemented in Matlab 2016a.

Experimental set-up

Table 2.3 summarizes the set-up. Note that using different values for the set-up will only modify
the parameters, and not the problem structure. Thus, the proposed methods are still applicable.
Platform: The processor model used for the multicore platform in the experiments is based
on 70 nm technology, where the accuracy of the parameters’ values has been verified by SPICE
simulations [55]. The processor operates at five voltage levels in the range of [0.65 V, 0.85 V ] with a
step of 50 mV (i.e., L = 5). The power of the processor in the idle state is set to P s0 = 80 µW , while
the corresponding frequency fl, the dynamic power P dl , and the static power P sl under different
voltage levels are shown in Table 2.3. The number of processors (i.e., M) is tuned from 4 to 10
with a step of 2.
Benchmarks: The IC task set is created by randomly generating IC task graphs with a total
number of task N equal to 10 up to 50 tasks. The WCEC of the mandatory part Mi and the
maximum optional part Oi of a task τi are assumed to be within the range [4× 107, 6× 108] [286],
provided from the execution of MiBench and MediaBench benchmark suites [203].
Constraints: Regarding real-time constraints, for independent tasks, the relative deadline for each
task is di = min∀l∈L{Mi+Oi

fl
} and the scheduling horizon H is assumed to be proportional to the
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average processor workload, H =
⌈
N
M

⌉ ∑N

i=1 di

N . For dependent tasks, the relative deadline of a task
τi is assumed to be in the range [di, di], where di = min∀l∈L{Mi+Oi

fl
} and di = max∀l∈L{Mi+Oi

fl
} are

the minimum time and the maximum time required to execute the cycles for the mandatory part
and the maximum optional part, respectively. The hyper-period of the tasks is H = max∀i∈N {Di},
where Di is the absolute deadline of a task τi, Di = t̂is + di, where t̂is is the temporary start time.
The temporary start time is computed by setting the temporary end time of task τi equal to the
temporary start time of task τj (i.e., t̂ie = t̂is + di = t̂js), if task τi precedes task τj . If τi is the first
task, we set t̂is = 0. Regarding energy supply constraint, since system is in the medium energy state,
the energy supply is set to Es = ηEh, where Eh = MHP s0 +∑N

i=1[min∀l∈L Mi+Oi
fl

(P sl + P dl − P s0 )]
is the minimum energy required to execute {M1 +O1, . . . ,MN +ON} cycles. The energy efficiency
factor η is tuned from 0.8 to 0.9 with a step of 0.05.
Objective function: The objective function of the problem under study is given by a linear
function of the QoS tasks, adopted from [286, 267].

Table 2.3: Summary of experimental set-up for task deployment approaches

Processor θk characteristics
vl (V) 0.65 0.7 0.75 0.8 0.85
fl (GHz) 1.01 1.26 1.53 1.81 2.10
P dl (mW) 184.9 266.7 370.4 498.9 655.5
P sl (mW) 246 290.1 340.3 397.6 462.7
P s0 (µW) 80
Task τi characteristics Mi, Oi ∈ [4× 107, 6× 108]

Real-time constraint
Independent tasks Dependent tasks

di = min∀l∈L
{
Mi+Oi

fl

}
di ∈ [min∀l∈L{Mi+Oi

fl
},max∀l∈L{Mi+Oi

fl
}]

H =
⌈
N
M

⌉ ∑N

i=1
di

N H = max∀i∈N {Di}
Energy supply constraint Eh = MHP s0 +

∑N
i=1
[

min∀l∈L Mi+Oi

fl

(
P sl + P dl − P s0

) ]
Es = ηEh

Objective function
∑N
i=1 gi(oi) =

∑N
i=1 oi

Independent IC tasks over SMP

Figure 2.5a shows the statistical property of the QoS gain between OJTM and HJTM, B&B and
GA. The QoS gain of an approach i compared to an approach j is given by Qi(M,N,η)−Qj(M,N,η)

Qi(M,N,η) ,
where Qi(M,N, η) is the QoS achieved by approach i and Qj = (M,N, η) is the QoS achieved by
approach j under given M , N and η parameters, respectively. We present the box plot of the QoS
gains obtained under all M and N values for a given η. On each box, the central mark indicates
the median, and the bottom and top edges of the box indicate the 25th and 75th percentiles,
respectively. The whiskers extend to the most extreme data points that are not considered outliers
and the outliers are plotted individually using the ‘+’ symbol. From the obtained results, we
observe that the solutions given by B&B and OJTM are same, and thus, OJTM also finds the
optimal solution. Furthermore, OJTM achieves higher QoS (26.3% in average) than HJTM, and
OJTM achieves higher QoS (7.6% in average) than GA. Although GA solves complex non-linear
programming problem (non-convex), such as MINLP, the solution optimality is hard to guarantee.

Figure 2.5b depicts the computation time gain between OJTM and HJTM, B&B and GA.
Similar as before, we denote Ti(M,N, η) and Tj(M,N, η) as the computation time of an approach i
and j, respectively, under given M , N and η parameters. The computation time gain of an approach
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Figure 2.5: QoS and computation time gain of B&B, GA, OJTM, and HJTM with M , N and η
varying.

i compared to an approach j is given by Ti(M,N,η)−Tj(M,N,η)
Ti(M,N,η) . Overall, OJTM takes a shorter

computation time than B&B (22.6% in average) and GA (35.6% in average). The computational
complexity of an optimization problem increases significantly with the number of variables and
constraints. Although B&B can optimally solve MILP problems for large problem sizes, it explores
a large number of nodes to find the optimal solution. Compared with OJTM, the GA structure
is more complex, as in each iteration GA generates new populations, through several procedures,
such as selection, reproduction, mutation and crossover. Transforming MINLP problem to a MILP
simplifies the structure of the problem, and, thus, the optimal solution is easier to find. Furthermore,
solving iteratively smaller problems, i.e., the MP and the SP, is more efficient than solving a single
large problem. This result agrees with the comparison of [204]: the decomposition-based method
is faster than the B&B for lager problem instances. HJTM can find a feasible solution within a
negligible computation time compared with OJTM.

Dependent IC tasks over AMP

Figure 2.6a compares the QoS gain of JDQT with B&B and GA, computed as before. We observe
that JDQT achieves higher QoS (6.8% on average) than GA and it has the same QoS with B&B.
Furthermore, the accelerated version AJQDT has the same QoS with the optimal JDQT.

Figure 2.6b compares the computing time of JDQT, B&B, GA and AJDQT. JDQT takes a
shorter computing time than B&B (27.8% on average) and GA (73.2% on average). AJDQT takes
32.69% on average less time than JDQT. As M and N increased, the computing time of JDQT,
B&B, and GA grows, since more variables and constraints are involved in the problem, and thus,
the problem size is enlarged, compared to AJDQT.
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Figure 2.6: QoS and computation time gain of B&B, GA, JDQT, and AJDQT with M , N and η
varying.

2.2 Interference-controlled run-time adaptation of isWCET time-
triggered task execution

2.2.1 Context

In multicore architectures, several resources are shared among the cores, such as memories and
interconnects. The concurrent accesses to these resources must be arbitrated, introducing non-
deterministic variations to the access times. This behavior is called timing interference. The amount
of interference a task may suffer during execution depends on the number of accesses to shared
resources and on which tasks are running in parallel. As shown in Table 2.4, approaches bound the
number of allowed memory access in order to bound the interference. For instance, offline partition
the capacities of shared resources among tasks [180, 152] and cores [281]. A monitor observes at
run-time the task resource usages and suspends the tasks/cores that overtake the allocated capacity.
Extensions of these approaches allow dynamic changes in the resource partitioning, when resources
are underutilized [179, 282]. Parallel tasks are defined by the task scheduling and allocation. During
the WCET estimation of a task either: i) the worst-case interference is used, i.e. all accesses of a
task to a shared resource are assumed to conflict with all other cores, or ii) the task scheduling
and allocation is known and it is used to provide essential information regarding which tasks are
scheduled in parallel, allowing more accurate estimation of interference. The first approach is
valid for any task scheduling and allocation. However, the pessimism introduced in the WCET
estimation (by being unaware of the task scheduling and allocation solution) can potentially negate
the performance benefit coming from the parallel execution of the tasks on multi-cores [127] or even
make the problem infeasible, if the system becomes unschedulable. Such WCETs estimations with
interference can be seven times larger than the corresponding estimations without interference, both
experimentally measured [C7, 153] and analytically computed [246, 245]. The second approach uses
the information obtained by the task scheduling and allocation solution to compute interference-
sensitive WCET (isWCET), which are lower than the pessimistic WCET of the first approach [214,
245, C13, 209], as they account for the interference only of the tasks scheduled in parallel. However,
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the isWCETs are schedule-dependent, and thus, they are valid only for the schedule solution they
have been estimated for.

In this context, in order to guarantee an execution within the available time, the isWCET
schedule and allocation solution, used to compute the isWCET, has to be maintained during
execution. Otherwise, additional interferences may occur, which have not been accounted for
during task scheduling and allocation.

Table 2.4: Comparison of representative isWCET approaches

Ref. Schedule Interference bounds
TT Static Dynamic Parallel tasks Static bounds Dynamic bounds

[180] X X
[179] X X
[281, 152] X X
[282] X X
[214, 245, 209] X X
[244, 246] X X

[C18] X X
[C21] X X

2.2.2 State-of-the-Art

In order to maintain the isWCET schedule during execution, the majority of existing approaches
use time-triggered execution, where the tasks are executed exactly at their start time assigned in
isWCET schedule. For instance, time-triggered approaches analyse the tasks scheduled in parallel
to obtain isWCET [214, 245, 209]. Figure 2.7a illustrates the time-triggered execution of the task
scheduling and allocation solution for four tasks τ0, τ1, τ2, τ3, which access a shared resource, e.g.,
the main memory. The delays, that each task suffers due to the interference caused by the task
running in parallel, are denoted with light stripped boxes. Although time-triggered execution is
time-safe, it prohibits any improvement on performance, since the tasks can start only at the time
instant that has been defined by the time-triggered schedule at design-time. However, performance
improvement can create slack, which can be used to increase the QoS or execute other best-effort
applications. For example, in cruise control systems, the created slack can be used to further
improve quality of the result produced by the control law, whereas in satellite systems less essential
functions, such as scientific instrument data collection, can be activated [84].

To enable any performance improvement, adaptation is required during execution. This can
be achieved by using information of the task actual execution time, which becomes available as
the execution progresses. However, any adaptation occurring at run-time must be safe, i.e., either
no additional interference should be allowed by the run-time adaptation or any additional allowed
interference must be guaranteed to be safe. Otherwise the system execution becomes unsafe, as
shown in Figure 2.7b. Task τ0 finishes earlier than the time instance given by the isWCET time-
triggered schedule. If run-time adaptation re-schedules τ2 at an earlier start time, it can cause
additional interferences to τ1 (depicted by the striped blue box). These additional interferences
increase the isWCET of τ1, making the isWCET schedule invalid, and τ1 may violate its deadline.

The work in [244, 246] performs run-time adaptation of isWCET time-triggered schedules, by
allowing tasks to be executed earlier-than-originally scheduled, preserving the timing guarantees.
This is achieved by inserting extra scheduling dependencies to the task scheduling and allocation
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Figure 2.7: Task execution considering isWCET

solution, depicted by the arrows in Figure 2.7c, to prohibit any additional task overlapping in
case of run-time re-scheduling. In this way, the partial order of task execution is enforced at run-
time and no increase in the interferences can occur, maintaining the isWCET estimations valid.
The run-time adaptation is achieved through controllers that monitor the task execution on each
core and share information regarding the status of cores. Before executing task τi, the controller
checks if the scheduling dependencies are met, and thus, the task is ready for execution. This
corresponds to the ready phase Ri of the controller of task τi, depicted in Figure 2.8a. When the
task finishes execution, the controller updates a status array and notifies the rest of the controllers
that the task has finished its execution. In Figure 2.8a, this corresponds to the update phase Ui
of the controller of task τi. However, this approach requires a global centralized synchronisation
mechanism to protect the information shared among the cores. Such a centralized mechanism
executes the requests from different cores in sequential order, which inserts waiting time in order
to gain access in the protection mechanism, as depicted by the rectangle W in Figure 2.8a.

d1

WR1

R0 U0R2

U1R3 U3

U2τ2τ0

τ3τ1Core 1

Core 0

time

…

…

(a) Global

R1

R0 U0R2

U1R3 U3

U2τ2τ0

τ3τ1Core 1

Core 0

time

…

…

d1

(b) Fine-grained

Figure 2.8: a) Global [244] and b) fine-grained [C18] protection mechanisms to enforce partial order.

2.2.3 Contributions

Our first contribution [C18] is to remove the limitations of global centralized mechanisms by propos-
ing an interference-sensitive adaptation approach capable of fine-grained protection. The proposed
approach enables parallel execution of the control phases on each core, whenever possible, via
fine-grained protection of the shared variables, eliminating any unnecessary blocking, as shown in
Figure 2.8b. In this way, tighter WCET of the run-time adaptation controller and overall better
run-time execution of tasks are achieved.
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Our second contribution [C21] comes from the observation that by enforcing the partial order of
tasks, we limit the performance improvement that can be achieved through run-time adaptation. As
depicted in Figure 2.7c, the run-time mechanism with enforced partial order can allow an earlier
execution of successor tasks (τ2 and τ3), only when all their predecessor tasks have finished (τ0
and τ1). Let’s assume that τ0 started earlier-than-originally scheduled and some time slack has
been created at run-time, due to early termination of a task. This time slack can be exploited
to further improve performance. As depicted in Figure 2.7d, if the additional isWCET, due to
the interferences inserted by a new task running in parallel (e.g., by running τ2 in parallel with
τ1), is less than the time slack, then the partial order of tasks can be safely relaxed, and thus,
τ2 can be executed in parallel with τ1. Therefore, we propose an interference-sensitive run-time
adaptation approach that safely relaxes the partial order of tasks. The actual execution time of
tasks across cores is explored to allow concurrent tasks to sustain more interference, than the one
computed during the isWCET schedule, as long as the timing guarantees are preserved. Compared
to existing approaches, the proposed approach is capable of exploiting the run-time variability due
to a shorter task execution compared to the isWCET schedule computed offline. This run-time
variability is created due to i) lower interference occurred during execution than the maximum
possible interference, used to offline compute the isWCET schedule, and ii) the executed path is
different than the worst-case path of the task, used to compute the isWCET schedule. The next
sections describe the main notations of the proposed approaches, while all details, definitions and
mathematical formulations can be found in [C18, C21].

2.2.4 System model

Let T denote the set of tasks of an application to be executed on the set of cores M of the target
platform. The input to the proposed mechanism is a time-triggered schedule that provides the
start and end times of the tasks and their allocation to cores. Such time-triggered schedule can be
constructed by a scheduling algorithm that provides timing guarantees, applied offline using the
isWCET of the task-set T . The tasks of T can be dependent, or independent, and are periodically
executed in a non-preemptive manner. Since the proposed approach acts upon the time-triggered
schedule, any limitation stems from the task model and the scheduling algorithm used offline to
derive the time-triggered schedule. A time-triggered schedule is considered safe, iff it satisfies the
system-defined timing constraints, i.e., each task deadline and/or a global deadline must be met.
Given a safe time-triggered schedule, a set of scheduling dependencies EisRA enforce the partial
order of the tasks in the time-triggered schedule, s.t. a task τ depends on the tasks {τ ′} that
finished immediately before it on all cores M.

2.2.5 Enforcing partial order through fine-grained protection mechanism

To obtain a safe and efficient fine-grained synchronization approach, parallel execution of control
phases of different cores must be allowed, whenever it is possible, without creating any concurrency
issues. To achieve that, we propose a control mechanism that is executed independently on each
core and for each task. The task execution is extended with two control phases, namely ready
and update. To achieve fine-grained synchronisation, each core must have its own status vector (of
size |M|), where each bit of the status vector corresponds to a core. The status vector of a core
represents the notifications received from other cores at any time instance.
Ready phase: During the ready phase, the controller waits for the task to become ready, i.e., all
previous tasks have finished, and thus, its dependencies are met. To implement the ready phase,
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Figure 2.9: Example of isRA-FG enforcing operation for four tasks on two cores (Curly brackets:
ready vector, parentheses and arrows: notification vector).

a ready vector (of size |M|) is required for each task τ . Each bit in the ready vector represents
the core k on which the incoming edge of the scheduling dependencies originates from. The ready
vectors are created offline for each task τ , based on the dependency relation EisRA, and they are
not modified during execution. For instance, in Figure 2.9a, the ready vector of task τ2 is {11},
since it is has to wait for i) task τ1 running on core 1 and ii) task τ0 running on core 0, to finish
before being executed. The ready vector of task τ1 is {00}, since no dependency exists from another
task. The controller reads the ready vector of the task τ to be executed next. Then, it has to gain
access to the critical section of the status vector through the protection mechanism related to the
core k. Once it has been granted access to its status vector, it checks if all task dependencies are
already met. If this is true, the task τ can be executed. For instance, tasks τ2 and τ3 in Figure 2.9c
are considered ready, since the corresponding bits of the status vectors of core 0 and core 1 are set
and the status vectors are equal with the ready vectors. Before advancing to the execution phase,
the controller resets the bits indicated by the ready vector of task τ in its status. This is illustrated
in Figure 2.9d, where the corresponding bits in the status vectors are reset and tasks τ2 and τ3
are executed. Then, the protection mechanism is released and the phase finishes. Otherwise, the
process is repeated, until the task becomes ready.
Update phase: During the update phase, the controller notifies all relevant cores that the task
has finished execution. A core k’ is called relevant for any task τ executed on core k, when there
exists an outgoing edge from task τ towards a task τ ’ on core k’. To implement the update phase,
a notification vector (of size |M|) is required for each task τ that describes the relevant cores. The
notification vectors are created offline for each task τ , and they are not modified during execution.
For instance, in Figure 2.9a, the notification vector of task τ1 is (11); when it finishes execution, it
has to notify task τ2 running on core 0 (bit 0) and task τ3 running on core 1 (bit 1). After the task
τ on core k completes its execution, the controller has to update the status of all the relevant cores.
To do so, it initially reads the notification vector of τ . For each core i, it checks whether the core
should be notified, and thus, its status should be updated. For each such core, the controller tries
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to gain access to the critical section through the core’s protection mechanism. If access is granted,
the controller verifies if the previously occurred update of the core k has been already consumed
by core i. If this is true, the k-th bit in the status of core i is set, indicating that the dependency
from core k has been met. The corresponding bit in the notification vector is cleared to show that
the controller has already updated the core. For instance, in Figure 2.9b the controller of core
0 updates its own bit after task τ0 finishes. In Figure 2.9c, the controller of core 1 updates the
corresponding bit in the status of core 0 after task τ1 finishes.

2.2.6 Relaxing partial order mechanism

To enable a safe partial order relaxation during execution, the previous control mechanism is
extended with the relax phase and the global time-slack computation. When a task is not ready,
the control mechanism tries to relax the partial order of the tasks, when it is safe. To achieve that,
a global slack is computed, which is the minimum time-slack among all cores. The time-slack of a
core is given by the amount by which the execution of its tasks has been sped up. Speed-up occurs
when the actual execution of a task is shorter than its isWCET. The partial order is allowed to be
modified, if the introduced interference by any new task, running in parallel, is less than this global
slack. The interference that a task τ can cause to and sustain from is upper bounded by ιmax(τ).
Relax phase: To achieve partial order relaxation, the controller of core k gains access to its critical
section and clears the k-th bit of the notification vector for each predecessor task τ ′, to indicate that
the dependency has been removed, as illustrated in Figure 2.10a. In order to reflect these changes
to its own status and ready vectors, it stores which dependencies have been removed in a local
variable. A dependency from a predecessor task τ ′ on the same core k is met, i.e., the notification
from core k has already occurred. Hence, the local variable is initialized with all bits set, except
the k-th bit. For the same reason, the k-th bit of that task’s τ ′ notification vector is not reset.
Finally, the controller resets all the bits of its status and ready vector that were modified by the
relaxation process, according to the local variable, and tests if the task is now ready. Figure 2.10b
shows the partial order relaxation between task τ1 and τ2 for the running example (initial steps
are the same as Figure 2.9a and Figure 2.9b). Notice that, data-dependencies are preserved, thus
ensuring proper ordering of data-dependent tasks.
Global slack: The time-slack of a core is the difference between the actual response time R(τ) of
a task τ and its end time ε(τ). As the actual response time R(τ) is not known a-priori, we use a
safe slack approximation, i.e., στ = β(τ) − t with max

τ ′∈pred(τ)
R(τ ′) ≤ t ≤ β(τ), where t is any time

instance between the instance when the task becomes ready, i.e., all its predecessors have finished,
and the time-triggered start time β(τ). This approximation is safe, since the time-slack after the
execution of the task is greater or equal to the slack created before the execution of the task.
This safe approximation enables an efficient computation of the global slack, i.e., the minimum
slack of all cores, at any time instance t, in a distributed manner, without requiring any sort of
synchronisation or explicit exchange of information among cores. This is achieved by subtracting
the current time instance t from the minimum start time of all active tasks. To avoid inter-core
information exchange, a global array is used to store the start time of the active task on each core
and a global variable obtains the minimum value of the array. The start time of an active task is
updated every time a core has to execute a new task. As soon as a new task is active, the controller
of core k stores the old start time in a local variable and updates the start time of its active task
with the new one. If its old start time is equal to the minimum value of the array, it means that this
controller was the owner of the minimum value, and thus, it has to recalculate the new minimum of
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the global array. Otherwise, it delegates this computation to the controller that is the owner of the
minimum value of the array. Note that, accessing the global variable without protection can result
in missing a write from another core. This means that the controller uses an older value, which is
smaller than the new one. This only results in smaller global slack computation, and thus, only
missed opportunities of relaxation. This is deliberately done so, in favor of run-time performance.
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Figure 2.10: Example of isRA-FG relaxion operation for four tasks on two cores (Curly brackets:
ready vector, parentheses and arrows: notification vector).

2.2.7 Evaluation

This section presents the evaluation of the proposed approaches. We compare the performance
gain and overhead of the approaches that enforce the partial order of the tasks, i.e., the proposed
fine-grained approach (named isRA-FG) and the global centralised approach (named isRA-GLO)
with the time-triggered execution, and the proposed fine-grained approach that relaxes the partial
order of the tasks (named isRA-DYN) compared to isRA-FG. The performance gain is given
by the observed execution time of the tasks allocated on a core (a.k.a. makespan). Hence, to
attribute any observed makespan decrease as a gain for a run-time approach, any system parameter,
that may lead to timing variability at run-time, should be controlled and explored independently,
whenever possible. These parameters are mainly the interferences, the different execution paths
of the benchmarks and the impact of caches. Therefore, we initially explore the timing variability
that each benchmark can have, when executed on the platform. Here we show the results for
three execution configurations, where two, four and eight benchmark instances are running on
two, four and eight cores, respectively. Each experiment has been executed twenty consecutive
iterations. We provide the average performance gain of an approach j compared to an approach i,
i.e., Makespani−Makespanj

Makespani
, for all cores and experiments per configuration. The complete evaluation

can be found in [C18, C21]. Note that, during the experiments, we observed no timing violations
according to the time-triggered solution.

Experimental Setup

Platform & implementation: A real multi-core COTS platform, i.e., the TMS320C6678 chip
(TMS in short) of Texas Instrument [253] is used. The platform characteristics are depicted in
Table 2.5. All mechanisms have been implemented as a bare-metal library, with low-level functions
for the controller phases using TMS hardware semaphores.
Benchmarks: To experimentally evaluate the approach, we have conducted experiments using
three different applications with respect to the number of tasks, WCET, and Worst Case Resource

29



Table 2.5: TMS platform and benchmark characteristics.

DSP Instr/cycle Freq. L1P L1D L2
char/stics 8 1GHz 32KB 32KB 512KB
No. DSPs 8 NoC TeraNet (11 cycles)
Shared L3 4MB SRAM DDR3 512 MB Sem. 32 cycles

No. Seq. WCET No.
tasks (cycles) WCRA

DCT 32 981,120 69,808
MERGE 47 669,026 55,415

FFT 47 275,891 41,981

Table 2.6: Benchmark timing variability

Interference variability
Caches Path DCT MERGE FFT

Disabled Best-Path 32.13% 46.67% 55.03%
Worst-Path 44.80% 43.78% 52.70%

Enabled Best-Path 0.43% 0.91% 3.58%
Worst-Path 0.32% 0.91% 3.29%

Cache variability (No interferences)
Path DCT MERGE FFT

Best-Path 73.83% 69.03% 69.40%
Worst-Path 76.57% 68.60% 69.38%
Path variability (No interferences)
Caches DCT MERGE FFT

Disabled 46.65% 12.84% 0.15%
Enabled 40.51% 14.69% 0.46%

Accesses (WCRA) taken from the StreamIT benchmarks [255]: i) Discrete Cosine Transformation
(DCT), ii) Mergesort (MERGE), and iii) Fast Fourier Transformation (FFT).
WCET and WCRA acquisition: Since no existing static WCET analysis tool supports the
TMS platform, a measurement-based approach has been used to acquire the WCET of each task.
Obtaining safe and context-independent measurements requires to eliminate the sources of timing
variability[78], by disabling data-caches, removing interference (i.e., the task is executed alone on
one core) and providing input data to enforce the worst-case path. To perform our measurements on
the real platform, we used the local timer of the core. To increase the reliability of the measurements,
we have followed the approach of multiple executions. Each task has been executed 50 times, which
has been shown to provide a small standard deviation [164], and maintained the largest observed
value. The application has been compiled with -O0, i.e., no optimizations, in order to obtain the
WCRA of each task by the produced binary. Table 2.5 depicts the overall WCET, WCRA and
number of tasks of each benchmark, used to obtain the time-triggered near-optimal solutions.
Data-placement: The controller data are placed on the on-chip Multicore Shared SRAM Memory
(MSM), while application data are placed in the off-chip main memory (DDR3), ensuring that the
controller does not interfere with the task’s execution.
TT-schedule: The input of all approaches is the offline isWCET schedule generated by [246].

Characterization of timing variability

We tune caches, different execution paths and interference independently in order to characterize its
impact to the timing variability per benchmark. To compute the timing variability, the execution
time of the best observed case and the worst observed case are compared. Table 2.6 shows the
timing variability due to caches and diverse paths (computed without any interference), and the
timing variability due to interferences, when all cores are running the same benchmark. We observe
the impact of caches is quite high for all benchmarks, with 71.14% on average, whereas the impact
of different execution paths depends on the benchmark type. The impact of the interferences is
important (45.85% on average), with disabled caches. With enabled caches, the interference impact
is reduced, since the cache sizes are large enough, and thus, keep the benchmark data locally.
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Fine-grained compared to global centralised protection mechanisms

From the experiments, we observed that the behavior of isRA-FG is similar, in terms of minimum,
maximum and average makespan, for all cores for all benchmarks, under any timing variability.
Note that, this behavior of isRA-FG is due to the fixed partial task order and motivates the use of
an approach that can explore the variability occurring at run-time, such as isRA-DYN. Therefore,
this section we present the behavior of isRA-FG with 0% timing variability.

Figure 2.11 shows the average performance gain among all cores and experiments, for all config-
urations and benchmarks, for isRA-FG and isRA-GLO approaches compared to the TT schedule.
Overall, the isRA-FG achieves performance improvements compared to the isRA-GLO. The gains
of the isRA-FG compared to isRA-GLO are increased with increasing the number of cores, for all
benchmarks. The minimum gain is observed when only 2 cores are used, i.e., for DCT benchmark
where the proposed approach achieved 47.84% and isRA-GLO 47.07% smaller makespan than TT-
schedule. As the number of cores increases, more tasks are executed in parallel. As a result, the
probability of having requests for accessing the global protection mechanism by more than one
core is increased, increasing the overhead of the global protection mechanism compared to the
fine-grained mechanism. The maximum gains have been observed for FFT with 8 cores, where
isRA-FG achieves 40.46% and isRA-GLO 5.38% smaller makespan than TT-schedule.

Relaxation compared to enforced partial order of tasks

This section presents the behavior of isRA-DYN with respect to the timing variability, due to
interferences, caches, and multiple execution paths of the benchmarks. We have performed exper-
iments, where we insert at each benchmarks a timing variability from 0% up to 40%, on average.
Figure 2.12 depicts the average performance gains of isRA-DYN compared to isRA-FG.

The configuration with 0% timing variability is the worst set-up for isRA-DYN, since the timing
variability of the benchmarks is eliminated as much as possible. To achieve that, the same execution
path is used among executions and caches are disabled. However, it is not possible to eliminate the
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Figure 2.11: Average performance gain of isRA-FG and isRA-GLO compared to TT execution,
among all cores and experiments, for all configurations and benchmarks.
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Figure 2.12: Average performance gain of isRA-DYN compared to isRA-FG, among all cores and
experiments, for all configurations, benchmarks and timing variability.

interference occurring from the parallel execution of tasks. For all the experiments, we observe that
the behaviour of isRA-DYN improves over the behavior of isRA-FG, in all cores, as the number
of cores increases. For two cores, isRA-DYN provides a small gain (from 0.08% for MERGE up to
0.22% for FFT, with an average of 0.145% among all benchmarks). The low gain of two cores is
due to the low interference occurring during execution in combination with a bit higher run-time
overhead of isRA-DYN, due to the relax phase, compared to isRA-FG. As the number of cores is
increased, the occurring interference is increased, and thus, the gain is higher. As the only source
of timing variability is interference, the gain of isRA-DYN verifies that the proposed approach is
capable of exploring the occurring interference during execution, compared to isRA-FG.

To quantitatively characterize the behavior of the isRA-DYN, when other sources of timing
variability occur on top of the interferences, we insert an average variability of 5%, 10%, 20% and
40% in the WCET of the benchmarks (WCRA remains unchanged). Overall, isRA-FG fails to
take advantage of timing variability during execution, due to its fixed partial order policy. On the
contrary, isRA-DYN provides higher gains as the variability is increased. For two cores, as the
timing variability is increased, the gains also increase. Considering all benchmarks, we observe
an average gains of 0.85%, 2.09%, 4.95%, and 9.33%, for 5%, 10%, 20% and 40% variability,
respectively. The maximum gain for 40% variability is 11.35% observed for core 0 running DCT.
As the number of cores is increased, the gains are also increased. For four cores, the average
gain over all benchmarks is 1.89%, 3.82%, 8.46% and 15.86% for the different variabilities. The
maximum gain for 40% variability is 19.85% observed for core 1 running MERGE. For eight cores,
the gains are even higher, i.e., with an average gain over all benchmarks equal to 3.45%, 7.11%,
14.22% and 23.26% for the different variabilities. The maximum gain for 40% variability is 25.31%
observed for C4 running MERGE.
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Controller cost

Table 2.7 depicts the corresponding WCET in cycles for the isRA-GLO, isRA-FG and isRA-DYN
approaches when executed over TMS. The time-triggered mechanism cost is 270 cycles, where 70
cycles are required to write a watchdog timer with the start time of the task and at least 200 cycles
for serving an interrupt handling routine, when the timer expires. As the number of cores increases,
the WCET cost for the controller of isRA-FG and isRA-DYN increases almost linearly compared
to the WCET of isRA-GLO. Due to the additional relax phase, the overhead of the isRA-DYN
controller is a bit higher than isRA-FG controller. Despite the increased overhead, isRA-DYN can
provide further performance improvements, as it has been shown in the previous section.

Table 2.7: WCET controller overhead of isRA-GLO, isRA-FG and isRA-DYN approaches (cycles).

Approach WCET per phase Total WCET
Ready Notify Relax |M|=2 |M|=4 |M|=8

isRA-GLO 251*|M|2 344*|M|2 - 2,380 9,520 38,080
isRA-FG 251*|M| + 436 213*|M|2 + 185*|M| + 169 - 2,323 5,745 17,701
isRA-DYN 251*|M| + 436 213*|M|2 + 185*|M| + 169 183 + 201*|M| 2,908 6,732 19,492

2.3 Risk-permissive run-time adaptation of task execution in mixed-
critical systems

2.3.1 Context

Mixed-critical systems consist of applications with different properties and requirements, and thus,
different criticality levels [263]. The criticality level depends partially on the consequences on the
system when an application fails to meet its timing constraints. For instance, in avionics the Design
Assurance Level (DAL) model [220] defines hard real-time applications with high criticality levels
A, B or C and soft real-time applications with low criticality levels D or E. The applications
with high criticality level usually have hard real-time constraints and require guarantees regarding
their execution in time. To ensure these timing guarantees, safe WCET estimations must be used.
However, WCET estimations are pessimistic, leading to over-allocation of the resources to high
criticality applications, and in the worst case, to a system that is considered unschedulable.

In this context, in order to increase the overall system quality, e.g., by a longer execution of low
criticality tasks, or even to obtain schedulable systems, the pessimism introduced during WCET
estimations should be reduced.

2.3.2 State-of-the-Art

As discussed in Chapter 1, three main categories exist to reduce WCET pessimism: i) interference-
free, ii) interference-controlled, and iii) risk-permissive approaches. Interference-free approaches
apply isolation and resources usually cannot be claimed by low criticality tasks. Interference-
controlled approaches bound the allowed interferences by analysing the memory accesses, which
usually require a detailed analysis. Risk-permissive approaches take advantage of the different
criticalities of tasks and follow a more optimistic approach. They allow design decisions, that may
lead to timing violations, watch at run-time for risks, that can lead to timing violations, and take
actions in order to mitigate them, if needed.
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Table 2.8: Comparison with representative risk-permissive approaches

Ref.
Timing violation Explore slack In HI-mode

Interference WCET Sta. Dyn. Drop Reduce Timing Extend
underest. low priority budget Periods

[41, 22, 23, 142] X X
[12, 162, 86] X X
[229, 68, 75] X X X
[111, 26] X X X X
[185] X X X X
[40] X X X X X
[21] X X

[C8, C7, C9, W1, J14] X X X

The majority of risk-permissive approaches focuses on timing violations due to underestimation
of the WCET. Different confidence levels are used for the WCET estimation. The higher the
criticality level, the larger and safer the WCET estimations are [41]. For instance, in dual criticality
systems, a pessimistic, with high assurance, upper bound (CH), and a less pessimistic, with lower
assurance bound (CL) is used for the WCET estimation of high criticality tasks, while only the less
pessimistic WCET estimation (CL) is used for low criticality tasks. Such a mixed-critical system
has two executions modes: low criticality mode (LO-mode) and high criticality mode (HI-mode).
The system starts execution in LO-mode, where both high criticality and low criticality tasks are
executed. Usually, if a low criticality task exceeds its CL, it is dropped. However, as soon as a high
criticality task exceeds its CL, the system switches from LO-mode to HI-mode to meet the timing
constraints of the high criticality tasks. In HI-mode, all low criticality tasks are usually dropped,
e.g.,[22, 23, 41], degrading the overall system QoS. To improve QoS, existing approaches work on
two directions: i) explore other strategies, than dropping low criticality tasks in HI-mode, and ii)
explore static or dynamic ways to either postpone the mode-switch or to switch back to LO-mode.
Other strategies in HI-mode consist of i) setting the priority of low criticality tasks below the priority
of any high criticality task, ii) reducing the execution time requirements of low criticality tasks in
high criticality mode, and iii) extending the periods of low criticality tasks [40]. For instance, a
high criticality WCET, lower than the low criticality WCET, is used for the low criticality tasks in
order to guarantee that they progress during HI-mode [21]. Static approaches determine the largest
value, to be added to the CL of high criticality tasks, while system remains schedulable. This value
extends the mode switch further than CL. Such methods are inspired by sensitivity analysis [229]
and zero-slack [68, 75]. Static approaches are applied before execution, thus exploring only the
existing slack due to system under-utilisation. On the contrary, dynamic approaches exploit the
slack created during execution. When the actual execution time of a task is lower than its CL,
slack is created, since the task finished earlier than expected in LO-mode. This slack can be used
by the next high criticality tasks and potentially postpone the mode switch, e.g., through single
budget [111], bailout protocol [26] and feedback control mechanisms [185], or at the end, after all
high criticality tasks finished execution, in order to switch back to LO-mode [12, 162, 86].

However, existing approaches are based on several confidence levels for the WCET estimations,
which are static estimations and, in the best case, allow to observe and use the slack, only after a
task has terminated.
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2.3.3 Contributions

We proposed an approach that computes dynamically new estimations of the WCET during execu-
tion, based on the task progress, to derive the available time-slack and postpone mode switch based
on a safety condition. Assume that due to the WCET pessimism, the system is not schedulable
when both high and low criticality tasks are executed (Full Load - FL - mode), as depicted in
Figure 2.13a. Then, the safe solution is to execute first only the high criticality tasks (Isolation
- ISO - mode), and only when they finish execution, the low criticality tasks are allowed to be
executed, as depicted in Figure 2.13b. The proposed approach mitigates the WCET pessimism by
regularly computing during execution a new value of the WCET, i.e., the remaining WCET, RCISO,
which is the part of the CISO that remains for the rest of the execution from that point till the
end, using information regarding the actual progress of the high criticality task and the occurred
interferences. As shown in Figure 2.13c, the proposed controller, invoked at the time instances
illustrated by the black lines, uses the updated RCISO in order to verify whether there is a risk for
a deadline miss for the high criticality task. If not, the tasks continue their concurrent execution.
Otherwise, the low criticality tasks must stop interfering with the high criticality tasks, and are
suspended (switch decision taken by τC1 in Figure 2.13c). When the high criticality tasks finish, low
criticality tasks can resume their execution. A grammar has been proposed for modelling the high
criticality tasks and for proving the safety of the proposed approach [C8]. We proposed a static
version that invokes the controller at statically predefined points, illustrated by the black lines in
Figure 2.13c [C8, C7, C9, W1]. The proposed approach has been leveraged in order to dynamically
decide when to invoke the controller, reducing the overhead introduced due to the execution of the
controller, further increasing the gains [J14]. The two approaches have been implemented on a real
platform (8-core Texas Instruments TMS320C6678). The remaining sections describe the main ap-
proach, whereas all details and mathematical formulations can be found in [C8, C7, C9, W1, J14].

τC0Core 0

Core 2 τ0
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(a) System is unschedulable in FL-mode.
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Figure 2.13: Motivational example.
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2.3.4 System model

The platform target domain is a multi/many processor with M cores and R shared resources,
whereas the application domain is a mixed-critical system consisting of a task set of size N , con-
sisting of high criticality tasks, denoted as τCi , and low criticality tasks, denoted as τi. The system
has two modes of execution: i) Full Load (FL-mode) mode, where both high criticality tasks and
low criticality tasks are executed on the processor, and ii) Isolation (ISO-mode) mode, where only
the high criticality tasks are executed on the processor. Note that, the system modes are similar
to LO-mode and HI-mode, but another notation is used to avoid confusion with the approaches
that use several confidence levels for the WCET. Two WCET estimations are obtained, one WCET
estimation for FL-mode considering the maximum number of interferences due to low and high crit-
icality tasks, denoted as CFL

τCi
, and one WCET estimation for ISO-mode considering interferences

due to only high criticality tasks, denoted as CISO
τCi

. The run-time controller switches between these
two modes of execution to always guarantee in-time execution of the high criticality tasks, and
maximize the execution of low criticality tasks, whenever possible. A static partitioned scheduling
has been applied where high critical tasks and low criticality tasks are executed on different cores.
If several tasks are mapped on the same core, they are executed non-preemptively.

2.3.5 Design time analysis for high criticality tasks

Task model and instrumentation: A grammar is designed to model high criticality tasks [C8].
A high criticality task is described by a set of Control Flow Graph (CFGs), constructed by the
binary code, obtained after compiling the high criticality source code. Each CFG corresponds
to a function F of the high criticality task. Therefore, the high criticality task τCi is a set of
functions S = {F0, F1, ..., Fl}, with F0 the main function. The CFG of a function F is a directed
graph G = (V,E), consisting of a finite set of nodes V composed of 5 disjoint sub-sets V =
N ∪ C ∪ F ∪ {IN} ∪ {OUT} and a finite set of edges E ⊆ V × V representing the control flow
between nodes. N ∈ N represents a block of one or more binary instructions, C ∈ C represents
the block of binary instructions of a condition statement, F ∈ F represents the binary instructions
of the function caller of a function F and links the node of the current function with the CFG
of the function F , IN and OUT are the input and output nodes. In the proposed grammar, a
function F has exactly one input node, one output node, and a non-terminal node B as depicted
in Figure 2.14. The non-terminal node B is derived as an empty node (Figure 2.14b), a single node
N (Figure 2.14c), a sequential component (Figure 2.14d), i.e., the concatenation of non-terminal
nodes, an if-then-else component (Figure 2.14e), i.e., the concatenation of a C conditional node
with two mutually executed paths that end to the same non-terminal node, a loop component
(Figure 2.14f), i.e., the concatenation of a loop condition C with two mutually executed paths, one
with a non-terminal node that exits the loop and one with the non-terminal node for repetition of
the loop kernel, or function call node F (Figure 2.14g).

Figure 2.15 illustrates a simple example on obtaining the CFG of a high criticality task. The
C code (Figure 2.15a) is compiled and the CFG is constructed by the assembly code. L.1 to L.9
(Figure 2.15b) handle the stack and initialise the local variables and correspond toN1 (Figure 2.15c),
L.10 to L.14 describe the exit condition of the loop and correspond to C, L.15 to L.26 describe the
loop kernel and the increase of i (N2) and L.27 to L.32 manage the stack and performs the return
from function (N3).

Instrumentation points pτCi
are inserted in the source code of the high criticality task τCi , in

order to invoke the controller that will compute the remaining WCET at run-time. Instrumentation
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Figure 2.14: Schematic representation of grammar rules

1 i n t main ( void ) {
2 i n t i ;
3 i n t A[ 1 0 ] ;
4 f o r ( i =0; i <10; i++){
5 A[ i ]= i ;
6 }
7 re turn 0 ;
8 }

(a) C code.

1 main:
2 addi sp , sp , -64
3 sw ra , 60( sp)
4 sw s0 , 56( sp)
5 addi s0 , sp , 64
6 li a0 , 0
7 sw a0 , -12( s0)
8 sw a0 , -16( s0)
9 j .LBB0_1

10 .LBB0_1 :
11 lw a1 , -16( s0)
12 li a0 , 9
13 blt a0 , a1 , .LBB0_4
14 j .LBB0_2
15 .LBB0_2 :
16 lw a0 , -16( s0)
17 slli a2 , a0 , 2
18 addi a1 , s0 , -56
19 add a1 , a1 , a2
20 sw a0 , 0( a1)
21 j .LBB0_3
22 .LBB0_3 :
23 lw a0 , -16( s0)
24 addi a0 , a0 , 1
25 sw a0 , -16( s0)
26 j .LBB0_1
27 .LBB0_4 :
28 li a0 , 0
29 lw ra , 60( sp)
30 lw s0 , 56( sp)
31 addi sp , sp , 64
32 ret

(b) Assembly code (RISC-V32).

IN0

N1

C N2

N3

OUT0

F0 ≡

(c) CFG

Figure 2.15: Illustration example where CFG is obtained from C code.

points can be inserted before the execution of the first binary instruction of each node of CFG.
Representing instrumentation points by a lower-case symbol, 5 disjoint sub-sets of instrumentation
points can exist, based on the node type: {n}, {c}, {fi}, in, out. By re-compiling the instrumented
source code of the high criticality task, we reconstruct the set of Extended Control Flow Graphs
(ECFGs), i.e., the CFGs where each node is extended with the instructions of the inserted instru-
mentation point. Note that, the point start refers to the point before execution, i.e., point in of
function F0.
Structure information: After the ECFG construction, we use an ECFG parser in order to extract
information regarding the ECFG structure that will allow to distinguish different visits of the same
instrumentation point during execution (e.g., in loops, function calls). The structure information
of a point pτCi

is:

• The nested level of pτCi
, level[pτCi

], which indicates the nested loop depth of the point and it is
i) set to 0, if pτCi

is the start point, ii) set to 1, if pτCi
is a sequential point between the IN and
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OUT of an ECFG, or iii) increased by 1, for each loop where pτCi
resides in.

• The ancestor point of pτCi
, head[pτCi

], which indicates the point where a loop entry or a function
call occurred before reaching the point pτCi

. The head[pτCi
] of a point pτCi

is: i) the start point,
if pτCi

is a point with level 1 in the main function F0, ii) the function caller, if pτCi
is a point

with level 1 in the called function, or iii) the condition of the loop, if pτCi
is inside a loop.

• The function call behavior, type[pτCi
], which is: i) F ENTRY , if pτCi

is a function entry (function
caller), ii) F EXIT , if pτCi

is a function exit, i.e., the node where a function returns to, iii)
F ENEX , if pτCi

is both a function entry and a function exit, i.e., the point pτCi
where the

function returns is also a function caller, or iv) −, if pτCi
is not related to function calls.

For Figure 2.15, assuming n1, c, n2 and b3 are the points inserted in the blocks of Figure 2.15c, we
obtain: level[n1]=1, level[c]=1, level[n3]=1 and level[n2]=2, head[n1]=start, head[c]=start, head[n3]=start,
and head[n2]=c, type[n1]=−, type[c]=−, type[n2]=−, and type[n3]=−.
Timing information: The timing information between instrumentation points is provided by
partial WCETs. The partial WCET two instrumentation points xτi and point pτi is given by
CISO
τCi

[xτCi
-pτCi

] = CISO
τCi

[xτCi
] − CISO

τCi
[pτCi

], where CISO
τCi

[xτCi
] (reps. CISO

τCi
[pτCi

]) denotes the WCET
from point xτCi

(resp. pτCi
) until the end of execution. Two types of partial WCET are computed:

1. For all instrumentation points, we compute CISO
τi

[head[pτCi
]-pτCi

], i.e., the CISO
τCi

[xτCi
-pτCi

] be-
tween the head of point pτCi

and the point pτCi
.

2. For points placed in the entry of loops, we compute the CISO
τCi

between any two consecutive
iterations (j − 1 and j) of the loop, i.e., CISO

τi
[pj−1
τCi

-pjτCi
]. If multiple paths exist between these

points (e.g., branches of if-then-else components, function calls from different entry points), the
minimum difference is maintained. Note that, the minimum value is required in order to be
safe, since this value will be subtracted from the overall WCET, during RWCET computation
at run-time, i.e., CISO

τCi
[pj−1
τCi

-pjτCi
] = min(CISO

τCi
[pj−1
τCi

]− CISO
τCi

[pjτCi
]) ∀ j.

Last, but not least, we compute the overhead, CFL
ptp, required to reach the next instrumentation

point, in the worst case, considering task execution in both forward and backward way:

CFL
max,F = max(CFL

τCi
[head[pτCi

]-pτCi
]) ∀ i and ∀ pτCi

(2.1)

CFL
max,B = max(CFL

τCi
[pj−1
τCi

-pjτCi
]) ∀ i,∀ pτCi

∈ {c} and ∀ j (2.2)

CFL
max = max(CFL

max,F , Cmax,B) (2.3)

To illustrate the required timing information using the example of Figure 2.15, the following
partial WCET are computed: CISO

τCi
[start-c], CISO

τCi
[start-n3], CISO

τCi
[c-n2], CISO

τCi
[cj−1-cj ] with j =

0 . . . 9, and the maximum of these values.

2.3.6 Run-time control mechanism

Overview: At run-time, each high criticality task executes its own run-time control mechanism,
which monitors the ongoing execution time, dynamically computes the remaining WCET of the
task in isolated execution and checks its safety condition to locally decide if the low criticality tasks
should be suspended. The high criticality tasks are not responsible for the suspension of the low
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criticality tasks. They send a request to a master, which has a global view and is in charge of
collecting the high criticality tasks requests, suspending and restarting the low criticality tasks.
The master suspends the low criticality tasks when at least one critical task sends a request for
isolated execution, because its safety condition is not satisfied. The master updates the number
of active requests and it restarts the low criticality tasks when all requests have been executed.
Figure 2.16 illustrates the behavior through an example with two critical tasks running in parallel.
The safety condition of τC0 is violated and thus it sends a request for isolated execution to the
master, depicted by the arrow iso. The master upon receiving this request sets the number of
active requests to 1 and suspends the low criticality tasks (arrow stop). Then, the requester (τC0)
informs the master that its execution is finished (arrow end). As the critical task τC1 has not yet
requested isolated execution, no risk exists for its deadline. The master resumes the low criticality
tasks (arrow restart). Later, the critical task τC0 requests isolated execution after the request of
τC1 . The master will restart the low criticality tasks only when both critical tasks have finished.
Note that, the master is not assigned on the same core where a high criticality task is executed, as
this option will increase the WCET of the critical task due to the received requests.

τC0

τ0

Master
requests 1

τC1

0 1 2 1 0
iso

stop

end

restart

Figure 2.16: Run-time behavior among the master, high and low criticality tasks.

Statically defined points

RWCET computation: Due to the instrumentation points inserted to the source code of the
high criticality task τi, the controller is invoked during execution and re-computes in a safe way
the remaining WCET (RWCET), noted as RCISO

τCi
at each point pτCi

, based on the task progress.
Algorithm 1 summarises the computation of RCISO

τCi
at a point pτCi

. The algorithm takes as input
the instrumentation point pτCi

along with its Structure and Timing Information (STIτCi
), which

includes the type, level, head and partial WCETs of the point, pre-computed during the design-
time analysis of the high criticality task. To be able to compute the RC, without unrolling the
code of the high criticality task, the computation is performed per level, with the help of the array
RLτCi

. A local level llτCi
is used to depict the current nested level of point pτCi

, taking into account
function calls and loops. The local level is computed by adding the offsetτCi

and the level of the
point pτCi

(L. 5). Note that, the level[pτCi
] depicts the level of nested loops inside the ECFG of

a function, by definition. The offsetτCi
provides the level that must be added, because of any

occurred function call. Therefore, when a function entry point is observed (C5 is true, L. 14),
i.e., a function call occurs, we increase the offset with the level of the entry point (L. 15). When
an exit point is observed (C1 is true, L. 2), i.e., a function returns, we decrease the offset by the
level of the entry point (L. 3). Then, the observation level o levelτCi

is used to decide if we are
traversing ECFG in a forward (C2 or C4 is true) or backward direction (C3 is true). When the
ECFG is traversed in a forward direction, the remaining WCET in local level llτCi

, RLτCi
[llτCi

], is
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computed by subtracting the partial WCET of the point τCi
from the remaining WCET computed

on the previous local level (L. 7 and L. 11). By definition, the point in the previous local level is
the head point of pτCi

. When the ECFG is traversed backwards, we are in a loop. Thus, we have
reached the point that corresponds the condition statement of the loop and we subtract the partial
WCET computed between any two iterations, j−1 and j (L. 9). In this way, the remaining WCET
of the head point at local level llτCi

− 1 is updated accordingly, before entering the loop, where
points have a local level equal to llτCi

. Note that, before execution, the initialisation is as follows:
RLτCi

[0] = CISO
τCi

(the overall WCET of τCi), the remaining elements of the array RLτCi
to zero,

offsetτCi
= 0, o levelτCi

= 0, and last pointτCi
[0 ] = start.

Function Compute static RWCET(pτCi
, STIτCi

)
if (type[pτCi

] ==F EXIT||F ENEX) then /* C1 */
1 offsetτCi

= offsetτCi
− level[pτCi

];
2 o levelτCi

= o levelτCi
− 1;

3 end
4 llτCi

= offsetτCi
+ level[pτCi

];
5 if (o levelτCi

< llτCi
) then /* C2 */

6 RLτCi
[llτCi

] = RLτCi
[llτCi

]− CISO
τCi

[head[pτCi
]-pτCi

];
7 end
8 else if (last pointτCi

[llτCi
] == pτCi

) then /* C3 */
9 RLτCi

[llτCi
] = RLτCi

[llτCi
− 1]− CISO

τCi
[pj−1
τCi

, pjτCi
];

10 end
11 else /* C4 */
12 RLτCi

[llτCi
] = RLτCi

[llτCi
]− CISO

τCi
[head[pτCi

]-pτCi
];

13 end
14 last pointτCi

[llτCi
] = pτCi

;
15 o levelτCi

= llτCi
;

16 if (type[pτCi
] ==F ENTRY||F ENEX) then /* C5 */

17 offsetτCi
= offsetτCi

+ level[pτCi
]

18 end
19 return RLτCi

[llτCi
];

Algorithm 1: Static control mechanism at point pτCi
.

For instance, let’s illustrate how the RWCET is computed for the example of Figure 2.15.
At the first invocation of the controller at point c, llτCi

= 1. Since o levelτCi
= 0, the graph is

traversed in forward direction and the RWCET is given by RLτCi
[1] = RLτi [0] − CISO

τCi
[start-c].

The rest of the variables are updated, i.e., last pointτCi
[1 ] = c and o levelτCi

= 1. For the first
invocation at point n2, llτCi

= 2. The graph is still traversed in forward direction and the RWCET
is given by RLτCi

[2] = RLτCi
[1] − CISO

τCi
[c-n2], last pointτCi

[2 ] = n2 and o levelτCi
= 2. When

c is invoked in the second iteration, llτCi
= 1. Since o levelτCi

< llτCi
and the last point in

this level was c, the graph is now traversed in backward direction. The RWCET is updated by
RLτCi

[1] = RLτCi
[1]−CISO

τCi
[cj−1-cj ], last pointτCi

[1 ] = c and o levelτCi
= 1. With this update, the

RWCET will be correctly computed for the points inside the loop. The RWCET in the remaining
points is computed similarly.
Safety condition: Per core that runs a critical task, at each point, the control checks whether the
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low criticality tasks should be suspended through the safety condition RCISO
τCi

+CFL
max+tcntr ≤ dτCi

−t,
where RCISO

τCi
is the remaining WCET of τCi in isolation mode from this point up to the end of

execution, CFL
max is the WCET in the full load mode until the next observation point, tcntr is the

total WCET of the proposed run-time control mechanism (the overhead to monitor the actual
execution time, the WCET of the run-time controller, the overhead to send the request to the
master and the time to suspend the tasks), and t is the actual execution time.

Dynamically defined points

In contrast to the previous static approach, the proposed control is executed at each core at different
points, which are a priori unknown and decided during the execution of the tasks. Algorithm 2
depicts the functionality of the dynamic control mechanisms. First of all, the controller verifies if
the execution is in full load mode (condition C1), and checks if the current point is active. When
the execution changes from one ECFG to another ECFG, the corresponding point is always active,
in order to keep track of the traversing of ECFGs. This is achieved by updating the variable offset,
similar to the static version (L. 1 and L. 10). Then, the number of visited points (variable counter)
is increased by one (L. 2). The controller checks whether this point is active, i.e., we have reached
the number of inactive points given by variable points or it describes a traversal between ECFGs
(condition C3). If the point is active, the controller: i) computes the RCISO (L. 4), ii) monitors the
real execution time t (L. 5), iii) computes the values of points that can be skipped based on the
existing slack (L. 6), and iv) when no more points can be skipped, it sends a request to the master
for suspending the execution of the low criticality tasks (L. 7). Then, the counter is initialized to
0 (L. 8). Note that, the counter and the offset are initialised to 0 before execution.
RWCET computation: The algorithm for the RWCET computation takes as inputs the STIτCi

,
the instrumented points, the current values of the loop iterators where the point is placed into
(iterators) and the offset. Similar to the static version, the actual local level of the point pτi , ll,
is used to compute the RCISO at that level, R[l l]. The local level ll derives from the addition of
the offset and the level of the point pτi . If points have been skipped (condition C3), the RWCET
of the skipped levels has to be computed. To achieve that, the controller finds the head points
of the levels ll up to the level equal to the offset (L. 13). Then, the R[i] for these head points is
updated using the information of the loop iterators iterator [y], d[y] and w[y] of each head point
y. To compute R[i] for a head point y with local level i, we subtract from the remaining time of
the head point of the previous local level i − 1 (R[i − 1 ]) the time passed up to now. This time
is derived by multiplying the w[y] of the head point with local level i with the value of the loop
iterator iterator [y] and the d[y] of the head point with local level i (L. 14). Then, the R[l l] of the
active point pτi can be computed in a similar way (L. 16). Before execution, the last head of level[1]
is initialised with the initial point start, and R[0 ] with the total WCET in isolation.

For instance, in Figure 2.15, the first active point is c before the first loop iteration c0. It has a
level equal to 1 and belongs to the main function, therefore offset = 0 and ll = 1+0 = 1. The RCISO

for point c0 is given by R[1 ]=R[0]− (0 ∗ CISO[cj−1 − cj ])− CISO[start− c]=R[0]− CISO[start− c].
Assuming that the second active point is in the sixth execution of the condition c5, the RCISO of
c5 is computed by R[1 ]=R[0 ]− (5 ∗ CISO[cj−1 − cj ])− CISO[start− c].
Safety condition: We extend the static safety condition to support the dynamic approach, by
multiplying the variable CFL

max with the number of skipped points points, i.e., t+ RCISO
τCi

+ (points ∗
CFL
max) + tcntrl ≤ DτCi

. Based on this equation, we can compute at run-time the number of points
that can be safely skipped until the run-time control has to be re-executed. When points ≤ 0, the
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Function Run-time control(pτCi
, STIτCi

, counter, iterator)
if (CRT ) then /* C1 */

1 if (type[pτCi
] ==F EXIT||F ENEX) then offset = offset - level[pτCi

] ; /* C2 */
2 counter ++;
3 if (counter==points)||(type[pτCi

] ==F ENTRY||F ENEX) then /* C3 */
4 RCISO=Compute dynamic RWCET(pτCi

, STIτCi
, iterator , offset);

5 t = Monitoring time();
6 points = Next active point(RCISO, t);
7 if (points ≤ 0) then Request suspension() ;
8 counter = 0;
9 end

10 if (type[pτCi
] ==F ENTRY || F ENEX) then offset = offset + level[pτCi

] ; /* C4 */
11 end

Function Compute dynamic RWCET(pτCi
, STIτCi

, iterator, offset)
ll = offset + level[pτCi

];
if (points > 1) then /* C3 */

12 last head[l l − 1 ] = h[pτCi
];

13 for (i=l l-1;i> offset;i–) do last head[i − 1 ] = h[last head[i]] ;
14 for (i= offset + 1;i<l l;i++) do R[i] = R[i − 1 ] - (iterator [last head[i]]) * w[last head[i]] -

d[last head[i]] ;
15 end
16 R[l l] = R[l l − 1 ] - (iterator [pτCi

]) * w[pτCi
]) - d[pτCi

];

Algorithm 2: Dynamic control mechanism at point pτCi
.

low criticality tasks must be suspended in the current active point, as not enough time slack exist
to safely decide suspension at the next active point.

2.3.7 Evaluation

This section presents the main results for evaluation, while the complete evaluation can be found
in [C7, J14]. We compare the performance gain of the proposed static and dynamic RWCET
approaches compared to the isolated execution based on the observed execution time of the low
criticality tasks tasks allocated on a core, i.e.,Makespaniso−Makespansta

Makespaniso
and Makespaniso−Makespandyn

Makespaniso
.

We provide the number of active instrumentation points and overhead of the static and dynamic
RWCET approaches. Here, we present the experimental results for one low criticality task running
in parallel with the high criticality tasks, which is the hardest case as it provides the smallest slack
between the CISO and CFL. We explore the deadline of the high criticality tasks DτCi

, i.e., from
tight deadlines close to the WCET of the high criticality tasks in isolation up to more relaxed
deadlines, and the granularity of run-time control: i) coarse-grained, with points at the head points
of nested level 1 (HP1), ii) medium-grained, with points at the head points of nested levels 1 and
2 (HP2), and iii) fine-grained, with points at the head points of all three nested levels (HP3).

Experimental set-up

Platform & implementation: We use the TMS multicore platform for the experiments, de-
scribed in Table 2.5. Both static and dynamic approaches have been implemented as a bare-metal
library, with low-level functions for the time monitoring of the on-going execution and for the sus-
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pension/resuming of the low criticality tasks. A set of timing functions have been developed to read
the current clock by accessing the control registers TCSL and TCSH of the local core clock. The
suspension and the resume of the low criticality tasks is implemented using the event and interrupt
mechanisms of the TMS. A set of event functions have been designed to configure the events and
the interrupts of the TMS, to allow the use of the events by providing software setting, clearing and
monitoring mechanisms for the events, and to keep suspended or resume the low criticality tasks.
Benchmarks: To experimentally evaluate the approach, we have conducted experiments using
gemm as the high criticality task, executed on two cores. The gemm benchmark has been selected
due to the regularity and the symmetry of each structure, which favours the static approach and
under-privileges the dynamic approach. In this way, the experimental results provide a lower
bound on the gains of the dynamic approach. A set of loop and data dominated low criticality
tasks executed on the remaining cores, which consist of infinitive loops that perform read and write
accesses to the memory.
WCET acquisition: Since no existing static WCET analysis tool supports the TMS platform,
a measurement-based approach has been applied using the local timer of the cores that run high
criticality tasks. To acquire the RCISO and the partial RWCETs we run only the high criticality
tasks on the platform. To increase the reliability of the measurements, we have performed 50
times our experiments and maintained the maximum observed value for RCISO and the minimum
observed value for the partial RWCETs. In addition, we increase the maximum observed value and
decrease the minimum observed value by 10%. The same technique has been applied to compute
CFL
max, with the high criticality tasks executed in parallel with low criticality tasks.

Data placement: The memory configuration for all the cores is the following: i) the L1P, L1D, and
L2 are configured as SRAMs for better predictability, and the stack, data and code sections (.stack,
.data, .text . . . ) are allocated in the L2 SRAM. The inputs and outputs of the benchmarks are
allocated in the DDR. In this configuration, interference occurs in the shared resources among the
benchmarks executed over the platform.

Performance Gains

Figures 2.17a, 2.17b and 2.17c present the gains in the execution time of the low criticality tasks
achieved with the static and dynamic RWCET approaches, compared to the isolated execution with
the HP1, HP2 and HP3 configurations and different deadlines. Overall, both approaches achieve
significant gains. The static approach achieves a gain of, on average, 197,69% 277,76% and 68,22%
for HP1, HP2 and HP3, respectively, while the dynamic approach 236,11%, 324,20%, and 241,83%
for HP1, HP2 and HP3, compared to isolated execution, respectively.

Comparing the dynamic and static approach, the dynamic controller is called significantly less
times, as depicted in Figures 2.17d, 2.17e and 2.17f. As a result, the overall overhead of the dynamic
controller is reduced, leading to switching decisions that occur later than the static approach. The
more time we execute in parallel high and low criticality tasks, the higher is the gain. Furthermore,
high criticality tasks finish earlier in the dynamic approach, due to the reduced overhead because
of less active points, and thus, more time is left for the execution of the low criticality tasks.

Controller cost

Table 2.9 depicts the maximum time overhead of the proposed approaches and the time-triggered
execution. The dynamic RWCET control has higher overhead due to the re-computation of the
RCISO

τCi
of the head points for the skipped points (full control).
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(a) HP1 gain.
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(b) HP2 gain.
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(d) HP1 active points.
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(e) HP2 active points.

1

10

100

1000

10000

100000

11,
25
11,
75
12,
25
12,
75
13,
25
13,
75
14,
25
14,
75
17,
25
19,
75
22,
25
24,
75
27,
25
29,
75

Po
in

ts

Critical Deadline (ms)

HP3-Static HP3-Dynamic

(f) HP3 active points.

Figure 2.17: Comparison of RWCET static and dynamic approaches w.r.t. the gain of the execution
time of the low criticality tasks compared to the isolated execution and the number of active points.

Table 2.9: Risk-permissive run-time adaptation controller time overhead (in cycles)

Read timer Light control Full control Suspend
Static RWCET 70 - 501 200

Dynamic RWCET 70 150 1551 200

2.4 Conclusions

Execution of real-time systems on multicore architectures requires guarantees for meeting deadlines.
At the same time, energy efficient has become also important. To guarantee timely and energy effi-
cient execution, efficient deployment solutions are needed. We propose a set of decomposition-based
approaches. Initially, we design an algorithm to provide the optimal solution for independent IC
tasks executed on a SMP [C10], which has been extended for platforms with DVFS capabilities [J15].
We have leveraged our decomposition-based solution for dependent IC tasks and heterogeneous mul-
ticore platforms and proposed an accelerated, but still optimal, version of our decomposition-based
method [J16]. Last, optimal and heuristic approaches considering task migration are proposed in
order to take advantage of AMPs, such as big.LITTLE platform [C16].

To reduce the WCET pessimism, isWCET estimations have been used, which are only valid for
a specific schedule solutions. To maintain the isWCET solution during execution, time-triggered
execution is usually used, which, however, does not allow any performance improvement when
the tasks finish earlier than their isWCET. To support a safe adaptation of interference-sensitive
schedule solutions, we proposed a run-time approach that enables parallel execution of the control
phases on each core with a fine-grained protection [C18]. Our second contribution [C21] comes from
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the observation that by enforcing the partial order of tasks, we limit the performance improvement
that can be achieved through run-time adaptation. To further improve performance gains, we
leverage our approach with a safe relaxation of the partial order of tasks.

Existing approaches are based on WCET estimations obtained during design-time, and thus,
they are not able to take advantage of the actual execution progress of the tasks. To deal with this
limitation, we proposed an approach that computes dynamically new safe estimations of the WCET
during execution, based on the task progress. The updated WCET estimations are used to derive
the available time-slack and postpone mode switch [C8, C7, C9, W1]. The proposed approach has
been leveraged in order to dynamically decide when to invoke the controller, reducing the overhead
introduced due to the execution of the controller, further increasing the gains [J14].
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Chapter 3

Fault-aware techniques for hardware
design

This chapter summarises our contributions on system reliability under hardware faults. More
precisely, Section 3.1 presents the proposed hardware mechanisms to perform instruction level
fault tolerance through dynamic re-scheduling in VLIW processors, under short transient, long
transient and permanent faults, conducted during the PhD period of Rafail Psiakis [195]. Section 3.2
describes the proposed hardware mechanisms to perform data level fault tolerance by data shuffling
in order to reduce the impact of permanent faults over NoC on multicore and manycore platforms,
performed during the PhD period of Romain Mercier [155]. Section 3.3 presents our cross-layer
reliability analysis for complex hardware systems against transient faults due to radiation, designed
during FLODAM project. Section 3.4 summarises the aforementioned contributions.

3.1 Run-time instruction re-scheduling for VLIW processors

3.1.1 Context

Instruction Level Fault Tolerance (ILFT) improves the processor reliability and it can be imple-
mented through Hardware (HW) or Software (SW). ILFT can be achieved through HW redundancy,
where additional FUs are inserted to the original processor, in order to execute in parallel the same
instructions and compare the obtained results [128]. Although small performance overhead is nor-
mally observed due to the comparison of the results, the area overhead is significant. Through
SW redundancy, the program is modified by inserting replicated instructions, which will be exe-
cuted on the original processor. Although the area is not increased, the impact on the execution
time can be significant [207]. A better area and performance trade-off for ILFT can be achieved
over processors with several FUs, such as Very Long Instruction Word (VLIW) processors. VLIW
processors have several issues, which can process instructions in parallel. However, the Instruction
Level Parallelism (ILP) of applications is typically limited and variant in time, while the VLIW
issues consist of different types of FUs. As a result, not all VLIW FUs will be used at the same
time during the application execution.

In this context, idle FUs can be used to execute replicated instructions or re-execute faulty
instructions, improving the processor reliability and the performance overhead of fault-tolerant
approaches.
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Table 3.1: Comparison with representative SoA fault tolerant VLIW approaches.

Ref. Replication Re-execution VLIW
F P SW HW Det. Cor. All Healthy Hom. Het. Coupled

[36] X X X X
[158] X X X X
[161] X X X X X
[112, 129, 135] X X X X X
[233] X X X X X
[232, 235] X X X X X
[234] X X X X X
[59, 60] X X X X X
[238] X X X X X X

[C12, J26] X X X X X
[C11] X X X X X X
[C17, C15] X X

3.1.2 State-of-the-Art

Table 3.1 categorizes representative ILFT approaches on VLIW processors. The instructions can be
Fully (F) or Partially (P) replicated, whereas the replication can be preformed statically, through
software (SW), dynamically, through hardware (HW), or combining both in a hybrid way. Dupli-
cating instructions detects an error (Det.). Correction (Cor.) is performed either by triplicating
instructions or by instruction re-execution, excluding or not the faulty FUs.

Static approaches are usually implemented by the compiler, which replicates the instructions
and inserts instructions for comparison, e.g., full duplication and comparison is done in the compiled
code [36]. Although static approaches can theoretically obtain a, as dense as possible, schedule, the
code and storage size are increased, having a negative impact on system reliability. To partially
reduce the number of additional instructions, approaches duplicate only a part of the instructions
and implement the comparisons in hardware. For instance, the compiler excludes control flow in-
structions from duplication, and distributes error detection overhead across VLIW clusters [158]
and uses the instruction fault masking capability to select which instructions to duplicate [161].
Partial instruction duplication to maximize the number of duplicated instructions, within a perfor-
mance overhead bound, is performed by the compiler, while the comparison is performed by the
hardware [129, 112]. In [135], the compiler encodes information in the instructions and a hardware
mechanism decodes the information to run-time duplicate the instructions. In [238], instruction
duplication is done by the compiler and the comparison of results is done by the hardware. If an
error is detected, the hardware adds a time slot and re-executes the instruction to another FU.

Dynamic approaches eliminate the need for high storage requirements and additional instruc-
tions. They are usually implemented through hardware that replicates and schedules the instruc-
tions during execution. Some hardware mechanisms avoid the need of dynamic scheduling by using
VLIWs that have coupled issues, one for executing the original instructions and one for potentially
executing the duplicated instructions. In this way, the duplicated instructions follow the schedule
given by the compiler. Full instruction duplication is applied and when an instruction bundle has
more instructions than the half of its issue-width, the bundle is divided into two and a time slot is
added [233]. Partial instruction duplication is performed by not duplicating instructions for which
there is no idle coupled issue [232, 235]. However, such approaches require coupled VLIW issues,
being less flexible.
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The remaining hardware approaches apply dynamic scheduling, assuming homogeneous VLIW,
where all issues include all types of FUs, and thus, can execute any instruction. For instance, when
enough resources do not exist to execute twice the scheduled instructions, the instructions are
partitioned in groups that are executed sequentially, and the use of spare FUs is explored to reduce
performance degradation [59, 60]. However, when the VLIW consists of issues with different type
of FUs, the existing schedulers are not applicable, as they ignore the type of FUs. In such cases, a
heterogeneous VLIW can be transformed to a homogeneous one, by inserting the missing FUs at
each issue, e.g., [234]. With increasing number of VLIW issues and considering complex FUs, e.g.,
floating point FUs, these solutions lead to VLIW processors with significant area overhead.

3.1.3 Contributions

To address these limitations, a hardware mechanism is proposed to perform fault correction through
Dynamic Instruction Replication and Scheduling (DIRS) by exploring at run-time the idle resources,
inside and across consecutive instruction bundles, for heterogeneous VLIW processors [C12]. We
will illustrate the proposed approach through an example. Let’s assume a 4-issue VLIW processor,
as the one depicted in Figure 3.3, with the following configuration: one Arithmetic Logic Unit
(ALU ) and one Branch unit (BR) in the first issue, one ALU and one Memory FU (MEM ) in
the second issue and one ALU and one Multiplication unit (MUL) in the third and fourth issues,
on top of decode (DC ) and Write-Back (WB) FUs. The assembly instructions are depicted in
Figure 3.1a. Figure 3.1b shows the corresponding schedule given by the compiler, with three
instruction bundles, Bi−1, Bi and Bi+1. Figure 3.1c shows the execution obtained by the proposed
DIRS, when instruction triplication is applied and instructions are scheduled based on the type of
FUs in the current and next bundle. The light (dark) blue boxes represent original (replicated)
instructions. The DIRS approach is extended towards a cluster-based design to tackle the issues of
scalability, while maintaining a reasonable area and power overhead [J26].

The proposed approach efficiently deals with short transient faults, i.e., faults with a duration
less than one clock cycle. However, when faults become persistent, applying instruction triplication
without taking into account the FU status, i.e., healthy or faulty, may lead to problems. Such an
example is illustrated in Figure 3.2b, where all replicas ofMUL1 operation are scheduled in the third
issue. In this case, we cannot deal with the persistent error which occurs in the MUL unit of the third

ADD1:   ADD r2,r1,r3
MUL1:  MUL r4,r1,r3
SUB2:    SUB r5,r2,r3
ADD2:   ADD r6,r2,r3
OR3:     OR    r1,r5,r6

(a) Assembly code.

ADD1 MUL1 NOP

ADD2 NOP NOPSUB2

Bi-1

Bi

ALU
BR

ALU
MEM

ALU
MUL

ALU
MUL

NOP NOPNOPOR3 Bi+1

Issue[0] Issue[1] Issue[2] Issue[3]

NOPti-1

ti

ti+1

(b) Compiler.

Bi-1

Bi

ti-1 ADD1 ADD1 ADD1 MUL1

ADD2

ti

ADD2SUB2 SUB2ti+1

OR3 NOPti+2 OR3 Bi+1OR3
3 33

X : applied priority

2 22 3

3 13 1
ADD2 MUL1SUB2 MUL1

3 13 12 2

1 1

ALU
BR

ALU
MEM

ALU
MUL

ALU
MUL
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Figure 3.1: a) Assembly instructions and register dependencies. Corresponding execution by the
b) compiler and b) DIRS approach [C12, J26] for an 4-issue VLIW.
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Figure 3.2: Execution based on a) compiler, b) DIRS [C12, J26], c) DIRS-CG [C11], d) instruction
re-execution at a new slot [238] and e) DIS [C17, C15].

issue. Therefore, we extend the proposed approach in order to take into account the state of the FUs
in a coarse-grained way (DIRS-CG), considering single and multiple permanent faults [C11]. As
soon as a FU is detected as faulty, it is excluded permanently from the scheduling, and original and
replicated instructions are re-binded to the healthy FUs, as illustrated in Figure 3.2c. Note that,
the ALU of the third issue is still used, and only the MUL FU is excluded. However, instruction
replication inserts significant performance overhead. To decrease the performance overhead and to
support not only permanent, but also single and multiple Long-Duration Transient (LDT) faults,
the hardware mechanism is leveraged with a transistor level fault detector able to detect active
faults. With this information the proposed mechanism performs Dynamic Instruction Scheduling
in a Coarse-Grained way (DIS-CG) by temporally excluding the faulty FUs [C15]. When the fault
faints, the excluded FUs can be reused. The proposed approach is further enhanced in order to
exploit the FUs in a fine-grained way (DIS-FG), i.e., by dividing internally the FU into components
whose status is monitored [C17]. Existing approaches only re-execute the faulty instruction to a
new time slot as depicted in Figure 3.2d, whereas DIS exploits the idle slots in the next bundle.

3.1.4 System model

Our system is a heterogeneous VLIW processor. Figure 3.3 illustrates an example of a 4-issue VLIW
processor having a 3-stage pipeline with Fetch (F), Decode (DC) and Execute/Memory-WriteBack
(EX/M-WB), and the corresponding FUs.

3.1.5 Fault model

As the probability of error occurrence is generally proportional to the area of the circuit, we focus
mainly on faults occurring in the combinational logic of the execution stage, since these are the
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components with the higher area in the VLIW datapath. We assume that the register file, pipeline
registers and the memories are protected by Error Correction Codes (ECC). We focus on single bit
transient faults occurring due to radiation in [C12, J26], where instruction triplication is applied.
This approach is extended for single and multiple permanent errors due to radiation and aging
effects by excluding permanently the faulty FUs under instruction duplication and triplication [C11].
The approach in [C15, C17] uses a transistor level fault detection mechanism to detect active faults
and performs instruction re-scheduling by excluding temporary the FU in a coarse-grained way [C17]
and in a fine-grained way [C15].

3.1.6 Dynamic instruction replication and scheduling mechanism

The proposed DIRS approach replicates instructions and dynamically schedules original and repli-
cated instruction on the FUs, within a scheduling window of two instruction bundles. Figure 3.4a
depicts the proposed architecture, where the yellow boxes indicate the DIRS hardware compo-
nents. The processing components are the replication switch, the voting switch, and the voters.
The control components are the information extraction unit, the dependency analyzer, the replica-
tion scheduler, and the voting scheduler. The storage components are the ReplicRes register and
the VotingRes register. The components, that do not necessarily require to be placed inside the
VLIW datapath, are designed to run in parallel and to have a smaller critical path than the VLIW
pipeline stages, in order to not affect the clock frequency. The remaining components, that must
be obligatory added in the VLIW datapath to support the functionality of the proposed approach,
are designed with reduced critical path and are placed in different pipeline stages, so as to reduce
the impact on the overall clock frequency. The next paragraph describe the functionality of DIRS
hardware components.
Information extraction unit: It performs an early decoding in the F stage and provides the
information regarding the bundle, the issue number and the instruction type, to the dependency
analyzer and the replication scheduler.
Dependency analyzer: It identifies dependent instructions between two concurrent bundles, i.e.,
an instruction in bundle Bi−1 that uses, as destination register, a destination or source register
of an instruction in bundle Bi. Parallel execution of the dependent instructions is forbidden.
Independent instructions of Bi−1 can be postponed and scheduled at any idle FUs of the next
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Figure 3.4: VLIW datapath enhanced with a) DIRS [C12, J26] and b) DIS [C15, C17].

bundle. Using the example presented in Figure 3.1a, MUL1 of bundle Bi−1 is independent, since
none instruction of bundle Bi (SUB1 , ADD2 ) uses the destination register of MUL1 as destination
or source register. However, SUB2 and ADD2 of bundle Bi both depend on ADD1 , since they read
register r2 , updated by ADD1 . In a similar way, the instruction OR3 of Bi+1 reads registers r5
and r6 , which are used as destination registers by SUB1 and ADD2 of Bi.
Replication switch & scheduler: The replication switch propagates previously decoded in-
structions (stored at the ReplicRes register) and the currently decoded instructions to the pipeline
DCtoEX register, following the dynamic schedule provided by the replication scheduler. The repli-
cation scheduler dynamically reschedules original and replicated instructions, avoiding the insertion
of additional time slots, by postponing the execution of independent instructions to the next bundle.
The scheduler operates according to three priorities, applied in the following order: 1© instructions
of a previous bundle have a higher priority than instructions of the current bundle, 2© the de-
pendent instructions have a higher priority than the independent instructions, and 3© instances of
different instructions of the same bundle have higher priority than the replicated instances of the
same instruction. For instance, the example presented in Figure 3.1c depicts which of the three
priorities the hardware scheduler uses to obtain the schedule. At the time slot ti−1 , the original, the
first replica and the second replica of ADD1 are scheduled, due to priority 2©. Then, the original
MUL1 is scheduled, due to priority 3©. Since the remaining instructions from bundle Bi−1 are inde-
pendent, they are allowed to be scheduled alongside with the instructions of the upcoming bundle
Bi. Due to priority 1©, the first and second replica of the MUL1 of bundle Bi−1 are scheduled at
the time slot ti . Then, each of the original SUB2 and ADD2 are scheduled, due to priorities 2© and
3©. However, the remaining unscheduled instructions of Bi are dependent, and thus, they cannot

be executed with the upcoming bundle Bi+1. Hence, a new time slot has to be added. At this new
time slot ti+1 , the remaining dependent and redundant instructions of Bi are scheduled based on
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priority 1© and 3©. At ti+2 , no instruction remains from the previous bundle, thus original and
replicated OR3 are scheduled, according to priority 3©.
Voting switch, voting scheduler and voters: The voting switch propagates the results of
replicated and original instructions. If all replicated instructions have been executed, the results
are send to the voters, otherwise to the VotingRes register, to be stored for a later commint.
The voting scheduler is responsible for synchronizing and grouping the original and the replicated
instructions. By upfront grouping the results in adjacent positions of the VotingRes register, the
voting switch connections are significantly simplified, compared to common switch designs. The
scheduler is implemented through a comparison-based sorting algorithm. The voters compare the
results and mask any occurred error.

3.1.7 Cluster-based instruction replication and scheduling mechanism

By analysing the area overhead of the components of the DIRS mechanism, we observe that the most
area costly components are the switches, which can have negative impact on the clock frequency.
It should be stressed that this is true for any approach that performs dynamic re-scheduling of
the instructions, since this type of techniques requires to dynamically dispatch the instructions
to different issues. Although we have carefully designed and positioned DIRS switches, with the
increase of the number of issues, the complexity of the switches is also increased. To reduce this
overhead, we divide a VLIW into several smaller clusters, where the DIRS is internally applied.
Note that, the compiler usually schedules the instructions as dense as possible in order to occupy less
area in the memory. Thus, the compiler schedules the instructions by prioritizing the first clusters,
leading to unbalanced distribution of the instructions to the clusters. To remove this negative
impact, a virtual VLIW configuration is generated by randomly shuffling the FUs position. The
virtual configuration is provided to the compiler and a static de-shuffling takes place according to
the real VLIW cluster configuration at fetch stage.

3.1.8 Coarse-grained and fine-grained dynamic instruction scheduling mecha-
nism

We leverage the aforementioned hardware mechanism to exclude permanently [C11] or temporally
the faulty FUs [C15, C17]. This section presents the proposed architecture, where fault detec-
tion is performed by a transistor-level detector, and the faulty FUs can be temporally excluded.
Figure 3.4b describes the additional hardware components of the proposed architecture: the error
detector to obtain the status of FUs depending on active faults, the error mitigator to perform
dynamic instruction scheduling and two shadow registers, i.e., the DC unsched for the decoded
unscheduled instructions and the EX sched for the executing instructions.
Error detector: It keeps the faulty status of the FU components and identifies new fault occur-
rences. FUs are analyzed in gate-level to identify the individual circuits. We group the individual
circuits based on the instruction opcode into FU components in a coarse-grain way (DIS-CG), as
depicted in Figure 3.5a [C15], and in a fine-grained way (DIS-FG), as depicted in Figure 3.5b [C17].
Each component and the final multiplexer (comp 0), which selects the result of the executed opera-
tion according to the opcode, is assumed to be enhanced with Built-In-Current-Sensors (BICS) [42].
BICS are able to monitor the induced transient currents to detect a fault, and set (reset) bits in
the signal status to inform that a FU component is currently faulty (healthy). A multiplexer exists
in each issue to discard the results that are miscalculated in case of an error. The status is passed
to the error mitigator to perform instruction re-scheduling, accordingly.
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Figure 3.5: a) Coarse-grained and b) fine-grained decomposition of FUs.

Error mitigator, shadow registers and mitigation switch: The instructions in the FtoDC
register are decoded at cycle k − 1. Based on the status signal, the error mitigator schedules the
instructions to be executed at the next cycle k. The error mitigator uses the information extraction
unit and the dependency analyser, as in DIRS. The error mitigator performs the scheduling similar
to the DIRS approach, but it does not perform instruction replication and takes into account
the status of the FUs. Thus, the instructions to be scheduled can potentially come from three
sources: 1) the currently decoded instructions, 2) the remaining, not yet scheduled, instructions
of the previous cycle, and 3) the potentially faulty executed instructions of the current cycle. The
decoded instructions not scheduled for execution are stored in the DC unsched shadow register. The
instructions executed at the current cycle are backed-up in the EX sched shadow register, in case
a fault occurs during their execution. A switch is required in order to implement the assignment
of the scheduled instructions into issues. To decrease the switch complexity, we divide it into two
parts: i) a multiplexer to select which shadow register will be used as an input to the mitigation
switch, and ii) a mitigation switch, which passes the instructions from the shadow registers and the
decoded instructions to the main pipeline DCtoEX register.

3.1.9 Evaluation

We compared the VLIW processor enhanced with the DIRS approach performing scheduling in
the current and next bundle (DIRS-CNB), the DIRS approach performing scheduling only in the
current bundle (DIRS-CB), the unprotected VLIW and the VLIW where the FUs are triplicated
(3FU). Furthermore, we present the performance overhead of the proposed DIS-CG and DIS-
FG approaches, compared to the unprotected version. Here, we present the results for the 4-
issue configured with 2 MUL, 8 ALU, 1 MEM and 1 BR FUs, whereas all results can be found
in [C12, C11, C17, C15, J26].

Experimental set-up

Platform & implementation: The VEX VLIW processor is used as a case study. All approaches
have been developed in C++ and synthesized using the Catapult High Level Synthesis (HLS) tool
to obtain the RTL design. The gate-level netlist was generated by the Design Compiler of Synopsys
using 28 nm ASIC technology.
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Benchmarks: We selected Mediabench as a workload to evaluate the behavior of the proposed
approach as it is the one of the popular multimedia benchmark suite. The behavior of the proposed
approach depends on the number of idle issues left by the application and the compiler. We present
the results for ten applications with different characteristics, i.e., applications with low ILP and
several multiple dependencies (adp dec, adp denc), high ILP and different dependencies (bcnt, dct,
fft32x22s, matrix mmul) and low ILP and less multiple dependencies (huff ac dec, motion,fir, crc).
The benchmarks have been compiled with VEX compiler.
Fault injection: We randomly injected multiple faults during the benchmarks’ execution and each
benchmark is tested 0 up to 4 multiple faults, which is the maximum number of concurrent faults
under which the application can still be executed on the 4-issue VLIW. The performance results
are obtained by taking the mean value of 20 simulations running the same benchmark, but the
faults are injected at random cycles for each simulation.

Dynamic Instruction Replication and Scheduling mechanism

Performance: Figure 3.6 depicts the performance overhead in execution cycles compared to the
unprotected execution and 3FU execution. These values provide the impact on execution time,
when all approaches are using the same frequency. The smaller the value, the better is the approach.
The overhead of DIRS-CB is above 100% for almost all benchmarks (except crc benchmark), with
an average of 152.95%. The minimum overhead of DIRS-CNB is 21.34% (huff ac dec benchmark)
and the maximum 139.16% (matrix mul benchmark), with an average of 77.52%. Last, but not
least, the speed-up of DIRS-CNB compared to DIRS-CB is from 13.47% (matrix mul benchmark)
up to 43.68% (huff ac dec benchmark), with an average of 29.93%.
Hardware overhead: Table 3.2 depicts the area of the different proposed mechanisms, imple-
mented with a target frequency of 200MHz and the area overhead compared to the unprotected
original version. The 3FUs approach has the maximum area overhead, i.e., 44.60%. The DIRS-CB
has the lower overhead, with an area increase of 15.56%. The DIRS-CNB, compared to the un-
protected processor, has an area increase of 23.54%. Table 3.2 also provides the critical path and
the overhead compared to the unprotected original processor. The critical path in all approaches is
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Figure 3.6: Performance degradation under DIRS-CB and DIRS-CNB.
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Table 3.2: Area and critical path delay overhead.

Approach Cells (µm2) Overhead (%) Delay (nsec) Overhead (%)
Original 50,844 - 2.62 -

3FUs 73,523 44.60 2.89 9.92
DIRS-CB 58,819 15.68 3.22 22.09

DIRS-CNB 62,812 23.54 3.22 22.09
DIS-CG 60,143 18.29 2.65 1.14
DIS-FG 62,314 22.56 2.65 1.14

given by the EX/M-WB stage. The delay impact of the 3FU is 0.27 ns due to the voters inserted
for comparison. The delay impact of DIRS-CB and DIRS-CNB approaches is increased to 0.33 ns
due to the voting switch required to correctly group the results for comparison. The replication
switch placed in the DC stage does not increase the critical path.

Coarse-grained and fine-grained dynamic instruction scheduling mechanism
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Figure 3.7: Performance degradation, compared to fault-free execution, taking into account the
status of FUs in a coarse-grained [C15] and fine-grained [C11] way.

Performance: When no faults occur, both DIS-CG and DIS-FG approaches have the same perfor-
mance, i.e., the original execution cycles. On the contrary, DIRS approaches increase the number of
execution cycles even if no error occurred, due to the execution of replicated instructions, as shown
in Figure 3.6. From Figure 3.7, we observe that DIS-FG inserts significantly lower overhead than
the coarse-grained approach. We have also observed that in several benchmarks our performance
is very close to the original one, i.e., without faults, even for several multiple faults. In contrast to
the coarse-grained approach, the gain of the fine-grained mechanism is achieved because whenever
a fault is detected, the proposed approach is capable of still utilizing the healthy FU components
in the current and the next instruction bundle.
Hardware overhead: As shown in Table 3.2, DIS-CG and DIS-FG have 18.29% and 22.56%
area overhead, respectively. Furthermore, the voting switch and the voters have been replaced by a
multiplexer in DIS, leading to a critical path to 2.65ns reducing the overhead at 1.2%, respectively.
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3.2 Run-time data shuffling for NoC

3.2.1 Context

Multicore architectures consist of several cores, requiring a high amount of data transfers, which
cannot be handled by conventional communication means. To address this limitation, NoC ap-
peared as a scalable solution for communications. Due to transistor shrinking and core number
increasing in SoC, fault tolerance has become essential. Not only cores and memory, but also NoC
became more sensitive to permanent faults. During system operation, aging defects [132], like elec-
tromigration, Bias Temperature Instability (BTI), Hot Carrier Injection (HCI), Time-Dependent
Dielectric Breakdown (TDDB) and radiations [1] become additional sources of permanent faults.
Faults occurring to NoC of those systems have a significant impact, due to the high amount of data
crossing the NoC for communication.

In this context, fault tolerant techniques are required to remove the impact of permanent faults
on NoC.

3.2.2 State-of-the-art

The majority of existing approaches focus on removing completely the impact of faults through
fault mitigation/correction, while a few approaches focus on reducing the fault impact when the
application accepts approximations. However, existing fault correction approaches cannot efficiently
address several permanent faults on NoC, due to their high hardware costs.

Table 3.3: Comparison with representative SoA fault tolerant NoC approaches.

Ref. Mitigation Correction Reduction
New New Circuit Information
path resources replication redundancy

[88, 63] X
[63] X X
[125, 83] X
[82, 166] X
[56, 280, 147, 228] X
[173] X

[J23, C22, C24] X

Table 3.3 summarises representative SoA approaches to obtain reliable NoCs. Existing tech-
niques perform fault mitigation through i) routing algorithms, and ii) hardware reconfiguration
using spare resources or default backup path, and fault correction through iii) circuit replication
and iv) information redundancy. Routing algorithms are used to avoid faulty paths or faulty re-
gions in NoC, keeping only the healthy resources [88]. Typical techniques are adaptive routing
algorithms [63] including rules to avoid congestion and deadlock during packet transmissions. Re-
configuration replaces a faulty element of the NoC with spare resources at different levels [125].
Other reconfiguration approaches use default-backup paths to avoid data corruptions and packet
re-transmissions [83] with low area and power consumption. Last, NoC can be reconfigured in
degraded mode, using only the remaining healthy resources [63]. Circuit replication, called NMR,
replicates N times, fully or partially, the architecture and votes the replicated outputs. The most
popular approach is TMR [82], where a module is replicated three times. Despite several approaches
which focus on reducing the hardware costs [166], the area and power consumption overhead remains
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significantly high, e.g., more than three times for TMR. Information redundancy inserts additional
bits inside messages using ECC. The most commonly used coding scheme for NoC is the extended
Hamming code, which can detect two faulty bits and correct only one. Despite the increase of the
bus size of the complete NoC, Hamming code is efficient for correcting single faults [147]. The
number of correctable faulty bits can be increased by encoding the message on two dimensions [56]
and interleaving several ECC [280]. Although the aforementioned approaches are efficient for single
permanent fault, they are less adequate for multiple permanent faults and large NoC, since they
induce high hardware costs while their mitigation capabilities are limited. Spare resources can be
used only once and faults in the same module are masked, leading to approaches with large area
and power overhead that tolerate few faults. Using ECC to correct more than one bit dramatically
increases the hardware costs [228], limiting the use of ECC approaches against multiple faults.

Furthermore, few techniques have as interest to reduce the impact of faults for NoC, leading
to approximated results, targeting applications that can tolerate errors until a certain level, such
as image processing and machine learning [7]. For instance, an approach statically changes the
assignment of lines in datapath busses, by placing the MSB on the borders of the bus, to attenuate
the electromagnetic influences between neighbored lines [173]. As the assignment of lines is static,
it cannot be modified at run-time to deal with new occurring faults during system execution.

3.2.3 Contributions

We propose a Bit-Shuffling (BiSu) approach that reduces the impact of multiple faults by shuffling
at run-time the bits inside a flit transmitted through the NoC, with the goal of placing the faults
on the Low Significant Bit (LSB) [C22, C24]. As depicted by the purple arrow of Figure 3.8-a,
flits are crossing a faulty router from north to south. Flits of size SF bits are divided into NSF

blocks of SSF bits, named SubFlit (SF), e.g., SF = 8, SSF = 2, and NSF = 4 (SF0 to SF3) in
this example. Let’s assume two permanent faults occur in the input buffer, affecting the bits 7
and 6 of all incoming flits. When no shuffling takes place (right part Fig 3.8-b) the errors are
within the range {0,±64,±128,±192}, depending on the initial value of the affected bits. When
bit-shuffling is applied in the input ports of the router, before crossing the faulty path, the subflits
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are re-organized by swapping LSB and Most Significant Bit (MSB) of data to allocate the MSB at
the non-faulty hardware paths, i.e., SF0 and SF3 are swapped inside each flit. Hence, the impact
of the faults is reduced to the range {0,±1,±2,±3}, depending on the values of the LSB. Before
the flit leaves the router, the subflits are brought to their initial position, and the flit is sent to the
output port.

BiSu protects every router and interconnection, as displayed in Figure 3.9a, providing a fine-
grained protection, which, however, has increased hardware cost. To reduce the hardware cost,
while providing data protection, we propose a Region-based Bit-Shuffling technique (R-BiSu) [J23],
which divides NoC into regions and applies BiSu at the region borders. Figure 3.9b (Figure 3.9c)
depicts a R-BiSu configuration of size 1 (2), i.e., the NoC is divided in regions of 1 × 1 (2 × 2).
Note that, the basic BiSu approach corresponds to a region of size 0. Furthermore, we design a
hardware block that computes the register shuffling values, instead of using the dedicated core IP
of the routers.
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Figure 3.9: Illustration of the R-BiSu technique for different region sizes.

3.2.4 System model

We consider a NoC R × R, with the routers, interconnections and Network Interface (NI). Each
router is connected to an Intellectual Property (IP), e.g., cores, memories, and hardware accel-
erators. The routers are connected together through the interconnections. When an IP sends a
message in the NoC, the associated NI formats the message. Messages are split into smaller fixed-
length Flow controL uniTS (FLITS), where each flit has the same size as the interconnections of the
NoC. The routers transmit the flit through the interconnection to a neighboring router. When the
message reaches the destination, the router forwards the message towards the NI of the destination,
which decodes the message to send it to the associated destination IP.

3.2.5 Fault model

We consider multiple permanent faults [170], expressed as stuck-at, short or bridge faults [70]. As
the buffers and the crossbar are the biggest components of a router [76], they have higher probability
of accumulating faults due to radiation effects, manufacturing defects or other intrinsic failures.
Thus, we consider faults located in i) the interconnections between routers, or ii) the buffers and
the crossbar within each router. We assume that an Error Mask (EM) with the position of faults,
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which has the same size as the data-bus of the NoC, is provided by methods that can diagnose
faults in interconnections and routers [272], such as BIST techniques [160, 33]. Each bit in EM
gives the state of the datapath bit-line.

3.2.6 Basic Bit-Shuffling method

Shuffling blocks: To achieve BiSu, the NoC routers are extended with Shuffler (S) and De-shuffler
(D) blocks. The S block re-organizes the subflits with the objective of minimizing the impact of
the faults. The D block brings back the initial order of the sublits. To deal with the targeted
faults, BiSu is applied i) between two routers, to mitigate errors on the interconnection bus, and
ii) between the input and output ports, to mitigate errors inside the router. One extra D block
is required for the routing controller (CTRL), which reads the routing information of the shuffled
header and forwards the current packet towards the expected output, as depicted in Figure 3.8-a.
The hardware architecture of the S and D blocks is composed of NSF multiplexers of NSF inputs
of SSF bits to one output of SSF bits, and registers, whose values give the multiplexer selections,
and thus, the bit-shuffling and de-shuffling. The register values are computed using a bubble sort
algorithm [15] that takes as input the EM. It divides EM in equivalent submasks (based on the
SSF value), and orders them, along with the corresponding part of the register, in an decreasing
order to minimize the impact of faults. The algorithm is executed on the IP core of the router.
Critical packets: Faults cannot be tolerated in the header flits, since they contain control infor-
mation. When the header contains several unused bits, the BiSu technique uses them to mitigate
faults. When the header contains few unused bits, the BiSu technique distributes the header infor-
mation into two flits. In this way, the number of unused bits is artificially increased (by duplicating
the header flit) with a small impact on the NoC latency, i.e., adding a single flit in a packet. The
same technique is used for sensible data, e.g., instructions. Notice that, today’s NoC are typically
based on large buses. Hence, the header duplication is a solution that is applied only when BiSu
technique cannot provide full protection using the unused header bits.
Different data and flit sizes: The BiSu technique takes into account differences between both
data and flit sizes, when organizing the flits inside the NI. To achieve this, a merger block and a
de-merger block are added to the NI, and more precisely, to the packetization and de-packetization
blocks always included in classic NoC. These blocks sort the data in the flits at the subflit scale, to
reduce as much as possible the fault impact on the data.

3.2.7 Region-based Bit-Shuffling method

The R-BiSu method relaxes the mitigation efficiency of the BiSu technique, since it splits the NoC
into regions and the BiSu method is applied in the region frontiers. To compute the S and D
registers, we need to consider all faults within a region, which can be accumulated when a packet
crosses the region. This information is given by the Region Error Mask (REM), computed based
on an hierarchical method, where the REM of a region of size X is obtained by an OR operation
among the REM of the related regions of size X − 1. Figure 3.9 shows an example of 4 × 4 NoC
with 8-bit flit size and 2-bit subflit size. The NoC is affected by three faults on i) the bit number 4
of the router R0, ii) the bit number 2 of the router R0 local interconnection, and iii) the bit number
7 of the router R5 north interconnection. The associated error masks indicating faults (highlighted
by red color) for the different region sizes are displayed in Figure 3.9. A hardware block is designed
to compute the values of the S and D registers, reducing the pressure on the core IP of the routers.
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3.2.8 Evaluation

The BiSu and R-BiSu approaches are implemented considering regular square regions and a header
distribution on two flits, which correspond to the worst case. This section presents a subset of
our evaluation results at the NoC level, while the complete multi-level efficiency evaluation of the
proposed techniques through several experiments made on payloads and headers can be found
in [C22, J23, C24]. We initially compare the reliability efficiency and the area of basic BiSu, an
extended Hamming code and the unprotected NoC, and then, we present the improvements of R-
BiSu compared to the basic BiSu. For the reliability efficiency, we use the MSE metric over 10, 000
fault injection sets.

Experimental Setup

Platform & implementation: We consider a 8× 8 NoC using the using the 5-ports CONNECT
router [186], with a round-robin arbitration and a XY routing algorithm. For the hardware results,
the hardware blocks are synthesized on 28 nm FDSOI technology through HLS tools of Mentor
Graphics, targeting a clock frequency of 1 GHz. All simulations are performed on the Fedora 28
linux distribution with 8-cores Intel(R) Core(TM) i7-8650U CPU @ 1.90GHz.
Benchmark: Packets of 16 flits are injected according to the TORNADO injection model, where
each IP sends a packet at any other IP, considering 64 bit flit size.
Fault injection: The faults are randomly injected in the NoC datapath and modeled using the
stuck-at fault model [70]. We consider that the injected faults have always an impact on the data
by applying a bit-flip on the affected bits. In this way, the masking effect due to data values is
avoided and the fault impact is always visible.
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Figure 3.10: Reliability efficiency and area overhead of BiSu technique and the Hamming code.

Reliability efficiency: Figure 3.10a displays the MSE according to the fault density in terms of
average number of faults per router, i.e., number of faults divided by the number of NoC routers.
Thus, a density of 1.00 fault per router does not mean that each router is impacted by one fault, but
that the fault average per router in the NoC is equal to 1.00. BiSu significantly reduces the MSE
compared to the unprotected case, even under a high fault density. The BiSu efficiency increases
when the subflit size is reduced. The results of extended Hamming code are approximately equal
to the BiSu technique with a subflit size equal to half the size of the flit, i.e., the largest possible
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size. The BiSu method is more efficient than the extended Hamming code with smaller subflit sizes
and higher fault densities.
Hardware overhead: Figure 3.10b shows the global overheads for the BiSu technique and the
extended Hamming code for different subflit sizes (SSF ). Comparing with the Hamming overheads,
BiSu technique can have higher, equal or lower hardware overheads according to the considered
subflit size. For example, considering 64-bit flits with 4-bit subflits, the area overhead of the
BiSu is 43.5% against 29.3% for Hamming. However, when the subflit size is increased to 8 bits,
the overhead is reduced to 27.5%. Note that, the NoC performance are not impacted by the
combinatorial D and S blocks, contrary to the Hamming implementation. For example, considering
64-bit flits with 4-bit subflits, the D and S critical path is 0.55 ns against 0.32, 0.85 and 0.76
required for Hamming encoder, checker and decoder, respectively.

R-BiSu method
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Figure 3.11: Reliability efficiency and area overhead comparison.

Reliability efficiency: Figure 3.11a depicts the MSE fault density, i.e., the number of faults
per router, for different region sizes considering 64-bit flits divided into 4-bit subflits. The MSE
increases with the region size, until it reaches the same results with the unprotected NoC, when
the density of faults is high. However, we observe that the size of the region can be increased from
0 to 1 with only a small impact on the MSE. For example, the MSE is increased from 2.17 × 108

to 3.99× 109, when the region size changes from 0 to 1 for a fault density equal to one.
Hardware overhead: Figure 3.11 presents the hardware costs of the R-BiSu method in terms of
area and power overhead for different region sizes and subflit sizes. We observe that the overhead is
decreased with the subflit size and the region size increase. When the region size increases from 0
to 1, the area overhead is reduced from 48.3% to 31.4%. The dedicated hardware block to compute
the value of the shuffling and de-shuffling registers has a small impact on the global hardware
cost of the method. For example, the area and power overheads are increased by 5.3% and 5.9%,
respectively, for a region of size 1, and by 1.3% and 1.4%, for a region of size 2. The latency to
compute the register values depends on the number of subflits present inside a flit. For example,
if the flit is composed of 16 subflits, then the latency to update the registers is equal to 370 ns.
When the flit is composed of 8 and 4 subflits, the latency is 120 ns and 44 ns, respectively.
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Pareto front

The hardware costs reduce with the region size increasing, but the reliability of the method is
decreased. To exploit this trade-off, Figure 3.12 plots the Pareto front for different subflit sizes and
region sizes considering 64-bit flits and a fault density equal to one fault per router. Overall, cases
exist where the basic BiSu does not belong to the Pareto front. The region size can be increased
from size 0 to size 2 with a small impact on the efficiency, while the area overhead is reduced from
48% to 33%. Furthermore, an increase of the subflit size, reducing hardware overheads, has a higher
impact on the efficiency. Last, we conclude that increasing the region size is a better way to reduce
the hardware overheads than increasing the subflit size.
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Figure 3.12: Area and MSE Pareto front.

3.3 Cross-layer reliability analysis for complex hardware designs

3.3.1 Context

Due to the increased level of chip integration, the reduced transistor sizes and the lower supply
voltages of modern technologies [118, 80], the hardware designs are becoming more and more
sensitive to environmental sources [206], such as radiation. Radiation-induced faults can be caused
by particles from the atmosphere and their impact on the reliability must be carefully assessed [27].
Ionizing particles can create charges in semiconductor and their density depends on the ion species
and their energy, characterized by the Linear Energy Transfer (LET) [117]. The transferred energy
from particles can (i) corrupt the state of sequential logic, by flipping bits stored in a memory cell or
a flip-flop, and (ii) impact the combinational logic, by creating current-voltage transients, known
as Single-Event-Transient (SET). The SET is propagated in the forward cone of the impacted
combinational cell and it can be eventually latched by sequential logic [239]. As a result, one or
several bits are modified leading to Single-Event-Upset (SEU) or Multiple-Event-Upset (MEU).
Such errors can jeopardize the system execution, since their appearance in hardware can lead to
failures in the application.

In this context, evaluating the reliability of a system under radiation-induced faults is an es-
sential part of the system design process.
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3.3.2 State-of-the-Art

Reliability analysis can be performed by injecting faults into the system and observing its behavior.
Fault injection can be done by hitting the real system with a radiation beam and by simulating
the impact of injected faults. The first method requires dedicated and costly material, whereas the
system can be destroyed during experiments. The second method does not have these limitations
and allows a more detailed system analysis. Two main trends exist in reliability analysis through
simulation, i.e., the first category characterises the induced faults by analysing the radiation im-
pact at the lower hardware design layers, i.e., Technology and Circuit (T&C) layers, while the
second category is applied at higher hardware and application layers to characterize the system
execution under transient faults (or soft errors). Table 3.4 summarizes representative vulnerability
approaches, and compare them with regard to the layers and fault models they consider.

Table 3.4: Comparison with representative reliability analysis approaches.

Ref. Layer Fault model
T&C Gate RTL Microarch. Application SEU MEU SET

[117, 208] X X X X

[168] X X X
[265, 123] X X X
[269, 93] X X X X
[47] X X X X X
[236] X X X X X X

[C26, C20] X X X X X X X

Radiation analysis at technology and circuit layers can take into account the circuit layout, the
fabrication technology, the radiation and operational environments. For instance, soft errors due
to neutron strikes are characterized through a SPICE simulator [208] and Monte-Carlo simulations
are used to compute neutron, proton, heavy ion and α emitter contamination [117]. Although these
approaches accurately characterize the impact of radiation on the physical circuit, they remain at
low hardware layers and do not analyse the propagation of such faults to the system execution.

For reliability analysis at higher layers, a trade-off exists between the accuracy and the time
for analysing complex hardware designs. Fault injection at the application level is fast, but less
accurate. It is agnostic of the hardware state, fault injection occurs only between instructions
and in application variables [168]. To improve accuracy, the underlying hardware should be taken
into account. Fault injection approaches at the hardware level typically use random fault models
following uniform distributions [93]. The majority of existing approaches focus on single-bit faults in
sequential logic, e.g., the fault model is based on a random single bit-flip in the microarchitectural
state [265] and a bit-flip on the value of one storage element [123]. Some approaches consider
multiple-bit flips in sequential logic, e.g., multiple architectural vulnerability analysis is computed
for faults affecting a number of contiguous bits in SRAMs [269, 93]. Last, approaches consider
faults occurring both in the sequential and the combinational logic. For instance, random single
and multiple faults, occurring to instructions that use arithmetic units, are analysed in [47]. An
instruction-set simulator executes the application and invokes a gate-level simulator to inject and
propagate the fault. A hybrid fault injection framework combines Register Transfer Level (RTL)
and gate-level simulation, injecting an SET of one clock cycle following a uniform probability [236].
Existing approaches characterise the impact of transient faults on the system execution, typically
considering random faults and uniform distributions.
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Although these two categories are complementary, few works consider their combination in
order to accurately analyse the impact of the radiation from the environment on the hardware
design and application workload under study. A recent cross-layer approach considers technology,
circuit, hardware and application layers based on Bayesian models for single-bit faults in memory
components [262]. However, multiple-bit faults and combinational logic faults cannot be neglected
and should be included in the reliability analysis.

3.3.3 Contributions

We address this limitation by providing a novel cross-layer reliability analysis from the semicon-
ductor layer up to the application layer [C26, C20] in order to quantify the risks of faults under a
given context, taking into account the characteristics of the environmental radiation, the physical
hardware design and the application. The overview of the cross-layer reliability analysis flow is
depicted in Figure 3.13. The first step to obtain an accurate analysis is to use fault models that
reflect the reality of the system’s environment, e.g., actual occurring faults on a given hardware
design during a flight from Paris to Los Angeles due to single energy particles. To achieve that,
we have used models for the radiation-induced faults that take into account both the specific en-
vironmental conditions and the characteristics of the specific hardware. Such models are obtained
by a technology and circuit layer simulation tool that characterises the impact of ionizing parti-
cles, under different scenarios, on the hardware design under study. The tool’s output is a set
of databases that model the distribution of the transient faults at the circuit layer, depending on
the cell type, size, inputs and radiation scenario. Such technology- and circuit-layer analysis is
required once per fabrication technology and radiation scenario. We apply a gate-level analysis,
based on statistical fault injection through a single-cycle simulator, in order to characterise with
significant statistical confidence the propagation of radiation-induced faults, modelled at the circuit
level. This simulation is able to analyse logical masking and latching window masking, since the
hardware design frequency, the area, the delay, the type of cells and the netlist of the hardware
design are taken into account. The output is a set of databases describing single-bit and multi-bit
error patterns that avoided masking and finally latched in the hardware design registers. Such
gate-level analysis is applied once per hardware design. Last, we analyse the impact of single-bit
and multi-bit error patterns, occurring at microarchitecture layer, on the system execution, taking
into account the application workload. This is achieved through fault injection using a fast Cycle-
Accurate-Bit-Accurate (CABA) simulator executing the application. The microarchitecture-level
analysis is applied per application workload.

3.3.4 Fault models through Technology and Circuit Analysis

The cross-layer reliability analysis uses as input the results obtained with MUSCA-SEP3 [117]
and ATMORAD [44] tools from ONERA, which analyse the physical impact of radiation to the
hardware circuit, therefore considering the environment and the physical circuit of the hardware
design. As an output, a set of databases of fault models per technology cell is created, along with
their probability to occur based on the cell type, size and inputs.

The environmental models are based on generating environment databases according to the
considered missions (e.g., aircraft trajectories, ground trajectories, orbits) and space weather con-
ditions (e.g., solar activity, solar flare). The physical models correspond to the device description,
including the circuit layout, fabrication technology, semiconductor active zones, passivation, met-
allization layers and package. The technology and circuit level analysis is based on Monte-Carlo
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Figure 3.13: Flodam cross-layer reliability analysis flow.

simulation using a sequential model of the various physical mechanisms occurring when a particle
hits a circuit, and potentially leading to a radiation-induced fault. The model describes (i) the
particle transport in materials (modifications of the particle primary characteristics via the inter-
action with the structure, shielding, package and over layers), (ii) the electron-hole pairs and charge
generation in semiconductor, (iii) the transport and collection of the charges when electron/holes
reach the electrodes, (iv) the transient pulses induced on the different electrodes (drains, sources
and taps), and (v) the final effects at the circuit layer. When the circuit is impacted by a particle i
of energy Ei, the first step is to identify the cells and transistors potentially impacted. Depending
on i, Ei, the size of the transistor and the positioning of the particle with respect to the Drain-
Grid-Source topology, the most relevant induced current is identified. After this analysis, the tools
select a current from an I(t) database, depending on the characteristics of the transistor to be im-
pacted (size, type), the particle and its characteristics, to be injected at the circuit layer. Following
the aforementioned approach, a set of databases is generated with fault models per cell from the
technology library used for the considered design, and for the different particles encountered in
atmospheric and space environments.

3.3.5 Error patterns through Gate-Level Analysis

As exhaustive fault injection is not possible for complex hardware designs, the aim of the gate-level
analysis is to create statistically representative models at this layer for radiation-induced faults
occurring at both combinational and sequential cells of the hardware design. To obtain such fault
models with statistical confidence and within reasonable time, the gate-level analysis is performed
through statistical fault injection per pipeline stage. This is achieved through single-cycle gate-level
simulation using the fault models obtained by the technology and circuit analysis. The number of
faults N to be injected is defined from the required confidence level in the statistical analysis, i.e.,
N = t2×p×(1−p)

e2 , where t is the critical value related to the statistical confidence interval, e the error
margin, and p the percentage of the fault population individuals assumed to lead to errors [260].

In order to be able to inject faults, the netlist of the hardware design is extended with an
injection block inserted at the output of each cell. With these injection blocks, we can insert SEUs,
MEUs and SETs anywhere, at any time and with any duration in the netlist. Note that, in order
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not to affect the timing characteristics of the hardware design, the propagation delays of all the
injection blocks are set to zero. The inputs of the hardware design are randomly generated, e.g.,
for the execution stage of a processor the inputs are instructions randomly generated from the
Instruction Set Architecture (ISA) using random operands. For each such input, a fault-free cycle
is executed to obtain the golden reference, i.e., the fault-free output. Based on the technology
and circuit layer analysis, the higher the area of a technology cell, the higher its probability to be
affected by radiation. Therefore, the selection of the cell, where the fault is injected, it driven by
the area of the cell. If the selected cell is of sequential type, the fault is injected directly to the
pipeline register. If the selected cell is of combinational type, an SET is inserted into the netlist.
The time offset, when the SET is inserted, is randomly chosen within a clock cycle, since radiation
may affect the hardware at whatever time instance. The SET duration is given from the databases
obtained during the technology and circuit layer analysis. Then, the SET is injected and the output
is latched by register at the output of the design stage. If the result in the register is different than
the golden reference, the injected fault has led to a single-bit or multiple-bit error. The number
and the position of faulty bits are logged, in order to create a set of databases with error patterns.

3.3.6 Vulnerability metrics through Microarchitecture-Level Analysis

The microarchitecture-level analysis is based on fault injection that is able to evaluate the masking
due to the microarchitecture and the application workload. The fault injection is driven by the
error patterns, modelled during the gate-level analysis and describe the single-bit and multiple-bit
faults to be injected at the hardware design registers. Prior to any fault injection, we execute
the application under study, without faults, in order to obtain a set of golden references: (i)
the application output, (ii) the system state (memory and registers), and (iii) the number of cycles
required for the execution of the application. Then, the fault injection tool executes the application
and injects faults to the hardware design registers, while the application runs. The cycle to inject
the faults is chosen randomly between the first cycle and the total number of cycles needed for
the fault-free execution, since radiation may impact the system any time. The location, where the
faults are injected, is driven by the size of the combinational and sequential logic of the overall
hardware design. The larger the area, the higher its probability to be selected. The characteristics
of the fault (i.e., how many and which register bits are affected), to be injected in the register of the
selected hardware pipeline stage, are provided by the gate-level error patterns. The more times a
specific error has appeared, the higher is its probability to be injected, during the microarchitecture
analysis. After the fault injection and upon application termination, the results are compared to
the golden references, categorising the impact of faults as:

• Hang (H): The execution time has exceeded a threshold, and thus, it is assumed that it has
entered an infinite loop.

• Crash (C): The execution of the application has terminated unexpectedly and an exception has
been thrown (e.g., out of bound memory access, misaligned PC, hardware trap, etc.)

• Application Output Mismatch (AOM): The application output is different than the golden ref-
erence.

• Internal State Mismatch (ISM): The system state (memory and registers) are different than the
golden reference.

• Functionally Masked (FM): The application has finished execution, with no AOM and no ISM.
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Figure 3.14: RISC-V core with 5-stage pipeline [213].

3.3.7 Evaluation

An open-source 32-bit RISC-V processor [213] is used as a case study, consisting of a standard
5-stage pipeline, including a forwarding mechanism, a hardware multiplier in its execution stage, a
register file with 32 registers in the write-back stage, and an instruction and data level one cache
memory. The considered processor is fully specified using C++ and has been synthesized to the
gate-level using Mentor Graphics Catapult High-Level Synthesis and Synopsys Design Compiler
with a target frequency of 500 MHz. The target fabrication technology is 28 nm FDSOI from ST-
Microelectronics using a supply voltage of 1.0 V. The sequential logic of the processor corresponds
to 45.85% of the total area and the combinational logic to 54.15%. Table 3.5 depicts the relative
area of the pipeline stages.

Table 3.5: Relative area of RISC-V pipeline stages.

Pipeline stage Fetch Decode Execute Memory WriteBack
Area 6.01% 11.02% 35.47% 5.10% 42.41%

Technology and Circuit Layer Results

Thanks to our collaboration with ONERA, Toulouse, under FLODAM project, we obtain fault
models for 28nm FDSOI technology cells considering different radiation scenarios, considering sev-
eral flights departing from Paris to New York, Los Angeles, Johannesburg and Sao Paulo, and vice
versa. For each flight plan, the natural radiation environment can be calculated, which describes
the differential energy spectrum of neutron, proton and muon for each point of the flight plan tra-
jectory. Analysis takes place considering different particle types, particle energies and technology
cells. The transistors potentially impacted when a particle i of energy Ei hits a technology cell and
the most relevant induced currents are identified. A current database is created depending on the
transistor size and type, the particle and its characteristics. Then, current injection at the circuit
level takes place leading to a set databases with fault models characterised with distributions of
SET widths in the cell. For instance, Figure 3.15 summarizes the distribution of the width of the
SET pulses created when neutrons hit the 28nm FDSOI cells, normalized to the cell area and input
sizes. In this radiation scenario, we considered an LET equal to 58MeV.cm2.µm−1, a temperature
25◦C and an incidence angle of 90◦. Overall, 212, 000 injections took place on 91 logic gates of the
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fabrication technology. We observe that the majority of SET widths are below 500 ps (89.457%),
while a minority is larger than 1 ns (0.651%) and than 1.5 ns (0.13%) for our case study.

Figure 3.15: SET distribution normalized to cell area and input sizes

Gate-Level Results

The gate-level analysis provides the error patterns, created due to injected faults at the circuit layer,
that managed to avoid logical and timing window masking and latched at the output register. Con-
sidering a 99.8% confidence interval with 5% error margin for each input set values, we injected 103

for each of the 103 different inputs per pipeline stage (106 total fault injections per stage). The time
required to perform gate-level analysis for the five RISC-V pipeline stages is 1, 039 s, as depicted in
Table 3.6 with Questa Advanced Simulator 10.7b running on a second-generation Intel Xeon CPU.
Figure 3.16 depicts the gate-level analysis results for the RISC-V execution stage, considering an
SET pulse width equal to 400 ps and an operating frequency of 500 MHz. Figure 3.16a shows the
probability of each bit of the output register of the execution stage to be erroneous. Some bits
in the register have higher error probabilities, such as the bits corresponding to the ALU output
(bit 32 up to bit 63) and data resulting from logical operations on values from Control and Status
Registers (CSRs) (bit 94 up to bit 125). Figure 3.16b shows how many bits were faulty due to a
single SET. The higher number of observed erroneous bits for the execution stage is 52 bits, which
is 41.3% of the pipeline register size. Experiments for different pulse widths have shown similar
results. Regarding SET propagation, for pulse widths 100 ps and below, the SETs are not often
propagated within the latching window of the register, and with a pulse width below 50 ps, no
latching of SETs is observed.

Table 3.6: Time of gate-level analysis.

Fetch Decode Execute Memory WriteBack Total
37 sec 392 sec 496 sec 82 sec 32 sec 1,039 sec

Microarchitecture-Level Results

Although the error patterns managed to survive at the microarchitecture-level, they may not nec-
essarily lead to a visible error during the system execution. Using a 99.8% confidence interval
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(a) Error probability for each register bit (b) Size of error patterns.

Figure 3.16: Gate-level results of the RISC-V execution stage.

and a 1% error margin, we injected 23, 874 faults, using the error patterns obtained from the
gate-level analysis. The microarchitecture layer output is the distribution of vulnerability met-
rics. Figure 3.17 compares the vulnerability results for four benchmarks (matrix multiplication,
qsort, strsearch, blowfish), obtained by the proposed flow and by typical approaches which inject
SEUs in the microarchitecture with a uniform fault occurring probability for all registers. Overall,
with the proposed flow (FLODAM), we observe that less faults are masked, compared to standard
microarchitecture-level analysis.
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Figure 3.17: Vulnerability metrics.

The CABA simulator performance is 18.2 million instructions per second on average, using an
8th generation Intel i7 CPU running at 2.40 GHz. The time required to perform the vulnerability
analysis at the microarchitecture-level based on the CABA simulator is shown in Table 3.7. Note
that, performing similar analysis using full gate-level methods would require a prohibited time.
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Table 3.7: Time of microarchitecture-level analysis.

Bench. matmux qsort blowfish strsearch average
Time 388 min 40 sec 327 min 20 sec 466 min 427 min 20 sec 406 min 32 sec

3.4 Conclusions

Due to the increasing intrinsic failure rate in the electronic field, electronic systems became more
sensitive to faults affecting their correct functionality. Transient faults are challenging because
of their nature, and processors have to the extended with fault tolerant capabilities. We extend
heterogeneous VLIW processors with hardware mechanisms to support reliable benchmark execu-
tion. The proposed approach explores the idle slots in the current and next bundles and prioritizes
dependent instructions. More precisely, the proposed mechanism perform instruction triplication
considering short-term transient faults [C12, J26]. We leveraged this mechanism for permanent
faults, where instruction triplication and re-scheduling is applied taking into account the status
of the FUs [C11]. To reduce the performance degradation due to the instruction level fault tol-
erance, dynamic instruction re-scheduling is applied based on the status of the faulty FUs in a
coarse-grained way [C15] and a fine-grained way [C17].

Permanent faults are critical since there is no recovery, contrary to transient faults. Existing
approaches to deal with multiple permanent faults over NoC often induce high hardware costs in
terms of area and power consumption, while their reliability efficiency is drastically impacted. We
proposed BiSu technique [C24, C22] for fault mitigation in NoC datapath, which re-organizes the
flits at the subflit scale to move the fault impact on the LSBs. A redundancy approach is presented
to handle critical data, such as headers, by distributing critical information on two flits allowing
to artificially increase the number of unused bits to enable the BiSu method. Hardware blocks are
inserted in the NIs to manage the difference between the flit size and the data size. The obtained
results show that BiSu can manage high fault densities contrary to state-of-the-art methods, such as
the extended Hamming code, with small critical path and latency overheads. To reduce hardware
overheads, a region-based version (R-BiSu) [J23] is proposed, which protects regions, instead of
routers. An hierarchical method computes the error mask of a region. R-BiSu trade-offs reliability
efficiency and hardware costs through different subflit sizes and region sizes. Passing from BiSu
to R-BiSu with a region size of 2 reduces the hardware costs with small impact on the reliability
efficiency. A hardware block computes the shuffling values with negligible hardware overheads.

To analyse the reliability of complex hardware designs, we proposed a cross-layer reliability
analysis [C26, C20], from the semiconductor layer up to the application layer. We focused on
transient faults caused by single radiation particles. Particles with different characteristics have
different impacts when hitting sequential and combinational cells of the design, providing different
fault models. From the analysis results, particles impacting combinational logic can lead to SET of
different width pulses. Depending on the characteristics of the particles and the hardware design,
SET can be latched in the registers and alter a significant number of bits, leading to a significant
number of MEUs. Such MEUs can be significantly large in size and they not disturb only adjacent
bits. Performing analysis considering the impact of radiation to combinational logic leads to less
masked faults at the application layer, compared to typical methods using randomly injected faults
based on uniform distribution. Combining statistical analysis with single-cycle gate-level fault
injection and microarchitecture-level fault injection, the reliability analysis is significantly reduced
compared to full gate-level fault injection.
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Chapter 4

WCET- and fault-aware task
deployment for multicore
architectures

This chapter summarises our contributions on desing-time task deployment on multicore architec-
tures with both hard timing guarantees and reliability requirements. More precisely, section 4.1
presents our contributions regarding optimal and heuristic design-time approaches, characterized
with pessimistic WCET regarding interferences, over shared memory multicore architectures, un-
der hard real-time and reliability constraints for different DVFS schemes. These works have been
performed during the PhD period of Minyu Cui. Section 4.2 presents a task deployment approach,
under real-time and energy constraints, considering a multicore architecture with NoC as communi-
cation mean, taking into consideration the energy consumption for communication and the routing
paths. This work is performed during the 3-year internship of Qi Zhou. Section 4.3 summarises
the aforementioned contributions.

4.1 Design-time mapping under different DVFS schemes

4.1.1 Context

Safety-critical applications have not only real-time constraints, but also reliability constraints [175].
However, designing for energy efficiency, real-time and reliable task execution are conflicting ob-
jectives. Enhancing real-time execution and reliability often requires more energy consumption.
To meet real-time constraints, execution with higher frequencies maybe required, increasing en-
ergy consumption. To increase the reliability, high frequencies and task replication is usually
applied [275]. However, task replication has a significant impact both on energy and time; more
tasks are executed, thus, more energy and time is required. Furthermore, DVFS has a negative
impact on task execution and reliability. Lower frequencies lead to longer execution times and
increased transient fault rates [95].

In this context, fault tolerant approaches, such as task duplication, and frequency assignment
should be taken into account during real-time and reliable task deployment [201].
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4.1.2 State-of-the-Art

Table 4.1 summarises representative task mapping approaches with DVFS with goal of minimizing
energy consumption, under Real-Time (RT), and Reliability (R) constraints. Tasks can be Indepen-
dent (I) or Dependent (D) and the multicore platform Homogeneous (HO) or Heterogeneous (HE).
Based on the problem formulation and solving method, solutions are obtained through Heuristic
(H) or Optimal (O) approaches. Fault tolerance is provided by task Recovery (Rec) or task Replicas
(Rep).

To tackle the negative impacts of DVFS on reliability, existing techniques preserve the original
system reliability for all tasks, i.e., the reliability that can be obtained with the maximum platform
frequency. Then, slack is reserved to execute a recovery task with the maximum frequency. In
the individual-recovery scheme, a recovery task is scheduled for every selected task, while in the
shared-recovery scheme, multiple tasks running on the same processor share a single recovery task,
for independent [197] and dependent tasks [96] on homogeneous platforms. Then, DVFS is used to
scale down tasks. If an error is detected, the recovery task is evoked. Shared-recovery scheme has
also been considered for dependent tasks on heterogeneous systems [283]. However, such approaches
usually require high frequencies to satisfy the original reliability, increasing energy consumption. It
is also possible that reliability constraints cannot be satisfied, even with the maximum frequency,
leading to empty solution space.

Other approaches compute the required number of replicas to always meet reliability constraints.
Due to high complexity, heuristics are typically proposed, e.g., a first-fit decreasing heuristic [103]
and a layered worst-fit decreasing heuristic [101] for independent tasks on homogeneous platforms,
and an iterative heuristic for independent tasks [90] and a list scheduling heuristic for dependent
tasks [275] on heterogeneous platforms. Hybrid approaches use a given number of replicas and
apply task recovery, when an error occurs [225]. However, the increased number of replicas leads
to large energy consumption, combined with a negative impact on execution time. When the real-
time constraints are strict, solutions may not exist. To reduce this negative impact, the number of
replicas is restricted. In [226], a heuristic decides among single execution, task duplication and task
triplication. However, no guarantees are provided on real-time and reliability constraints. In [95],
a heuristic determines which tasks to be duplicated, removing the need of a recovery task, without

Table 4.1: Representative DVFS task deployment approaches targeting energy minimization.

Ref. Task Platform Fault tolerance Constraints Solution
I D HO HE Rec Rep RT R H O

[197] X X X X X X
[96] X X X X X X
[283] X X X X X X
[103, 101] X X X X X X
[90] X X X X X X
[257] X X X X X X X
[225, 226] X X X X X X
[95] X X X X X
[275] X X X X X

[C19, J24] X X X X X X
[C23] X X X X X X
[J25] X X X X X X
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considering reliability constraints. If an error strikes a task’s execution, this task is re-executed
at maximum frequency. An Integer Linear Programming (ILP) approach [257] maps independent
tasks on a heterogeneous platform to satisfy a given percentage of duplicated tasks, under energy
budget constraint. However, the reliability of tasks is not considered.

4.1.3 Contributions

We extend the State-of-the-Art by proposing a task mapping approach that decides between reliable
single task execution and task duplication, under real-time and reliability constraints, considering
DVFS schemes with different flexibility regarding frequency assignment. Our approach applies
partial task duplication, which duplicates a task when its reliability constraint cannot be satisfied
even with high frequencies or when the energy consumption of original and duplicated tasks is less
than executing only the original task with a high frequency. We leverage our approach for systems
that support DVFS at task, processor and system level. First, we design methodologies for task
mapping on multicore platforms that provide optimal solutions for independent [C19, J24] and
dependent [C23] tasks under different DVFS schemes. Then, to cope with high computation time
required to obtain optimal solutions, we propose a set of heuristics that provide near-optimal solu-
tions with reduced computation time, leading to scalable approaches [J25]. In the next paragraphs,
we summarize the task and platform models considered in our contributions and provide a gen-
eral description of the proposed problem formulations and solutions. For the exact mathematical
formulations for each problem, please refer to [C19, J24, C23, J25].

4.1.4 System model

We consider an interference-pessimistic set of N independent tasks, i.e., {τ1, . . . , τN} in [J24, C19]
and N application frame-based dependent tasks in [C23, J25]. Dependent tasks are represented by
a Directed Acyclic Graph (DAG) G(V,E), where V denotes the set of N tasks and E represents
the partial order, corresponding to the precedence constraints among tasks. A task is ready for
execution when all its predecessors have been completed. Each task τi is described by a tuple
{Wi, R

th
i }, where Wi is the Worst Case Execution Cycles (WCEC) and Rthi is its reliability thresh-

old. Each task has its own reliability constraint, since functions of an application exhibit distinct
significance and/or vulnerabilities, due to variations in the spatial and temporal vulnerabilities of
different instructions [226]. Without loss of generality, the release times of all tasks are considered
at the start of the scheduling period, which provides also the global deadline D.

A multicore platform is considered with M homogeneous processors, i.e., {θ1, . . . , θM}. The
following DVFS schemes are exploited: i) Task-Level DVFS (TL-DVFS), where the frequency
assignment is performed independently per task, such as in [114, 225, 103, 221] and ARM DynamIQ
big.LITTLE platform [199], ii) Processor-Level DVFS (PL-DVFS), where the frequency assignment
is performed independently per processor, such as in Intel-Xeon E5620, and iii) System-Level DVFS
(SL-DVFS), where the same frequency is assigned at the same time to all processors, such as in [138,
140]. For each core, there are L different Voltage/Frequency (V/F) pairs {(v1, f1), . . . , (vL, fL)}.
When task τi is assigned with frequency fk, its execution time is calculated as eti = Wi

fk
. For each

processor θm, the power consumption is modeled as the sum of static power P sk and dynamic power
P dk , i.e., Pk = P sk +P dk . The dynamic power consumption with V/F level (vk, fk) is P dk = Ceffflv

2
k,

which is a common used model when frequency and voltage scaling have a linear relation.
We focus on soft errors that follow a Poisson Distribution with fault rate λ(f) at frequency

f [287], where fault rate is the expected number of faults per time unit [81]. For systems supporting
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DVFS, the fault rate at frequency fk follows an exponential distribution λ(fk) = λ0×10d
fmax−fk

fmax−fmin ,
where λ0 is the average fault rate at maximum frequency, d is a constant, used to measure the
sensitivity of fault rate to voltage/frequency scaling. fmax and fmin are the maximum and minimal
frequency in the L voltage/frequency levels, respectively. The reliability of a task execution is
the probability of executing the task without any fault, and it varies exponentially as a function
of its execution time as R(fk) = e−λ(fk)×et [81]. If the reliability of original task τi is larger
than its reliability constraint, the execution is considered as reliable, i.e., Ri = Roi . Otherwise,
the task τi is duplicated and executed on a different processor. Then, the reliability of τi is
Ri = 1− [1−Roi ][1−Rdi ], where Rdi is the reliability of duplicated task.

4.1.5 General problem formulation

Given a set of tasks, our goal is to map them on M processors, such that the overall energy
consumption is minimized, under task real-time and reliability constraints. To achieve that, we
determine 1) which processor should the tasks be executed on (task-to-processor allocation), 2)
which tasks should be duplicated, 3) what frequency should be used for the original and duplicated
tasks (frequency-to-task assignment). When we study set of dependent tasks, we define 4) when
should the task start (task scheduling). Overall, a processor is able to execute one task at a time
instance (task non-overlapping constraint), the tasks should finish before their deadline (real-time
constraint) and meet their reliability threshold (reliability constraint). Table 4.2 summarizes the
constraints and the variables used in each contribution, along with the type of the proposed problem
formulation and the proposed solutions.

Table 4.2: Summary of problem formulations.

Constraints Binary Continuous [C19, J24] [C23] [J25]
Task-to-processor allocation X X X X
Frequency-to-task assignment X X X X
Task-duplication decision X X X X X
Task dependencies X X X
Task non-overlapping X X X X X
Real-time X X X X X
Reliability X X X X X
Type MINLP MINLP MINLP
Solution O O H

4.1.6 Optimal solution

Similar to Chapter 2.1, we use variable replacement to eliminate the non-linear items related to the
task non-overlapping constraints to safely transform the MINLP to an equivalent MILP. Then, the
MILP is solved using optimization solver tools, such as Gurobi.

4.1.7 Heuristic methods

The proposed heuristic consists of two phases:
Phase A obtains, per task, the set of possible configurations that meet the reliability for each
task, a reliability, execution time, energy consumption table is created for each task based on all
possible configurations. A pruning step removes the task configurations that do not satisfy the
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reliability constraint. The result is the feasible configurations space of the task. The feasible
configurations considering only the original task serve as baseline configurations. The next step
prunes any feasible configuration with duplicated tasks, if both energy consumption and execution
time are larger than any baseline configuration. The result is the possible configurations, which is
ranked based on decreasing energy consumption.
Phase B uses the task configurations obtained from phase A and performs the application mapping,
subject to the real-time constraint. Phase B consists of three steps:

In Step 1, priorities are given to tasks for task allocation based on the largest average execution
time. The average execution time of a task is computed by the average execution time among all
possible configurations. The task priority list is ordered in decreasing execution time.

In Step 2, the initial application mapping is generated to check if the problem is feasible and
time slack is available. For each task, the initial application mapping uses the first configuration
in the task priority list as the selected configuration. For each task, we choose the processor with
least total execution time to obtain the task mapping. The set of all task mappings provides the
initial application mapping and the total execution time is obtained. If the total execution time
of at least one processor exceeds the global deadline D, the studied problem is infeasible, and the
algorithm stops. If the total execution time of all processors is equal to the deadline, the initial
application mapping is the final mapping and the algorithm stops.

Otherwise, time slack exists in the initial task mapping. Step 3 relaxes the mapping leading
to energy savings. Overall, different task configurations and different tasks can be relaxed. The
following process decides which task and with which configuration to be selected for relaxation. The
initial mapping is set as the current mapping. Then, the following process is applied iteratively,
until there is no available time slack for relaxation or all tasks have reached their configuration
with the least energy consumption. Before the relaxation, we compute the Energy Saving (ES)
and execution Time Increase (TI) for each task and each remaining configuration, compared to
the first configuration used in current task and application mapping. First, we search among all
tasks and all their possible configurations to select a new configuration for a task that achieves the
highest value ES

TI . After selecting a task with a new configuration, all task mappings are updated
accordingly. Furthermore, the new application mapping and the total execution time for each
processor are obtained. Last, all configurations that have a higher energy consumption than the
selected configuration for the relaxed task are removed from the task configuration space.

4.1.8 Evaluation

This section presents representative results for the evaluation of the proposed approaches, whereas
the complete evaluation can be found in [C19, J24, C23, J25]. We present the feasibility, energy
consumption, and computation time for dependent tasks (N=10, M=4) obtained by the proposed
optimal approach (O RAFTM), compared with two SoA approaches: i) the optimal Reliability-
Aware Mapping (RAM) (O RAM) approach, similar to [273] and “ESRG” algorithm in [275], and
ii) the Task Duplication Mapping (TDM) (O TDM), approach, always performing task duplication,
similar to [103, 275], when the number of replicas is two, or to [257], with 100% task duplication.
Furthermore, we compare the solutions of the proposed heuristic (H RAFTM) compared to the
optimal ones. The approaches are implemented in Matlab and solved with Gurobi. The experiments
took place on several servers, provided by IRISA-INRIA infrastructure.
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Experimental set-up

Platform: The processor model used for the multicore platform in the experiments considers 64
nm technology and L = 6 voltage/frequency levels [200], depicted in Table 4.3.
Benchmarks: To obtain realistic inputs for our experiments regarding the WCEC of the tasks, we
count the execution cycles and memory accesses of common benchmarks from MiBench suite [97],
using Comet simulator, which is based on a a high-level C++ model with 32-bit RISC-V ISA and
standard 5-stage pipeline [213]. The sources of timing variability are eliminated to obtain safe and
context-independent measurement [78] without interferences (WCECiso). Then, the WCECinf ,
considering worst case interferences from the other processors, is computed. As our contribution is
not WCET estimation, a trivial pessimistic approach is applied: all processors may conflict during
a memory access. From the obtained results, we randomly generate task graphs, where the WCEC
of a task is within the range [1× 108, 4× 108].

Table 4.3: Summary of experimental set-up for real-time and reliable DVFS task deployment

l f1 f2 f3 f4 f5 f6 W [1× 108,4× 108]
fl (GHz) 0.801 0.8291 0.8553 0.8797 0.9027 1.0 Rth [0.999, 0.9995], [0.999, 0.9999]
vl (V) 0.85 0.90 0.95 1.00 1.05 1.1 λ0 5× 10−5

Ceff 7.3249 8.6126 10.238 12.315 14.998 18.497 d 3

Constraints: The real-time constraint is tuned from strict deadlines to relaxed ones, based onDi =
t̂is+k×di, with a step of 0.1. t̂is is the relative start time of task of task τi, i.e., t̂is=max∀j∈Pre{i}{Dj},
with Pre{i} the predecessors of task τi i and the relative deadline given by di ∈ [ Ci

fmax
, Ci
fmin

]. The
reliability thresholdRthi is selected within the range [0.9990, 0.9995], considering a typical magnitude
10−3 for reliability target [103].

Optimal approach

Regarding feasibility, O RAFTM can find solutions in significantly more experiments then O TDM,
because O RAFTM is not obliged to duplicate every task. More precisely, when feasibility has
not reached 100% for both approaches, O RAFTM finds a solution, on average, in 33% more
experiments than O TDM (Figure 4.1a). O TDM cannot find solutions in strict deadlines, only
after D = 1.3 and O RAFTM achieves 100% feasibility in earlier deadlines than O TDM, i.e.,
D = 1.5. Note that, with increasing number of processors, the capability of O TDM to find solutions
improves, as more processors are available to schedule original and duplicated tasks. O RAFTM
has the same feasibility with O RAM, due to the values of reliability thresholds, which can be
achieved by executing only the original task with a high processor frequency. To further explore
the behavior of O RAFTM and O RAM, we extend the range of the task reliability threshold to
[0.999, 0.9999], in order to have few tasks with higher reliability requirements, that cannot be met
even with the highest platform frequency. From the obtained results (Figure 4.1b), O RAFTM is
able to still meet these high reliability requirements, by duplicating tasks with a high frequency.

The minimum, average and maximum gains regarding energy consumption for all DVFS schemes
are depicted in Figure 4.2. Note that, the minimum gain is 0 between O TDM and O RAFTM,
which occurs when the deadlines are relaxed and O RAFTM performs duplication for all tasks,
as O TDM. Compared to O RAM, we observe a minimum gain of 0 for the less flexible frequency
assignments of PL-DVFS and SL-DVFS. In strict deadlines, O RAFTM and O RAM have a similar
behavior: applying a high frequency to meet the timing constraint, thus no duplication is possible.
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(a) Reliability threshold always met. (b) Reliability threshold not always met.

Figure 4.1: Feasibility for all DVFS schemes for optimal solutions.

We observe a slight decrease in average savings regarding O RAM in TL-DVFS and PL-DVFS
schemes, due to the fact that O RAFTM behaves as O RAM in very strict deadlines. Note that,
when more processors are available, our proposed approach has more freedom to use the available
processors when performing the task mapping, minimizing the total energy consumption. Among
different DVFS schemes, we observed that SL-DVFS has a higher impact on the observed gains
of O RAFTM vs O RAM, compared to the impact it has on the observed gains of O RAFTM
vs O TDM. When the supported DVFS scheme is flexible, O RAM performs a more fine-grained
assignment, achieving a lower energy consumption. However, when SL-DVFS is supported, O RAM
is obliged to select a high frequency in order to meet the highest reliability threshold of the tasks
and executes all tasks with this high frequency, increasing energy consumption. On the other hand,
the proposed O RAFTM can exploit task duplication, applying a lower frequency, and thus, reduces
the energy consumption, when time slack is available for relaxed deadline cases.

The computation time for the optimal approaches is depicted in Figure 4.3, when the deadline
is very strict or very relaxed, O RAFTM needs less time to obtain the solutions. However, with
intermediate deadlines, more time is required as O RAFTM needs to explore the available time
slack to decide which, and how many, tasks to be duplicated, without violating constraints, while
consuming the least energy. O TDM is the most running time expensive approach, because all
tasks need to be duplicated, increasing the number of tasks to be scheduled, and thus, the time to
find the solutions. O RAM is the least running time expensive approach. However, as we have seen

1,2

41,5

60

0

33,6

123,1

0

20

40

60

80

100

120

140

EC
 g

ai
n(

%
)

Min.                Avg.                Max

O_RAM vs O_RAFTM O_TDM vs O_RAFTM

(a) TL-DVFS

0

37,1

60

0

37,5

140,7

0
20
40
60
80

100
120
140
160

EC
 g

ai
n(

%
)

Min.                Avg.                Max

O_RAM vs O_RAFTM O_TDM vs O_RAFTM

(b) PL-DVFS

0

58,3

105,7

0

30

130,3

0

20

40

60

80

100

120

140

EC
 g

ai
n(

%
)

Min.                Avg.                Max

O_RAM vs O_RAFTM O_TDM vs O_RAFTM

(c) SL-DVFS

Figure 4.2: Energy consumption gain for all DVFS schemes for optimal solutions.
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previously, this approach provides less energy savings compared to O RAFTM. Note that, with
more tasks, more time is required to find a solution, as expected.

(a) TL-DVFS (b) PL-DVFS (c) SL-DVFS

Figure 4.3: Computation time for all DVFS schemes for optimal approaches.

Heuristic method

Regarding feasibility, as shown in Figure 4.4, H RAFTM and O RAFTM achieve the same feasi-
bility. Note that, when the number of cores is reduced, e.g. M = 2, in few cases when the deadline
is strict the optimal approach has 3.3% higher feasibility.

Figure 4.4: Feasibility for all DVFS schemes for optimal and heuristic approaches.

The energy consumption for all DVFS schemes is depicted in Figure 4.5. H RAFTM generally
consumes slightly more energy than O RAFTM, e.g., on average 2.9% for TL-DVFS, 5.6% for
PL-DVFS and 1.3% for SL-DVFS. When deadline is relaxed, H RAFTM and O RAFTM obtain
solutions with the same energy consumption. With the processor number increasing, the energy
consumption of both proposed heuristic and optimal solution flattens at earlier deadlines, since
there are more processors available to perform the task mapping, and thus, more opportunities to
start the tasks earlier.

The computation time is depicted in Figure 4.6. It can be observed that although few tasks
and processors are used, the time to obtain the optimal solution is very long, on average ×104

more than the proposed H RAFTM. Meanwhile, the computation time is largely reduced when the
heuristic is used to solve the problem.
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(a) TL-DVFS (b) PL-DVFS (c) SL-DVFS

Figure 4.5: Energy consumption gain for all DVFS schemes for optimal and heuristic approaches.

(a) TL-DVFS (b) PL-DVFS (c) SL-DVFS

Figure 4.6: Computation time for all DVFS schemes for optimal and heuristic approaches.

4.2 Design-time mapping considering NoC routing

4.2.1 Context

As shown in the previous section, task deployment plays an important role in the energy con-
sumption, real-time execution and system reliability, especially for cores with DVFS capabilities.
Complex architectures with many cores typically use a NoC for inter-processor communication. In
this case, the communication cost in terms of time and energy is not negligible compared to the
cost of computation [107]. When dependent tasks are allocated on different processors, data must
be transmitted. As multiple routing paths for the data transmission can exist in NoC [31], the
communication cost depends not only on task mapping, but also on the routing path selection.

In this context, inter-processor communication and routing path selection should be also taken
into account the task deployment process in order to balance the overall energy consumption under
real-time and reliability constraints.

4.2.2 State-of-the-Art

Table 4.4 categories representative approaches from the literature, performing task allocation (All.),
scheduling (Sch.), and duplication (Dup.) on multicores with DVFS, considering multi-path routing
(MP), task reliability (Rel.) and communication cost (Com.). The solutions are given by optimal
(O) and heuristic (H) algorithms. Several approaches exist to map independent and dependent tasks
on the multicore platforms under multiple constraints, such as energy, real-time, and reliability [140,
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J16, 103, 275]. These works consider processors typically connected with a high-speed data bus.
Thus, the communication cost between any two processors is usually ignored, as it’s much smaller
compared to task execution cost. However, for the platforms based on NoC, the communication
cost becomes important. To reduce the communication cost on NoC-based platforms, the common
methods include mapping tasks to processors [237, 107] and adjusting the operating voltage of
the routers [100, 2]. However, reliability is not taken into account, especially when DVFS is
available. Existing approaches to enhance NoC reliability, include spare processors [31] and task
duplication [175, 48]. However, no DVFS is considered in these works.

Table 4.4: Classification of representative task deployment approaches

Ref. Task Multicore platform Solution
All. Sch. Dup. DVFS Rel. Com. MP O H

[140] X X X X
[J16] X X X X X
[275] X X X X X X
[103] X X X X X X
[107] X X X X
[237] X X X X
[100] X X X X X
[2] X X X X X
[31] X X X X X X
[175] X X X X X X X
[48] X X X X X X

[C25] X X X X X X X X X

4.2.3 Contributions

To bridge this gap, a task deployment approach [C25] is proposed to balance the overall system
energy consumption, including both core computation and NoC communication, under reliability
and real-time constraints. More precisely, the task deployment approach simultaneous optimizes the
task allocation and scheduling, frequency assignment, task duplication, and path routing. The task
deployment problem is formulated using MINLP. To find the optimal solution, the original problem
is equivalently transformed to MILP by adding auxiliary variables and constraints, and solved by
state-of-the-art solvers. Furthermore, a decomposition-based heuristic, with low computational
complexity, is proposed to deal with scalability issues. It divides the original problem into three
subproblems, having a simpler structure with less constraints and variables. Finally, extensive
experimental results are performed to demonstrate the advantages of the proposed approaches.

4.2.4 System Model

The task set consists of N periodic tasks {τ1, . . . , τN}, released at time 0, sharing a common
scheduling horizon H. Each task τi is described by a tuple {Ci, DiR

th
i }, where Ci is the Worst

Case Execution Cycle (WCEC), Di is the relative deadline and Rthi its reliability threshold.
The target platform consists of M processors {θ1, . . . θM} and M routers {R1, . . . RM}, con-

nected through a 2D-mesh network, as a 2× 2 example shown in Figure 4.7a, due to its regularity,
high bandwidth and short interconnections [100].
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The processors are homogeneous and they support task-level DVFS. A processor has L different
Voltage/Frequency (V/F) levels {(v1, f1), . . . , (vL, fL)}. A typical power model [2] is considered: the
processor power with (vk, fk) is Pk = P sk+P dk . The static power is P sk = Lg(vkK1e

K2vkeK3vb +|vb|Ib).
The dynamic power is P dk = Cev

2
kfk. Ce is the average switched capacitance. Lg is the number

of logic gates. K1, K2 and K3 are parameters depending on the processor type. vb and Ib are
the body-bias voltage and body junction leakage current. The computation energy of task τi is
eexei = Pketi, where eti its execution time.

The NoC topology is described by a directed graph G(V, E), where the vertexes represent each
processor θk ∈ V, while the edge lij ∈ E represents a direct communication link between the
routers of processors θi and θj . The goal of the task deployment is energy balance under real-time
and reliability constraints, our approach explores both energy-oriented and time-oriented paths
as available options to transmit data, as shown in Figure 4.7b. Note that, the path with minimal
energy can be different from the path with minimal latency [107]. Based on the NoC communication
model and the Manhattan distance between the source and destination processors, a positive weight
wij is associated with the edge lij . For the energy (time)-oriented path, the weight wij represents
the energy (time) required for transmitting and receiving a unit of data between processors θi and
θj . Hence, the aim of energy (time)-oriented routing is to find the shortest path, e.g., according to
Dijkstra’s algorithm. From the graph G(V, E), we obtain an energy matrix e = [eβγkρ]M×M×M×P
and a time matrix t = [tβγρ]M×M×P , where eβγkρ represents the energy consumed at processor θk,
if a unit of data is routed from θβ to θγ through the ρth path, while tβγρ denotes the time required
to transmit a unit of data from θβ to θγ through the ρth path. When two dependent tasks are
mapped on the same processor, the communication cost is zero [237].
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Figure 4.7: An example of NoC-based multicore system.

As in previous section, this work focuses on transient faults and adopts the Poisson fault prob-
ability model [275]. When the reliability of task τi is lower than its threshold Rthi , task τi is
duplicated, considering that it is unlikely to have faults occurring concurrently in both copies [95].
Note that the task duplication affects the task model, and thus, the computation and communi-
cation cost. For instance, tasks τ1, τ2 and τ3 are the original tasks, and tasks τ4, τ5 and τ6 are
their copies in Figure 4.7c. By task duplication, the task dependencies change, e.g., due to the
dependency of τ1 and τ2, τ4 and τ2 become dependent and τ4 generates data to τ2.

83



4.2.5 Problem Formulation

Given a set of tasks, our goal is to map them on M processors taking into account inter-processor
communication, such that the overall energy consumption, both for computation and communica-
tion, is balanced, under task real-time and reliability constraints. To achieve that, we determine
1) which processor should the tasks be executed on (task-to-processor allocation), 2) on which
path the data re transferred (routing path selection), 3) what frequency should be used for the
tasks (frequency-to-task assignment), 4) which task should be duplicated (task duplication), and
5) when should the task start based on dependencies (task dependencies). Overall, a processor
is able to execute one task at a time instance (task non-overlapping constraint), the tasks should
finish before their deadline (real-time constraint) and meet their reliability threshold (reliability
constraint). Table 4.5 summarizes the constraints and variables used, along with the type of the
proposed problem formulation and solutions.

Table 4.5: Summary of problem formulation in [C25].

Constraints Binary Continuous
Task-to-processor allocation X
Routing path selection X
Frequency-to-task assignment X
Task duplication X X
Task dependencies X X
Task non-overlapping X X
Real-time X X
Reliability X X
Type MINLP
Solution O + H

4.2.6 Optimal approach

Similar to the previous Section 4.1, we use variable replacement to eliminate the non-linear items
related to task duplication, task allocation and frequency assignment to safely transform the MINLP
to an equivalent MILP. Then, the MILP is solved using optimization solver tools, such as Gurobi.

4.2.7 Heuristic method

The proposed heuristic method applies three phases, as depicted in Figure 4.8 Since the processors
are homogeneous and have the same V/F levels, the decision regarding the frequency assignment
can be performed independently. If a frequency is assigned to each task, and then, the tasks are
allocated to the processors or different paths are selected for data transmission, the frequency
assignment remains valid. In addition, as task duplication is determined by frequency assignment,
it should be still jointly optimized. Therefore, we first solve the Frequency Assignment and Task
Duplication (FATD) problem, where the maximum energy consumption of each task execution is
minimized. This minimization helps in balancing the energy consumption of the processors during
task allocation occurring in the next step. Since task allocation and path selection are currently
unknown, the communication cost (time and energy) is currently not considered. The problem is an
INLP problem, as the variables regarding frequency assignment and task duplication are coupled
non-linearly. We propose a heuristic based on the Greedy Algorithm [187], where the frequencies
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{f1, . . . , fL} are assigned iteratively for each task τi in increasing task index order, with the aim to
minimize the increase of energy consumption among the tasks that have already been assigned a
frequency. If the real-time constraint cannot be satisfied with a given frequency, the frequency is
excluded. When the frequency of the original task τi is known, the decision for duplicating the task
can be computed. A similar method is used to assign a frequency to the duplicated tasks taking
into account the reliability constraint.

With the frequency assignment and task duplication decisions, the computation time and energy
of task τi are computed. The next step is to determine the task allocation, task sequence and task
start time. To balance the energy consumption of the processors under the task sequence and the
task non-overlapping constraints, the Task Allocation and Scheduling (TAS) problem is to minimize
the maximum summation of energy consumption for computation and communication. Note that
the communication energy and communication time are influenced by the routing path selection,
which is unknown at the current step. Thus, we set these values to the average communication
time of task τi and average communication energy of processor θk, respectively. Once the path
selection is determined, these values are updated accordingly. The problem is an MINLP and
solved based on the following approach. The in- and out-degrees of all tasks are calculated and
the tasks are divided into layers. Tasks in the same layer are sorted in a descending order based
on their execution cycles. If the tasks in same layer have same execution cycles, they are ordered
randomly. Task allocation is performed following this ordering taking into account task sequence
and task non-overlapping constraints.

The final phase determines the path selection. Note that the path selection does not influence
the computation energy and time, only the communication energy and time. The Routing Path
Selection (RPS) problem also minimizes the maximum summation of computation and communi-
cation energy consumption. To solve this ILP problem, we propose an algorithm that determines
iteratively the routing path for each pair of processors (θβ, θγ). The aim is to find a path for θβ
and θγ , that causes the minimum increase of communication and computation energy among these
processors. During this process, the real-time constraint should be satisfied.

MILP

Frequency-to-task 
assignment and 
task duplication

FATD (INLP)

Task-to-processor 
allocation and 

scheduling

TAS (MINLP)

Routing path
selection

RPS (ILP)

Figure 4.8: The structure of heuristic approach.

4.2.8 Evaluation

This section presents the main results to evaluate the behavior of the proposed approach, whereas
the complete evaluation can be found in [C25]. We present the energy consumption for the proposed
optimal approach compared to an optimal approach using single path routing, where the path
selection is fixed. Furthermore, we compare the obtained optimal solutions when the objective of
our approach is to balance the energy consumption (BE) and minimize the energy consumption
(EE). Last, we compare the feasibility, energy consumption, and computation time of the proposed
heuristic compared to the optimal approach. The task deployment problems and algorithms are
implemented in Matlab and the optimal solutions are provided by Gurobi.
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Experimental set-up

Platform: The evaluation is performed considering a 4 × 4 2D-mesh NoC. The modeling of the
energy consumed by processors and routers is based on [100]. The following parameters are consid-
ered in our experiments: the number of processors (N), the number of the tasks (M), the number
of V/F levels (L).
Benchmarks: The task set is created by randomly generating task graphs with a total number
of task N equal to 5 up to 25 tasks, with a step of 5. The WCEC of a task are assumed to be
within the range [4× 107, 6× 108] [286], provided from the execution of MiBench and MediaBench
benchmark suites [203].
Constraints: The reliability threshold is set to Rthi = 0.9995. The real-time constraint is given by
the sheduling horizon H = α

∑
i∈C(t

comp
i,ave +tcommi,ave ), where C is the set of tasks belonging to the critical

path. tcompi,ave = (max∀l{Ci
fl
} + min∀l{Ci

fl
})/2 and tcommi,ave = M1(max∀β,γ,ρ{tβγρ} + min∀β,γ,ρ{tβγρ})/2

are the average computation time and communication time of task τi, respectively. The task relative
deadline i sgiven by Di = tcompi,ave .

Optimal approach

Figure 4.9a compares the energy consumption and the feasibility of the proposed optimal approach
compared to the optimal approach using single-path routing. We set N = 16, M = 20, and L = 6.
With small α, e.g., α = 0.1 or α = 0.2, the problem is infeasible, since the constraints are hard to
satisfy. The problem feasibility increases with α; the larger the value of α, the smaller the energy
consumption. This is because the feasibility region of the problem enlarges with α, and the task
deployment is a minimization problem. Under the same value of α, multi-path routing has a higher
problem feasibility and achieves lower energy consumption than single-path routing, because the
path selection cβγρ is considered in the optimization.

Figure 4.9b compares the energy consumption of the proposed task deployment scheme, with
the goal of Balancing the Energy consumption (BE), and the task deployment scheme with the goal
of minimizing the Energy consumption (EE), i.e., min∑k∈N E

all
k , where Eallk = Ecommk + Ecompk is

the total energy of processor θk. The total energy consumption of EE is lower than BE (average
13.62%). However, the value of φ for BE is smaller than EE. This is because ME allocates the tasks
to the same processors to reduce communication energy. Therefore, some processors will consume
more energy than others. However, BE avoids this trend in order to achieve energy balance.
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Figure 4.9: Energy consumption of optimal approach compared to a) a single-path approach, and
b) having the objective of minimizing energy consumption.
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Heuristic method

Figure 4.10a shows the feasibility in solving the task deployment problem for the optimal and the
heuristic methods. The experiments have been repeated na = 30 times with different task graphs.
The used metric is the problem feasible ratio δ = nf/na, where nf is the number of experiments
with feasible solutions. Figure 4.10a shows that δ increases with α. The constraints are relaxed
with α, thus the feasible region of problem is enlarged. The optimal feasibility is higher than
the heuristic, since it optimizes the variables concurrently, whereas the heuristic optimizes the
variables step by step. Figure 4.10b compares the energy consumption of the solutions achieved
by the proposed heuristic and the optimal solution. We observe that the solution of the heuristic
has a higher, but still acceptable, energy consumption (average 26.05%) than the optimal solution,
since it only provides a feasible solution. Figure 4.10c shows the computation time required for
the optimal and heuristic approaches to find a solution. The algorithm computation time increases
with task number M , as more variables and constraints are involved. On the contrary, the proposed
heuristic has a negligible computation time, since it divides the problem into three subproblems
solved in sequence.

0.1 0.2 0.3 0.4 0.5 0.6
0

0.2

0.4

0.6

0.8

1

P
ro

b
le

m
 f

e
a

s
ib

ili
ty

 (
%

)

Optimal method

Proposed method

(a) Problem feasibility.

5 10 15 20 25
Task number (M)

1000

2000

3000

4000

5000

6000

E
n

e
rg

y
 c

o
n

s
u

m
p

ti
o

n
 (

m
J
)

Optimal method

Proposed method

(b) Energy consumption

5 10 15 20 25
Task number (M)

0

2

4

6

8

10

12

14

C
o

m
p

u
ta

ti
o

n
 t

im
e

 (
s
)

10
5

Optimal method

Proposed method

(c) Computation time.

Figure 4.10: Comparison of optimal and heuristic approaches: a) feasibility, b) energy consumption,
and c) computation time.

4.3 Conclusions

Efficient task deployment approaches are required in order to achieve low energy consumption, reli-
able and real-time execution for multicore systems enhanced with Dynamic Voltage and Frequency
Scaling (DVFS). Overall, the majority of the existing approaches focus on a single DVFS scheme,
which is usually the task level.

We proposed a Reliability-Aware Fault-Tolerant Task Mapping (RAFTM) approach based on
partial duplication technique, which has been enhanced and evaluated for three DVFS schemes,
i.e., task-level, processor-level and system-level, for independent tasks [C19, J25] and dependent
tasks [J24, C23]. The original MINLP problems for the DVFS schemes have been equivalently
translated to MILP, using a variable replacement method, and solved by Curobi optimization
solver. We also proposed heuristic algorithms for each DVFS scheme in order to deal with the
scalability issue of optimal approaches. Experimental results show that the proposed approaches
achieve better energy saving and ability to obtain feasible solutions.

To take into account the inter-processor communication, a task deployment process has been
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proposed for NoC-based multicore platforms with DVFS [C25], that balances the overall energy
consumption, under reliability and real-time constraints. The deployment process is formulated as
an MINLP problem and equivalently transformed to an MILP problem. Our formulation jointly op-
timizes frequency assignment, task allocation, task scheduling, task duplication and path selection.
Moreover, a novel heuristic method is proposed to enhance scalability, achieving good solutions
with low computation time.
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Chapter 5

Perspectives

The future directions of this research focus on providing the means to design, in a near-optimal and
efficient way, real-time and reliable embedded systems for safety-critical domains, with unreliable
components, under multiple reliability threats. In this context, we can make the following obser-
vations regarding the limitations of existing works and motivate our future research perspectives:

• A large part of existing WA approaches focus on providing timing guarantees, considering fault-
free architectures. Existing WAFA approaches mainly focus on typical hardware faults, i.e., soft
errors and permanent faults, that have an impact of the functional behavior of the applications,
i.e., failure to execute the application or to erroneous outputs. However, hardware faults can
degrade the hardware components, due to permanent faults, or modify the execution flow, due
to temporary faults, potentially increasing the execution time, and thus, impact the WCET
estimations. Few approaches address the impact of hardware faults to the timing behaviour of
applications, but they target only memories. Furthermore, existing reliability approaches focus
on functional behavior and do not consider interferences.

Nonetheless, with technology size reduction, faults in combinational logic and sequential logic
of cores cannot be considered negligible anymore [150]. Therefore, the impact of such faults to
the functional and timing behavior of applications should be considered. WAFA approaches are
required to analyse the timing impact of hardware faults occurring not only in memories, but
also in the processing elements and the interconnect of the platform. To achieve that, we will
leverage our reliability analysis framework to incorporate not only functional behavior, but also
timing behaviour of these faults. Furthermore, we extend our framework to include the impact
of interference on shared resources during reliability analysis and reliable design, since it affects
the timing vulnerability. Last, but not least, we will enhance WCET estimations with fault
awareness and design low cost fault tolerance techniques to protect the system from these faults.
Further details are provided in Section 5.1.

• The majority of existing WA and WAFA approaches remain at the task-level and core level
considering mainly homogeneous multicore systems and COTS platforms, neglecting custom
hardware designs and accelerators.

89



WA and WAFA approaches have to be leveraged for heterogeneous systems and systems with
specialized hardware accelerators, which is the next promising architecture to deal the increasing
demands for high computation capabilities in timely manner. Therefore, we will design hardware
accelerators for WCET-aware and fault-aware systems to extend homogeneous multicore systems
towards domain specific heterogeneous multicore architectures. To achieve that, we will adapt
functional and timing reliability and WCET analysis frameworks and design real-time and fault
tolerance techniques for hardware accelerators. As a first step, we will focus on modern hardware
accelerators, such as accelerators dedicated for AI, as described in Section 5.2.

• A large majority of existing FA and WAFA approaches focuses on typical hardware faults, such
as soft errors and permanent faults. Furthermore, the majority of FA and WAFA approaches
usually focus to a single type of faults, whereas the system is susceptible to multiple types of
reliability threats, potentially correlated with each other [11]. Last, the majority of approaches
are usually focusing on a single abstraction layer.

Although soft errors have been considered as the most important ones, until recently [206], with
the further ongoing reduction of transistors size (2-3 nm technology [91]), the small bounded
guard-band margins are vanishing and system aging is becoming more and more sensitive to
the workload [98, 130]. Different cores are subjected to different amount of stress as a result of
varying workloads, leading to aging imbalance among cores [206]. Such aging effects increase
electronic waste (e-waste) with significant impact on the environment. We will focus on dedicated
cross-layer FA and WAFA approaches to efficiently deal with workload-dependent aging faults
for safety-critical systems. Last, fault models, FA and WAFA approaches should be leveraged
in order to consider multiple sources for reliability threats. Further details are provided in
Section 5.3.

• Computing architectures of today are mainly based on CMOS technology. However, the con-
tinuous decrease of technology size has pushed CMOS devices to their limits, suffering from
high static power consumption, reduced reliability, high cost and scaling issues. To overcome
the limitations of the computer architectures of today, future computing systems will exploit
emerging technologies, e.g., technology-level solutions for replacing CMOS memory elements,
such as Oxide-based (e.g., RRAMs) [271] and Ferroelectric (e.g., FeRAM) [182] materials, and
novel computation paradigms, such as Processing In Memory (PIM). However, these emerging
technologies have not yet been considered for safety-critical domains, which have strict timing
guarantees and reliability requirements.

Future computing systems will consist of heterogeneous architectures combining traditional com-
puting elements, such as processors, with application specific hardware accelerators, exploiting
both the emerging technologies and novel computing paradigms [110]. In order to be used in
safety-critical domains with real-time and reliable guarantees, novel WA and WAFA approaches
are required to analyse and design architectures with the new emerging technologies and novel
computing paradigms used on shared resources. Further discussion is provided in Section 5.4.

The next sections describe the research challenges that we will tackle in the future and provide
primitive ideas on how we will address them. Section 5.1 and Section 5.2 focus on short- and
medium-term perspectives, while Section 5.3 and Section 5.4 on long-term perspectives.
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5.1 Impact of hardware faults on timing behavior

Context

As mentioned in Chapter 1, safety-critical applications executed on embedded systems require
guarantees for hard real-time and correct application execution. Nonetheless, the majority of exist-
ing WCET estimation approaches is fault-unaware, since during WCET estimation, the hardware
of the target platform is assumed to be fault-free [45]. As reliability issues become imminent
due to technology scaling, such fault-unaware WCET approaches become unsafe [105]. Real-time,
approaches that provide timing guarantees, apply fault-tolerant techniques to detect, correct or
mitigate hardware faults, and extend the fault-free WCET to include the time overhead of the ap-
plied fault-tolerant techniques [149]. However, the focus is on hardware faults impact the functional
behaviour of applications [46].

In this context, not only the impact of faults on the functional behavior of applications should
be taken into account, but also on the timing behavior.

State-of-the-art

Few approaches address the impact of faults on the timing behaviour of applications, but they target
memory components, usually considering permanent faults into cache memories. Approaches focus
on estimating the timing impact of faults to WCET, by accounting for the hardware degradation due
to the presence of faults. For instance, static analysis probabilistically quantifies the WCET impact
of permanent faults at instruction caches. The probability of an SRAM cell to be faulty is used
to probabilistically evaluate how many additional cache misses may occur and upper bound their
impact on WCET [105]. A measurement-based approach for permanent faults occurring to caches
provides the WCET impact, when cache lines are disabled due to faults [248]. Approaches extend
the aforementioned works to incorporate the timing impact of inserted fault tolerant techniques to
detect, correct or mitigate faults. For instance, the worst-case additional misses, due to defected
cache lines, are computed, and a parity bit is assumed for error detection of permanent and transient
faults [52]. Static probabilistic timing analysis is performed assuming fault detection mechanisms
that periodically checks caches for faults and disable faulty cache blocks, under permanent faults [50]
and also soft errors [51]. The maximum delay, introduced by error detection and correction codes,
is computed in [247], considering permanent and transient faults. Other approaches focus on
mitigating the hardware degradation, due to occurring faults, using redundant hardware. As a
result, the timing impact of faults on WCET is mitigated and the timing characteristics of hardware
are maintained, leading to WCET estimations close to fault-free WCET estimations, despite the
presence of faults. For instance, timing analysis is provided considering a reliable victim cache to
replace faulty entries [6], an extra reliable cache way per set and a shared reliable buffer [106].

Nonetheless, with the technology size reduction, faults in combinational logic and smaller se-
quential logic of the system cannot be considered negligible anymore [150]. Although reliability
approaches, from the embedded system design domain, are currently addressing these faults, they
concentrate on functional behaviour and average performance, without considering WCET aspects.
The majority of existing vulnerability approaches, as the ones presented in Chapter 1, focus on func-
tional behaviour, i.e., checking for functional interruptions and binary correctness of the system
under study [168, 265, 123, 269, 93, 47, 236, 262]. Few recent studies explore the impact of soft
errors on the timing behaviour. They use software fault injection, focusing on average performance,
whereas their application domain is limited to iterative methods, e.g., the performance impact is
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given by the number of iterations required for iterative solvers to converge [169, 168] and their
execution time [137].

To provide hard real-time and reliable execution, accurate timing vulnerability analysis is re-
quired, where hardware fault injection is performed in sequential and combinational logic, consid-
ering single-bit and multiple-bit faults in the cores and the interconnection. Then, fault impacts
must be analysed and mitigated accordingly.

Future contributions

Our goal is to provide the means to analyse both the functional and timing behaviour of appli-
cations and to design reliable and real-time multicores. To achieve that, we foresee to provide
a functional and timing reliability analysis framework, through fault impact analysis, consider-
ing fault propagation with respect to logic aspects, time aspects, application structure and core
structure, under realistic fault models. As a next step, we will leverage typical WCET estimation
approaches to consider the impact of faults on the timing behaviour of the applications. Last, we
will design mechanisms for time-guaranteed and reliable execution, avoiding over-approximation
whenever is possible. Initially, we will consider a single processor as our short-term goal. Then, the
proposed approaches will be extended to take into account interferences, in order to be applicable
for multicore architectures. This part will be performed during the ANR JCJC FASY project dur-
ing 2022-2025. Our long-term goal is to obtain adapt these approaches for interconnection network
and finally the overall multicore architecture, where we can analyse the occurring interferences in
the shared resources.

Functional and timing reliability analysis framework

We will estimate the reliability of an application executed on a core, when hardware faults occur,
considering not only the functional behaviour, but also the timing behaviour of the application.

Initially, we will extend our current framework (Section 3.3), which addresses only functional
behaviour, to also consider the timing behaviour of the application. To achieve that, we will perform
instruction reliability analysis and application timing behaviour analysis, considering both spatial
and temporal vulnerability of the instructions. This means that the probability of the occurrence
of a fault, during the execution of an instruction, depends on both the area and the duration of
the specific processor components used by the instruction. Therefore, at the gate-level, we will
perform instruction vulnerability analysis for the processor Instruction Set Architecture (ISA). Per
instruction, we will obtain a set of error patterns, describing the output bits that changed due to
a fault, along with two indicators regarding the instruction’s capacity in masking and propagating
faults. At the micro-architectural level, we will perform reliability analysis, taking into account the
application structure and instruction vulnerabilities, including the number of execution cycles and
the execution traces. To reduce the time for this analysis, analytical methods will be explored.

Last, our framework will be leveraged with the notion of interference. Interference, due to shared
resources in multicore architectures, insert timing delays in the execution of memory instructions.
As a result, a memory instruction will be stalled and reside longer in the pipeline of the core.
This delay has to be taken into account in vulnerability analysis; the longer an instruction remains
in the pipeline of a core, the higher is the probability to be affected by faults, i.e., its temporal
vulnerability. Interference affect not only the temporal vulnerability of the memory instructions,
but also the temporal vulnerability of dependent instructions, instructions already residing inside
the pipeline, and the variables temporarily stored in the register file. The vulnerability analysis
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framework will be enhanced with identification of the instructions, whose vulnerability is affected
directly and indirectly by interference, along with estimation of the instruction vulnerability periods
for the pipeline components and the register file.

Fault-aware WCET estimation

We will provide methodologies to estimate the WCET, considering the impact of soft errors occur-
ring in processors.

Initially, we will chose an appropriate WCET estimation method that fits our goal. Since faults
introduce non-determinism, since fault number and location are unknown a priori [6], we expect that
Probabilistic Timing Analysis (PTA) is an appropriate method [73]. Furthermore, a measurement-
based approach, potentially applied in code-snippet (region of source code) and combined with
control flow information, is an appropriate method. This is because we speculate that faults,
affecting the control flow, will have an impact on execution, and thus, a fine-grained analysis will
be required. As a first step, the selected probabilistic timing analysis technique will be applied on
the processor in order to obtain the distribution of fault-free WCET estimations. To achieve that,
we will identify a set of scenarios, i.e., a sample of input states and initial hardware states that
lead to measurements that expose representative executions of the system [73]. Application inputs
lead to different executions in applications with multiple execution paths. The impact of core
hardware state is expected to be low. Furthermore, the hardware state can be always initialised in
the worst-case, i.e., reset the processor and flush the pipeline. Timing and structural analysis of
the execution traces will identify the execution paths and input data that lead to the executions
with high WCET.

Then, this approach will be combined with the reliability analysis framework, in order to in-
ject faults and exploit their impact in WCET estimation. The probabilistic timing analysis will
be leveraged to include the probabilities of fault occurrences. These probabilities will be derived
from the spatial and temporal vulnerability of the instructions and the fault models, obtained
from the reliability framework. For each input data, a set of error patterns will be injected to
observe the impact on WCET estimations. However, not only random input data and error pat-
terns should be analysed, but also the representative scenarios for WCET estimation. Simulating
the execution with the representative scenarios, we will obtain representative pipeline traces. The
reliability framework will be extended to use representative pipeline traces at the gate-level anal-
ysis. As a result, after gate-level fault injection, we will obtain instruction error patterns, error
masking and error propagation factors, related to the application representative scenarios. At the
microarchitecture-level, we can use the representative scenarios, along with the corresponding error
patterns, to obtain the impact of soft errors on the WCET estimation.

To include the impact of interference in the fault-aware WCET estimations, we will be based on
a graph model of the application as a graph, inspired from our work [C8], where each code snippet is
characterized with fault-aware WCET estimations, without interferences, and Worst-Case Memory
Accesses (WCMA), obtained by profiling code-snippet traces. The use of analytical methods will
be explored in order to estimate the impact of interferences on the fault-aware WCET estimations,
depending on the number of applications executed in parallel and the arbitration policy. We will
focus on policies that provide a deterministic bound to the longest wait time for a request and
support measurement-based probabilistic WCET techniques, such as round-robin and TDMA [45].
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Mechanisms for time-guaranteed and reliable execution

We will design low-level mechanisms, with low area and low WCET overhead, that will eliminate
faults when they occur, before they are propagated and expressed as functional errors and timing
variations in the application execution.

Initially, we will use the aforementioned reliability analysis framework, combined with the proba-
bilistic WCET estimation approach, to perform fault injection with the goal of identifying hardware
and software sources that are most impacting, when faulty. Instructions use different parts of the
processor for different durations, having different vulnerabilities and probabilities to be impacted
by faults. Application executions have different timing behaviours, depending on the input data,
which define the executed application paths. Depending on the position and duration of faults,
they impact differently the application execution. We will identify the sources that impact the
functional and timing behaviour of the application, when they are faulty. Such sources can be
hardware parts of the processor and software parts of the application. Faults can be masked due to
the core architecture, reducing the impact of some hardware parts. Faults may also be masked due
to the application structure, reducing the impact of some software parts. Hardware and software
parts will be classified as jitterless and jittery sources, based on whether they have an impact on
execution time and WCET estimations. They will be characterized based on how probable a source
is to be faulty, how many times a faulty source has affected the functional and timing behaviour,
and the actual impact and the variations on the application execution time and WCET estimation.

Then, we selectively insert low-level fault-tolerance techniques, without or with negligible over-
head in execution time and WCET, inside the core, in order to eliminate the impact of faults
on the most vulnerable sources. Vulnerable sources are the sources that have high probability to
get affected by faults, to lead to a high impact and to frequent impacts on the application ex-
ecution. Hardware mechanisms are required as they can detect and correct faults that software
approaches cannot. For instance, if the execution is stuck at the same memory address, the pro-
gram counter evolution can be monitored by a hardware mechanism that checks the number of
clock cycles spent on a single instruction [18]. We expect that low-level hybrid techniques will be
effective and provide a high level of tolerance, e.g., low-level software approaches could be efficient
for data-flow errors, while hardware approaches for control-flow errors. Initially, the sources that
lead to functional interruptions will be protected, in order to allow the execution of the application
to continue, improving system dependability. Then, sources that impact the timing behaviour and
WCET estimation will be studied. We expect that the inserted low-level mechanisms will inher-
ently protect the application output. Last, but not least, the remaining vulnerable sources will be
protected. In order to avoid system over-design, run-time low-level mechanisms can be inserted,
with low overhead in execution time and WCET, to deal with faults, if they occur. For instance,
the core pipeline can be enhanced with hardware mechanisms that enable instruction roll-back. A
exercising all possible application paths and fault occurrence is impractical, a hardware mechanism
can monitor the execution cycles spent on a code-snippet to determine whether the code-snippet
exceeded the WCET estimations and trigger a prevention action.

5.2 Real-time and reliable AI hardware accelerators

Context

Deep Neural Networks (DNN) [134] are currently one of the most intensively and widely used pre-
dictive models in the field of machine learning. DNN give very good results for many complex tasks
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and applications, such as object recognition in images/videos, natural language processing, satel-
lite image recognition, robotics, aerospace, smart healthcare, and autonomous driving. Nowadays,
there is intense activity in designing custom AI hardware accelerators to support the energy-hungry
data movement, speed of computation, and memory resources that DNNs require in order to realize
their full potential [163].

In safety critical systems, there is a need for deterministic behavior and guarantees regarding
the WCET on the target hardware [64]. Furthermore, AI hardware accelerators are subject to hard-
ware faults, which can cause operational failures, potentially leading to important consequences,
especially for safety-critical systems. AI hardware accelerators have some inherent resilience to
faults, due to the learning process that can circumvent faults to a large extent. However, faults
can still occur during the operation of the accelerators after training. Since some neurons are more
critical than others, as they have a higher probability of propagating errors to the final DNN out-
put [141], inference can be significantly affected, leading to DNN prediction failures that are likely
to lead to a detrimental effect on the application [256, 217, 148]. Furthermore, although explaining
AI decisions is highly desirable in order to increase the trust and transparency in AI, the role that
faults can have in AI decisions has been neglected till now. Note that, if the hardware is affected
by faults, leading to faulty decisions, then any attempt for explainability will be either inconclusive
or misleading.

Therefore, ensuring real-time and reliable execution for AI hardware accelerators is crucial,
especially when they are deployed in safety-critical systems.

State-of-the-art

Regarding reliability, common reliability analysis frameworks and standard fault-tolerance tech-
niques used in traditional computing, such as TMR and ECC for memories, are not effective for
AI hardware accelerators in general since they incur prohibitive overheads. Due to the large-sized
DNN architectures and memories required for weight storage, these techniques turn out to be very
inefficient. Furthermore, periodic re-training is impractical at chip-level, since the training set is
too large to be stored on-chip and has to be communicated from the cloud. Besides, performing
the training on-chip requires a large dedicated on-chip infrastructure, which increases prohibitively
design complexity and area overhead.

Approaches to evaluate the DNN reliability are similar to traditional hardware and are typically
based on fault injection. Fault injection at the application-level is the commonly used technique
due to lower cost, fast execution and ease of deployment, while it is independent from the hardware
architecture. For instance, a fault injection environment is built on an open-source DNN framework
implemented in C and CUDA language to inject permanent faults on the weights of the neural
network [37] and extended for reduced bit-width precision [217]. Fault injection frameworks are
built on TensorFlow, where faults can be injected at the TensorFlow graph level by corrupting the
outputs of the most common mathematical operators [30, 61, 62]. However, such approaches lack
information of the underlying hardware platform, and thus, are less accurate. Fault injection at
the hardware-level uses a model of the target hardware architecture running the DNN, being more
accurate and close to the real hardware, but more time consuming. FIdelity framework is built on
TensorFlow [108] and uses information obtained from architectural description to model soft errors
in application level, improving accuracy. The propagation of soft errors is explored with open-source
DNN simulator, where DNN hardware components are associated with simulator code [141]. Fault
injection is performed at the RTL, considering both the application information (the DNN weights,
inputs, and the intermediate values) and architectural information (the specific data representation
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and the amount of computational resources) [205]. To reduce simulation time, the FI framework
in [217] uses a pipeline mechanism that exploits the sequential execution of DNN layers. Overall, the
majority of approaches use statistical fault injection, since exhaustive approaches are not possible,
while few approaches propose smarter fault injections. Similar to traditional hardware, the timing
impact of faults has not been explored yet.

Regarding real-time execution, there is still a large amount of work and proof needed to show
the capability of computing a WCET for DNNs [74], as the majority of existing approaches focus
on traditional embedded real-time benchmarks. Approaches focus on using measurement-based
WCET, e.g., a probabilistic WCET (pWCET) of DNN based image classification models has been
proposed, considering variation in the input size, using DNN inference time and extreme value
theory [131]. Other approaches use static methods, e.g., a programming framework generates
C code from offline trained DNNs in order to perform statistic WCET estimation [74]. Last,
implementation based approaches remove variations, e.g., a DNN implementation with the same
control flow regardless of the input [64]. However, existing approaches focus on COTS and fault-free
architectures.

Future contributions

Our goal is to design real-time and reliable AI hardware accelerators. As a short-term goal, we focus
on reducing the complexity to analyse and design reliable AI hardware accelerators. To achieve
that, we will leverage our reliability analysis framework towards AI hardware accelerators. Then,
we aim at designing low-cost, customized fault-tolerance strategies for AI hardware accelerators.
This work will be performed in the RE-TRUSTING project (2022-2025). As a next goal, we will
extend the obtained reliability analysis and protection mechanisms to not only take into account the
functional, but also the timing behavior, of hardware accelerators. To achieve that, we will combine
our findings regarding reliable AI hardware accelerators with the findings of timing analysis and
protection of processors, presented in Section 5.1.

Reliability analysis framework for AI hardware accelerators

Fault severity is not considered in traditional computing hardware, since there is no intrinsic fault-
tolerance and any fault is treated as a reliability hazard. However, classifying a fault as malignant
is essential for AI hardware accelerators. To grade fault severity and identify the set of malignant
faults through fault injection simulation poses a great challenge for AI hardware accelerators,
since the number of fault locations explodes; every neuron and synapse is considered as a fault
injection candidate, and each fault injection requires performing inference on the complete testing
set to assess the fault effect, which is intractable from a computation point of view. Thus, a new
paradigm is required that is specifically tailored to AI hardware accelerators.

To manage this complexity, we will leverage our cross-layer reliability analysis to AI hardware
accelerators to enable fast fault exploration and identification of malignant faults. Initially, we will
decompose the hardware architecture into elementary components, where detailed fault simulation
can be performed at gate-level for each component separately. Note that, this is feasible since AI
hardware accelerators have a lot of space redundancy and a repetitive architecture, i.e. replicated
multiply-and-accumulate units, neurons, etc. We will collect and group the observed faulty behav-
iors in order to create fault models per such hardware component. The obtained fault models can
be used at higher abstraction layer, where they will be injected through simulation at a high-level
algorithmic description of the DNN, i.e., PyTorch, TensorFlow, Keras, etc.
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Our framework will support single and multiple fault injection scenarios, at any point of the
operation, with the goal of determining the set of malignant faults that mostly impact the accuracy
of classification (or other DNN objectives, such as image segmentation) during the inference phase.
However, DNN inference is very complex, especially on large models and for large datasets, and thus,
a large number of faults have to be injected. Since the complexity of fault injection grows linearly
with DNN inference complexity and the number of injected faults, we will leverage statistical and
analytical methods to prune the fault space. We will rely on profiling DNN hyper-parameters, such
as weight values distribution, neuron activation distributions, at the layer and even kernel level. The
profiling will be done one time by running the whole testing dataset. Once the hyper-parameters
distributions are determined, the next step will be to analyze potential correlations among them,
linking the local sensitivity at the layer/kernel levels with the global accuracy. For instance, if
a fault forces a weight value in the first layer to be away from the profiled distribution, but this
local violation does not lead to a DNN inference failure. With the knowledge of such relations,
it will be possible to immediately stop the fault injection process without the need of completing
the full inference, thus saving a significant amount of time and improving high-level fault injection
performance on larger datasets or more complex DNN models.

The fault injection and simulation framework will be further optimized by implementing the
early stop criterion related to performance metrics. In order to further push the performances and
reduce injection time, optimized C/C++ code can be exported and executed on GPU. Finally,
direct execution of the network (or a portion) on the FPGA accelerators can also be used.

Selective fault tolerance

The next step is to develop the error correction and mitigation operation of the fault-tolerance
scheme. The larger the set of target faults is, the higher the cost to implement fault tolerance.
To reduce fault tolerance overheads, based on the fact that many faults will be probably benign,
identifying the malignant faults and targeting only these in a fault tolerance scheme will reduce the
implementation cost, i.e., there will be no over-test and the on-chip mechanisms for self-test and
error correction can be more localized. Moreover, classical approaches for traditional computing
hardware consider one fault at a time. In the case of AI hardware accelerators, this is not necessarily
true since synaptic weights are constant data written only once in the memory. This means that
external perturbations can have cumulative effects, leading to many faults affecting the hardware.
Therefore, we will define fault tolerance strategies under multiple fault scenarios. More specifically,
we will develop low-cost heterogeneous fault tolerance techniques for AI hardware accelerators, by
combining passive and active fault tolerance strategies.

Passive fault tolerance is a proactive mean to deal with several anticipated fault locations and
types. We will explore modern training algorithms, whose primary aim is to reduce over-fitting and
improve the generalization ability of the network, such as removal of unnecessary nodes/weights,
replication of critical neurons, evenly distributing/splitting synaptic weights, noise/fault injection
during training, restricting weights to low values, etc. These techniques equalize the importance of
neurons and synapses and this property will be key for reducing the impact of faulty neurons and
synapses as well, and they have not been thoroughly evaluated yet for DNNs.

Active fault tolerance mechanisms will be used to deal with the rest of the faults. Such an
active approach will be composed of self-test and error-correction mechanisms. Component-level
BIST mechanisms will be explored, aiming at low area and power overhead and at transparency
to the operation of the accelerator. Error correction mechanisms will be designed to deal with
detected faults, such as the re-execution of the task of a faulty component, the dynamic reschedul-
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ing/mapping of the DNN to the hardware accelerator, bypassing faulty components and replacing
them with spare ones, weight-shifting to fault-free elements when faulty links are detected, selec-
tive low-precision TMR, most-significant bits reinforcement, standby sparing and correcting codes,
etc. Reconfigurable fault tolerance mechanisms that can be tuned with respect to the algorith-
mic constraints (e.g., DNN hyper-parameters such as weights/inputs data representations) and the
occurrence of “burst” faults, due to cumulative fault effects, will be also explored.

5.3 Workload-dependent aging and multiple reliability threats

Context

The accuracy of the hardware may degrade over time due to the aging effects on its components,
due to several aging phenomena, such as TDDB, BTI, HCI, Ionizing-Radiation, etc [29]. These
aging phenomena degrade the transistor’s threshold voltage over the lifetime of the underlying
circuit, resulting in slower transistors [133]. Such transistors can eventually lead to faulty oper-
ations, when the critical paths become longer than the cycle time. If such aging effects remain
unexplored and uncontrolled, the system may have an unacceptable behavior. Furthermore, the
importance of workload-dependent faults to the circuit aging has been recently highlighted in mod-
ern technologies [130]. With the further ongoing reduction of transistors size, system aging is
becoming more and more sensitive to the workload [98, 130, 89, 58]. Different cores are subjected
to different amount of stress as a result of varying workloads, leading to aging imbalance among
cores [206]. Last, devices are susceptible to various fault sources, which occur concurrently and
have inter-dependencies [10, 11].

In this context, dedicated WCET-aware and fault-aware approaches are required to efficiently
deal with workload-dependent aging, not only for processors, but also for dedicated hardware
accelerators and multicore systems.

State-of-the-art

Existing fault-aware approaches analyse the impact of aging sources, such as TDDB, BTI, HCI,
radiation, for traditional hardware components. Typical approaches used for aging detection are
based on monitoring temperature, critical path, clock frequency, workload, circuit state and volt-
age [122]. Aging mitigation techniques are based on dynamic voltage scaling, dynamic frequency
scaling, aging compensation, body-bias adaptive and workload reduction [122]. Few real-time ap-
proaches deal with aging in memories, e.g., considering HCI and BTI for L1 caches [258], and
register files [259].

Few approaches focus on exploring the workload-dependent nature of aging. A run-time mech-
anism re-executes faulty instructions, mitigates performance degradation by configuring the clock
frequency, and performs resource allocation to the applications taking into account the perfor-
mance degradation [211, 289]. A run-time adaptation pro-actively slows down aging when the first
instructions starting to fail, by scheduling in dedicated functional units and balancing pipeline
stages [181]. The critical path delay is monitored at run-time, and when the delay is increased, the
critical path is cut in a way to minimize the accuracy loss [126]. Task graph retiming, ordering,
assignment, and dynamic voltage selection is applied to extend the system lifetime [58]. At each
abstraction layer, a set of fault tolerant mechanisms is selected to cover faults that escaped the
lower layer [109]. Off-line cross-layer fault-tolerant solutions are used at run-time to adapt the fault-
tolerance means [222]. Last, few approaches exist for aging mitigation of CNN accelerators, e.g.,
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focusing on BTI in on-chip memories storing weights [102] and BTI and HCI in on-chip memories
storing activations [133]. The lifetime of AI hardware accelerators has not been thoroughly inves-
tigated yet [102, 146]. However, existing approaches consider average execution, without focusing
on WCET aspects.

Last, but not least, the majority of existing approaches focus on a single type of reliability
threat. In reality, the system can have multiple degradation effects from different sources with
inter-dependencies [10, 11]. Few works aim to jointly consider multiple reliability threats using
failure-equivalent circuits and applying the sum-of-failure-rates rule, assuming that the considered
degradation effects are independent. However, the causes of degradation effects are of physical
origin, and they are interdependent from a physical point of view [11].

Future contributions

Our overall goal is to provide the means to design real-time and reliable systems considering
workload-dependent aging and multiple reliability threats. Since applications are dynamic in na-
ture, they lead to a dynamic workload affecting differently the stressing of the hardware components.
Different reliability threats can be mitigated more efficiently at different layers, depending on their
characteristics. Therefore, we believe that Cross-Layer Reliability (CLR) methods are required,
since they can exploit application, deployment and hardware layers, opening up new opportunities
for designing application-specific reliable embedded systems. Furthermore, CLR approaches need
to be extended with WCET aspects to be applicable in safety-critical domains. As a first phase,
we will analyse the workload-dependent nature of hardware aging, how WCET estimations can
be adapted at run-time to take into account aging effects, and propose cross-layer approaches to
mitigate workload-dependent aging effects under real-time constraints. Initially, we will focus on
processors, and then, AI hardware accelerators. As a long-term goal, we will explore how fault mod-
els are correlated, when several reliability threats occur concurrently on the system, and propose
analysis and cross-layer CLR methods for multiple reliability threats for real-time systems.

Workload-dependent aging real-time and reliability analysis

As a first step, we will characterize the workload-dependent nature of aging effects on the functional
and timing behavior of a processor.

Toward this goal, we will apply a component-based approach, where we explore the impact
of aging sources (e.g., TDDB, BTI, HCI) on major components of processor (e.g., multipliers,
arithmetic and logic units, decoders) per instruction, under different scenarios through simulation.
As the aged circuit delay depends on the operation conditions over lifetime and the workload,
different scenarios can have different critical paths per aged component. Such scenarios can be
identified based on the range of the operand values per instruction for different application contexts.
Analytical methods will be also exploited to estimate the aging effects and critical paths. Through
a parser, we can obtain the graph of the gate-level netlist and gather timing information of the
cells. Aging fault models will be used to characterise aging for each cell type. The probability of
each net in the design to have a specific logic value will be obtained, following approaches similar
to the power analysis of programs based on the scenarios and/or worst-case analysis. Combining
the probability of input vectors of a cell with its aging model, we can compute the probability of
the cell’s aging. Then, critical paths can be defined based on the forward cones of the component
based on different input scenarios. With this analysis we can obtain aging models to be used in
micro-architecture and application level, taking into account the hardware and software structure.
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Furthermore, due to distinct path aging rates, which can occur due to local layout configurations
of different gates, the critical paths of a component may change during its lifetime. However,
existing WCET estimation approaches have not yet considered aging impact on the hardware
components, which impacts the critical paths of computing elements. Since aging depends on the
workload, we believe that parametric expressions will be appropriate for WCET estimation. Such
expressions can support context-sensitive hardware and software timing effects and parameters
regarding the application, e.g., parametric loop bounds depending on the input data, and the
hardware, e.g., effects of aging at different components.

Our approaches will be adapted for AI hardware accelerators by performing a component-based
analysis, e.g., on multiply-and-accumulate units and on-/off-chip memory in training and inference
phases, and investigate the impacts of aging on the accuracy loss and timing behavior. Furthermore,
by adapting fault models and combining the different reliability analysis frameworks, we will analyse
the impact of multiple reliability threats on functional and timing behavior of the system.

Real-time cross-layer reliability methodologies

Real-time cross-layer reliability approaches are a promising solution towards workload-dependent
aging and multiple faults, as they combine approaches from the application, deployment and hard-
ware layers. In this context, we will propose design-time and low overhead run-time cross-layer
approaches, so as to meet the real-time constraints under aging and multiple reliability threats.

At the application layer, the same application running with different input data (application
context) does not always require results with the same level of QoS. For instance, aircraft collision
detection systems compute trajectories using radar data. Trajectories for stationary obstacles are
computationally simpler that those of moving obstacles [165]. Furthermore, applications have
critical regions, for which correct execution is required, and forgiving regions, which can tolerate
significant changes [210]. An exploration framework, based on simulation and profiling, will allow us
to estimate the minimum acceptable QoS with respect to the application context and characterize
the tolerance and WCET of the application regions. This information can be used to adapt the
execution at run-time.

At the deployment-level, novel methodologies are required to map near-optimally the tasks onto
the processors, and potentially hardware accelerators, considering different application contexts,
provided by the application layer, aging effects and interference. Furthermore, reliability approaches
at the task-level increase the workload, and thus, aging effects. Tasks running in parallel impact
the interference, and thus, the WCET. Furthermore, the workload running on each core impacts
the aging effects, leading to asymmetric aging of the processors. Such aging should be taken into
account during task deployment both at design-time and at run-time.

At the hardware level, the processor, and potentially hardware accelerator, configurations im-
pact several metrics, such as the execution time, the WCET, the reliability, and energy consump-
tion. For instance, the higher the processor frequency, the lower the execution time, and thus,
the WCET estimation. Furthermore, inserted fault-tolerance at the hardware level and dedicated
function units may increase the components delays. Last, the connection of an accelerator as an ex-
ternal co-processor, connected to the communication network, increases interference which impacts
WCET estimations.

Last, cross-layer run-time adaptation is required to deal with aging and multiple reliability
threats. Mechanism for short-term adaptation are needed in order to deal with correcting workload-
dependent faults and soft-errors. Any available time slack due to the actual execution of the tasks
will be computed at run-time and check whether there is a need for creation of extra slack via
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hardware adaptations, e.g., frequency increase, deployment adaptation, e.g., cycle stealing, or ap-
plication adaptation, e.g., QoS reduction, in order to provide timing guarantees. Mechanisms for
long-term adaptation are required in order to deal with circuit aging and its impact on system ex-
ecution. The hardware can be configured to hide circuit aging, e.g., via voltage/frequency changes.
This change will impact the WCET, and thus, such an impact needs to be estimated and taken
into account for the timing guarantees of the system. Note that, the new WCET may turn the
current task mapping infeasible. Therefore, an adaptation at the deployment layer, e.g., through a
new mapping, or at the application layer, e.g., by reducing the QoS, is required.

5.4 Real-time and reliable emerging technologies

Context

Today’s computing architectures are mainly based on CMOS technology, facing major limitations,
which makes them unable to meet the growing requirements in performance and energy efficiency:
Power Wall, Memory Wall and Instruction Level Parallelism Wall [190]. Manufacturing issues con-
tinue escalating for the current dominating CMOS technology and its scaling comes to an end,
as feature sizes in the order of a single atom are approached. Due to the aforementioned limita-
tions, alternative emerging technologies are explored in order to provide performance requirements
with affordable costs. Such promising advances are technology-level solutions, developed in order
to replace CMOS elements, and novel computing paradigms, such as PIM. Consequently, future
computing systems will consist of heterogeneous architectures, merging general purpose computing
elements (e.g., CPU/GPGPU) with application specific hardware accelerators, exploiting both the
emerging technologies and novel computing paradigms [110].

In this context, design and analysis methodologies are required in order to incorporate emerging
technologies and novel computing architectures in future computing architectures, especially for
safety-critical systems, requiring real-time and reliable execution.

State-of-the-art

Regarding emerging memory devices, the majority of existing PIM approaches focuses on the de-
sign and modeling of PIM computation units [178]. Both volatile and non-volatile memory devices
have been explored. Volatile memory devices correspond to the CMOS technology, i.e., static
RAM and dynamic RAM. Examples of non-volatile memory devices are Phase Change materials
(e.g., PCRAM) [270], Oxide-based (e.g., RRAMs) [271], Ferro-electric (e.g., FeRAM) [182] or Mag-
netic (e.g., Spin Transfer Torque (STT) - MRAM) [87]. A survey on memory-centric computer
architectures can be found in [92]. Every type of emerging non-volatile memory have unique fea-
tures, with different applications in the memory hierarchy, but also unique failure mechanisms that
cannot be modelled with the traditional faults models [99]. Note that, the memory in memory-
centric computer architectures has two configurations, i.e., storage and computing, which poses
additional requirements in reliability analysis and testing. To be considered as a competent rival
for conventional memories, their reliability characteristics require improvements [57]. Some works
consider emerging devices with applications which are inherently tolerant to faults, such as AI
inference [69, 176, 121].

Furthermore, as far as we know, few recent works focus on the use of emerging devices for
safety-critical systems. They mainly focus on STT memories, e.g., the average system performance
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and WCET implications are analysed for STT-MRAM [14] and partial WCETs are obtained and
used for data allocation on STT-RAM with variable retention times [38].

Although works exist regarding the computational aspect of memory-centric computer archi-
tectures [92], PIM is a relatively new concept and work is still required in order to be incor-
porated to heterogeneous multicore architectures [178]. The architectural challenges of memory-
centric architectures need to be revisited in order to harness the full potential of emerging memory
technologies [92], whereas further research is required to develop appropriate analysis and design
methodologies that can provide real-time guarantees for safety-critical systems.

Future contributions

Our aim is to support the design of heterogeneous multicore architectures combining emerging
technologies and novel computing paradigms for safety-critical systems. Towards this direction,
the analysis of functional and timing behavior for emerging memory devices and memory-centric
computer architectures, is required. Furthermore, novel DSE approaches are needed to select and
configure memory-centric architectures, determine which part of an application is executed on which
memory computation unit, meeting real-time guarantees and providing reliable execution.

Timing and reliable analysis for emerging memory architectures

Emerging memory devises have different physical characteristics, while several memory-centric com-
puter architectures exist which perform operations in different ways, impacting the timing and
reliable execution of the applications.

As a first step, we will focus on identifying how characteristics of memory-centric computer
architectures can affect the WCET estimations. First of all, the time and nature of possible
operations is different among emerging memory devices [252] and architectures [92], which affects
the execution time, and thus, the WCET estimations. Furthermore, due to the less reliable nature
of emerging technologies, mitigation actions can be inserted with a potential impact on the WCET.
For instance, Phase Change Memory (PCM) require high voltages for correct operation, provided by
charge pumps, which accelerates aging. Discharging the stressed charge pump lowers the aging rate,
but makes the neuromorphic hardware unavailable to perform computations during the discharging
period [19]. Such operation unavailability is expected to impact the WCET estimations.

Emerging memory devises can be used for storing and processing of the data. Therefore,
different timing delays are expected, depending on how data are using the memory. Furthermore,
as applications typically have more complex logic functions than bit-wise operations, code-snippets
will be offloaded on the emerging memory devices for efficient computation. As a result, the WCET
will require to be estimated with models that are able to express parameters, such as the size and
data computation of the offloaded code-snippet and the characteristics of memory-centric computer
architectures. We believe that combining hybrid WCET approaches with parametric expressions
can lead to WCET estimations for code-snippet offloading at emerging memory devises. Such
methods will be required in order to provide timing guarantees during system deployment.

Furthermore, the reliability of emerging technologies is expected to be more dependent on the
workload and the operating conditions, compared to CMOS technology. For instance, STT-RAM
have high current densities that can lead to electromagnetic failures to the signal lines leading to
asymmetric reliability [172] and RRAM variability can be affected by operating conditions, such
as temperature and voltage [49]. We will explore methodologies to incorporate such reliability
characteristics in order to perform timing and functional vulnerability analysis.
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Last, but not least, sharing emerging memory devices among cores and tasks will open-up
further challenges to be solved regarding timing guarantees, WCET aspects and reliability. For
instance, exploration is needed regarding whether the memory banks can be shared or isolated,
how this can be implemented and what are the impacts on WCET estimations.

Design Space Exploration for future heterogeneous architectures

Efficient DSE approaches will be required to efficiently design and use future heterogeneous ar-
chitectures, consisting of multiple computing elements and different emerging technologies and
architectures, while guaranteeing timing requirements and reliable execution.

Analysing the application in order to determine which part of an application is more efficient to
be executed on a specific PIM architecture unit is not straightforward, due to the variety of tech-
nologies, architectures, different operations, available configurations and code complexity. We will
focus on designing DSE approaches under real-time constraints, taking into account the different
operations supported by different memory-centric computer architectures, the size, operations and
regularity of instructions and code-snippets, the impact on the WCET estimations, and the inter-
ference. As a first step, we will design a methodology to characterise candidate code-snippets for
offloading based on cost functions. Relevant cost functions and appropriate metrics will be defined,
related to operation complexity, operation frequency, potential memory bandwidth savings, WCET
estimation and interference impact. Then, an overall characterisation approach for the offloading
candidates is required, taking into account the different granularities and sizes, regarding the el-
igibility, performance, energy consumption and precision of different memory units that perform
processing. Last, we will design of methodologies to efficiently select the most beneficial offloading
candidates and PIM architectures, taking into account dependencies and real-time constraints.

Furthermore, we will extend the proposed approaches to take into account the reliability as-
pects. The endurance of emerging memory technologies is the number of switching cycles a device
can perform until it breaks down. It is related with data retention, i.e., the capability of retaining
the information stored even when the power has been switched off. Endurance, and thus, retention,
depend on the workload of the emerging memory device. Novel approaches will extended with the
variability of memory-centric computer architectures and model how code-snippet offloading deci-
sions will affect the lifetime of PIM devises. To take advantage of the emerging computing paradigm
of PIM, efficient fault-detection and effective fault-tolerance techniques need to be explored across
different abstraction levels [202].

Last, but not least, by adding computation capabilities in memory, there is a need of an in-
memory scheduler able to deal with sharing of the memory among cores and tasks. Since the
memory becomes a partial computation unit, a PIM scheduler will be required to deal with concur-
rent requests on the device. In this context, exploration is required to decide whether the execution
of a code-snippet on a PIM device can be preempted or not, since such decision will impact the
interference and WCET estimations, and how such preemptive/non-preemptive mechanism can be
implemented.

5.5 Conclusions

The future directions of this research focus on providing the means to design, in a near-optimal and
efficient way, real-time and reliable embedded systems for safety-critical domains, with unreliable
components, under multiple reliability threats.
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Our first research direction is the analysis of the timing impact of transient faults occurring
on cores by leveraging our reliability analysis framework to incorporate the application timing be-
haviour and to include the impact of interference. WCET estimations will be enhanced with fault
awareness and low cost fault tolerance techniques will be designed to protect the system. Our second
direction is the design hardware accelerators for WCET-aware and fault-aware systems to extend
homogeneous multicore systems towards domain specific heterogeneous multicore architectures. To
achieve that, we will adapt reliability and WCET analysis frameworks and design real-time and
fault tolerance techniques for hardware accelerators, such as accelerators dedicated for AI. With
the further ongoing reduction of transistors size, system aging is becoming more and more sensi-
tive to the workload. Thus, we will focus on dedicated cross-layer fault-aware and WCET-aware
approaches to efficiently deal with workload-dependent aging faults for safety-critical systems. Fur-
thermore, the systems are susceptible to multiple types of reliability threats, potentially correlated
with each other. Therefore, we will leverage the proposed approaches to consider multiple sources
for reliability threats. Last, but not least, we will propose novel approaches to provide timing and
reliability analysis and DSE for new emerging technologies and novel computing paradigms to be
used in safety-critical domains with real-time and reliable guarantees.
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M. Koedam, S. Sinha, K. Goossens, C. Piguet, M. Morgan, and R. Lemaire. Towards future
adaptive multiprocessor systems-on-chip: An innovative approach for flexible architectures. In
Int. Conf. Embedded Computer Systems: Architectures, Modeling, and Simulation (SAMOS),
pages 228–235, July 2012.

[137] D. Li, J.S. Vetter, and W. Yu. Classifying soft error vulnerabilities in extreme-scale scien-
tific applications using a binary instrumentation tool. In Int. Conf on High Performance
Computing, Networking, Storage and Analysis (SC), pages 1–11, 2012.

[138] D. Li and J. Wu. Energy-aware scheduling for frame-based tasks on heterogeneous multipro-
cessor platforms. Int. Conf. Parallel Processing (ICPP), 2012.

[139] D. Li and J. Wu. Minimizing energy consumption for frame-based tasks on heterogeneous
multiprocessor platforms. IEEE Trans. Parallel Distrib. Syst. (TPDS), 26(3):810–823, 2015.

[140] D. Li and J. Wu. Minimizing energy consumption for frame-based tasks on heterogeneous mul-
tiprocessor platforms. IEEE Trans. on Parallel and Distributed Systems (TPDS), 26(3):810–
823, 2015.

[141] G. Li, S.K.S. Hari, M.l Sullivan, T. Tsai, K. Pattabiraman, J. Emer, and S.W. Keckler.
Understanding error propagation in deep learning neural network (dnn) accelerators and ap-
plications. In Int. Conf. for High Performance Computing, Networking, Storage and Analysis
(SC), New York, NY, USA, 2017. Association for Computing Machinery.

[142] H. Li and S. Baruah. Global Mixed-Criticality Scheduling on Multiprocessors. In Euromicro
Conf. Real-Time Systems (ECRTS), pages 166–175, July 2012.

[143] H.-T. Li, C.-Y. Chou, Y.-T. Hsieh, W.-C. Chu, and A.-Y. Wu. Variation-aware reliable
many-core system design by exploiting inherent core redundancy. Trans. Very Large Scale
Integration (VLSI) Systems, 25(10):2803–2816, 2017.

117



[144] J. W. S. Liu, W. K. Shih, K. J. Lin, R. Bettati, and J. Y. Chung. Imprecise computations.
Proc. IEEE, 82(1):83–94, 1994.

[145] M. Liu and B.H. Meyer. Bounding error detection latency in safety critical systems with
enhanced execution fingerprinting. In Int. Symp. Defect and Fault Tolerance in VLSI and
Nanotechnology Systems (DFT), pages 47–52, 2016.

[146] W. Liu and C.-H. Chang. Analysis of circuit aging on accuracy degradation of deep neural
network accelerator. In Int. Symp. Circuits and Systems (ISCAS), pages 1–5, 2019.

[147] G. Liva, L. Gaudio, T. Ninacs, and T. Jerkovits. Code Design for Short Blocks: A Survey.
Computing Research Repository (CoRR) - arXiv, Oct. 2016.

[148] A. Lotfi, S. Hukerikar, K. Balasubramanian, P. Racunas, N. Saxena, R. Bramley, and
Y. Huang. Resiliency of automotive object detection networks on gpu architectures. In
Int. Test Conf. (ITC), pages 1–9, 2019.
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W. Fornaciari. HARPA: Solutions for dependable performance under physically induced per-
formance variability. In Int. Conf. Embedded Computer Systems: Architectures, Modeling,
and Simulation (SAMOS), pages 270–277, July 2015.

[212] D. Rodopoulos, G. Psychou, M.M. Sabry, et al. Classification framework for analysis and
modeling of physically induced reliability violations. ACM Computing Surveys (CS), 47(3),
February 2015.

[213] S. Rokicki, D. Pala, J. Paturel, and O. Sentieys. What you simulate is what you synthesize:
Designing a processor core from c++ specifications. In Int Conf Computer-Aided Design
(ICCAD), pages 1–8, November 2019.

[214] B. Rouxel, S. Derrien, and I. Puaut. Tightening Contention Delays While Scheduling Par-
allel Applications on Multi-core Architectures. ACM Trans. Embedded Computing Systems
(TECS), 16(5s):164:1–164:20, September 2017.

[215] B. Rouxel, S. Skalistis, S. Derrien, and I. Puaut. Hiding Communication Delays in Contention-
Free Execution for SPM-Based Multi-Core Architectures. In Euromicro Conf. on Real-Time
Systems (ECRTS), pages 25:1–25:24, 2019.

122



[216] Y. Rui, C. Qinqin, L. Zengwu, and S. Yanmei. Multi-objective evolutionary design of selective
triple modular redundancy systems against SEUs. Chinese Journal of Aeronautics, 28(3):804
– 813, 2015.

[217] A. Ruospo, A. Bosio, A. Ianne, and E. Sanchez. Evaluating convolutional neural networks
reliability depending on their data representation. In Euromicro Conf. Digital System Design
(DSD), pages 672–679, 2020.
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