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Chapter 1

Introduction

This document presents a synthesis of our research work and describes the main results
obtained since our PhD [Ouerdane, 2009]. They are the results of numerous and long
collaborations with fellow researchers and PhD students.

Our research addresses questions related to knowledge representation and reasoning
in the context of eXplainable AI (XAI) [Gunning, 2017]. Our main motivations are
designing and modeling adaptive decision support systems to construct and support
justified automatic recommendations. Our research lies at the intersection of the fields
of Multi-Criteria Decision Aiding (MCDA) and Artificial Intelligence (knowledge rep-
resentation and reasoning).

Even though we had various opportunities to work on different subjects and domains,
the document mainly deals with the various works done within Multi-Criteria Decision
Aiding (MCDA) field. Moreover, even if our significant contributions are of the order of
formal and theoretical tools, we had several opportunities to be faced with application
and real-world contexts with various industrial partners: Decision Brain1 within the
thesis of Lerouge [(in progress)], Dassault Systèmes within the thesis of Tlili [2022],
Total within the thesis of Mammeri [2017], IBM within the thesis of El Mernissi [2017],
and Place des Leads2 within the thesis of Maamar [2015]. The focus of the document
is mainly on our theoretical contributions. Thus we have not chosen to address these
practical aspects and refer the reader to the various PhD thesis for the details.

1.1 Context and Motivations

We are interested in the problems of recommendations, where an “artificial agent ad-
viser” aims to help a user (a decision-maker) build and understand the recommendations
for a particular decision problem. Decision aiding is thus a situation involving two par-
ties: a user whose preferences may be incompletely defined or difficult to convey, and an
agent, who will have the capabilities to explicitly and accountably represent the reasons
for which it recommends a solution to a user [Tsoukiàs, 2008]. Such recommendations
mainly stem from Multiple Criteria Decision Aiding models that are well founded from
the Decision Theory point of view [Roy, 1996; Bouyssou et al., 2006].

1https://decisionbrain.com/fr/
2Now TimeOne: https://www.timeone.io

https://decisionbrain.com/fr/
https://www.timeone.io
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Multi-Criteria Decision Aiding (MCDA) aims to develop decision models explicitly
based on constructing a set of criteria reflecting the decision-making problem’s relevant
aspects. These n criteria (often conflicting) (N = {1, 2, . . . , n} with n ≥ 2) evaluate a
set of alternatives A = {a, b, c, ...} from different points of view. Several multi-criteria
decision models exist [Bouyssou et al., 2000, 2006]. These models correspond to a
parametric family of functions aggregating the evaluation according to each criterion
into a solution to the decision problem. The MCDA literature considers different de-
cision problems. We distinguish the choice, the sorting, the pairwise comparison, and
the ranking. Unlike formulations of choice, ranking and pairwise comparison problems,
which are comparative, sorting formulates the decision problem in terms of assigning
alternatives to predefined ordered categories C1, C2, ...Cp, where C1 (Cp, resp.) is
the worst (best, resp.) category. The assignment of an alternative to the appropriate
category is based on its intrinsic value and not on its comparison with other alternatives.

In addition, multi-criteria decision aiding results from an interaction between at
least two agents, an analyst and a decision-maker. The analyst’s goal is to guide the
decision-maker (DM) in the construction and understanding of the recommendations of
a particular decision problem [Tsoukiàs, 2008]. Decision theory and Multiple Criteria
Decision Analysis (MCDA) have established the theoretical foundation upon which
many decision support systems have risen. The different approaches (and the formal
tools coming along with them) have focused on how a “solution” should be established
for a long time. But it is clear that the process involves many other aspects that the
analyst handles more or less formally. For instance,

• the problem of accountability of decisions is almost as important as the decision
itself. A proper explanation should convince the decision-maker that the proposed
solution is the best.

• it should be possible for the decision-maker, to refine, or even contradict, a given
recommendation. Indeed, the decision-support process is often constructive be-
cause the DM refines its formulation of the problem when confronted with poten-
tial solutions.

Let’s consider the following situation of decision aiding for illustration. Suppose that
a DM wishes to buy a watch. The problem is that once in the store, the person is faced
with an extensive choice of models with different colors, sizes, and prices. Impressed
and afraid of making mistakes in the selection, he decides to ask for help. Therefore, the
seller (referred here by DA for Decision Aider) tries to understand what his customer
wants and what are his preferences. After a brief discussion, he notes that from a size
point of view, he prefers a small watch to a medium or a big one; he also prefers steel
to leather. For the color, he specifies that he likes white more than red or pink and
that the watch should be fashion than classical or sport. Finally, the model should be
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the less expensive possible. Thus, four models were selected, and their characteristics
are depicted in Table 1.1 below.

Size Material Price Colour Style
a small Steel 450 Red Classical
b big Leather 300 White Fashion
c medium Steel 320 Pink Classical
d small Leather 390 Pink Sport

Table 1.1: Performance table

On the basis of this information, the DA computes a recommendation and submits
it to the DM for a discussion. Such a discussion unfolds as follows:

(1) DA: Given your information, b is the best option.
(2) DM: Why is that the case?
(3) DA: Because b is globally better than all other options
(4) DM: What does that mean?
(5) DA: Well... b is top on a majority of criteria considered: the price, the colour, and
especially the style, it is so trendy!
(6) DM: But, why b is better than c on the price?
(7) DA: Because c is 20 euros more expensive than b.
(8) DM: I agree, but I see that the guarantee is very expensive especially for this watch.
In fact I’m not sure to want the guarantee.
(9) DA : But c remains 5 euros more expensive than b.
(10) DM: I see, but this difference is not significant. And also I changed my mind: I
would rather to have a classical model, I think it’s more convenient for a daily use.
(11) DA: OK. In this case I recommend c as the best choice.
(12) DM: . . .

This made-up scenario involves several aspects that will be discussed in this docu-
ment.

Let us briefly analyse this dialogue. In turn (1), the DA suggests to the client that
b would be the best option for her. The DM challenges this proposition in turn (2) and
asks for a justification given by the DA in turn (3). The rationale is based on the fact
that the option is better than any other one. Not fully satisfied with this explanation,
the DM asks the expert to be more explicit on the reasons motivating his choice. Thus,
the DA, in turn (5) explains that b is ranked first on the majority of criteria considered.
But, in turn (6), The DM seeks clarification that b is better than another option on a
specific criterion. The expert explains that this is since the price of c is more significant
than b. We note that this explanation differs from the one given at turn 5. In fact,
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unlike turn (4) where the DM wanted to know why b was declared the best choice, in
turn (6), he is interested in comparing the model b to another model on a particular
criterion. Thus, in turn (5), the DA highlights more explicitly the set of positive points
in favour of b regarding the set of all options. In the second case, i.e. turn (6), the
DA gave more details on the comparison between two specific models from a particular
point of view. Confronted now with such an explanation, the DM rejects it by indicating
that the comparison is inappropriate because he doesn’t want to include the guarantee
in the price. However, in turn (9), the DA maintains that c cannot be better than b
because its price is still higher than b. In turn (10), DM indicates that the difference
is not significant for her and at the same time, he mentions that he changes her mind
about her preferences on the style of the watch. This need to refine or correct old
information is very common in practice because a decision-maker is never fully aware
of what he wants or prefers at the beginning of the process. Finally, considering the
DM’s remarks, the DA suggests that, now, c is a better choice.

This example dialogue illustrates how different types of explanations can be asked
(and provided) and how the available information may change and be corrected (because
the decision-maker really changes his mind, but also because the expert necessarily
makes some assumptions that only hold by default). This is especially true when the
decision-maker is confronted with explicit justifications because it helps him to identify
relevant questions and possible critics.

1.2 Research Questions and Contributions

Our objective is to design artificial agents able to serve as analysts (like in the previous
example within a recommender system context, for instance) for various meaningful
decision-aiding contexts, capable of initiating and steering a dialogue with a user to
derive a recommendation, alternating between the elicitation of preference information,
and the presentation of complete or partial recommendations. Prompted by the user,
an agent should support its assertions with explanations and would gently steer the
conversation towards the production of a recommendation which is fully agreed upon,
potentially following a non-monotonic path in its representation of the user’s preference
- reconsidering pieces of information or even the preference model in the light of the
user’s responses. Communication with the user should be simple but faithful to the rich
information conveyed and in line with the context of the decision-aiding situation. In
other terms, we aim to handle and take into account the different aspects of a decision-
aiding process by adopting the perspective of an interactive approach whereby:

• Preference elicitation can be done incrementally, taking into account the feedback
of the user (such as contradicting a previous assertion, asking for an explanation,
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etc.) to fit the user’s model as well as possible while minimizing at the same time
the cognitive effort of the user; and

• Justification (or explanation) can be given to the user on the proposed items or
on facts inferred by the adviser during the interaction so that the user can correct
or contradict the relevant information.

Such an interactive approach requires a sufficiently expressive means to convey the
agent’s messages. It is important to note that in our research work, the communica-
tion between the agent and the user will not rely on advanced techniques of natural
language processing, which is, on the other hand, an open door for new research and
future collaborations (see Chapter 5). Instead, the interaction will be guided by a struc-
tured dialogue, designed as a set of rules regulating the interaction [Walton and Krabbe,
1995; Carlson, 1983; Ferguson et al., 1996; McBurney and Parsons, 2003]. Thus, the
communication with the adviser will happen through a set of possible utterances chosen
by the user.

We structured our research lines around two main topics to reach our objectives.

1.2.1 Modeling and generating explanations for recommendations for
complex decision problems.

The question of explaining a decision, recommendation, algorithm outputs, etc., often
associated in the literature with the acronym XAI (eXplainable AI) [Gunning, 2017;
Barredo Arrieta et al., 2020], has become in recent years a crucial element in any
“trusted algorithmic design”. Indeed, for high-stakes AI applications, performance is
not the only criterion to consider. Such applications may require a relative understand-
ing of the logic executed by the system. In this case, the end-user wants an answer to
the question “Why?”. eXplainable Artificial Intelligence (XAI) aims to provide methods
that help empower AIs to answer this question. Even though interest in this question has
exploded with machine learning tools and techniques [Biran and Cotton, 2017; Gilpin
et al., 2018; Guidotti et al., 2019; Mohseni et al., 2018; Barredo Arrieta et al., 2020], it
dates back to expert systems [Swartout, 1983; Gregor and Benbasat, 1999], and since
then, many works have emerged. Various questions are explored, such as: generating
and providing explanations, identifying desirable characteristics of an explanation from
the point of view of its recipient, evaluating the explanation produced by the system,
etc. [Herlocker et al., 2000; Carenini and Moore, 2006; Tintarev, 2007; Nunes et al.,
2014; Doshi-Velez and Kim, 2017; Miller, 2019; Vilone and Longo, 2021]

Our work focuses on designing and implementing tools and algorithms for generating
explanations for recommendations stemming from multi-criteria models which put user
preferences and judgments at the heart of the reasoning. Generating explanations in the
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MCDA context is not a simple task; as different criteria are at stake, the user cannot
fully assess their importance or understand how they interact. Moreover, once the
user is faced with the result and the explanation, he may realize that it is not exactly
what he expected. Therefore, it can make changes or provide new information that
will have effects, for example, on the other phases of the decision-aiding process (e.g.,
the preferences learning step). Thus, beyond making the result acceptable, presenting
an explanation can impact the representation of the user’s reasoning mode, which is
at the base of the construction of the recommendation. Furthermore, the challenge
with this question is that the concept of explanation varies depending on the decision
context/problem and the decision model. Indeed, as the requirements vary significantly
from situation to situation (for instance, depending on the criticality of the stakes and
the time pressure) and from decision-maker to decision-maker, we do not believe in
providing a unique explanation. Indeed, our approach stems from a set of patterns for
different types of explanation (depending on the decision model under use and the user’s
profile), allowing tailored answers to the user. Under such perspectives, our research
work intends to answer the following question:

Given a decision model and a set of preference information, is there a prin-
cipled way to define a simple complete explanation supporting a recommen-
dation/decision?

To answer the previous question, we addressed mainly two MCDA decision models3:
one very widely used model, whether in decision theory or machine learning, namely
the additive model and the other which is the Non-Compensatory Sorting (NCS) model
[Bouyssou and Marchant, 2007a,b]. With the first model, the different contributions
aimed to explore the concept of explanations for pairwise comparisons (why is one op-
tion better than another?) or choice problems (why an option is the best?). In contrast,
in the second, we seek to explain the assignment of an alternative to a given category
(why is an option classified in the worst category? for instance). The following Table 1.2
gathers all our contributions for this topic, and the details are given in Chapter 4.

Decision Problem Model References

Choice Weighted Majority [Labreuche et al., 2011]
Additive Utility [Labreuche et al., 2012]

Pairwises Comparisons Additive Utility [Belahcene et al., 2019], [Belahcene et al., 2017a]
Sorting NCS [Belahcene et al., 2017b], [Belahcene et al., 2018b]

Table 1.2: Our Contributions to the Explainability Topic for MCDA

3We were also interested in other models/systems, for example, rule-based systems (classical and
fuzzy) and optimization models, which are not detailed in this document. We refer the reader to
[El Mernissi, 2017; Baaj, 2022; Lerouge, (in progress)] for more details.
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Our proposals are based on different approaches and techniques: argument schemes
[Walton, 1996] and mathematical programming. In particular, the question of con-
structing explanations comes down to formalizing argument schemes that link premises
(information provided or approved by the user or deduced during the process of pref-
erence learning, and some additional hypotheses on the process of reasoning (from the
assumptions of the model) to a conclusion (e.g. the recommendation). By casting the
reasoning steps under the form of argument schemes, we make explicit assumptions
usually hidden for the decision-maker, hence allowing meaningful explanations.

Finally, in all of our works on constructing and designing explanations, we seek to
follow (when it is possible) some key principles of explanations (see e.g. [Miller, 2019;
Coste-Marquis and Marquis, 2020]):

• Explanation shall be rigorous (important decision)⇝ One shall bring proof (com-
plete explanation)

• Explanation shall be understandable⇝ One shall define a language which relates
directly to the preferential information (e.g. not include the weights). In other
words, we want explanations to be conveyed in an expressive language to the
recipient of this explanation.

• Explanation shall be relevant ⇝ One shall define what could be pertinent to
focus on within the decision situation. For instance, mentioning neutral elements
(that do not influence the decision) may seem irrelevant and should be avoided if
possible.

• Explanation shall be simple⇝ One shall define different levels of complexity. We
want explanations to be “easy to process” by the recipient of the explanation.

1.2.2 Modeling the interaction for constructing adaptive decision sup-
port systems.

At present, when decision-aiding support or recommendation systems (online, for ex-
ample) are in full expansion, an important aspect is that of succeeding in capturing
and integrating the preferences, habits, and reactions of users to try to produce the
most compelling and relevant recommendations from a user perspective. To meet this
objective, we investigated two lines of research.

Setting up efficient preference learning and elicitation mechanisms : Learn-
ing and eliciting preferences is essential in a decision support process. This step aims
to incorporate user judgments (preferences) as faithfully as possible into the decision
model. Developing relevant and reliable recommendations is crucial, and any flawed
process would lead to unsubstantiated advice being provided to users. In addition,
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preferences are essential in many contexts, such as decision-making, machine learning,
recommendation systems, social choice theory, and various sub-fields of Artificial Intel-
ligence (see, for instance, [Jacquet-Lagrèze and Siskos, 2001; Peintner et al., 2008; Kaci,
2011; Furnkranz and Hullermeier, 2011; Hüllermeier, 2014; Pigozzi et al., 2016]). In
this context, the challenge is to build learning algorithms that are both efficient (from
a computational point of view) while keeping humans in the loop to integrate and rep-
resent their expertise and skills knowledge as faithfully as possible.

The basic idea of the multi-criteria decision support methodology is that, given a
decision problem, we collect preferential information from the DM to build an evaluation
model. This model must reflect the point of view (the value system) of the DM and
help him to solve the decision problem. In other words, our research is interested in
implementing efficient algorithms to learn models’ parameters using the information
contained in reference examples–a training set. This is what we call (indirect elicitation
or learning from examples). In this context, we follow an (indirect) approach, close to a
machine learning paradigm [Furnkranz and Hullermeier, 2011], where a set of reference
assignments is given and assumed to describe the decision-maker’s point of view. The
aim is to extend these assignments with this decision model. Thus, we sought to answer
the following question:

For a given decision situation, assuming that a given decision model is rele-
vant to structure the decision maker’s preferences, what should be the param-
eters’ values to fully specify this model that corresponds to the decision-maker
viewpoint?

To answer this question, we worked on different models: the Non-Compensatory
Sorting model, its variant the MR-Sort model [Leroy et al., 2011] and the Ranking
with Multiple Profiles (RMP) method [Rolland, 2013]. The different contributions are
summarized in Table 1.3 below. The different proposals seek to offer tools that, on the
one hand, will provide more efficient devices (in terms of computation time), and on
the other hand, extend the literature to consider new types of preferential information.
More precisely, we rely on logical formalism (Boolean-based) to meet the first need.
Second, we investigate the question of building preference learning tools in the case of
non-monotone preferences (single-peaked [Black, 1958]).

Designing adaptive dialectical system We are interested in a decision-aiding pro-
cess (as illustrated in Section 1.1). In this context, there are at least two distinct actors:
a decision-maker (DM), and an analyst, whom we shall call in what follows a decision
aider (DA). Both play very different roles [Tsoukiàs, 2007]. The DM has some pref-
erences on the decision options and is, in the end, responsible for the decision to be
taken and justifying it. The DA helps him in this task by bringing some methodology
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Approaches
Methods MIP-based Boolean-based

Sorting NCS [Leroy et al., 2011] [Belahcene et al., 2018a]
[Tlili et al., 2022]

MR-sort [Minoungou et al., 2020],
[Minoungou et al., 2022]

Ranking RMP [Liu et al., 2014], [Olteanu
et al., 2021]

[Belahcene et al., 2018c]

Table 1.3: Our Contributions to preference Learning & Elicitation Topic

and rationality. The DA analyses the consistency of the information provided by the
DM, proposes some recommendation based on such information and construct the cor-
responding justifications. A key ingredient of the decision process is how interaction
takes place. In particular, the DA should be able to adapt to the DM’s responses. In
fact, the DM’s preferences are often incomplete or not fixed at the beginning of the
process. Only when confronted with the recommendation and its justification the DM
can react and give relevant feedback. The competence of a human DA is precisely
to integrate this new information, to revise his representation of the profile of the DM
so as to produce a finely adapted recommendation that can be understood and accepted.

Now, there are many different contexts in which decision aiding can take place, and
an artificial agent sometimes plays the role of the DA. Take, for instance, recommender
systems used on commercial websites: the role of the DA is to suggest items that
the DM is likely to buy (travel, books, etc.). Often the product space is vast, and
the DA’s role is to help navigate this catalog. According to [McGinty and Smyth,
2006], “user feedback is a vital component of most recommenders”. Moreover, to take
this feedback into account timely and consistently, some authors argue to maintain a
preference model of the user [Viappiani et al., 2006]. Model-based recommendation
systems are then based on a unique model (e.g. the additive utility) and rely upon the
assumption that all potential users can be represented by this model [Viappiani et al.,
2006]. However, in the case of multi-criteria recommendation, there is a wide variety of
possible preference models, and assuming a fixed model may prove too restrictive. In
other terms, rather than making an assumption that may later be found to be incorrect
(as an example: the weighted mean model is often used in many systems but without an
explicit justification), our idea is to simultaneously reason with several possible models
and let the system decide the one appropriate to the current user. With this assumption,
our research work seeks to answer the following question:

How to equip an artificial agent with adaptive behavior and model the sys-
tem’s reasoning to allow “efficient” interaction with a user within a decision-
aiding situation?
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Setting up such an automatic system to support this interaction raises several ques-
tions. If the agent can choose among several models, is there a principled way to do
so? Would such a method be dependent on the models considered? How do we make
a formal link between the generation of the explanation and the improvement of the
preference learning process? Indeed, faced with an explanation, a user can provide
new information, invalidate old one etc. These reactions strongly contribute to feeding
the learning phase of the preference model. How to adapt classic preference learning
algorithms to manage inconsistent user feedback (inconsistency, erroneous information,
etc.) while automatically adjusting the model to the information provided by the user?

Our research aims to provide a formal language to represent such an interaction,
explain it, communicate its results, and convince the user that what is happening is
theoretically sound and operationally reasonable. Most of the work in this direction
has been initiated within our PhD [Ouerdane, 2009], and the different contributions are
summarized in the following Table 1.4.

Approach References

Argumentation-based interaction [Ouerdane et al., 2011] [Ouerdane, 2009]
[Ouerdane et al., 2010] [Ouerdane et al., 2008]
[Labreuche et al., 2015]

Table 1.4: Our Contributions to the Interaction Topic

In these contributions, we concentrated on some questions : (i) if the DA can choose
among several models, is there a principled way to do so? (ii) would such a method be
dependent of the models considered? And, finally (iii) how, in practice, should such an
interaction be regulated?

We borrow from decision theory and Multiple Criteria Decision Analysis to answer
the first point in the positive. Regarding (ii), we advocate a generic method to account
for this adaptive behavior. Indeed, instead of focusing on a given collection of models,
we adopt an axiomatic approach, and thus characterize which models can be handled in
the way we propose. As for (iii), the actual procedure we put forward takes the form of
a dialogue game between the DM and the DA, and is inspired by recent work in dialec-
tical management and dialogue systems resulting from work in multi-agent systems and
argumentation theory [McBurney and Parsons, 2003; Black et al., 2021]. We proposed
to build and formalize an interaction protocol, which specifies the rules and conditions
under which we can have a “coherent” interaction in a decision support context where
the initiative is sometimes left to the user (e.g. ask for an explanation). The details are
given in Chapter 5.

The other issues, as we shall see in Chapter 5, are a rich source of future works and
collaborations.
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1.3 Structure and Content of the Document

• Chapter 2: MCDA: Concepts and Definitions is devoted to describing the
Multiple Criteria Decision Aiding concepts used in the different contributions. We
will restrict ourselves to addressing only the necessary materials for the following
chapters. More precisely, we describe the components of a preference elicitation
process. Moreover, we present two aggregation methods: the additive model and
the Non-Compensatory Sorting model. Indeed, our different contributions are
mainly related to these two models.

• Chapter 3: Efficient Tools for Preference Learning and Elicitation ex-
poses the different mathematical and computational tools implemented to address
the question of learning the parameters of the NCS model and its variants (UB-
NCS: a unique profile, UC-NCS: a unique set of sufficient coalitions and MR-Sort:
additive coalitions). Concretely, we proposed two formulations based on Boolean
satisfiability to learn the parameters of the Non-Compensatory Sorting model
from perfect preference information, i.e. when the set of reference assignments
can be wholly represented in the model. We also extend the two formulations
to handle inconsistency in the preference information by adopting the Maximum
Satisfiability problem language (MaxSAT). These formulations are described in
the first part of the chapter. The second one extends the literature to consider
new types of preferential information for learning the parameters of the MR-Sort
model, such as the fact that preferences on criteria are not necessarily monotone
but possibly single-peaked (or single-valley) [Black, 1948, 1958].

• Chapter 4: Supporting Decisions: a panel of explainability tools ad-
dresses our developments of explainability tools within the MCDA context. In
this context, our main concern is developing principle-based approaches and cog-
nitively bounded models of explanations. By principle-based approach, we mean
that each explanation is attached to a number of well-understood properties of the
underlying decision model. By cognitively bounded, we suggest that the state-
ments composed of an explanation will be constrained to remain easy to grasp
by the receiver (decision-maker). We investigated different decision models (Ad-
ditive utility, NCS) and various decision problems (Choice, pairwise comparisons
and sorting). In our proposal, we rely on numerous tools from AI (argument
schemes [Walton, 1996]) and mathematical programming to formalize and com-
pute explanations and their contents.

• Chapter 5: Interactive recommendations and explanations. is devoted
to discussing the dialectical perspective that we want to set up to formalize the
interaction between an artificial agent adviser and a user. In this interaction,
elicitation, recommendation and explanation are tightly interleaved. In the first
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part of the chapter, we present our preliminary works in this direction. The second
part describes all the perspectives and the mid and long-term research works that
we plan to have in the following years with different collaborations.

The document is based on a collection of papers available in Appendix ??. Many of
these works have also been conducted in the context of some PhD co-supervision. Specif-
ically, designing efficient algorithms for preference elicitation, described in Chapter 3,
have been studied in the PhD of Jinyan Liu (co-supervised with Vincent Mousseau,
MICS, CentraleSupélec), Pegdewedé Stéphane Minoungou (co-supervised with Vincent
Mousseau and Paolo Scotton, IBM Zurich) and Ali Tlili (co-supervised with Vincent
Mousseau and Oumaima Khaled, Dassault Systèmes). The question of constructing
explanations for MCDA addressed in Chapter 4 was the central question studied in
the PhD of Khaled Belahcene (co-supervised with Vincent Mousseau, Nicolas Maudet
– Lip6, Sorbonne univeristé) and Christophe Labreuche –Thales). Finally, Manuel
Amoussou started last year a PhD on this topic by taking this interaction perspective
(co-supervised with Vincent Mousseau and in collaboration with Nicolas Maudet and
Khaled Belahcene, Heudiasyc, Université de Technologie de Compiegne) .



Chapter 2

MCDA: Concepts and Definitions

We devote this chapter to describing and defining the different concepts in Multi-Criteria
Decision Aiding (MCDA) used in our various contributions. We will restrict ourselves
to addressing only the necessary materials for the following chapters. We do not intend
to do a literature review as the present document is dedicated only to summarize our
research work.

2.1 Multiple Criteria Decision Aiding

Decision aiding results from an interaction between an “analyst” (or expert) and a
“client” (or decision-maker – DM). The analyst aims to guide the decision-maker to
find a solution to his problem and to be convinced that this solution is a good one
[Tsoukiàs, 2008; Bouyssou et al., 2006]. Within this context, MCDA is an umbrella
term to describe a collection of formal approaches which seek to take explicit account of
multiple criteria (points of view) in helping individuals or groups explore decisions that
matter. More formally, MCDA accounts for N = {1, 2, . . . , n} points of view (criteria)
evaluating a set of alternatives X = {x, y, z, . . . }.

We assume the points of view provide a sense of the relative performance of alter-
natives, for which two representations could be considered:

• preference profiles, a tuple ⟨≿i⟩i∈N ∈ (X×X)N of total preorders over alternatives
– binary relations that are transitive. This representation is often used in Social
Choice or when representing preferences with an outranking relation1. Exam-
ple 2.1 provides an illustration with a situation detailed in Chapter 4 where each
point of view corresponds to the views of a juror in a jury N = {e1

,e
2
,e

3
,e

4
,e

5}
gathered to assess the performance of a number of candidates {a, b, c, d, e, f} ⊆ X.
Each preference profile details the ordinal preferences of jurors over candidates.
Here we have total orders - there are no ties.

• performance tables, where an alternative x ∈ X is described by a tuple of per-
formance scalars ⟨xi⟩i∈N encoding its performance according to each point of

1An outranking relation naturally provides four outcomes when comparing two alternatives: prefer-
ence for the former, for the latter, indifference, or incomparability; also, it does not enforce transitivity
of preference [Bouyssou, 2009; Roy, 1991]



14 Chapter 2. MCDA: Concepts and Definitions

view i ∈ N on an ordinal scale (Ki,≥i). Table 2.1 provides an illustration with
alternatives representing cars, situation used to illustrate the functioning of an
aggregation model, see Example 2.3 in this chapter.

Example 2.1(̃Example of preference profiles)

e
1: a ≻1 b ≻1 f ≻1 e ≻1 c ≻1 d

e
2: e ≻2 b ≻2 c ≻2 d ≻2 a ≻2 f

e
3: f ≻3 a ≻3 b ≻3 d ≻3 e ≻3 c

e
4: d ≻4 a ≻4 c ≻4 e ≻4 f ≻4 b

e
5: c ≻5 e ≻5 b ≻5 f ≻5 d ≻5 a

Example 2.2(̃Example of a performance table)

Alternatives mi are car models, described according to cost, acceleration, braking and
road holding. Cost is measured in dollars, acceleration is measured by the time, in
seconds, to reach 100 km/h from full stop—lower is better, braking power and road
holding are both measured on a qualitative scale ranging from 1 (lowest performance)
to 4 (best performance).

car model cost acceleration braking road holding
m1 16 973 29 2.66 2.5
m2 18 342 30.7 2.33 3
m3 15 335 30.2 2 2.5
m4 18 971 28 2.33 2
m5 17 537 28.3 2.33 2.75
m6 15 131 29.7 1.66 1.75

Table 2.1: A performance table for car model evaluation

The basic idea in decision aiding methodology is that, given a decision problem, we
collect preferential information from the decision-maker such that his system of values
is either faithfully represented or critically constructed, in order to build a model which,
when applied, should turn a recommendation for action to the decision-maker. Under
such a perspective, a fundamental step is acquiring preferential information from a
decision-maker, or as it is commonly named preference learning and elicitation process
[Furnkranz and Hullermeier, 2011].
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2.2 Preference Learning and Elicitation Process

Preferences are fundamental to decision processes since the recommendations are mean-
ingful and acceptable only if the decision-makers’ values are considered. Within this
context, a challenging activity is “preference learning and elicitation”, which aims to
capture the DMs’ preferences to specify the decision model parameters accurately. The
challenge is related to the nature of the preferences expressed by the DMs, which can
be imprecise, conflicting, unstable, time-dependent, yet they should be structured and
synthesized. This elicitation process can be implemented in many ways. In this section,
we give a high-level description of it and quickly review its components.

2.2.1 A brief description

The different components of the elicitation process are depicted in Figure 2.1.

Problem type
Model

input :
Preference
Information

output :
Aggregation
procedure

Figure 2.1: The elicitation process.

Preference information. It encompasses any information provided by the decision-
maker to the learning process. The following questions concerning preference informa-
tion organize the elicitation process:

1. What type of preference information should be obtained?

2. How to collect preference information?

3. How preference information should be processed so as to sculpt the aggregation
procedure?

4. How to account for imperfect preference information?

All these questions need to be considered carefully, and there are many different
ways to address each one.



16 Chapter 2. MCDA: Concepts and Definitions

Type of problem. Different decision problems exist. They are represented in Fig-
ure 2.2:

• sorting problems consist in assigning alternatives to categories, known in advance
and ordered by level of requirement;

• pairwise comparison problems consist in deciding, for each pair of alternatives,
which one is the better;

• choice problems consist in selecting the “best” alternative or a subset of “best”
alternatives among any group;

• ranking problems consist in ordering the group of options from the worst to the
best, with possible ties.

a
b

c
d
e

f

Sorting

⋆ ⋆⋆ ⋆ ⋆ ⋆

ac bdf e

a
b

c
d
e

f

Pairwise
Comparison

{b ≻ a, d ≻ c}

a
b

c
d
e

f

Choice

d

a
b

c
d
e

f

Ranking

e ≻ f ≻ d ≻ c

Figure 2.2: Aggregation procedures.

We note that the points of view, the way the alternatives are described according
to each point of view, and the type of problem are contextual elements that need to
be provided to the elicitation process. They are usually defined in a preliminary phase,
called problem structuring [Bouyssou et al., 2000], which is out of the scope of this work.

Aggregation procedures. The elicitation process is expected to output an aggrega-
tion procedure, whose role is to bring together several (conflicting) points of view into a
single overall judgment. More precisely, the aim is to obtain an aggregation procedure
that: i) reflects the views of the decision-maker and ii) helps him solve his decision
problem.
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2.2.2 The aggregation model

Technically, an aggregation model consists of a parameterized family of aggregation pro-
cedures. Each value of the preference parameter specifies a single aggregation procedure.
For instance, in a weighted sum the preference parameter are the weights corresponding
to the importance of the different criteria involved in the decision problem. Therefore,
the goal of the elicitation process is to interpret the preference information to pinpoint
the values of the preference parameters to yield the corresponding procedure. More-
over, the aggregation models can be sorted into three families [Perny, 2000; Grabisch
and Labreuche, 2010; Rolland, 2013]:

• Aggregate, then compare: the approach aims at computing an overall numeric
score, the value for each alternative, representing the overall performance of an
alternative. Then, the usual ordering of numbers is used to compare alternatives.
An example of a method following this approach is the one of the additive model
(see Section 2.3.1).

• Compare, then aggregate: In this approach the preferences according to each
point of view need to be synthesized into an outranking relation denoting overall
preference. Then, this relation is exploited to yield an answer permitting to sort,
choose or rank alternatives (e.g. NCS and MR-Sort methods, see Section 2.3.2).

• Rule-based systems: Monotonic rules, of the form ‘if an alternative is at least/at
most as good as such alternative according to such point of view, then . . . ’ have
been used to formally describe preferences for a long time (e.g. expert systems
[Waterman, 1986] implementing decision trees). This type of aggregation will not
be discussed in this manuscript.

Moreover, a critical step (decision) in an elicitation process is to select a model.
The selection of which approach to use in a specific decision making context is not a
trivial one, and this choice needs to be based on the particular characteristics of the
problem under analysis (see for guidelines [Guitouni and Martel, 1998; Bouyssou et al.,
2000; Roy and Słowiński, 2013]). This question of choosing/selecting a model is not the
mainstream of the work described in this document. Still, as we shall see in Chapter 5,
we believe that this question can be tightly related to the provision of an explanation
to the decision-maker within the decision-aiding process.

2.2.3 How to specify an aggregation model?

When a model has been chosen, one issue is to assess the model’s parameters. One
way, referred to as elicitation (or direct elicitation), requires the participation of the
DM, whose preferences and values have to be incorporated into the model. Elicitation
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proceeds by asking questions to the DM to set the required parameter values. Note
that by “direct elicitation”, we do not mean questioning the model’s parameters values
directly. It has been abundantly argued in the literature (see [Podinovskii, 1994; Roy
and Mousseau, 1996],Bouyssou et al. [2006, §4.4.1]) that questioning, for instance, about
importance of criteria weighted is bad practice.

Another way is known as learning (or indirect elicitation, or disaggregation paradigm
[Doumpos and Zopounidis, 2011]). The model parameters are inferred based on refer-
ence examples (for instance, in sorting problem, we have assignment examples). This
approach is close to the machine learning paradigm 2. In this approach, preference
information is considered as external data, and the elicitation process has to do with
an input that is limited in length and quality but hopefully meaningful. The idea is to
transform holistic preferences information into information about the parameters gov-
erning the aggregation procedure.

Finally, in a decision-aiding process, the availability of DMs is usually limited.
Therefore, it is important to ask the DM informative questions. This is what is called
“Active Learning” [Benabbou et al., 2017; Kadziński and Ciomek, 2021]. In this set-
ting, a “budget of questions” is available. They should be chosen adequately, either in
sequence or all from the start. Appropriate criteria for selecting questions have to be
studied.

In our work related to building efficient algorithms for learning preferences (see
Chapter 3 ), we adopted the second approach. In our setting, holistic preferences
take the form of either pairwise, ordinal preference statements such as alternative ‘a
is preferred to alternative b’, when considering a pairwise comparison problem, or the
assignment of some alternative to some category, when considering a sorting problem
(see Figure 2.2). Hence, in the first phase, preference statements about alternatives are
translated into statements about parameters; then, we may face different situations,
that is, either the set of parameters compatible with these statements is:

• Empty. Therefore, either the analyst decides to extend the aggregation model,
or he tries to find the parameters’ values that ‘best reflect’ the statements of the
decision-maker by asking more questions; or

• Reduced to a singleton. In this situation, the elicitation is complete (the corre-
sponding model matches the point of view of the decision-maker); or

• Larger (contains more than one element). Thus, either more preference informa-
tion is collected, or specific values of the preference parameters are singled out
from the set of values compatible with the preference information3.

2The interested reader may want to see the interesting review paper by [Doumpos and Zopounidis,
2011]

3Many methods exist to implement a choice function yielding ‘the most representative preference
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2.3 Focus on Some Aggregation Models

In our various contributions, we have considered two families of models: additive models
(aggregate and compare paradigm) and outranking models (compare then aggregate
paradigm). In what follows, we describe the two models on which we constructed our
various contributions.

2.3.1 Additive utility model

A preference relation ≿ follows a value model when a numerical score can measure
the overall desirability of an alternative; the higher, the better. Technically, there is a
numeric function U mapping alternatives to real numbers:

U : X −→ R
x = (x1, . . . , xn) 7−→

∑n
i=1 ui(xi)

Scores are then compared to derive preferences:

∀x, y ∈ X, x ≿ y ⇐⇒ U(x) ≥ U(y) (2.1)

This way of comparing alternatives produces a preference relation that is both tran-
sitive —i.e. for any alternatives x, y, z ∈ X, if x ≿ y and y ≿ z, then x ≿ z— and
complete—i.e. for any alternatives x, y ∈ X, either x ≿ y, or y ≿ x, or both—in which
case we say x is indifferent or equally preferred to y, and we denote x ∼ y. Recipro-
cally, any binary relation that is transitive and complete can be represented in the value
model, without too much loss of generality.

In MCDA, the role of the additive value model is central. It is the flagship of value
models—those described in the aggregate then compare paradigm (see Section 2.2). It
serves as the basis of very popular methods, such as the multi-attribute value theory
(MAVT) [Keeney and Raiffa, 1976]. It is also used in Machine Learning. Classifiers
are functions that map objects, often described by tuples of features, to categories. If
the features can be interpreted as measuring some desirability, this behavior can be
considered through the prism of the aggregation of evaluations stemming from multiple
points of view.

2.3.2 Non-Compensatory Sorting model

Multi-criteria sorting aims at assigning alternatives to one of the predefined ordered cat-
egories C1 ≺ . . . ≺ Cp. All alternatives are evaluated on n criteria, N = {1, 2, . . . , n};
hence, an alternative a is characterized by its evaluation vector (a1, . . . , an), with ai ∈ Xi

parameters’, hence, the ‘most representative aggregation procedure’. For more details, we refer the
reader, for instance, to [Kadzinski et al., 2012; Siskos et al., 2005; Furnkranz and Hullermeier, 2011].
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denoting its evaluation on criterion i. Each criterion is equipped with a weak preference
relation ≿i defined on Xi. We assume, without loss of generality, that the preference
on each criterion increases with the evaluation (the greater, the better). We denote by
X =

∏
i∈N Xi the Cartesian product of evaluation scales.

We recall in what follows the definitions of an upset and the upper closure of a
subset w.r.t. a binary relation:

Definition 2.1 (Upset and upper closure). Let A be a set and R a binary relation on
A.

• An upset of (A,R) is a subset B ⊆ A such that ∀a ∈ A,∀b ∈ B, aRb ⇒ a ∈ B.

• The upper closure clRA(B) of a subset B ⊆ A is the smallest upset of (A,R)

containing it. : ∀B ⊆ A, clRA(B) := {a ∈ A : ∃b ∈ B aRb}.

Non-Compensatory Sorting (NCS) method [Bouyssou and Marchant, 2007a,b] is a
MCDA sorting model originating from the ELECTRE TRI method [Roy, 1991]. NCS
can be intuitively formulated as follows: an alternative is assigned to a category if: i) it
is better than the lower limit of the category on a sufficiently strong subset of criteria,
and ii) this is not the case when comparing the alternative to the upper limit of the
category.

In what follows, we introduce NCS formally considering the case of two categories
and the one with multiple categories.

2.3.2.1 Sorting into two categories

In the Non-Compensatory Sorting model (NCS), limiting profiles defines the boundaries
between categories. Therefore, a single profile corresponds to the case where alternatives
are sorted between two ordered categories that we label as Good and Bad. A pair of
parameters describes a specific sorting procedure:

• a limiting profile b ≡ ⟨bi⟩i∈N that defines, according to each criterion i ∈ N , an
upper set Ai ⊂ Xi of approved values at least as good as bi (and, by contrast, a
lower set X \ Ai ⊂ Xi of disapproved values strictly worse than bi), and

• a set T of sufficient coalitions of criteria, which satisfies monotonicity with respect
to inclusion.

These notions are combined into the following assignment rule:

∀x ∈ X, x ∈ Good ⇐⇒ {i ∈ N : xi ≿i bi} ∈ T (2.2)
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An alternative is considered as Good if, and only if, it is better than the limiting
profile b according to a sufficient coalition of criteria. By considering the approved sets,
the rule can be equivalently written as follows:

∀x ∈ X, x ∈ Good ⇐⇒ {i ∈ N : xi ∈ Ai} ∈ T (2.3)

2.3.2.2 Sorting into multiple categories

With p categories, the parameter space is extended accordingly, with approved sets
⟨Ak

i ⟩i∈N , k∈[2..p] defined by a set of limiting profiles ⟨bki ⟩i∈N , k∈[2..p] and sufficient coali-
tions ⟨T k⟩k∈[2..p] declined per boundary. The ordering of the categories {C1 ≺ . . . ≺ Cp}
translates into a nesting of the sufficient coalitions: ∀k ∈ [2..p], T k is an upset of (2N ,⊆
) and T 2 ⊇ · · · ⊇ T p, and also a nesting of the approved sets: ∀i ∈ N , ∀k ∈ [2..p], Ak

i is
an upset of (Xi,≾i) and A2

i ⊇ · · · ⊇ Ap
i . These tuples of parameters are augmented on

both ends with trivial values: T 1 = P(N ), T p+1 = ∅, and ∀i ∈ N , A2
i = X, Ap+1

i = ∅.

With ω = (⟨ Ak
i ⟩i∈N , k∈[2..p], ⟨ T k ⟩k∈[2..p]), Bouyssou and Marchant [2007b] define

the sorting function NCSω from X to {C1 ≺ . . . ≺ Cp} with the following rule:

NCSω(x) = Ck ⇔
{
∀k′ ≤ k, {i ∈ N : x ∈ Ak′

i } ∈ T k′ and
∀k′ > k, {i ∈ N : x ∈ Ak′

i } /∈ T k′ .
(2.4)

Note that Bouyssou and Marchant [2007a,b] define a broader class of sorting method
which includes vetoes: it is possible for a single criterion to forbid the assignment to a
category. Throughout this document, we only consider NCS without veto; therefore, we
should formally write NCS without veto all along with the document. However, to facil-
itate the reading, we choose to write NCS even if we consider NCS model without a veto.

Example 2.3 illustrates the functioning of the NCS model. It summarizes how we
aggregate the preference information to get an overall assignment of the different car
models. Before applying such a model, we need to set up through an elicitation process
the limiting profiles and the sufficient coalitions of criteria.

Example 2.3. An illustrative example for NCS

A journalist prepares a car review for a forthcoming issue. He considers a number of
popular car models and wants to sort them to present a sample of cars “selected for
you by the editorial board” to the readers. This selection is based on four criteria: cost
(e), acceleration (time, in seconds, to reach 100 km/h from full stop – lower is better),
braking power and road holding, both measured on a qualitative scale ranging from 1
(lowest performance) to 4 (best performance). The performances of the six models are
described in Table 2.2.
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model cost acceleration braking road holding
m1 16 973e 29.0 sec. 2.66 2.5
m2 18 342e 30.7 sec. 2.33 3
m3 15 335e 30.2 sec. 2 2.5
m4 18 971e 28.0 sec. 2.33 2
m5 17 537e 28.3 sec. 2.33 2.75
m6 15 131e 29.7 sec. 1.66 1.75

Table 2.2: Performance table for models of cars.

In order to assign these models to a category among C1⋆ (average) ≺ C2⋆ (good) ≺ C3⋆

(excellent), the journalist considers an NCS model:

• The attributes of each model are sorted between average (⋆/ ■), good (⋆⋆/ ■)
and excellent (⋆ ⋆ ⋆/ ■ ) by comparison to the profiles given in Table 2.3.

Profile cost acceleration braking road holding
b1

⋆

17 250e 30.0 sec. 2.2 1.9
b2

⋆

15 500e 28.8 sec. 2.5 2.6

Table 2.3: Limiting profiles.

The resulting labeling of the six alternatives according to each criterion is depicted in
Figure 2.3 and Table 2.4.

Figure 2.3: Representation of performances w.r.t. category limits.
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model cost acceleration braking road holding
m1 ⋆⋆ ⋆⋆ ⋆ ⋆ ⋆ ⋆⋆
m2 ⋆ ⋆ ⋆⋆ ⋆ ⋆ ⋆
m3 ⋆ ⋆ ⋆ ⋆ ⋆ ⋆⋆
m4 ⋆ ⋆ ⋆ ⋆ ⋆⋆ ⋆⋆
m5 ⋆ ⋆ ⋆ ⋆ ⋆⋆ ⋆ ⋆ ⋆
m6 ⋆ ⋆ ⋆ ⋆⋆ ⋆ ⋆

Table 2.4: Categorization of performances.

• These appreciations are then aggregated by the following rule: an alternative is
categorized good or excellent if it is good or excellent on cost or acceleration, and
good or excellent on braking or road holding. It is categorized excellent if it is
excellent on cost or acceleration, and excellent on braking or road holding. Being
excellent on some criterion does not really help to be considered good overall, as
expected from a Non-Compensatory model. Sufficient coalitions are represented
on Figure 2.4 (where arrows denote coalition strength). Finally, the model yields
the assignment presented in Table 2.5.

Alternatives m1 m2 m3 m4 m5 m6

Assignment ⋆⋆ ⋆ ⋆⋆ ⋆⋆ ⋆ ⋆ ⋆ ⋆

Table 2.5: Alternative assignments.

Figure 2.4: Sufficient (green) and insufficient (red) coalitions of criteria
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2.3.2.3 Variants of the NCS Model

A number of variants of the Non-Compensatory Sorting model can be found in the
literature. On the one hand, as it was mentioned previously, Bouyssou and Marchant
[2007a,b] define the NCS classes of sorting methods, which includes the possibility of
vetoes. On the other hand, there exist variants, without veto, corresponding to simplifi-
cations of the model, with additional assumptions that restrict the parameters—limiting
profiles and sufficient coalitions—either explicitly or implicitly.

Following Bouyssou and Marchant [2007b], one may consider to explicitly restrict
either the sequence of limiting profiles, or the sequence of sufficient coalitions:

• UC-NCS: Non-Compensatory Sorting with a unique set of sufficient coalitions:
T 2 = · · · = T p;

• UB-NCS: Non-Compensatory Sorting with a unique boundary/limiting profile
b2 = · · · = bp or, equivalently, ∀i ∈ N , A2

i = · · · = Ap
i .

It is worth noting that an NCS model which is in UC-NCS and UB-NCS simultane-
ously corresponds necessarily to a model with two categories.

A particular case of NCS corresponds to Majority Rule Sorting (MR-Sort) model
[Leroy et al., 2011]: when the families of sufficient coalitions are all equal F2 = ... =

Fp = F and defined using additive weights attached to criteria, and a threshold: F =

{F ⊆ N :
∑
i∈F

wi ≥ λ}, with wi ≥ 0,
∑
i

wi = 1, and λ ∈ [0, 1]. Moreover, as the

finite set of possible values on criterion i, Xi = [mini,maxi] ⊂ R, the order on R
induces a complete pre-order ≽i on Xi. Hence, the sets of approved values on criterion
i, Ah

i ⊆ Xi (i ∈ N , h = 2...p) are defined by ≽i and bhi ∈ Xi the minimal approved
value in Xi at level h: Ah

i = {xi ∈ Xi : xi ≽i bhi }. In this way, bh = (bh1 , . . . , b
h
n)

is interpreted as the frontier between categories Ch−1 and Ch; b1 = (min1, ...,minn)

and bp+1 = (max1, ...,maxn) are the lower frontier of C1 and the upper frontier of Cp,
respectively. Therefore, the MR-Sort rule can be expressed as:

x ∈ Ch iff
∑

i:xi≥bhi

wi ≥ λ and
∑

i:xi≥bh+1
i

wi < λ (2.5)

It should be emphasized that in the above definition of the MR-Sort rule, the ap-
proved sets Ah

i can be defined using bh ∈ X, which are interpreted as frontiers between
consecutive categories, only if preferences ≽i on criterion i are supposed to be monotone.
Thus, a criterion can be either defined as a gain or a cost criterion:

Definition 2.2. A criterion i ∈ N is:

• a gain criterion: when xi ≥ x′i ⇒ xi ≽i x
′
i
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• a cost criterion: when xi ≤ x′i ⇒ xi ≽i x
′
i

Therefore, in case of:

• a gain criterion, we have xi ∈ Ah
i and x′i ≥ xi ⇒ x′i ∈ Ah

i , and xi /∈ Ah
i and xi >

x′i ⇒ x′i /∈ Ah
i . Therefore Ah

i is specified by bhi ∈ Xi: Ah
i = {xi ∈ Xi : xi ≥ bhi }.

• a cost criterion, we have xi ∈ Ah
i and x′i ≤ xi ⇒ x′i ∈ Ah

i , and xi /∈ Ah
i and xi <

x′i ⇒ x′i /∈ Ah
i . Therefore Ah

i is specified by bi ∈ Xi: Ah
i = {xi ∈ Xi : xi ≤ bhi }.

We shall see in the next chapter how we can adapt these definitions to consider new
kinds of preference information. More specifically, we were interested in extending the
literature for preference elicitation to non-monotone data.

2.4 Summary

This chapter introduces the different notations and concepts we shall use in the fol-
lowing chapters. As discussed initially, an essential step in the decision-aiding process
is the preference elicitation process. This activity aims to make the decision maker’s
preferences explicit through a model representing them. In other terms, it consists of
determining plausible values (or ranges of variation) for the parameters of the chosen
model based on the preference information provided by the decision-maker. To do so, it
is necessary to design efficient procedures and algorithms to specify this model and its
parameters. In Chapter 3 we summarized our contributions to this aim, by considering
NCS and MR-Sort models.





Chapter 3

Efficient Tools for Preference
Learning and Elicitation

3.1 Introduction

The subject of “preferences” has gained considerable attention in Artificial Intelligence.
It has become a new interdisciplinary research area closely linked to related fields such
as operations research, social choice theory, and decision theory [Ozturk et al., 2005;
Kaci, 2011; Furnkranz and Hullermeier, 2011]. It is about constructing methods to
learn preference models from implicit or explicit preferences, which are used to capture,
model and predict the preferences of an individual or group of individuals.

Under such a perspective, our work is situated within the Multi-Criteria Decision
Aiding field, where there is a need to structure the decision-aiding process in which
a decision-maker (DM) and an analyst interact to build a multi-criteria preference
model. The expected advantage of this process is to provide insights into the decision
problem and lead to recommendations regarding the decision to be made. Within the
decision-aiding process, the process by which the analyst and the DM interact is called
an elicitation process. This process aims to incorporate the DM’s judgments into the
preference model. Within this context, our works contribute to providing formal tools
for the following question:

“For a given decision situation, assuming that a given decision model is
relevant to structure the decision maker’s preferences, what should be the
parameters’ values to fully specify the model that corresponds to the decision-
maker viewpoint?”

To address this issue, we have carried out several works, with a significant part
dedicated to the Non-Compensatory Sorting (NCS) model and its variants: UB-NCS,
UC-NCS and MR-Sort (see Chapter 2). In this chapter, we trace the landscape, sum-
marized in Table 3.1, of the different mathematical and computational tools that we
have implemented to address the question of learning the parameters of the NCS model
(and its variants).
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Approaches
Methods MIP-based Boolean-based

Sorting NCS [Leroy et al., 2011] [Belahcene et al., 2018a]
[Tlili et al., 2022]

MR-sort [Minoungou et al., 2020],
[Minoungou et al., 2022]

Ranking RMP [Liu et al., 2014], [Olteanu
et al., 2021]

[Belahcène et al., 2023]

Table 3.1: Contributions to preference learning and elicitation

The different proposals seek to offer tools that, on the one hand, will provide more
efficient devices (in terms of computation time) by appealing to logical formalism—on
the other hand, extend the literature to consider new types of preferential information,
such as the fact that preferences on criteria are not necessarily monotone but possibly
single-peaked [Black, 1948, 1958]. Moreover, the set of tools has an important theo-
retical significance. Still, it can also serve as a base for practical applications–see, e.g.
[Belahcene et al., 2018b] for an application in an accountability setting (see Chapter 4
for more details). Finally, in addition to sorting models, we also proposed tools for
learning the parameters of the Ranking with Multiple Profiles Method (RMP) [Rol-
land, 2013]. This work is briefly described at the end of this document. We refer the
interested reader to [Liu et al., 2014; Olteanu et al., 2021; Belahcene et al., 2018c] for
more details.

3.2 Learning NCS Model Parameters

The Non-Compensatory Sorting model aims to assign alternatives evaluated on multi-
ple criteria to one of the predefined ordered categories (see Chapter 2). Two popular
variants of the NCS model are the NCS model with a unique profile (UB-NCS) and
the NCS model with a unique set of sufficient coalitions (UC-NCS). Moreover, another
variant of NCS is the one in which the importance of criteria is additively represented
using weights: the MR-Sort model (see Chapter 2).

Before exposing our contributions, let us recall the problems of learning the param-
eters of the NCS model and its variant MR-Sort, named Inv-NCS and Inv-MR Sort
problems, respectively.

The Inv-NCS problem We define the inverse Non-Compensatory Sorting problem
as a decision problem, where the input is some preference information under the form
of an ordinal performance table concerning a set of reference alternatives and an as-
signment of these reference alternatives to categories (see Example 2.3), that gives a
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positive answer if, and only if, there is a preference parameter of the Non-Compensatory
Sorting model (i.e. a tuple of approved sets and a tuple of approved coalitions satisfying
some monotonicity constraints), which is consistent with this preference information.
Formally,

An instance of the Inv-NCS problem is a sextuple (N ,X, ⟨ ≿i ⟩i∈N , X⋆,

{C1 ≺ . . . ≺ Cp}, α) where:

• N is a set of criteria;

• X is a set of alternatives;

• ⟨≿i ⟩i∈N ∈ X2 are preferences on criterion i, i ∈ N , ≿i⊂ X2 is a total pre-ordering
of alternatives according to this criterion;

• X⋆ ⊂ X is a finite set of reference alternatives;

• {C1 ≺ . . . ≺ Cp} is a finite set of categories totally ordered by exigence level.

• α : X⋆ → {C1 ≺ . . . ≺ Cp} is an assignment of the reference alternatives to
the categories. Therefore, ‘α−1’ is the associated inverse function i.e. for a given
category Ch, α−1(Ch) = {x ∈ X⋆ : x ∈ Ch}.

When referring to an instance, we shorten this sextuple as ‘α’. Thus, a solution of the
instance α of the Inv-NCS problem is a parameter ω = (⟨ Ak

i ⟩i∈N , k∈[2..p], ⟨ T k ⟩k∈[2..p])
of the NCS model (see Section 2.3.2) such that ∀x ∈ X⋆, α(x) = NCSω(x).

The Inv-MR-Sort problem Considering as input a learning set L, which is the
couple (A∗, C), where C = {cat(a),∀a ∈ A∗}; that is each alternative a ∈ A∗ ⊂ X
is assigned to a desired category cat(a) ∈ {1, . . . , p}. Therefore, the Inv-MR-Sort
problem consists in taking as input this learning set L and computes the parame-
ters of the MR-Sort method, namely the weights (w), the majority level (λ) and the
limit profiles (b), that best restore L, i.e. maximizing the number of correct assignments.

3.3 SAT/MaxSAT Formulations for Inv-NCS

For learning the parameters of an NCS model, we follow an (indirect) approach, close
to a machine learning paradigm [Furnkranz and Hullermeier, 2011], where a set of
reference assignments is given and assumed to describe the decision-maker’s point of
view. The aim is to extend these assignments with an NCS model (see Section 2.2.3).
We have shown in [Belahcene et al., 2018b] that Inv-NCS problem is NP-Hard
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Until now, indirect approaches to the elicitation of Non-Compensatory Sorting
models based on mathematical programming ([Leroy et al., 2011]) suffer from poor
computational efficiency, that restrict them to solving toy instances. To cope with
the computation burden, a heuristic approach has been proposed [Sobrie et al.,
2015, 2019] which can handle large datasets, but lose optimality guaranty. To cope
with the computation burden without losing optimality guarantee, we investigated a
novel direction based on Boolean satifiability formulation (SAT). In short, a Boolean
satisfaction problem consists in a set of Boolean variables V and a logical proposition
about these variables f : {0, 1}V → {0, 1}. A solution v⋆ is an assignment of the
variables mapped to 1 by the proposition: f(v⋆) = 1. A binary satisfaction problem for
which there exists at least one solution is satisfiable, else it is unsatisfiable. Without
loss of generality, the proposition f can be assumed to be written in conjunctive normal
form: f =

∧
c∈C c, where each clause c ∈ C is itself a disjunction of literals, which are

variables or their negation ∀c ∈ C, ∃ c+, c− ∈ P(V ) : c =
∨

v∈c+ v ∨∨
v∈c− ¬v, so that a

solution satisfies at least one condition (either positive or negative) of every clause.

Concretely, we proposed two formulations based on Boolean satisfiability to learn
the parameters of the Non-Compensatory Sorting model from perfect preference infor-
mation, i.e. when the set of reference assignments can be wholly represented in the
model. We also extend the two formulations to handle inconsistency in the preference
information by adopting the Maximum Satisfiability problem language (MaxSAT). We
start by summarizing the contribution in the case of perfect preference information.

3.3.1 SAT-based formulations for Inv-NCS

Hereafter, we summarize two formulations of the Inv-NCS problem in the framework
of Boolean satisfiability. The idea is to reduce the problem of finding the parameters of
an NCS model faithfully reproducing a given assignment of alternatives to categories
to the SAT problem of finding an assignment of Boolean variables that verifies a given
propositional formula written in conjunctive normal form.

We proposed two formulas stem from different representation strategies. One,
described in Section 3.3.1.1, establishes a bijection between the parameter space of the
NCS model and the valuation of the propositional variables. The second detailed in
Section 3.3.1.2 leverages a powerful representation theorem that allows keeping implicit
the set of coalitions by introducing the notion of pairwise separation using pairs of
alternatives given in the assignment..

In other terms, when using the representation strategy based on the explicit repre-
sentation of the set of coalitions of criteria, each solution of the SAT/MaxSAT problem
found by the solver can directly be interpreted in terms of parameters of an NCS model
(either of the UB or the UC subtype). This is not precisely the case with the representa-
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tion strategy based on pairwise separation of alternatives: the SAT/MaxSAT solution
explicitly describes the approved sets of value on each criterion and at each satisfaction
level (i.e. the boundary profiles), but the sets of sufficient coalitions are left implicit.
They are solely described in terms of an upper and a lower bound.

3.3.1.1 SAT formulation based on Coalitions

A first formulation ΦC
α was introduced in [Belahcene et al., 2018a; Belahcene, 2018].

It is based on an explicit representation of the parameter space of the NCS model –
coalitions of points of view ⟨ T k ⟩ and approved sets of alternatives ⟨ Ak

i ⟩, for each
point of view i ∈ N and each level of exigence k ∈ [2..p] – leading to a formulation in
conjunctive normal form with O(2|N |+ p× |N |× |X⋆|) variables and O(p× |X⋆| × 2|N |)

clauses, such that N is the set of criteria, X⋆ is the set of assignment examples and p

the number of categories.

We provide here an informal presentation of the approach; formal justification can
be found in [Belahcene et al., 2018a; Tlili et al., 2022]. The explicit representation ΦC

α

involves two families of binary variables.

• The first family (denoted a) defines the approved sets according to the set of
criteria such that for given alternative, level and criterion, the associated variable
equals 1 if and only if the alternative is approved at the considered level according
to the considered criterion.

• The second family (denoted t) of binary variables uniquely specifies the set of
sufficient coalitions for each level i.e. given a coalition of criteria, the associated
variable equals 1 if and only if the coalition is sufficient.

The SAT formulation based on coalitions aims at learning both NCS parameters
(⟨ Ak

i ⟩i∈N , k∈[2..p], ⟨ T k ⟩k∈[2..p]) from a set of assignment examples, thus, two types of
clauses are considered. The first type of clauses (ϕCi

α , i ∈ [1..4], below) defines these
parameters and reproduces the structural conditions i.e.: the monotonocity of scales,
approved sets and sufficient coalitions sets are ordered by inclusion. The second type
of clauses (ϕC5

α and ϕC6
α , below) ensures the restoration of the assignment examples.

Clauses. For a Boolean function written in conjunctive normal form, the clauses
are constraints that must be satisfied simultaneously by any antecedent of 1. The
formulation ΦC

α is built using six types of clauses:

• Clauses ϕC1
α ensure that each approved set Ak

i is an upset of (X⋆,≾i): if for a
criterion i and a satisfaction value k, the value x is approved, then any value
x′ ≿i x must also be approved.
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• Clauses ϕC2
α ensure that approved sets are ordered by a set inclusion according

to their satisfaction level: if an alternative x is approved at satisfaction level k
according to criterion i, it should also be approved at satisfaction level k′ < k.

• Clauses ϕC3
α ensure that each set of sufficient coalitions T is an upset for inclusion:

if a coalition B is deemed sufficient at satisfaction level k, then a stronger coalition
B′ ⊃ B should also be deemed sufficient at this level.

• Clauses ϕC4
α ensure that a set of sufficient coalitions are ordered by inclusion

according to their satisfaction level: if a coalition B is deemed insufficient at
satisfaction level k, it should also be at any level k′ > k.

• Clauses ϕC5
α ensure that each alternative is not approved by a sufficient coalition

of criteria at an satisfaction level above the one corresponding to its assigned
category.

• Clauses ϕC6
α ensure that each alternative is approved by a sufficient coalition of

criteria at a satisfaction level corresponding to its assignment.

Model variants. As discussed in Section 2.3.2.3, the NCS model has many variants.
ΦC
α can easily be modified to account for two popular restrictions of the model, namely

UB-NCS (Unique profiles) and UC-NCS (Unique set of sufficient coalitions), for more
details see [Belahcene et al., 2018a; Tlili et al., 2022] .

3.3.1.2 A compact formulation-based on Pairwise Separation

A second formulation was introduced in [Belahcene et al., 2018b]. It leverages the
fact that the partial inverse problem for NCS where the approved sets are given is
much easier to solve and proposes a characterization of its feasibility based on pairs
of alternatives. This approach leads to a compact formulation of the problem, with
O(p× |N | × |X⋆|2) variables and clauses. In addition, an extension of this formulation
to the case of multiple categories was proposed in [Tlili et al., 2022].

To ease the readability, we expose in this section only the formulation in the case of
two categories. For the case of multiple categories, we refer the reader to [Tlili et al.,
2022].

In the following, we suppose given a set of reference alternatives X⋆, an assignment
α : X⋆ → { Good , Bad }, and a tuple of accepted values ⟨Ai⟩ ∈ P(X)|N | such that,
for each point of view i ∈ N , Ai is an upset of (X,≿i).
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Observably sufficient and insufficient coalitions. Consider the sets of coalitions
defined by

S⟨Ai⟩(α) := cl⊇P(N )

(⋃
g∈α−1( Good )

{
{i ∈ N : g ∈ Ai}

})
, (3.1)

F⟨Ai⟩(α) := cl⊆P(N )

(⋃
b∈α−1( Bad )

{
{i ∈ N : b ∈ Ai}

})
. (3.2)

Any coalition in S⟨Ai⟩(α) is a superset of the set of criteria according to which some
Good alternative is accepted and should, therefore, be accepted. Thus, S⟨Ai⟩(α) is a
lower bound of the set of sufficient coalitions for any solution of Inv-NCS. Conversely,
any coalition in F⟨Ai⟩(α) is a subset of the set of criteria according to which some
Bad alternative is accepted and should, therefore, be rejected. Thus, P(N ) \F⟨Ai⟩(α)

is an upper bound of the set of sufficient coalitions for any solution of Inv-NCS.

Characterization of solutions of Inv-NCS. The parameter (⟨Ai⟩, T ) is a solution
of the instance α of Inv-NCS if and only if:

S⟨Ai⟩(α) ⊆ T ⊆ P(N ) \ F⟨Ai⟩(α) (3.3)

Note that this equation allows characterizing the positive instances of Inv-NCS
without referring to the set of sufficient coalitions of a solution, solely by checking
if the sets T⟨Ai⟩(α) and F⟨Ai⟩(α) are disjoint. This leads to the following efficient
characterization, based on the notion of pairwise separation.

Theorem 3.1. An assignment α of alternatives to categories can be represented in the
Non-Compensatory Sorting model if, and only if, there is a tuple ⟨Ai⟩ ∈ P(X)|N | such
that:

1. (Upset) for each point of view i ∈ N , Ai is an upset of (X,≿i); and

2. (Pairwise separation) for each pair of alternatives (g, b) ∈ α−1( Good ) ×
α−1( Bad ), there is at least one point of view i ∈ N such that g ∈ Ai and
b /∈ Ai.

This theorem provides a polynomial certificate for the positive instances of the
Inv-NCS problem, thus proving its membership to the NP complexity class as a
corollary.

The SAT formulation based on pairwise separation corresponds to the SAT encoding
of both conditions of Theorem 3.1 [Belahcene et al., 2018b]. The first condition which
ensures the monotonocity of scales is represented by a single family of clauses and
operates on the same variables as the SAT formulation based on coalitions. In the second
condition, additional binary variables are defined in order to represent the separation
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between the alternatives. A unique family of logical clauses represents the separation
concept of the theorem and additional clauses and binary variables are required in order
to express this representation in SAT language.

Variables. Similarly to the formulation ΦC
α described in the previous section, the

formulation ΦP
α operates on two types of variables.

• ‘a’ variables, representing the approved sets, with the exact same semantics as
their counterpart in ΦC

α ,

• auxiliary ‘s’ variables, indexed by a criterion i ∈ N , an alternative g assigned to
Good and an alternative b assigned to Bad , assessing if the alternative g is

positively separated from b according to criterion i

Clauses. The formulation ΦP
α is the conjunction of four types of clauses: ϕP1

α

ensuring each Ai is an upset, ϕP2
α ensuring [si,g,b = 1] ⇒ [g ∈ Ai], ϕP3

α ensuring
[si,g,b = 1] ⇒ [b /∈ Ai], and ϕP4

α ensuring each pair (g, b) is positively separated
according to at least one criterion.

It should be noted that, should ϕP
α be satisfiable, the set T of sufficient coalitions

is not uniquely identified by the values of ’a’ and ’s’ variables of one of its models.
Indeed, if ⟨ai,x⟩, ⟨si,g,b⟩ is an antecedent of 1 by ϕP

α, then the parameter ω = (⟨Ai⟩, T )

with accepted sets defined by Ai = {x ∈ X : ai,x = 1} and any upset T of (P(N ),⊆)

of sufficient coalitions containing the upset S⟨Ai⟩(α) and disjoint from the lower set
F⟨Ai⟩(α) is a solution of this instance. Therefore, among the sets of sufficient coalitions
compatible with the values of ’a’ and ’s’ variables, we can identify two specific ones,
Tmax and Tmin.

Model variants. ΦP
α can easily be modified to account for two popular restrictions

of the model, namely UB-NCS (Unique profiles) and UC-NCS (Unique set of sufficient
coalitions), in both cases two and multiple categories. For more details see [Tlili et al.,
2022].

3.3.2 MaxSAT relaxations for Inv-NCS

The previous section introduced mathematical and computational tools addressing the
decision problem: can a given assignment be represented in the Non-Compensatory
Sorting model (or one of its variants)? However, such tools are not suited to the
problem of learning a suitable NCS model from real data, because it does not tolerate
the presence of noise in the data. There are several reasons for the input data not
to reflect perfectly the model, e.g. imperfections in the assessment of performance
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according to some point of view; mistaken assignment of an alternative to a category;
or simply the oversimplification of reality presented by the model.

We addressed this issue by providing a relaxation of the decision formulations:
instead of finding an NCS model restoring all examples of the learning set, we try
to find the model that restores the most. We formulate the relaxed optimization
problem of finding the subset of learning examples (reference alternatives together with
their assignment) correctly restored of maximum cardinality with a soft constraint
approach, using the language of weighted MaxSAT. This framework, derived from
the SAT framework, is based on a conjunction of clauses

∧
ci where each clause ci

is given a non-negative weight wi, and maximizes the total weight of the satisfied clauses.

To translate exactly our problem in this language, we leverage two basic techniques:
we introduce switch variables ‘z’ allowing to precisely monitor the soft clauses we are
ready to see violated, as opposed to hard clauses that remain mandatory; and we use
big-stepped tuples of weights w1, . . . , wk with w1 ≫ · · · ≫ wk allowing to specify
lexicographically ordered goals in an additive framework. The MaxSAT relaxation was
proposed for both approaches: based on coalitions and based on pairwise separation
conditions, and for each model variants (UB-NCS and UC-NCS) as well. We also
generalize the formulation to the case of multiple categories. For more details, we refer
the reader to [Tlili et al., 2022].

3.3.3 SAT/MaxSAT for Inv-NCS: main experimental insights

In addition to the work of formalizing learning algorithms, we were interested in the
question of their efficiency. To account for this, several empirical studies were conducted.
First, we conducted experiments to measure the performance regarding computation
time by the size of the learning set. Second, we made a comparison with the stat of
the art techniques. The experimentation protocol and the detailed results can be found
in [Belahcene et al., 2018a]. Finally, we conducted other experiments to compare the
different formulations [Tlili et al., 2022].

We enumerate eight of them, depicted in Figure 3.1 and specified by three binary
parameters:

• the Non-Compensatory Sorting model of preference sought, either with a unique
boundary/limiting profile (subscript UB), or with a unique set of sufficient coali-
tions (subscript UC) (see NCS variants in Sect. 2);

• the representation strategy adopted, based either on the explicit representation
of the coalitions of criteria (superscript C) or on the pairwise separation of alter-
natives (superscript P); and

• the problem description, either deciding whether an instance can be represented
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Figure 3.1: Approaches for comparing learning algorithms

in the model (D) with a SAT solver, or optimizing the ability of the model to
represent the assignment (O) with a MaxSAT solver.

The details of the experimental protocol and results’ discussions can be found
in [Tlili et al., 2022]. From these experiments, we were able to conclude that the
separation-based representation proposed for learning UB and UC models is at least
as good as the coalition-based one in terms of generalization and for both types of
preference information (perfect and not-so-perfect preferences). The computation time
of the two representations evolves depending on the number of reference alternatives
and the number of criteria; the separation-based representation performs better
when the number of criteria increases, while it is not the case when the number of
reference alternatives increases. Increasing the number of categories penalizes the
separation-based representation proposed for learning the UB model since the number
of clauses depends quadratically on the number of categories.

However, for real-world decision problems, assuming that the number of reference
assignments is ∼100 examples, we can consider two types of applications: an application
that involves a large number of criteria (|N | >∼ 12) and therefore the separation-based
representation seems better as it is faster and generalizes better than the first one, and
an application that involves a limited number of criteria (|N | <∼ 10), in this case, the
coalition-based representation is slightly faster and generalizes less than the separation-
based one. Finally, our work shows that, when learning MCDA models from preference
information, SAT and MaxSAT languages can be relevant and efficient. This is precisely
the case for ordinal MCDA aggregation procedures based on a pairwise comparison of
alternatives (so-called outranking methods, see [Figueira et al., 2005]).
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3.4 Learning NCS Model Parameters: new perspectives

In the previous section, we presented devices for eliciting the parameters of sorting
models indirectly from a set of assignment examples, i.e., a set of alternatives with
corresponding desired categories. To be applied, such preference learning approaches
make some assumptions about the structure of the criteria.

On the one hand, in MCDA, preference elicitation methods require a preference
order on each criterion. Such preference order results from the fact that alterna-
tive evaluations/scores correspond to maximized performances (profit criterion) or
minimized (cost criterion), resulting in monotone preference data. In multicriteria
sorting problems, this boils down to a higher evaluation on a profit criterion (on a cost
criterion, respectively) favors an assignment to a higher category (to a lower category,
respectively). However, there are numerous situations where the criteria evaluation
is not related to category assignment in a monotone way. For instance, consider
Example 3.1 for illustration.

Example 3.1.

A computer-products retail company is distributing a new Windows tablet, and
wants to send targeted marketing emails to clients who might be interested
in this new product. To do so, clients are to be classified into two categories:
potential buyer and not interested. To avoid spamming, only clients in the
former category will receive an email. To sort clients, four characteristics are
considered as criteria, all of them being homogeneous to a currency e.g. e : the
turnover over the last year of (i) Windows PC, (ii) Pack Office, (iii) Linux PC,
and (iv) Dual boot PC.

The aim of the company is to advertise a new Windows tablet. Thus, both first
two criteria are to be maximized (the more a client buys Windows PCs and Pack
Office, the more he is interested in products with a Windows system), and the
third criterion is to be minimized (the more a client buys Linux PCs, the less
he is interested in products with a Windows system). The marketing manager
is convinced that the last criterion should be taken into account, but does not
know whether it should be maximized or minimized; a subset of clients has been
partitioned into not interested/potential buyer.

Considering situations like the one described by Example 3.1, the goal of the learning
task is to simultaneously learn the classifier parameters and the preference direction
(profit or cost) for the last criterion. More generally, the idea is to consider that
the preference order on each criterion is unknown, i.e. the evaluations of alternatives
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induce monotone preferences, but the preference directions on criterion are unknown
(i.e. whether each criterion is maximized or minimized).

The second assumption refers to the fact that the preferences on criteria are not
necessarily monotone but possibly single-peacked (or single-valley). For instance,
consider Example 3.2 for illustration.

Example 3.2.

Consider a veterinary problem in cattle production. A new cattle disease should
be diagnosed based on symptoms: each cattle should be classified as having or
not having the disease. New scientific evidence has indicated that substance A in
the animal’s blood can be predictive in addition to usual symptoms. Still, there
is no clue how the level of substance A should be considered. Does a high, a low
level, or a level between bounds of substance A indicate sick cattle?
The veterinarians’ union has gathered many cases and wants to benefit from this
data to define a sorting model based on usual symptom criteria and the level of
substance A in the animal’s blood. Hence, the sorting model should be inferred
from data, even if the way to account for the substance A level is unknown.

In the previous example, it is unclear to the decision-maker how to account for the
level of substance A in blood in the classification of alternatives (cattle, client). This
example corresponds to a single-peaked criterion, i.e. criterion for which preferences
are defined according to a “peak ” corresponding to the best possible value; on such
a criterion, the preference decreases with the distance to this peak. In other words,
the peak corresponds to a target value below which the criterion is to be maximized,
and above which the criterion is to be minimized. Such criteria are frequent in the
medical domain (getting close to a normal blood sugar level) and chemical applications
(get close to a neutral PH), ... It is also natural to consider the reverse side of the
single-peaked preference that, is the single-valley preference (illustrated by a “V”
curve). In such a case, the bottom is the less preferred value, and the more the values
are far from the bottom, the more preferred they are.

Therefore, in our works, we focus on the MR-Sort model. Our concerns were twofold:
(i) we simultaneously aim to uncover from a learning set the criteria preference directions
and the MR-Sort parameters (criteria weights, limit profiles, majority threshold). Our
proposals to answer this objective are summarized in Section 3.4.1; (ii) dealing with
single-peaked and single-valley preferences no longer fit the scope of monotone pref-
erences. Therefore, we intend to consider a more extensive scope, i.e. non-monotone
preferences, since we want to learn MR-Sort models from possibly single-peaked/ single-
valley preferences. The proposals to account for this are summarized in Section 3.4.2.
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3.4.1 Learning MR-Sort models with latent criteria cirection

To account for the learning of the preference direction in the Inv-MR-Sort problem, we
based our proposal on the heuristic proposed by [Sobrie, 2016; Sobrie et al., 2019]. The
heuristic is an evolutionary population-based algorithm and learns an MR-Sort model
that best matches a learning set composed of assignment examples. Each individual in
the population is an MR-Sort model, i.e., values for limit profiles bh, criteria weights wi,
and the majority level λ; each individual is denoted by (⟨b⟩, w, λ). After an initialization
step that generates the first population, the algorithm proceeds to evolve the population
of MR-Sort models iteratively until a model in the population perfectly restores the
learning set or a maximum number of iterations is reached. Moreover, at each iteration,
the algorithm tries to improve the fitness of each MR-Sort model in the population
(the proportion of correctly restored examples in the learning set) by performing two
consecutive steps: (i) optimize the weights and majority level (limit profiles being fixed)
using linear programming (LP), and (ii) improve heuristically the limit profiles (weights
and majority level being set). The 50% best models are kept in the population for the
next iteration, while 50% new MR-Sort models are randomly generated.

The works of [Sobrie, 2016; Sobrie et al., 2019] assume the monotonicity of criteria
in the MR-Sort model to be learned. More precisely, the definition of the Inv-MR-Sort
problem assumes, without loss of generality, that the decision-maker preferences are
increasing with the criteria performances (the greater, the better). Therefore, within
the thesis of Minoungou [2022], we investigated the possibility of extending the Inv-
MR-Sort problem to the case where preferences are still monotone, but the criteria
preference directions are not known, i.e., we do not know whether the criteria are to be
maximized or minimized. We implemented two approaches:

• The first one, titled duplication-based, relies on the heuristic of [Sobrie, 2016] at
two consecutive phases. The first one is for learning the preference directions, and
the second takes the learned directions as input and mobilizes the heuristic again
for learning the other parameters of the model (profiles, weights and majority
threshold) [Minoungou et al., 2020].

• The second approach, titled mixed-based, extends the heuristic to learn the pref-
erence direction simultaneously with the other MR-sort parameters. It consists
of evolving models with both gain and cost criteria in the population of models
during the learning process.

Although each has advantages and shortcomings, the experiments have demon-
strated that the first method is the most effective. Therefore, we choose to briefly
describe it in what follows.
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3.4.1.1 Duplication-based approach

The first approach to determine the criteria preference directions combines two con-
secutive steps. Each step is based on the heuristic of [Sobrie, 2016], with additional
adjustments. The idea is to start by resolving an MR-Sort problem by duplicating the
subset of criteria Q (Q ⊆ N and |Q| = q) whose preference direction is unknown into
an identical Q′ set, such that the criteria in Q have an increasing preference direction.
Those in Q′ a decreasing one. The intuition behind the duplication is to foster the
algorithm to inhibit the criterion with the “incorrect” preference direction while making
the other criterion influential. Therefore, the main steps of the methodology are as
follows:

1. Learning the q preference directions. It consists in resolving an Inv-MR-Sort
problem with n+q criteria, such that n is the initial number of criteria and q is the
number of criteria whose preference direction is unknown. Solving this problem
with the heuristic will allow us to learn the parameters: b (of dimension n + q),
w (of n+ q criteria) and the threshold λ.

2. Retrieving the preference direction of the q latent criteria. The idea is
given a couple (i, j) of criteria (i ∈ Q, j ∈ Q′ and j is the duplication of i); we
analyze each criterion’s weight to retrieve the right direction. Three situations are
considered: (i) both weights are equal to zero, (ii) both are different to zero, and
(iii) one of them is zero, and the other is not. For instance, in the last situation
(wi = 0 or wj ̸= 0, or vice versa), we keep the direction of the criterion whose
weight is not zero. Situation (ii) is the most tricky one. To fix the preference di-
rection, we ground our analysis on the position of profiles b regarding the endpoint
of the scales Xi and Xj . The intuition is that profiles on criterion i (or j) close to
the endpoints of the scale Xi (or Xj) indicates that criterion i (or j) is “inhibited”.
Therefore, we select the preference direction corresponding to criterion i or j as
the one for which the profile is further away from the endpoints of the scales Xi

and Xj (we refer the reader to [Minoungou et al., 2020] for more details).

3. Learning the standard MR-sort parameters. Once the q preference direction
criteria are fixed from the last step, it consists in resolving a classical Inv-MR-Sort
problem with n criteria. For this, we reduce the problem with n+ q criteria to a
problem with n criteria and resolve this latter with the heuristic in [Sobrie et al.,
2019] to learn the final parameters’ values of the MR-Sort problem.

3.4.1.2 Main experimental insights

To analyze the behavior of the approach, we conducted several experimental analyses
to measure: i) Regarding the computing time, how the algorithm copes with large
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datasets, ii) the ability of the algorithm to restore a dataset when criteria prefer-
ence direction are latent, iii) how many assignment examples should the learning set
contains so that learned model accurately classify new alternatives, iv) How does the al-
gorithm cope with noisy datasets (i.e. alternatives falsely assigned to wrong categories).

The extensive numerical simulations demonstrate the capability of the algorithm
to correctly estimate both preference direction and the other model parameters with
an accuracy of over 90% (for a noise-free learning set of 250 examples). Moreover, the
algorithm showed to be robust in the case of noisy data. Finally, the proposed solution
features a very contained computational complexity both in the training and inference
phases.

3.4.2 Learning MR-Sort models with single-peaked preferences

Another situation in which the current preference learning tools within the MCDA
context are not satisfactory is when the preferences on criteria are not necessarily
monotone. We seek to provide efficient means to solve the Inv-MR-Sort problem with
single-peaked preference criteria.

Indeed, the standard approach in the MCDA literature is to carefully craft the
set of evaluation criteria so that these criteria are to be either maximized (gain
criterion) or minimized (cost criterion). This boils down to the hypothesis that the
data have a monotonic property. Our approach is relaxing this hypothesis allowing the
criteria to be cost, gain, single-peaked or single-valley criteria. Some works account
for the non-monotonicity of preferences in value-based models (see, e.g. [Despotis and
Zopounidis, 1995]). Our work aimed to extend this idea of non-monotone criteria
to outranking methods and, in particular, to the MR-Sort model (see Chapter 2).
Specifically, we tackled the problem of inferring, from a dataset (learning set), an
MR-Sort with possibly non-monotone criteria. The challenge is that this inference
problem is already known to be difficult with monotone criteria, see [Leroy et al., 2011].

Before exposing our contributions, we first describe in what follows how we can
formalize non-monotone criteria in an MCDA context. More precisely, we considered
single-peaked and single-valley criteria.

Let us denote Xi the finite set of possible values on criterion i, i ∈ N = {1, . . . , n};
we suppose w.l.o.g. that Xi = [mini,maxi] ⊂ R. In an MCDA perspective, single-
peaked criteria (and single-valley criteria) can be interpreted as “locally-monotone”
criteria, as they are to be maximized (a cost criterion to be minimized, respectively)
below the peak pi, and as a cost criterion to be minimized (a gain criterion to be
maximized, respectively) above the peak pi (see Def 3.1). We choose to model single-
peaked (single-valley) preferences, as they remain locally monotone and therefore “close”
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to the structured perspective of MCDA. Note also that single-peaked and single-valley
preferences embrace the case of gain and cost criteria: a gain criterion corresponds to
single-peaked preferences when pi = maxi or single-valley preferences with pi = mini,
and a cost criterion corresponds to single-peaked preferences when pi = mini or single-
valley preferences with pi = maxi.

Definition 3.1. Preferences ≽i on criterion i are:

• single-peaked preferences with respect to ≥ iff there exists pi ∈ Xi such that: xi ≤
yi ≤ pi ⇒ pi ≽i yi ≽i xi, and pi ≤ xi ≤ yi ⇒ pi ≽i xi ≽i yi

• single-valley preferences with respect to ≥ iff there exists pi ∈ Xi such that: xi ≤
yi ≤ pi ⇒ pi ≽i xi ≽i yi, and pi ≤ xi ≤ yi ⇒ pi ≽i yi ≽i xi

If we go back to our question, which is about learning MR-Sort parameters with
single-peaked preferences, the first step is to be able to represent a single-peaked prefer-
ence. Indeed, from the previous definition, one can see that the approved sets (Ai) can
not be represented using frontiers between consecutive categories. However, approved
sets should be compatible with preferences, i.e. such that:{

xi ∈ Ah
i and x′i ≽i xi ⇒ x′i ∈ Ah

i

xi /∈ Ah
i and xi ≽i x

′
i ⇒ x′i /∈ Ah

i

(3.4)

In case of a single-peaked criterion with peak pi, we have:
xi ∈ Ah

i and pi ≤ x′i ≤ xi ⇒ x′i ∈ Ah
i

xi ∈ Ah
i and xi ≤ x′i ≤ pi ⇒ x′i ∈ Ah

i

xi /∈ Ah
i and pi ≤ xi ≤ x′i ⇒ x′i /∈ Ah

i

xi /∈ Ah
i and x′i ≤ xi ≤ pi ⇒ x′i /∈ Ah

i

(3.5)

Therefore it appears that with a single-peaked criterion with peak pi, the approved
sets Ah

i can be specified by two thresholds b
h
i , b

h
i ∈ Xi with bhi < pi < b

h
i defining an

interval of approved values: Ah
i = [bhi , b

h
i ]. Analogously, for a single-valley criterion

with peak pi, the approved sets Ah
i can be specified using b

h
i , b

h
i ∈ Xi (such that

bhi < pi < b
h
i ) as Ah

i = Xi \ ]bhi , b
h
i [

Given a single-peaked criterion i for which the approved set is defined by the interval

Ah
i = [bhi , b

h
i ], consider the function ϕi : Xi → Xi defined by ϕi(xi) = |xi − b

h
i +bhi
2 |, i.e.,

the absolute value of xi − b
h
i +bhi
2 . Then, the approved set can be conveniently rewritten

as : Ah
i = {xi ∈ Xi : ϕi(xi) ≤ b

h
i −bhi
2 }. In other words, when defining approved sets, a

single-peaked criterion can be re-encoded into a cost criterion, evaluating alternatives
as the distance to the middle of the interval [bhi , b

h
i ], and a frontier corresponding to
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half the width of this interval. Analogously, the same reasoning can be applied to a
single-valley criterion.

With this definition of approved sets, we proposed two approaches for learning the
MR-sort models with single-peaked criteria, described in the following.

An exact approach. We aim to learn the parameters of an MR-Sort model with
potentially single-peaked criteria from assignment examples. Our learning process
consists of the resolution of a Mathematical Integer Program (MIP) based on L, the
set of assignment examples (the learning set). For recall it corresponds to the couple
(A∗, C), where C = {cat(a), ∀a ∈ A∗}; that is each alternative a ∈ A∗ ⊂ X is assigned
to a desired category cat(a) ∈ {1, . . . , p}. Therefore we call the new Inverse MR-Sort
problem Inv-MR-Sort-SP problem since we consider single-peaked/single-valley criteria.

In this problem, we assume not knowing in advance the type of preferences
of criteria involved in the learning process. In addition, as said previously, we
consider single-peaked and single-valley criteria. Moreover, we treat the case with
two categories. Thus, we denote by S the set of single-peaked and single-valley
criteria, and s, s = |S| ≤ n the number of single peaked and single-valley criteria.
We also denote by Q the set of criteria with unknown preference directions, and
q, q = |Q| ≤ n the cardinal of this set. We note IMSSq|n the Inv-MR-Sort-SP
problem with q, the number of criteria with unknown preferences directions, and n

the number of criteria which possibly contains some single-peaked/single-valley criteria.

The resolution process will take as input a learning set containing assignment ex-
amples and computes:

• the nature of each criterion (either cost, gain, single-peaked, or single-valley cri-
terion),

• the weight wi attached to each criterion i ∈ N , and an associated majority level
λ,

• the frontier between category Ch and Ch+1, i.e. the value bhi if criterion i is a
cost or a gain criterion, and the interval [bhi , b

h
i ] if criterion i is a single-peaked or

single-valley criterion.

The technical details of the MIP are described in [Minoungou et al., 2022]. Finally,
experiments on randomly generated instances give us the following insights. Although
exact methods are typically computationally intensive, the computation time is
relatively affordable for medium-sized models (less than 3 minutes for 200 alternatives
in the learning set and up to n = 9 and q = 4 in the model when the timeout is set to
1 hour). The computation time could be reduced as our experiments were performed
with a limited number of threads set to 10. Moreover, the algorithm can restore
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accurately new assignment examples based on the learned models (0.93 on average
up to 9 criteria) and remains relatively efficient regarding the number of criteria with
unknown preference directions. Finally, the restoration rate of criteria preference
direction correlates with such criteria importance in the model. The preference
directions of criteria with importance below 1

2n are the most difficult to restore. These
results are valid with a fixed-size learning set (200).

Our experiments give good results, except they are limited by the model’s size, which
becomes rapidly intractable (200 alternatives, four criteria). Experiments suggest that
the correct restoration of criteria preference directions requires datasets of significant
size. To account for this, we follow a heuristic-based approach which is tractable with
large datasets. See the following point.

A heuristic-based approach. To cope with the tractability problem of the exact
approach, a heuristic approach is proposed, which is an adaptation of the evolutionary
metaheuristic of [Sobrie et al., 2013] (sorting into two categories). The tricky point,
which requires adaptation, is to evolve not the level of the limit profile but the two
extremities of the interval of approved values. In other terms, we assume that the
directions of the criteria (monotonic or non-monotonic) are known in advance, and the
“acceptable” values of the categories are in the form of intervals. The goal is to learn
the values of the profile intervals [bi, bi]).

Two versions are proposed. The first consists of randomly and successively learning
the first and then the second interval value of the profiles of single-peaked criteria.
The second variant consists in learning both interval values of single-peaked criteria
simultaneously. We refer the reader interested to [Minoungou, 2022] for the technical
details.

The result of the experiments (on artificial instances) is that the two variants lead to
approximately equal classification qualities. The second variant leads to computation
times that increase strongly with the size of the learning set. The rest of the experiment
is therefore carried out with the first variant. The results are convincing both on free
noise data and noisy data. The algorithm is also applied to ASA1 data [Lazouni et al.,
2013], where the range of values approved for the “glycaemia” criterion seems to be well
detected. Two real datasets, from the UCI Repository 2 [Cortez et al., 2009], relating
to the assessment of wines by experts are also dealt with; the wines being described
by some of their chemical characteristics. The classification quality of the algorithm
is comparable to that obtained with a Support Vector Machine (SVM) technique (for
expert assessments partitioned into two categories in three different ways). This result
seems encouraging for the rest of our work on non-monotone data.

1ASA stands for “American Society of Anesthesiologists”.
2https://archive.ics.uci.edu/ml/datasets/wine

https://archive.ics.uci.edu/ml/datasets/wine
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3.5 Summary

Preference handling and elicitation are crucial in many computer science domains,
including recommender systems, interface customization and personal assistants [Peint-
ner et al., 2008]. Our research works in this line seek to advance state-of-the-art with
new tools borrowed from AI (Boolean-based formulations) and tackle new problems,
such as learning with non-monotone preferences.

Finally, in addition to NCS and its variants, we have considered other models and
decision problems. Typically, we were interested in a method based on outranking
relations, called Ranking based on Multiple reference Profiles (RMP) [Rolland, 2013].
The RMP model for ranking alternatives by the strength with which they outrank
some underlying reference points or profiles has been introduced in Rolland [2008,
2013]. It has been axiomatically characterized in [Bouyssou and Marchant, 2013].
Real-world applications can be found in [Ferretti et al., 2018] or [Khannoussi et al.,
2019].

More precisely, we contribute by proposing indirect elicitation procedures for the
S-RMP method (where the importance relation on criteria coalitions is determined
by additive weights), such that a decision-maker provides pairwise comparisons of
alternatives from which the S-RMP preference parameters (weights, reference points,
and the lexicographic order on reference points) are inferred.

We have proposed three different approaches. First, in [Liu, 2016] we formulate the
elicitation of an S-RMP model as a Mixed Integer linear optimization problem (MIP).
In this optimization program, the variables are the parameters of the S-RMP method
and additional technical variables, which enable to formulate of the objective function
and the constraints in a linear form. The aim is to minimize the Kemeny distance (see
[Kemeny, 1959]) between the partial Ranking provided by the decision-maker (i.e. the
comparisons) and the S-RMP ranking. The resolution of this optimization program
guarantees that the elicited S-RMP model best matches the pairwise comparisons in
terms of the Kemeny distance between the comparisons provided by the DM and the
S-RMP ranking.

Second, a meta-heuristic was proposed to indirectly elicit an S-RMP model from
pairwise comparisons in [Liu et al., 2014; Liu, 2016]. Unlike the MIP version, this
metaheuristic does not guarantee that the inferred model is the one which minimizes
the Kemeny distance to DM’s statements. Indeed, the perspective is obtaining an
S-RMP model that fits the decision maker’s comparisons “well” within a “reasonable”
computing time. This metaheuristic is based on an evolutionary algorithm in which a
population of S-RMP models is iteratively evolved.

The algorithms mentioned above suffer, however, from limitations:
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• both algorithms only consider an additive representation of the criteria importance
relation, which can be restrictive when the interaction between criteria occurs;

• the MIP-based approach implies computational difficulties in dealing with
datasets whose size corresponds to real-world decision problems

• the heuristic approach is fast but cannot always restore an S-RMP model com-
patible with a set of comparisons whenever it exists.

To circumvent these limitations, we proposed to rely on SAT/MaxSAT formulations
which are computationally efficient to tackle the learning task of the parameters of an
RMP model. Our experimentation has addressed a real case study, showing that the
approach is feasible also when applied to real data sets. This work is not described
in this manuscript. For more detail, we refer the reader to [Belahcene et al., 2018c, 2022]

Now, our ambition is to continue to advance this line of research by deepening
certain questions, exploring new decision models or even looking for new devices by
taking advantage, for example, of the benefits of machine learning techniques in terms
of efficiency and capacity to process large Dataset. See Chapter 5 for a discussion.



Chapter 4

Supporting Decisions: a Panel of
Explainability Tools

In the previous chapter, we addressed and summarized our contributions regarding
providing efficient tools to learn preference models from the learning set to represent
the decision-maker judgment faithfully. Establishing such a model will allow deriving
recommendations to answer the decision-maker’s problem. To enhance the trust of the
DM towards these recommendations, we investigated the question of how and what
supporting evidence to provide to justify such recommendations. One of the difficulties
of this question is that the relevant concept of an explanation may differ depending on
several aspects (for instance, the target audience, the form of the explanations). This
chapter is devoted to summarizing our contributions to this topic.

4.1 Explainable Artificial Intelligence: Positioning

In recent years we have witnessed the emergence of new questions and concerns re-
garding AI-based systems. A new field under the name of “eXplainable AI (XAI)” has
emerged [Gunning, 2017], with the mission of enlightening end-users on the function-
ing of these systems and providing answers to the “why” question. More precisely, the
DARPA, at the origin of this buzz word, gives the following definition:

“provide users with explanations that enable them to understand the sys-
tem’s overall strengths and weaknesses, convey an understanding of how it
will behave in future or different situations, and perhaps permit users to
correct the system’s mistakes”.

Moreover, the increasing need for AI explainability has also prompted governments
to introduce new regulations. The most famous one is the General Data Protection
Regulation (GDPR), which was introduced by the European Union in 2016 and has
been enforced since 20181. Since then different works were dedicated to analyzing
this requirement from a legal point of view [Goodman and Flaxman, 2017; Wachter
et al., 2017]. Finally, even if we are witnessing an explosion of work bearing interest
in this question of explainability, notably in the field of Machine Learning (see, for

1
European Council (2016). The general data protection regulation.
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example, [Biran and Cotton, 2017; Guidotti et al., 2019; Mohseni et al., 2018; Barredo
Arrieta et al., 2020], to cite a few), this question is not entirely new and goes back
to expert systems [Swartout, 1983; Gregor and Benbasat, 1999], and since then many
works have emerged. These works investigate a variety of issues, such as: generating
and providing explanation [Carenini and Moore, 2006; Nunes et al., 2014]; identifying
what the desirable features of an explanation are from the point of view of its recipient
[Herlocker et al., 2000; Tintarev, 2007; Mohseni et al., 2021]. More recently, Miller
[2019] discussed such issues from the point of view of philosophy, psychology, and
cognitive science.

Finally, the concept of explanation in Artificial Intelligence (AI) may be described
according to several key characteristics, including the target audience: end-user,
domain expert, knowledge engineer, etc. [Barredo Arrieta et al., 2020; Mohseni et al.,
2021], the scope: local vs global [Wick and Thompson, 1992; Doshi-Velez and Kim,
2017; Liao et al., 2020; Mohseni et al., 2021], the type: contrastive, counterfactual,
etc. [Lipton, 1990; Miller, 2019; Gupta et al., 2022; Chandrasekaran et al., 1989],
the trigger : action on a graphical interface, asking predefined textual questions,...
[Swartout and Smoliar, 1987; Cashmore et al., 2019] and the form of the explanations:
visual (images, graphs, etc.), verbal (template texts, naturally generated texts, etc.)
[Simonyan et al., 2014; Mohseni et al., 2021; Poli et al., 2021]. It is not our ambition
to make state of the art or discuss XAI’s different works, definitions, or contributions.
We refer the reader interested to the extensive literature on the subject. Our message
is that the concept of explanation cannot be unique, and we cannot claim to have a
generic explanation common to all applications and users.

Our work is part of the ambition of building systems accountable for their deci-
sions. In decision-aiding, the task is difficult because this accountability demand may
require the system to explain an internal reasoning process built during the interac-
tion with the user. In particular, the system may have inferred some preferences of
the user before using a specific model, which is considered adequate. As a result, such
an explanation is prone to be challenged and even contradicted, leading to the revi-
sion of the recommendation rather than a failure of the process (see Chapter 5 for a
discussion on the issues related to revision and challenging an explanation). We investi-
gated the question of explainability within different domains: Multiple Criteria Decision
Aiding [Belahcene, 2018; Amoussou, (in progress); Ouerdane, 2009], Rule-based systems
[El Mernissi, 2017; Baaj, 2022; Baaj et al., 2021] and more recently optimization systems
[Lerouge, (in progress)]. As we have chosen to focus this document on contributions re-
lated to MCDA, we will not detail in this chapter our contributions within the two other
domains (see Chapter 5 for a brief discussion on our ongoing work on explainability for
optimization systems).
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Explainability in MCDA. In this context, our main concern is developing principle-
based approaches and cognitively bounded models of explanations for end-users. By
principle-based approach, we mean that each explanation is attached to a number of
well-understood properties of the underlying decision model. By cognitively bounded,
we mean that the statements composing an explanation will be constrained to remain
easy to grasp by the receiver (decision-maker). More generally, we seek to answer the
following question:

“Given a decision model and a set of preference information, is there a
principled way to define a simple complete explanation for a decision?”

To answer the previous question, in our various works, we essentially consider the
following ingredients:

• The decision problem. We have devoted our work to studying and constructing
explanation patterns for different decision problems: choice, pairwise comparison
and assignment (see Chapter 2). Indeed, as the requirements vary significantly
from situation to situation and from decision-maker to another, we do not be-
lieve in providing a unique type of explanation. Under such a perspective, we
considered different decision models: weighted sum, additive utility, and the Non-
Compensatory Sorting model (see Chapter 2).

• The collected (expressed) Preference Information (PI). Preference information, as
we have seen in Chapter 2, is the essence of the decision problem. It represents the
information provided by the decision-maker and is, therefore, an essential element
both in the specification of the aggregation model and in the construction of the
explanation.

• The explanation language. We aim to provide a formal language and reasoning
machinery to support (explain) the output of a decision model. We build on the
notion of argument schemes, that are stereotypical patterns of reasoning, which
are used as presumptive justification for generating arguments. Each scheme is
associated with a set of critical questions, which allow one to identify potential
attacks on an argument generated by the scheme [Walton, 1996; Atkinson and
Bench-Capon, 2021].

In other terms, we can see a scheme as an operator tying a sequence of statements,
called the premise, satisfying some conditions, into another statement called the
conclusion. As we deal with preferences, argument schemes derive new preferences
from previously established ones. As we shall see, in most of our proposals, an
explanation takes the form of a pair ⟨premises, conclusion⟩, such that the premises
are “minimal” and support the explanation.
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• The approaches or techniques to compute explanations. To identify such
patterns, and depending on the situations, we have used different approaches and
techniques, from mathematical programming to logic-based tools (SAT/MaxSat
formulation, MUS).

Finally, in the different works we have carried out towards the formalization of the
concept of explanation, we have considered various aspects in producing explanations
when possible. More precisely, we were interested in:

• Computation: How difficult is it to produce an explanation? We expect this
question to require notions and tools from the field of Computational Complexity.

• Simplicity: Although they are of a formal nature, the explanations produced
should eventually be presented to humans. Thus, Can we keep the explanations
simple enough? Neither natural language generation nor in vivo experimentation
belong to the scope of our contributions, so the complexity of explanations shall
be assessed through proxies, such as the length or number of elements that make
up the explanation.

• Completeness: Can we explain every ‘true’ result, that can be deducted from the
preference information and the model?

• Soundness: Could we explain ‘false’ results, claiming the impossibility of an
event that could happen or the possibility of an event that cannot happen?

4.2 Explaining Recommendations Stemming from MCDA
Models

While elicitation describes operations that formalize the knowledge of preferences, ex-
planations focus on establishing a relation between the obtained preference model and
the user (decision-maker). This chapter tells the story of our different works on ex-
plainability in the context of multiple criteria decision aiding. The work presented here
results from long collaborations with several colleagues and PhD students [Belahcene,
2018; Amoussou, (in progress)]. Collaborations that go back to my PhD thesis [Ouer-
dane, 2009]2. The results of these different collaborations for different decision problems
and models are summarized in Table 4.1.

In the rest of this chapter, we have chosen to present the various contributions
through examples and limit the technical details to ease the understanding. Readers
interested in the technical details are invited to consult published articles attached to
each contribution (see Appendices ??).

2That’s to say that it’s been a long time...!
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Decision Problem Model Reference

Choice Weighted Majority [Labreuche et al., 2011]
Additive Utility [Labreuche et al., 2012]

Pairwise Comparison Additive Utility [Belahcene et al., 2019] [Belahcene et al., 2017a]
Sorting NCS [Belahcene et al., 2018b], [Belahcene et al., 2017b]

Table 4.1: Our contributions for explainable MCDA

4.2.1 Explaining a recommended choice

Our first contributions for explaining recommendations stemming from MCDA model
concern explaining a recommended choice. These works result from collaborations with
Christophe Labreuche (Thales Research and Technology) and Nicolas Maudet (LIP6,
Sorbonne Université).

The decision model we rely on is based on the Weighted Condorcet principle: options
are compared in a pairwise fashion, and an option a is preferred to an option b when
the cumulated support that a is better than b outweighs the opposite conclusion. We
proposed two different approaches for explaining a recommended choice with different
assumptions: (i) a single value for the weight vector (see Section 4.2.1.1), and (ii) a set
of vectors compatible with the PI (see Section 4.2.1.2).

4.2.1.1 Explanation when PI is complete

In this work, we seek to provide simple but complete explanations for the fact
that a given option is a Weighted Condorcet Winner (WCW)3, by considering two
types of PI: (i) the importance of the criteria, and (ii) the ranking of the different
options (linear orders). To illustrate the problem, let us consider the following situation:

Example 4.1. [Labreuche et al., 2011]

There are 6 options {a, b, c, d, e, f} and 5 criteria {1, · · · , 5} with respective
weights as indicated in the following table. The (full) orderings of options must
be read from the top (first rank) to the bottom (last rank).

3Of course, a strong assumption here is that a WCW exists. This assumption is removed in the
next section.
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criteria 1 2 3 4 5

weights 0.32 0.22 0.20 0.13 0.13

ranking c b f d e

a a e f b

e f a b d

d e c a f

b d d c a

f c b e c

In the previous situation, option a is the WCW, but it does not come out as an
obvious winner, hence the need for an explanation. Of course, a possible explanation
is always to explicitly exhibit the computations of every comparison, but even for
a moderate number of options, this may be tedious. Thus, a tentative “natural”
explanation that a is the WCW would be as follows:

Example 4.2. (Ex. 4.1 Cont.)

• First consider criteria 1 and 2, a is ranked higher than e, d, and f in both,
so is certainly better.

• Then, a is preferred over b on criteria 1 and 3 (which is almost as important
as criterion 2).

• Finally, it is true that c is better than a on the most important criterion,
but a is better than c on all the other criteria, which together are more
important

Of course, our aim was not to produce such natural language explanations but to
provide the theoretical background upon which such explanations can later be gener-
ated. Thus, to construct such an explanation, we have considered different ingredients
regarding both the expression of the preferences among options and the weights of crite-
ria. These ingredients correspond to the elementary chunks that we allow being used in
the formulation of the explanation to meet the need for intelligible, relevant and cogni-
tively simple explanations. On the one hand, we need statements to express preferences:
a set of basic preference statements (a preference between two options regarding a given
criterion), a set of factored preference statements (preference of an option over a subset
of options on a given criterion, or preference of an option over a subset of options on a
subset of criteria), and a set of importance statements (to specify the weight of a crite-
rion). Moreover, we may have different types for each preference statement: negative
(against the WCW), positive (in favor of the WCW) and neutral. These different types
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are illustrated in Example 4.3.

Example 4.3. (Ex. 4.1 Cont.)

Basic preference statements: [1 : c ≻ a] (negative), [1 : c ≻ f ] (neutral),
[1 : a ≻ e] (positive).

Factored preference statements: [1 : c ≻ a, e] (negative), [1, 2 : e ≻ d] (neutral),
and [1, 2 : a ≻ d, e, f ] (positive).

On the other hand, we seek for a complete and minimal explanation. By complete,
we mean that if we consider a subset of preference and weight statements, the decision
remains unchanged regardless of how this subset is completed. For simplicity, we have
considered a cost function with different properties (neutrality, monotony, additivity),
in which we try to capture the simplicity of the statement as the easiness for the user
to understand it. Let us consider the example again.

Example 4.4. (Ex. 4.1 Cont.)

A not complete explanation (it does not provide enough evidence that a is pre-
ferred over c):

E1 = [1, 2 : a ≻ d, e, f ], [1, 3 : a ≻ b], [2, 3 : a ≻ c]

A complete explanation:

E2 : [1 : a ≻ e, d, b, f ], [2 : a ≻ f, e, d, c], [3 : a ≻ b, c, d], [4 : a ≻ c, e], [5 : a ≻ c]

In the previous example, one can note that E2 is certainly not minimal since
(for instance) the same explanation without the last statement is also a complete
explanation whose cost is certainly lower (by monotonicity of the cost function). Now
if the cost function is sub-additive, then a minimal explanation cannot contain (for
instance) both [1, 2 : a ≻ d, e] and [1, 2 : a ≻ f ]. This is so because then it would be
possible to factor these statements as [1, 2 : a ≻ d, e, f ], all other things being equal, to
obtain a new explanation with a lower cost.

Among others, an interesting result from this work is that minimal explanations
are free of negative statements, and neutral ones can be ignored. We proposed a
polynomial computation of a minimal element of the explanation with the basic
preference statements. However, the additional expressive power provided by the
factored statements comes at a price when we want to compute minimal explanation,
as it is stated by Proposition 4.1.
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Proposition 4.1. ([Labreuche et al., 2011]) Deciding if (using factored statements)
there exists an explanation of cost at most k is NP-complete. This holds even if criteria
are unweighted and if the cost of any statement is constant.

The previous result shows that no efficient algorithm can determine minimal expla-
nations when the cost function implies minimizing the number of factored statements
(unless P=NP). This is true unless we restrict to specific classes of cost functions; thus,
the problem may turn out to be easy. In this work, we discussed two cases. First, when
the cost function is super-additive, it is sufficient to look for basic statements. Second,
when it is sub-additive, an idea could be to restrict the attention to statements which
exhibit winning coalitions. In this case, the problem can be turned into a weighted set
packing, for which the direct Integer Linear Program formulation would be sufficient for
a reasonable size of options and criteria sets. Finally, enforcing a complete explanation
implies a relatively large number of items in the explanation. However, in most cases,
factored statements allow for obtaining short explanations.

4.2.1.2 Explanations when PI is incomplete

A decision model is specified from some PI provided by the decision-maker during
an interview, related to comparing the options on each criterion and the weights of
the criteria. However, the PI is insufficient to specify the model most of the time. In
particular, some options may be incomparable on some criteria for the decision-maker.
Moreover, the elicitation process (see Figure 2.1) will not result in a single value of the
weight vector but rather in a set of vectors that are compatible with the PI [Greco
et al., 2010]. Then, an option a is said to be necessarily preferred to another one b if
the first option is preferred to the second one (noted a ≻ b) for all weight vectors that
are compatible with the PI and for all ordering of the options on the criteria that are
compatible with the PI [Greco et al., 2010].

Considering this incompleteness of PI, we investigated the question of searching
and defining a simple explanation for a recommended choice. Thus, we are looking to
justify that a given option is a weighted Condorcet winner (WCW), i.e. this option is
necessarily preferred to each other option, whatever the weight vector compatible with
the PI. However, instead of the first case, if the WCW does not exist, we will consider
the Smith set [Fishburn, 1977]. It is the smallest set of alternatives such that all the
elements in this set beat the elements outside it. When the WCW exists, the Smith
set is reduced to the WCW.

As in the previous case, we need information regarding the ranking of options and
the relative strength of coalitions of criteria. For illustration, let us take Example 4.5,
where option a is the WCW and the unique dominating option (that beats all the other
options).
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Example 4.5. [Labreuche et al., 2012]

There are 7 options {a, b, c, d, e, f, g} and 4 criteria {1, 2, 3, 4}. The partial orderings
(noted ≻1,≻2,≻3,≻4) of options over the 4 criteria are depicted in Figure 4.1. The PI
regarding the importance of the criteria is composed of the following three statements:

• 1 together with 3 are more important than 2 and 4 together;

• 2 and 3 together are more important than criterion 1 taken alone;

• 4 is more important than criteria 2 and 3.

c

a

b

d e f

g

≻1

g d

a

fc

b e

≻2

d

a

b

c

f

g

e

≻3

b

a

d

c f

g e

≻4

1 3 ≻ 2 4
2 3 ≻ 1
4 ≻ 2 3

w1 + w3 > w2 + w4

w2 + w3 > w1

w4 > w2 + w3

Figure 4.1: Partial preferences ≻1,≻2,≻3,≻4 over the criteria 1,2,3,4.

Now, the “technical” reasons why a is the WCW are depicted in Ex. 4.6.

Example 4.6. (Ex.4.5. Cont.)

(i) a dominates e and f on all criteria,

(ii) a ≻ b because it is better on the coalition 123,

(iii) a ≻ d because it is better on the coalition 14,

(iv) a ≻ g because it is better on the coalition 134,

(v) a ≻ c because it is better on the coalition 234.

First, to express such explanations, we need two types of statements. First, a set
of preference statements (noted S) (the comparison of an option over another one on
a given criterion). Second, a set of comparative statements (noted V) (stating the
importance among two disjoint subsets of criteria). Therefore a PI is a pair ⟨S, V ⟩ with
S ⊂ S and V ⊂ V.

It is also important to note that expressing a comparative statement (e.g. 13 ≻ 24
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) amounts to expressing a constraint (w1 + w2 > w2 + w4) on the feasible region of
the feasible weight vector attached to the criteria (see Example 4.5). Moreover, the
information provided by the decision-maker is supposed to be “rational”. Specifically,
S constitutes a partial order (reflexive, antisymmetric, transitive, but not complete),
and V is assumed to be consistent4.

Example 4.7. (Ex.4.5. Cont.)

Given the PI of Example. 4.5, V = {[13 ≻ 24], [23 ≻ 1], [4 ≻ 23]}.
We have for instance, [c ≻1 d] ∈ S, [b ≻2 a] /∈ S, and ⟨0.2, 0.1, 0.15, 0.55⟩ is not
a compatible vector of weights (violation of the first constraint).

Second, let us analyze the reasons depicted in Example 4.6. One can notice that
these reasons vary in terms of the effort required to understand them: (i) is trivial,
and (ii), (iii) and (iv) are reinforcement of some statements of the PI. For instance,
(ii) quickly follows from the fact that 1 and 3 are already more important than 2 and
4. On the other hand, the underlying justification for (v) is more complex. How to
deduce from the PI the statement that coalition 34 beats coalition 12? In other terms,
imagine that in the ordering ≻2, c is now preferred to a. Is it true that a ≻ c because
it is supported by the coalition 34?

Therefore, it appears that dominated option can be partitioned into different
classes, capturing the fact that some of them are obviously dominated, some are
clearly dominated, while others are close to a tie with some elements of the dominating
set. These different situations will be called by: unanimous, large majority and weak
majority. The first case does not require any specific explanation. The second is a
clear-cut situation that may need only a rough explanation. In the last case, the
decision is unclear, and a detailed explanation is required. In the following, we will
focus our development mainly on this case (for more details, see [Labreuche et al., 2012]).

To construct the explanation for the weak majority case, we can try to apply the
approach presented in Section 4.2.1.1, where providing an explanation amounts to sim-
plifying the PI provided by the decision-maker (here, the pair ⟨S, V ⟩)) as long as the
same decision holds. However, as we shall see with Example 4.8 it is not enough to
provide a convincing explanation.

4In fact, many works with explanation in AI address the problem of exhibiting subsets of constraints
provoking an inconsistency, see, e.g. [Junker, 2004]
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Example 4.8.

Consider five criteria and four options a, b, c, d. Assume that
V = {[1 ≻ 23], [34 ≻ 15], [2 ≻ 5]} and S = {[a ≻1 b], [a ≻4 b], [a ≻5 b], [a ≻2

c], [a ≻3 c], [a ≻4 c], [a ≻1 d], [a ≻3 d], [a ≻4 d], [b ≻3 d]}.
Let V ′ = {[1 ≻ 23], [34 ≻ 15]} and S′ = S \ {[b ≻3 d]}.

Indeed, in Example 4.8, the pair ⟨S′, V ′⟩ is the minimal complete explanation, in
the sense of set inclusion, justifying that a is the WCW. For instance, in the produced
explanation, we have “a ≻ d because a is better than d on the coalition 134”. However,
from only V ′, it is unclear why 134 is a winning coalition! Nevertheless, it clearly
follows from [13 ≻ 25]. Hence reduction over V does not simplify the explanation!
In other words, we observe that to support a WCW; we may use new comparative
statements (e.g. 134) deduced from the set of comparative statements of the PI.
Therefore, explaining a WCW in this situation amount to not only proving that an
option is certainly a WCW but also being able to explain why the supporting coalition
is indeed a winning one.

Thus, to construct a simple and complete explanation when the PI is incomplete,
we need two components, (i) explaining why an option is a WCW (we build S′ by sim-
plifying S, in the sense of set inclusion) and (ii) explaining why the supporting coalition
is a winning one. For the latter we characterized an operator cl such that cl(V ) is
the set of comparative statements that can be deduced from V . This characterization
shows that all comparative statements deduced from V result from a linear combination
(with integer coefficients) of the constraints in V and of the constraints on the sign of
the weights (we rely on the Farkas Lemma for this characterization). To illustrate this
idea of linear combinations, consider Example 4.9.

Example 4.9.(Ex. 4.8. Cont.)

(i) [14 ≻ 23] ∈ cl(V ) follows from [1 ≻ 23], by monotonicity.

(ii) [4 ≻ 25] ∈ cl(V ) follows from [1 ≻ 23] and [34 ≻ 15], because

w1 > w2 + w3

+ w3 + w4 > w1 + w5

= w1 + w3 + w4 > w1 + w2 + w3 + w5

= ��w1 +��w3 + w4 > ��w1 + w2 +��w3 + w5

Moreover, by examining the elements belonging to cl(V ), we noticed that it was
possible to organize the latter into four nested sets. These sets correspond to difficulty
classes in justifying an element from V . More precisely, we can distinguish, from the
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lowest to the highest complexity, comparative statement: (i) cl0(V ) contained directly
in the PI (no underlying complexity for the user, e.g. [23 ≻ 1] in Ex. 4.5), (ii) cl1(V )
that can be deduced from V only using monotonicity (e.g. [4 ≻ 3]), (iii) cl2(V )
that can be deduced from V only using summation and monotonicity conditions (e.g.
[4 ≻ 1]), and (iv) cl3(V ) that are in cl(V ) (e.g. [34 ≻ 21]). Therefore, the target
is to construct an explanation, when it is possible, with the smallest number of the
last category and to build on the less complex ones. In the end, an efficient algorithm
is provided to compute the minimal explanation by considering mainly three steps:
determining the comparative statements of the different complexity classes (clj(V ),
j ∈ {1, 2, 3}), identifying all the preference statements (S′ ⊂ S) that justify the
WCW such that V(S′) ⊂ cl(V ), and finally determining elements of S′ such that
the explanation is minimal in the sense of the order that depicts the complexity of
understanding why a set of comparative statement derives from V .

To conclude, a distinctive feature of our approach lies in the decision model, taken
together with the fact that the PI may be largely incomplete. In this context, the
precise weights attached to attributes cannot be exhibited, and the challenge is to
provide convincing (complete) explanations despite this constraint.

4.2.2 Explaining pairwise comparisons

We explore the problem of providing explanations for pairwise comparisons based on an
underlying additive model. We follow a step-wise approach and provide explanations
that take the form of a sequence of preference statements. The explanations we
aim for are thus contrastive, in the sense that the decision to be explained compares
two alternatives, and exact (as opposed to heuristic) in the sense that we provide
guarantees that the explanation produced is correct concerning the underlying model.
It is also common to distinguish between local explanations (when they focus on a
specific recommendation) and global explanations (when they deal with the model in
general): our approach is globally faithful to the model and locally relevant to the
pairwise comparison to be explained. Let us consider the following illustrative example
to make things more concrete.

Example 4.10. (Motivating Example)

We consider seven abstract criteria (a, b, c, d, e, f, g), each one described on bi-
levels scales, which facilitate the symbolic representation of alternatives (e.g.
hotels). Each alternative can be represented as its evaluation vector (s1 =

(✗,✗,✓,✓,✓,✓,✓)) or more succinctly by the subset of criteria on which it
is evaluated positively (s1 = {cdefg}). Moreover, for each criterion, the value
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symbolized by ✓ is more desirable than the value symbolized by ✗ (e.g. breakfast
included is better than not).

a b c d e f g

s1 ✗ ✗ ✓ ✓ ✓ ✓ ✓

s2 ✓ ✗ ✗ ✓ ✗ ✗ ✗

The aggregation of criteria is done using an additive score function, assigning
weights to the different criteria. The function is as follows:

w = ⟨128, 126, 77, 59, 52, 41, 37⟩

For example, the score of s1 is thus equal to score(s1) = 77+59+52+41+37 = 276

while that of s2 is: score(s2) = 128 + 59 = 187. It is also useful to encode the
comparison of two alternatives as a vector {−1, 0,+1}n of arguments in favour
(pro) or against (con) s1, or neutral (neu). In our example, pro = {c, e, f, g},
con = {a}, while neu = {b, d}

Explanations can take many different forms. We list different possible explanations
for the fact that s1 is preferred to s2:

(i) the first approach (model disclosure) could be to provide the full score calculation
for both options, as illustrated above. However, noticing that d is a neutral
argument satisfied both by s1 and s2, we could omit it and provide the summation
of pro arguments vs con arguments.

(ii) the counter-factual approach seeks minimal modification in the input that would
change the outcome. For instance, we could state that, if s2 had satisfied b, s2
would instead have been recommended over s1. Or (affecting the other alternative
this time), if s1 had not satisfied cd.

(iii) Following a prime implicant approach, we could produce sufficient arguments to
explain the decision. In our case, two possible explanations could be given: (1)
given that bd are neutral arguments, the pro arguments cef are sufficient to
overcome any set of con arguments. In particular, this shows that the decision
would remain the same even if g was a con argument. Moreover, (2) given that
b is a neutral argument, the pro arguments cefg are sufficient to overcome any
set of con arguments. In particular, this shows that the decision would remain
the same even if d was a con argument.

(iv) following a step-wise approach, we could exhibit a collection of statements aiming
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at proving the decision. For instance, we could state that cdefg is preferred over
ac, and that ac is preferred over ad, so that our conclusion should hold, following
a transitive reasoning. Alternatively, using a different logic, we could state that
cd is preferred over a, while efg is preferred over d, which altogether justifies our
decision.

Our main idea is to break down the recommendation into “simple” statements pre-
sented to the explainee. The whole sequence of statements should formally support
the recommendation. We build on the notion of argument schemes, that is, an op-
erator tying a sequence of statements called premise, satisfying some conditions, into
another statement called the conclusion [Walton, 1996]. As we deal with preferences,
argument schemes are ways of deriving new preferences from previously established
ones. More precisely, we consider a set of items [m], and we abstractly refer to states,
as subsets of items, i.e. elements of 2[m]. A comparative statement is a pair of states
(A,B) ∈ 2[m] × 2[m], interpreted as a preference statement–‘A is preferred to B’. Thus,
our schemes operate on the same set of premises – finite sequences of comparative state-
ments, represented as bracketed lists – and the same set of conclusions. We shall denote
an arbitrary scheme s as:

[(A1, B1), . . . , (Ak, Bk)]
s−→ (A,B)

More precisely, we propose to develop a principle-based and cognitively bounded
model of step-wise explanations. Our view of explanations as cognitively bounded
deductive proofs is reminiscent of the bounded proof systems proposed in the context
of description logic [Horridge et al., 2013; Engström and Abdul Rahim Nizamani,
2014]. Also, a similar step-wise approach has been studied in the context of constraint
satisfaction problems [Bogaerts et al., 2021]. Finally, a close setting the one of
explanations based on axioms have been advocated in computational social choice
[Cailloux and Endriss, 2016; Procaccia, 2019]. In particular, the recent work of [Boixel
et al., 2022] also exploits axioms studied in voting theory to produce explanations for
collective decisions but applied to a different setting (voting) and using different proof
techniques (tableau methods).

As our example illustrates, there can be different ‘logic’ at play when combining
statements. To account for that we proposed a number of argument schemes in the
context of a pairwise comparison based on a weighted sum model (see Figure 4.2, where
an arrow from scheme1 to scheme2 denotes that all instances satisfying scheme2 also
satisfy scheme1, but not the converse.).

By principle-based approach, we mean that each scheme is attached to a number
of well-understood properties of the underlying decision model (see Table 4.2) that we
make explicit. Obviously, an additive preference satisfies both the transitive and cancel-
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decomposition

reduced transitive

III-reduced transitive

covering

transitiveceteris paribus

Figure 4.2: Relationships between argument schemes

lation properties. The resulting calculus is provably correct. By cognitively bounded, we
mean that our statements will be constrained to remain easy to grasp by the explainee.
This has the consequence of making the resulting calculus not complete. However, we
explore this issue in detail and provide several elements showing that our approach is
satisfactory in terms of empirical completeness (see the discussion at the end of this
section).

Requirements for
Scheme Properties correctness

decomposition commutative additive
reduced transitive transitive + cancellation
III-red. transitive III transitive + cancellation

covering commutative, III transitive + cancellation
transitive transitive

ceteris paribus cancellation

Table 4.2: Structural properties of the reasoning schemes.

Moreover, we want an explanation to be “easy to process” by the explainee. Thus,
it requires specifying the relative difficulty of a premise and a conclusion. We introduce
a specific model allowing us to derive the relative difficulty of statements, where this
difficulty is purely syntactic and directly results from the number of items involved
in the comparative statement. Thus, we define what we call difficulty classes of
comparative statements by putting upper bounds on the difficulty: for all integers p, q

from 0 to m, let ∆(p, q) = {(A, B) ∈ 2[m] × 2[m] : |A| ≤ p, |B| ≤ q}. These classes
specify the set of atomic elements considered self-evident and legit to be used as steps
of an explanation for the considered explainee. In the context of explaining preferences
between a subset of desirable items, some values of the pair (p, q) are of specific interest:
∆(m,m) are unrestricted statements; comparative statements in ∆(m, 0) represent
Pareto dominance statements; comparative statements in ∆(1, 1) can be interpreted
as swaps [Hammond et al., 1998], representing the exchange of one criterion against
another; those in ∆(1,m) or in ∆(m, 1) represent a single item stronger or weaker than
a subset of others, respectively considered as a pro or a con argument. For instance,
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in the context of hotel comparisons, an argument in ∆(1, 1) could be “we prefer to
have free breakfast then free wifi access”. An argument in ∆(1, 2) could be “We prefer
to have a swimming pool than free breakfast and wifi”. To appreciate how difficult
it can be to interpret higher-order arguments, consider arguments in ∆(2, 2). These
could correspond to “free breakfast and wifi access are preferable to having a swimming
pool and being close to the city centre”. We investigate how restraining explanation to
use these classes of simple statements affects the production of an explanation. Some
insights later in this section.

To give an overview of this work, we propose briefly describing only two examples
of schemes, namely the decomposition scheme [Belahcene et al., 2019] and the covering
scheme [Belahcene et al., 2017a]. Moreover, when it is possible and not confusing,
we propose skipping the technical details to give only a high-level overview through
illustrative examples. For more details, we refer the reader to [Amoussou et al., 2022]
We draw the attention of the reader that when we have only transitive schemes and
dominance, we are in the situation of [Labreuche et al., 2012] (see 4.2.1.2).

The decomposition Scheme. Introduced in [Belahcene et al., 2019] and imple-
menting cancellation properties of higher order [Krantz et al., 1971; Wakker, 1989], the
decomposition scheme aims at leveraging the assumed additive property of the pref-
erence relation5. When a preference is additive, preference statements translate into
linear comparisons that can be summed up. Then, the scores of items appearing on both
sides cancel out, sometimes allowing to derive new comparisons. In other words, this
scheme operates by interpreting a Farkas certificate as sets of arguments, pros and cons
for a preference statement, then carving the desired conclusion through a cancellative
property. Consider Example 4.11 for illustration.

Example 4.11. (Decomposition Scheme)

Consider the following decomposition scheme:

[(bc, de), (efg, ac)] dec−−→ (bfg, ad)

Assuming that the preference ≿ is additive, and that both bc ≿ de and
efg ≿ ac. From the first comparison, we deduce that ωb + ωc ≥ ωd + ωe;
from the second that ωe + ωf + ωg ≥ ωa + ωc. By summation, we derive
ωe + ωf + ωg + ωb + ωc ≥ ωd + ωe + ωa + ωc.

5This decomposition scheme is less general than the so-called syntactic cancellative described in
[Belahcene et al., 2019], as it does not allow for repetition of the conclusion. This has been shown to
reduce expressiveness.
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Then, as it is illustrated in the following by cancelling ωe and ωc on both sides
(this is actually an instance of second order cancellation, because it is performed
across two comparative statements), we obtain ωf + ωg + ωb ≥ ωd + ωa, hence
bfg ≻ω ad.

b �c ≻ d �e

�e f g ≻ a �c

b f g ≻ a d

The Covering Scheme. The covering scheme particularizes both the reduced tran-
sitive and decomposition schemes (see Figure 4.2). In this scheme a list of comparative
statements [(A1, B1), . . . , (Ak, Bk)] supports a conclusion (A,B) if, and only if, the
pros A1, . . . , Ak partition A \B and the cons B1, . . . , Bk partition B \A.

Example 4.12. (Covering Scheme)

Consider the conclusion: (bfg, cde). The premise [(fg, c), (b, de)] constitute a
covering scheme:

[(fg, c), (b, de)] cov−−→ (bfg, cde)

On the one hand, the scheme formalizes a proof, articulating transitive (tr) and
ceteris paribus (cp) derivations that can be presented to the explainee as a diagram,
such as in Example 4.13, or narratively such as in Figure 4.4 (for hotel comparisons for
instance). On the other hand, the premises can be understood as grouping some cons
with some stronger pros so as to “cover" the cons and can be presented visually to the
explainee, such as in Figure 4.3.

Example 4.13 (Three representations of the Covering Scheme).

fg ≻ c
cp−→ bfg ≻ bc

b ≻ de
cp−→ bc ≻ cde

}
tr−→ bfg ≻ cde

Covering Scheme: proof diagram of Ex. 4.12
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b
d
e

f

g
c

≿

≿

Figure 4.3: Covering scheme: a visual representation of Ex. 4.12

“As, all other things being equal, having free
breakfast and wifi access is preferred to having
a swimming pool (fg, c), and being close to the
city is preferred than having a sports hall and a
low tourist tax (b, de), we get that (bfg, cde)”

Figure 4.4: Covering scheme: a narrative representation of Ex. 4.12

We have investigated the relative expressiveness and computational complexity of
explaining with the reduced transitive and the covering schemes, together with the
choice of atomically simple statements. It results that without any restriction on the
set of atomic statements (∆(m,m)), it is difficult (NP-hard) to decide whether an
explanation exists with these schemes. Regarding the other schemes, while ceteris
paribus scheme is easy, we conjuncture the complexity of decomposition and III-reduced
transitive to be intractable.

Now, when we put syntactic restrictions on the sets of atomic elements used,
∆(1, 1), ∆(1,m), ∆(m, 1), among the results, we state that the covering scheme is
transitive. A similar result has been identified in [Belahcene et al., 2017a] with the
restricted ∆(1, 1), where we have proposed an explanation mechanism that produces
an explanation under the form of a chain of transitive statements, restricted to the
expression of trade-offs between at most m points of view. This approach takes its
inspiration in the even swaps interactive elicitation mechanism [Hammond et al., 1998],
then turns it upon its head – assuming the model is known rather than trying to build
it and expressing mere preference statements rather than asking cardinal information
making an alternative indifferent to another. Thanks to the characterization of the
necessary preference relation [Belahcene et al., 2017a], we showed that, with the
additional assumption of using only two levels on every criterion when collecting
preferential information, sequences of preference swaps of order at most two, ∆(1, 1),
have a term by a term structure that ensures they have a short length (at most half
the number of criteria) and they can be efficiently computed. However, when m ≥ 2,
the problem is difficult. Moreover, although the different schemes may correspond to
alternative explanation strategies, we specifically advocate using the covering scheme
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because it meets some desirable properties of explanations. Therefore, we studied the
empirical completeness of atomic statements (∆(1,m), ∆(m, 1)) using the covering
scheme. With this scheme, we can say that a significant majority of the pairs to explain
are explainable. For example, for m = 6, more than 3 pairs out of 4 are explainable
regardless of the additive linear order considered.

Finally, we note that in [Belahcene et al., 2017a], the explanation of pairwise com-
parison is constructed for a necessary preference relation [Greco et al., 2010], which
makes minimal assumptions while handling a collection of compatible utility functions,
which are impossible to exhibit to an end-user. The problem with such an explanation
is that it is not always easy to construct it; even in some situations does not exist.
Therefore, in [Amoussou et al., 2020; Amoussou, (in progress)], we proposed alleviating
some of the preference-swaps explanation constraints to arrive at what we call a mixed
explanation, where the computation of its components is done through the resolution of
a Mixed Integer Linear Program. These elements belong to both necessary and possible
preference swaps. The possible swaps correspond to a subset of additive utility func-
tions compatible with the preference information. One note that providing a sequence
composed of solely necessary swaps guarantees that the recipient of the explanation
will accept and validate each swap without any doubt, which is not the case with the
possible swaps. However, we believe that using possible swaps offers a way to collect
more additional preference information (valuable in a preference elicitation process) and
thus enrich both the preference information and the necessary relation. The idea is to
rely on the statements involved in the explanation to allow the explainee to accept or
contradict these statements and thus benefit from this feedback to enrich the learning
task and validate the model. Indeed, we think that in a decision support situation, at
a given moment, the initiative should be left to the user to express an opinion when
confronted with the explanation. This idea is discussed more in detail in Chapter 5.

4.2.3 Explaining an assignment

This section is devoted to describing how the theoretical and algorithmic tools described
in Section 3.3.1.2 in order to assess the feasibility of the inverse NCS problem can be
used to support a decision process. The technical details of this work can be found in
[Belahcene et al., 2018b].

More precisely, we address the situation described in Example 4.14 where a
committee meets to decide upon sorting several candidates into two categories (e.g.
candidates to accept or not, projects to fund or not). The committee applies a public
decision process; the outcomes are also public. However, the details of the votes are
sensitive and should not be made available. To what extent can we make the committee
accountable for its decisions?
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We are interested in a general sorting model where candidates are sorted by a jury
N . Each juror e ∈ N expresses binary judgements [Laslier and Sanver, 2010], and
candidates are sorted either to the Good or the Bad category, depending on the
fact that the coalitions of jurors supporting this sorting are strong enough, or not, to
win the decision of the jury.

Example 4.14.

We consider a situation with six candidates X := {a, b, c, d, e, f}, assessed by
a jury composed of five jurors N := {e1

, e
2
, e

3
, e

4
, e

5} with the following
preferences

e
1: a ≻1 b ≻1 f ≻1 e ≻1 c ≻1 d

e
2: e ≻2 b ≻2 c ≻2 d ≻2 a ≻2 f

e
3: f ≻3 a ≻3 b ≻3 d ≻3 e ≻3 c

e
4: d ≻4 a ≻4 c ≻4 e ≻4 f ≻4 b

e
5: c ≻5 e ≻5 b ≻5 f ≻5 d ≻5 a

Adopting the primitives of the Non-Compensatory Sorting model: candidates are
alternatives, jurors are points of view, and we are considering two categories { Bad ≺
Good }. For the NCS model to correctly describe the situation, the decision process

needs to be bounded by some assumptions of rationality.

• Static individual stances. From the personal point of view of each juror, alterna-
tives should be completely preordered by preference. This precludes any incom-
parability between candidates nor dynamics in how each juror appreciates the
candidates.

• Indivividual consistency between preferences and vote. Each juror e ∈ N is al-
lowed to express only a binary judgment on each candidate x ∈ X, which is either
‘approved according to e’ or not. The approved subset of candidates A

e
⊆ X

should be an upset for the preference relation ≿
e
. Hence, there is no pair of

candidates x, x′ ∈ X where x is preferred to x′ w.r.t. ≿
e
, x′ is approved by e but

not x.

• Static collective stance. The set of winning coalitions should remain constant
during the whole decision process. This can be seen as a requirement for the
process to be unbiased.

• Consistent collective stance. The set of sufficient coalitions S ⊆ P(N) should
be an upset for inclusion. Hence, if a coalition is sufficient, any superset of this
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coalition is also sufficient (and if a coalition is insufficient, any subset of it is also
insufficient).

• Latent coalition powers. The set of sufficient coalitions is not assumed to have
any particular structure besides being an upset.

Example 4.15.

Suppose the approved sets are as follows:
A

e
1 := {a, b, f}, A

e
2 := {e, b, c}, A

e
3 := {f, a, b}, A

e
4 := {d, a, c},

A
e
5 := {c, e, b}, corresponding to the three best alternatives according to

the respective points of view (3-approval).

Suppose also the points of view are aggregated according to the simple majority
rule, i.e. B ∈ S ⇐⇒ |B| ≥ 3. Then, the corresponding non-compensatory
model assigns a, b, c to the Good category, and d, e, f to the Bad one.
Hence, α := {(a, Good ), (b, Good ), (c, Good ), (d, Bad ), (e, Bad ),

(f, Bad )}.

We note the same assignment α can be obtained with different sorting pa-
rameters, e.g. approved sets A′

e
1 := {a, b, f},A′

e
2 := {e, b, c, d, a},A′

e
3 :=

{},A′
e
4 := {d, a, c},A′

e
5 := {c} and sufficient coalitions S ′ containing the coali-

tions {e1
,e

2}, {e5} and their supersets.

While the jury as a whole has the power to take decisions, we consider a situation
where it has to account for its decisions. This requirement may take several forms, and
we focus our attention on two specific demands:

• Procedural regularity. Kroll et al. [2017] puts forward that a baseline require-
ment for accountable decision-making–and, therefore, a key governance principle
enshrined in law and public policy in many societies6–is procedural regularity :
each participant will know that the same procedure was applied to her and that
the procedure was not designed in a way that disadvantages her specifically.

• Contestability. An attractive normative principle [Pettit, 1997, 2000] is con-
testability: a democratic institutional arrangement should be such that citizens
can effectively challenge public decisions. The control of the governed on the
government is generally two-dimensional: electoral and contestatory. For reasons
of practical feasibility, administrative decisions are typically under contestatory
control. In this context, a candidate (supposedly) unsatisfied with the outcome

6E.g. by the Fourteenth Amendment in the USA.
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of the process regarding his own classification could challenge the committee and
asks for a justification.

A typical way to address procedural regularity is to require transparency and let
an independent audit agency access all the available information. Transparency could
also be an adequate answer to contestability, provided the decision rule is interpretable
(comprehensible by the persons that need to–here, the contestant). In the context of
jury decisions, transparency is out of the question, as it suffers from several drawbacks:

Sensitive information. In this setting, the ‘details of the votes’ cover two aspects:
(i) the approval of jurors at the individual level; and (ii) the winning coalitions at the
jury level.

These details might be worth considering as sensitive information for several reasons:

• Protecting the jurors from external pressure, including threats or retaliation.

• Protecting the jury and jurors from internal pressure: maybe the approval proce-
dure should be made with secret ballots. Maybe revealing the actual balance of
power inside the jury could exacerbate tensions.

• The details of the approval of each candidate might be considered personal infor-
mation belonging to each candidate and should not be disclosed to third parties.

• Revealing dissension among the jurors might weaken the jury’s authority.

• Revealing the decision rule, or publishing much information about it, would create
a feedback effect with some candidates adopting a strategic behavior to game the
output.

Complexity Leaving the burden of proof on the shoulders of the audit agency, or
worse, of a lone plaintiff, may be too demanding. At the same time, it requires access
to much information–possibly the preferences and the assignment of the whole set of
candidates–and to solve complex combinatorial problems that scale poorly with the
number of candidates. Indeed, we have shown that the Inv-NCS problem is NP-hard
[Belahcene et al., 2018b].

In what follows, we describe how to address the procedural regularity and the con-
testability requirements while paying attention to disclosing as little information as
necessary and providing comprehensible explanations by their recipient.

Addressing overall Procedural regularity with Inv-NCS. The question ad-
dressed here is how observers can be assured that each sorting decision was made
according to the same procedure. Because of this demand, what needs to be proven
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is that α is a positive instance for the Inv-NCS problem (see Section 3.2), i.e. the as-
signment α is a possible outcome for NCS, given the preferences of the jurors over the
candidates.

Should the burden of proof be left to the auditor, the audit procedure could require
either:

i) full disclosure of the preference profile ⟨(X,≿i)⟩i∈N , and the auditor solving the
NP-hard Inv-NCS problem, e.g. using a SAT solver and either of the formulations
ΦC
α or ΦP

α described in Chapter 3, or

ii) full disclosure of the approved sets ⟨Ai⟩i∈N , and the auditor solving the
polynomial-time problem Inv-NCS with fixed accepted sets problem as described
in Chapter 3, Equation 3.3.

Note that the entire disclosure of the decision rule is not an option. It would
require revealing the entire parameter specifying the NCS model and, in particular, the
provision of the set of sufficient coalitions. This is impossible, as the ground truth, i.e.
the rule deciding which coalition is sufficient, is oral at best and most likely implicit.
We consider the jury has black-box access to it, and the external auditor can only guess
the contours of this rule through indirect evidence. It is likely that the investigations
made by the audit agency reveal possible parameters that do not correspond to the
ground truth. If we consider putting the burden of proof on the committee, a third
option can be engineered. We propose to leverage Theorem 3.1 to compute and provide
a certificate of feasibility for Inv-NCS(α) that involves the disclosure of less information,
as illustrated below:

Example 4.16. (Ex. 4.15 Cont.)

If the approved sets of the committee are A
e
1 , . . . ,A

e
5 , then it needs to disclose

some information concerning three points of view in order to prove the assignment
α is consistent with an approval procedure, e.g. :

• according to the first juror e
1:

– b is approved;
– a is preferred to b;
– e is not approved;
– e is preferred to d;

therefore, the procedure is able to positively discriminate a, b from d, e;

• according to the second juror e
2:

– c is approved;
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– b is preferred to c;

– d is not approved;

– d is preferred to f ;

therefore, the procedure is able to positively discriminate b, c from d, f ;

• according to e
4:

– c is approved;

– a is preferred to c;

– e is not approved;

– e is preferred to f ;

therefore, the procedure is able to positively discriminate a, c from e, f .

The following table summarizes the jurors known to discriminate each pair:

Bad
d e f

a e
1

e
1

e
4

Good b e
1

e
1

e
2

c e
2

e
4

e
2

As every pair in {a, b, c} × {d, e, f} is positively discriminated by at least one
member of the jury, the procedure is regular: there is, for each juror individually
and for the jury, collectively, a way of proceeding accordingly to the principles
exposed at the beginning of this section, and deem {a, b, c} Good and {d, e, f}
Bad .

This manner of arguing that a given assignment is indeed a possible outcome of an
approval sorting procedure has been formalized into an argument scheme (described
formally in [Belahcene et al., 2018b] and illustrated in Example 4.17.

Example 4.17.

The explanations given in Example 4.16 are as follows:
〈
(e

1
, b, {a, b}, e, {d, e}),

(e
2
, c, {b, c}, d, {d, f}), (e4

, c, {a, c}, e, {e, f})⟩
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• according to the first point of view, b is approved (and so is a which is better than
b) whereas e is not (and neither is d which is worse than e),

• according to the second point of view, c is approved (and so is b which is better
than c) whereas d is not (and neither is f which is worse than d)

• according to the fourth point of view, c is approved (and so is a which is better
than c) whereas e is not (and neither is f which is worse than e)

The shift in the burden of proof allows the jury to support its claim (here, the result
of the sorting procedure) with its chosen arguments. The length n of an explanation
offers an indication of its cognitive complexity and the amount of information disclosed
to the auditor. Therefore, we would instead provide the shortest possible explanations
and strive to mention a few points of view as possible. Obviously, an explanation must
reference a specific point of view at most once, so n ≤ |N |. Unfortunately, we showed
that one might require all points of view in a complete explanation, even in situations
with relatively few alternatives.

Auditing conformity. We now wish to justify the committee’s decision on a candi-
date x ∈ X. As we have seen in the previous section, a complete explanation of the
assignment of x implies disclosing much information related to the other candidates,
which might not be acceptable. A possible solution is for a committee to base their
decision on reference cases, an assignment α∗ : X∗ → { Good , Bad }, e.g. compiling
past decisions that are representative of its functioning mode. In order to get rid of the
influence of the other candidates, we are looking for necessary assignments given these
reference cases.

Example 4.18.

We consider the alternatives a, b, c, d, e, f and their assignment α⋆ have a refer-
ence status, and we are interested in deciding on the assignment of two candi-
dates, x, y such that:

a ≻1 f ≻1 b ≻1 e ≻1 c ≻1 y ≻1 d ≻1 x

e ≻2 b ≻2 y ≻2 c ≻2 d ≻2 a ≻2 f ≻2 x

f ≻3 a ≻3 d ≻3 b ≻3 y ≻3 x ≻3 e ≻3 c

d ≻4 a ≻4 c ≻4 e ≻4 x ≻4 y ≻4 f ≻4 b

c ≻5 y ≻5 e ≻5 b ≻5 f ≻5 x ≻5 d ≻5 a

It is not possible to represent the assignment (x, Good ) together with the
reference assignment α. Thus, x is necessarily assigned to Bad Ȯn the contrary,
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both assignments (y, Good ) and (y, Bad ) can be represented together with
α.

Let us discuss in what follows the case of the necessary decision. We refer the reader
to [Belahcene et al., 2018b] for the second case, where y is in an ambivalent situation.

An explanation of the necessity of an assignment is intrinsically more complex
than that for its possibility : one needs to prove that it is not possible to separate
all pairs of Good and Bad candidates on at least one point of view. The proof
relies on some deadlock that needs to be shown. Formally, this situation manifests
itself in the form of an unsatisfiable boolean formula. The unsatisfiability of the
entire formula can be reduced to a ⊆-minimal unsatisfiable subset of clauses (MUS),
commonly used as certificates of infeasibility. It can also be leveraged to produce
explanations (e.g. [Junker, 2004]). In the case of the necessary decisions by approval
sorting with a reference assignment, any MUS pinpoints a set of pairs of alternatives
in (α−1( Good ) ∪ {x}) × α−1( Bad ) that cannot be discriminated simultaneously
according to the points of view.

Example 4.19.

Consider the subset of alternatives c, d, e, f, x, and assume x to be assigned to
Good .

Each pair in GB := {(c, e), (x, d), (x, f)} needs to be discriminated from at least
one point of view in N , but this is not possible simultaneously: i) none of the
pairs in GB can be discriminated neither from the first, the second nor the third
point of view, as the overall Good alternative is deemed worse than the Bad
one. ii) no more than one pair in GB can be discriminated according to each
point of view among {4, 5}, and there are more pairs to discriminate than points
of view.

The pattern of deadlock illustrated by Example 4.19 can be generalized and
formalized into an argument scheme. Such an argument is a sufficient condition for
the infeasibility of representing the given assignment in the non-compensatory model,
which yields the conclusion that the candidate x is necessarily assigned to the other
category.

To conclude, the proposed solutions stem from an original take of the dual notions
of possibility and necessity, often used in so-called robust optimization, decision mak-
ing [Greco et al., 2010] or voting contexts [Boutilier and Rosenschein, 2016] to account
for incomplete information, conveying epistemic stances of skepticism or credulousness.
Instead, we use them to describe the leeway left to the committee in setting its ex-
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pectations: the decisions taken are bound from above by possibility, described as the
feasibility of the Inv-NCS problem related to their decision, and from below by neces-
sity, described as the infeasibility of the Inv-NCS problem simultaneously related to the
reference cases and impossible assignments.

4.3 Summary

In this chapter, we presented our contributions to augment decision-aiding systems with
explanation capabilities by using tailored “explanation schemes”, i.e. argument schemes
[Walton, 1996] dedicated to specific decision models to be used with explanation purpose
in our context of decision-aiding. Just like argument schemes, explanation schemes can
be seen as operators capturing prototypical reasoning patterns, i.e. a specific decision
model in our case. In this context, one specific interest of these schemes is that, by
splitting the reasoning process into smaller grains, they provide a natural building
block (which the user can quickly grasp) for explanation lines. Moreover, providing an
argument scheme along with the result (decision, recommendation) opens the possibility
of discussing or challenging this result. This is made possible through what is called
critical questions [Walton, 1996], a tool associated with argument schemes representing
attacks or criticisms that, if not answered adequately, falsify the argument fitting the
scheme (see Section 5.1). In our setting, the criticism may point out (implicitly or
explicitly) elements perceived as missing or wrong in the reasoning steps. Indeed, the
decision maker (DM) may challenge that a preference between two alternatives is not the
right one. The consequence is that either it is possible to derive a new conclusion with
this new information, or the DM’s statements express conflicting preferences. Thus,
the challenge of finding a principled way to deal with inconsistency in an accountable
manner needs to be addressed (see Section 5.3). Smoothly interleaving explanation and
recommendation calls for mixed-initiative systems (see Section 5.3), where the user may
be active in challenging the system. Finally, the question of how the effectiveness of
such systems should be evaluated (beyond their theoretical properties) remains largely
open (see Chapter 5).





Chapter 5

Interactive Recommendations and
Explanations for Decision Support

5.1 Dialectical Tools for Decision Aiding

In the previous chapters, we presented our contributions for providing efficient and
theoretically well-founded tools for both the preference elicitation task and explaining
or justifying the outputs of the decision-aiding process. For recall, and as illustrated
at the top of Figure 5.1, a decision-aiding process is an interaction between a human
analyst (expert) and a human decision-maker, where the analyst aims to guide the
decision-maker in building and understanding the recommendations of a particular
decision problem.

Figure 5.1: Dialectical vision for MCDA

Nowadays, decision-aiding situations are pervasive: they can occur in situations
where the analyst’s role is taken by a non-expert, even in some extreme cases by an
artificial agent. This means that the artificial agent should ideally handle several
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aspects – such as learning the preferences, structuring the interaction, providing an
explanation, and handling the user feedback, . . . – usually delegated to the human
analyst. Under such perspectives, our long-term research project is to design artificial
agents, as illustrated in the lower half of the Figure 5.1 able to serve as analysts for
various meaningful decision-aiding contexts. These agents will have different capacities
(see red boxes in Figure 5.1). During the last years, we have focused our efforts on
two components, elicitation and explanation engines, seeking to provide tools for each
independently. The “Preference Learning Engine” has the task of setting up the model
assumptions to work with for constructing the recommendation. It uses, for instance,
the different algorithms proposed in Chapter 3 depending on the decision situation and
the preference information (user profile). As we shall see later in this chapter, introduc-
ing explanation capabilities and interactive features with a human user will raise new
issues in designing efficient tools for preference elicitation. On the other hand, the “Ex-
planation Generation Engine” aims to provide the justification (or explanation) given
to the user on the proposed items or facts inferred by the agent during the interaction.
We can rely, for instance, on the different proposals described in Chapter 4. Finally,
even if the Figure 5.1 was conceived with the multi-criteria decision aiding framework
vision, we do not doubt that it can be adapted to any setting where the notion of
preferences (human user) is at stake. Some ideas are discussed in the rest of the chapter.

Therefore, if we are to automate (some part) of the process, it is essential to under-
stand more clearly how the tasks handled by a human analyst can be integrated into
a tool. More precisely, it would be helpful to design and implement formal tools to
support this interaction between the artificial agent and the human user. Our target is
to answer the following question:

How to equip an artificial agent with adaptive behavior and model the sys-
tem’s reasoning to allow “efficient” interaction with a user within a decision-
aiding situation?

Although we have focused most of our work on explainability and preference elicita-
tion, we have conducted the first reflection on the question of designing this interaction
between an artificial agent and a human user (the box “interaction mechanism” in
Figure 5.1). We grounded on dialectic models from the multi-agent systems field,
specifically argumentation-based dialogues [Walton and Krabbe, 1995; Black et al.,
2021]. Our different proposals, summarized in Table 5.1, have been carried out mainly
during our PhD thesis [Ouerdane, 2009] and we intend to continue and extend it in the
coming years. A promising continuation is the one started in the PhD of Amoussou
[(in progress)].

Dialectical interaction models have gained tremendous popularity in recent years
in the multi-agent community. Many protocols have been put forward to tackle
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Approach References

Argumentation-based interaction [Ouerdane et al., 2008] [Ouer-
dane, 2009] [Ouerdane et al.,
2010] [Ouerdane et al., 2011]
[Labreuche et al., 2015]

Table 5.1: Our contributions to adaptive interaction

different types of interaction [Walton and Krabbe, 1995]. It is clear that these
protocols offer greater expressivity than simple feedback (since recommendations can
be challenged and justified). Our work follows this trend of research and studies a
type of interaction whose specifities have seldom been studied. More precisely, we
investigated relying on argumentation-based dialogue to formalize the interaction
between a decision-maker and an artificial analyst within a decision-aiding process.
Argumentation theory is a rich, interdisciplinary area of research across philoso-
phy, communication studies, linguistics and psychology. Its techniques and results
have found a wide range of applications in both theoretical and practical branches
of AI and computer science [Bench-Capon and Dunne, 2007; Simari and Rahwan, 2009].

In recent years, argumentation theory has gained increasing interest in the multi-
agent systems (MAS) research community. It can be used: (i) to specify autonomous
agent reasoning (belief revision, decision making under uncertainty, ...): it provides
a systematic means for resolving conflicts among different arguments and arriving at
consistent, well-supported standpoints; and (ii) as a vehicle for facilitating agent’s
interaction. It naturally provides tools for designing, implementing and analyzing
sophisticated forms of interaction among rational agents [Amgoud et al., 2000; Atkinson
et al., 2005; Charif-Djebbar and Sabouret, 2006; Black et al., 2021]. More recently,
argumentation theory has received particular attention in the XAI field (see [Čyras
et al., 2021; Vassiliades et al., 2021] ) as it naturally provides a means to construct
explanations and justifications.

While the link between decision-making and argumentation has been investigated
over several years [Atkinson et al., 2006; Amgoud and Prade, 2009; Fox and Parsons,
1998; Kakas and Moraitis, 2003; Müller and Hunter, 2012], the decision-aiding setting
itself has been little studied. Fore recall, a decision aiding context implies the existence
of at least two distinct actors (the user and the expert) both playing different roles;
at least two objects, the user’s concern and the expert’s (economic, scientific or other)
interest to contribute; and a set of resources including the user’s domain knowledge,
the expert’s methodological knowledge, money, time... The ultimate objective of this
process is to come up with a consensus between the user and the expert [Tsoukiàs,
2008]. For implementing and formalizing this dialogue, we have put in place several
tools to: i) conduct the interaction, ii) manage the various preference models, and iii)
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allow critics and feedback from the user. These different aspects are discussed in what
follows.

5.1.1 Conducting the interaction though a dialogue game.

A first step towards formalizing such a discussion is our work [Labreuche et al.,
2015], where a dialogue game is proposed to formalize the interaction representing
a decision-aiding situation, involving the exchange of different types of preferential
information, as well as other locutions such as justification. We have two players:
the DA (Decision Aider: the artificial agent) has the aim of constructing a solution
to a given decision problem. The DM (decision-maker: the human user) expresses
his preferences through feedback and has to be convinced by the solution. Moreover,
during the dialogue, the DA constructs a Knowledge Base (KB) composed of the
Preference Information (PI) provided by the DM and the accepted statements. The
protocol for our dialogue model is depicted in Figure 5.2, where grey nodes are for the
DM, white nodes for the DA.

Figure 5.2: Successive speech acts at each iteration

Briefly, each node in this graph is a locution, except for “Update”. This latter
enables the DA to analyze the exchanges made during the last iteration of the dialogue,
update the KB and construct the proposal for the next iteration. The outgoing arcs
from a node indicate the possible following locutions. A dialogue under this protocol
is composed of several iterations. Each iteration starts from the node “update” and is
organized around an assert(ion) or a question made by the DA and the feedback of
the DM. Among the results, we prove that this protocol satisfies desired properties,
in particular termination and efficiency (in the sense that the recommended option is
indeed among the most preferred of the decision-maker).

In this work, we mainly focus on constructing an interaction protocol that spec-
ifies the rules and conditions under which we can have a “coherent” interaction in a
decision-aiding context where the initiative is sometimes left to the user (e.g., ask for
an explanation). Different perspectives are possible besides the assumptions assumed
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to construct this first proposition that can be relaxed. The first one concerns the
preference elicitation process. Indeed, we use default weights and scores to handle in-
complete preference statements instead of relying on a specific technique/algorithm of
elicitation. Thus, it would be interesting to design a protocol that will consider the
elicitation task and generate recommendations supported by explanations. As we shall
see in Section 5.3 interleaving elicitation and explanation raises new questions. An-
other interesting perspective is to go through the implementation of such a protocol
and conduct experiments to validate the approach (see Section 5.3). A further chal-
lenge is exploring how the user’s preference information will be captured and integrated
into the system. Of course, how to present the recommendation and the supporting
explanation is an interesting issue, too (see Section 5.2 for a discussion). Finally, as
we shall see at the end of this document, this question of designing dialogues for an
artificial agent within an XAI context is also challenging for other application domains.

5.1.2 Managing various preference models.

In classic decision theory works, and given a decision situation, a decision analyst first
chooses the model based on the desired properties (axioms satisfied by the model)
and then proceeds to elicitation. This task will aim to set up the model assumptions
to work with for constructing the recommendation. However, in a practical context,
such a preliminary assessment might not be feasible. Thus, rather than making an
assumption that may later be found to be incorrect (as an example: the weighted mean
model is often used in many systems but without an explicit justification), our idea is
to simultaneously reason with several possible models and let the system decide the
one appropriate to the current user.

More precisely, we proposed in [Ouerdane et al., 2010; Labreuche et al., 2015]
an approach that allows the artificial agent to use a variety of decision models (able
to encompass most decision situations) to build its recommendation (as opposed to
adjusting the parameters of a single model). To account for this, an axiomatic approach
is adopted, where the use of a model is triggered by a set of properties that should the
decision maker’s preferences be fulfilled. In other words, to adapt to different DMs,
the DA will use a range of decision models Π, where a set of properties identifies each
model. Such properties correspond to some characteristics of the DM’s preferences,
corresponding to a set of conditions supporting the use of a given model.

For illustration, let us consider the following family Π of models: Simple Majority
model (noted πSM ), Simple Weighted Majority model (πSWM ), Mean model (πM ) and
Weighted Sum model (πWS ). Therefore, we denote by Q the set of properties. For a
given model π ∈ Π, each property can be either satisfied or not. For illustration, we
will consider the set of properties Q that include: (1) Cardinality of the model (car): it
means that the specific difference in performance values makes sense (when this property
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is not satisfied, only the ordering of options is relevant for comparison). (2) Non-
Anonymity of the model (nan): it suggests that criteria are not exchangeable (when this
property is not satisfied, all criteria are exchangeable). With Q = {car ,nan}, we can
describe the four decision models πSM , πSWM , πM , πWS . On top of the two properties,
Cardinality (car) and Non-Anonymity (nan), let us introduce a veto property (vet)
saying that there is a veto criterion. One can readily see that not all combinations
of properties yield a relevant decision model. Figure 5.3 shows the set of relevant
properties. For instance, the “outranking model” (noted πOR) corresponds to property
vector (⊥,⊤,⊤): it is ordinal but uses criteria weights and veto criteria. On the other
hand, property vector (⊥,⊥,⊤) has no relevant corresponding model as it satisfies
only veto. A similar situation arises for (⊤,⊥,⊤) and (⊤,⊤,⊤) as a cardinal model
(weighted sum) able to represent a veto criterion subsumes to a dictatorial rule (only
one criterion counts), which is not very interesting and can be represented by πOR.

πOR (⊥,⊤,⊤) πWS (⊤,⊤,⊥)

πM (⊤,⊥,⊥)πSWM (⊥,⊤,⊥)

πSM (⊥,⊥,⊥)

Figure 5.3: Structure Q with three properties

The set Q is used to guide the navigation among the different models (or associated
subsets of properties), depending on the properties that are currently satisfied or
contradicted.

Let us consider for illustration an excerpt of an exchange between a DA and a DM
as depicted in Example 5.1 (see Chapter 1). This exchange has as input the comparison
of the options over each criterion provided by the DM.

Example 5.1

Let us consider the following situation for illustration. Suppose that a decision-maker
specifies that he has to rank four options {a, b, c, d} (say, bikes to be deployed for sharing
in a big city). Each bike is evaluated on the set {c1, c2, c3, c4, c5} of criteria (say, price,
weight, aesthetic, gears, dimension). The comparison of the options over each criteria
(where x ≻ci y means that option x is strictly preferred to y on criterion ci) is as follows:

c1: d ≻c1 a ≻c1 c ≻c1 b;
c2: d ≻c2 a ≻c2 b ≻c2 c;
c3: b ≻c3 c ≻c3 a ≻c3 d;
c4: c ≻c4 b ≻c4 a ≻c4 d;
c5: b ≻c5 a ≻c5 c ≻c5 d.



5.1. Dialectical Tools for Decision Aiding 81

(1) DA: I recommend that b ≻ a ≻ c ≻ d.
(2) DM: Why b ≻ a?
(3) DA: b is better on a majority of criteria (c3, c4, c5).
(4) DM: I see, but still I would prefer a to b

(5) DA: Why?
(6) DM: Because a is better on the price and weight (c1, c2), these are very important.
(7) DA: Fine. I still recommend b over c.
(8) ...

At the first iteration (1), the DA generates a first recommendation from the partial
preferences of the DM and provides a justification at iteration (3). In this iteration (3),
solely based on comparisons provided by the DM and without any other information
(i.e. we do not proceed to the elicitation of more information), the DA assumes that
the model is πSM (in the Figure 5.3 node (⊥,⊥,⊥)). Note that the agent made
this assumption to start the interaction. The idea, as discussed previously, is that
during the dialogue, if we get a piece of additional information and this information
contradicts the assumption, we update the decision model. This is the case at iteration
(7), where the model πSWM is used due to statements [c1 = strong ], [c2 = strong ].
Technically, we move in the Figure 5.3 from node (⊥,⊥,⊥) to the node (⊥,⊤,⊥)

on the basis that c1 and c2 are more important than the other criteria, and thus
the Non-Anonymity (nan) property should be taken into account. Note that the
inference of the comparison among options is consistently constructed even though the
model is changing, thanks to the relation between the models and the related properties.

To navigate among the different nodes based on the responses of the decision-maker
during the interaction, we established a list of “critical responses (questions)” borrowed
from arguments schemes [Walton, 1996] (see the following section). Such responses offer
a way to identify what property is challenged or which should be taken into account.

5.1.3 Allowing critics/feedback through Critical Questions.

During the interaction with the system, it is necessary to provide the decision-
maker means to communicate with the system and express his doubts about the
conclusions and explanations (arguments) presented. Thus, the decision-maker is
involved in developing the recommendation by pointing out those elements that
appear missing or wrong in the reasoning steps assumed by the system. To this end,
we borrowed a tool from argumentation theory named “critical questions”. Indeed,
our first objective by relying on argument (explanation) schemes is a knowledge
representation exercise. By casting the reasoning steps under the form of argument
schemes, we make explicit assumptions usually hidden for the decision-maker, hence
allowing meaningful explanations. The second shows that argumentation tools
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facilitate the revision/update occurring during such a process. Indeed arguments
schemes come along with what we call critical questions. They represent attacks,
challenges or criticisms that, if not answered adequately, falsify the argument fitting
the scheme. Asking such questions throws doubt on the structural link between
the premises and the conclusion. They can be applied when a user is confronted
with the problem of replying to that argument or evaluating it and whether to accept it.

A first attempt to define what critical questions (responses) could be in a decision-
aiding situation is our thesis work [Ouerdane et al., 2010, 2011, 2008]. For illustration,
if we go back to our Example5.1, at the turn (7), the DA generates a recommendation
based on the reaction of the DM at turn (6), which through its response implicitly
modifies the decision model under use. Indeed, the DM’s response puts forward that
Non-Anonymity (nan) property is no longer fulfilled, as he considers precisely two
criteria (very important) in comparing a and b. We have identified the following set of
possible responses that could lead to the assumption that the nan property should be
taken into account:

• the criterion ci is more important than the criterion cj

• option x is better than option y on the coalition of criteria {ci, cj}

• if option x is preferred to y on the criterion ci, it should be the same on the
criterion cj

• x is too bad (or better than anyone else) on the criterion cj

In the Ex.5.1 the turn (6) is assumed to correspond to the second type of response.

Such responses were constructed by respecting the theory and concepts of decision-
aiding methodology. However, we believe that an experimental study aiming at ana-
lyzing the decision-maker’s behavior in a situation of decision support would probably
confirm such responses and allow us to identify other more realistic and practical re-
actions. Such a study could also validate the properties specified in [Labreuche et al.,
2015] and identify other natural features of the decision-maker preferences that we have
not thought about. Moreover, the use of critical questions is not restricted to challeng-
ing the preference aggregation procedure but is a promising tool to elicit preferences
(see Section 5.3).

5.1.4 Next steps

To summarize, the construction of the different components (see Figure5.1) of the
artificial agent depends on the decision situation faced by the user. Such a situation
will clearly impose a particular decision model in the classical setting. However, our
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idea is that rather than making an assumption that may later be found to be incorrect
(as an example: the weighted mean model is often used in many systems but without
an explicit justification), we suggest simultaneously reasoning with several possible
models and let the system decide the one appropriate to the current user. Therefore,
it is clear that elicitation/explanation/interaction (dialogue) algorithms should be
adapted to the considered situation.

A first baseline version of our artificial agent can be the one with: explanation
patterns [Belahcene et al., 2017b] and an elicitation mechanism [Viappiani and
Boutilier, 2009] for the additive utility model, with the interaction model of [Labreuche
et al., 2015], where the aim at the end is to articulate these components to provide an
integrated model. This baseline is still ongoing work, as the integration is not an easy
task, but we hope we can get the first version within Amoussou [(in progress)]’s PhD .

Finally, beyond this basic version, putting together the different pieces to build this
artificial agent for decision support opens up new work areas with new opportunities for
collaboration with new colleagues. These perspectives are discussed in the following.
We want to draw attention to the fact that the rest of the document is not intended to
have an exhaustive state of the art or to detail the contributions, but to give the few
avenues on which we wish to work in the coming years.

5.2 Explanation Schemes: Generation and Evaluation

In our different proposals for providing explanations to justify recommendations (see
Chapter 4), we have concentrated our efforts essentially on two MCDA models: the
additive model and the NCS model. Moreover, neither natural language generation nor
in vivo experimentation were investigated in the different contributions. For instance,
the complexity of explanations was assessed through proxies, such as length or number
of premises. Several perspectives can be envisaged to enrich our work in this perspective
of equipping an artificial agent with explanatory capacity.

5.2.1 New explanation schemes/patterns

In MCDA, various unexplored models remain for which the questions of constructing
explanation schemes are relevant. We aim to enrich our catalog with other explanation
(argument) schemes by considering additional decision models and situations. Such a
catalog will offer the artificial agent the ability to construct the appropriate explanation
according to the decision situation and thus a decision model. Moreover, even if our
research work has long focused on models or methods from the field of multi-criteria
decision aiding, our ambition is to open to methods and models in other areas such as
Operation Research (OR) and Machine Learning (ML).



84 Chapter 5. Interactive Recommendations and Explanations

Explaining outputs of Optimization Systems. In this direction, we have already
started within the PhD of Lerouge [(in progress)] a work in the OR field. In collabora-
tion with Vincent Mousseau (MICS, CentraleSupélec), Celine Giquel (LISN, Université
Paris-Saclay) and Decision Brain1, we investigate the question of explaining solutions
stemming from the Workforce Scheduling and Routing Problem (WSRP), an optimiza-
tion problem, to an end-user. In brief, a WSRP can be described as follows: given a
set of n mobile employees and a set of m geographically dispersed tasks, the problem
consists in building pairs of paths and schedules and in assigning a path-schedule couple
to each employee defining which tasks he should perform, in what order and at what
times. The objective is to design a family of path-schedule couples of minimum cost,
which accommodates as many tasks as possible while satisfying a set of constraints
[Castillo-Salazar et al., 2016]. For our purpose of explainability, the first proposition
was to consider an instance of WSRP and a solution and allow the user to query the so-
lution’s relevance. With the help of our industrial partner, Decision Brain, we identified
a bunch of questions that an end-user may ask. These questions are local - they relate
to a part of the solution - and contrastive [Lipton, 1990]. This reduces the size of the
calculation determining the explanatory content and in fine provides an explanation to
the user in real-time. More precisely, we use polynomial algorithms using tools from
local search or integer linear programming applied to small problems to compute an
explanation. Finally, to be intelligible to the user, the explanation takes the form of
concise text, written in a high-level vocabulary, and graphics (e.g. representations of
the solution, performance indicators of the solution). This is ongoing work, and we
aim to pursue it on different tracks. For instance, as we are dealing with a real-world
case study with an industrial partner, it would be interesting to tackle the evaluation
question. The idea is to conduct experiments with end users to get feedback on the
relevance of the produced explanations. This raises different questions as discussed in
Section 5.2.3.

Explaining outputs of ML models Regarding the ML direction, our first ten-
tative on this subject will be carried out in collaboration with Hopia2, Gianluca
Quercini (LISN, CentraleSupélec), Myriam Tami (MICS, CentraleSupélec) and Paul-
Henry Cournède (MICS, CentraleSupélec). Hopia is a start-up that offers a planning
solution for healthcare institutions. Among the question that Hopia should consider
to setting up optimized planning is to be able to establish the patient flows in a hos-
pital system. To this end, the project aims to investigate data-driven methodologies
that can assist in predicting/analyzing periodic behavior. More precisely, the ambition
is to develop predictive models based on integrating several data on the patient and

1A French company specializing in optimization software development has several client companies
who daily need to solve instances of WSRP https://decisionbrain.com

2https://hopia.eu

https://decisionbrain.com
https://hopia.eu
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the hospital department and considering patient flows between departments. In ad-
dition to predictions, the model will need to incorporate a measure of uncertainty in
the predictions (confidence intervals on the prediction) and accommodate incomplete
data. In this context, different machine learning models will be considered. Therefore,
to respond to the problem of trustworthy AI generated by using ML models and in
a sensitive context such as health, the project will design tools for the interpretability
and explainability of results appropriate to the context. In this perspective, we envisage
adopting an interactive approach where the explanation will be a source of interaction
to allow feedback, corrections and new information from the user (medical staff in this
situation), thus enriching the learning phase. Indeed, as pointed out by [Lindsell et al.,
2020] the successful use of AI tools in the health field depends not only on the progress
of AI algorithms but also on the human in the loop which involves all stakeholders.
This project is already initiated by a six months Master Internship at MICS started
on 2 May 2022, on the subject “AI for predicting Patients Flow” funded by DataIA3,
under our supervision. In the following steps, it is envisaged to construct with Hopia a
PhD subject and look for funding and a PhD Candidate.

5.2.2 Expressing and presenting an explanation?

In this context of generating explanations, another interesting and challenging question
is how to present (communicate) explanations to a user? We believe that a promising
direction is to approach the problem of explanation generation as a problem of planning
[Cawsey, 1993], where the idea is to find the path that leads to the conclusion. Since
our results identified several basic “operators” (under the form of argument schemes),
it is thus tempting to adopt this stance and design an explanation planner for our
decision-aiding setting. Several alternative plans with different explanation strategies
can be represented, which may be triggered depending on the context and user
feedback. This is planning under uncertainty since different user reactions may affect
execution. The user may thus interrupt a line of explanation, for instance, because he
cannot grasp a specific elementary step of the explanation, forcing him to backtrack
to an alternative -hopefully better suited- one. This unified framework could pave the
way for a potentially powerful mixture of approaches (using different types of argument
schemes within the same line of explanation).

Moreover, we did not rely on Natural Language Generation (NLG) tools to express
explanations for our different contributions. We aim to do so. Using the NLG tools
will imply tackling all the aspects of the generation process in a principled way,
from selecting and organizing the content of the explanation to expressing the chosen
content in natural language. Text generation involves two fundamental tasks: a process
that selects and organizes the content of the text (deep generation) and a process

3https://www.dataia.eu

https://www.dataia.eu
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that expresses the selected content in natural language (surface generation) [Reiter
and Dale, 2000]. The challenge is to develop a complete computational model for
generating explanation schemes tailored to the user’s preferences.

Moreover, for the surface generation, the literature [Forrest et al., 2018; Alonso and
Bugarın, 2019; Pierrard et al., 2019; Baaj and Poli, 2019] use mostly surface realizers
like SimpleNLG [Gatt and Reiter, 2009] to produce textual explanations, despite some
drawbacks. For instance, the latter does not easily handle the inclusion of notions or
concepts expressing uncertainty, probabilities or confidence in the text. On the other
hand, the NLG is a separate domain that is not necessarily mastered by the people who
implement XAI systems, which explains why the link between the two is still difficult
to establish, especially when it comes to extracting the relevant information from the
underlying model. We believe that there is a need to build a bridge between the extrac-
tion of the content of the explanation and the construction of the textual representation.

To meet this need, we have the idea to design a semantic representation of the
content of the explanation [Baaj et al., 2019]. Indeed, from our point of view, the ex-
planation generation process can be viewed as a sequence of three main tasks, namely:
(i) content extraction from an instantiated AI model, (ii) semantic representation of
this content and finally, (iii) text generation using NLG techniques [Baaj et al., 2019].
More precisely, content extraction is specific to each AI model (neural networks, expert
systems, etc.): it takes as input the instantiated model, i.e. all the values of the model
for given inputs (e.g. the values of the weights for a neural network, the execution
trace for an expert system, etc.). Conversely, the other components are common to all
models so that the mechanisms can be mutualized. This decomposition of tasks can
also help the evaluation by allowing, for example, to evaluate the content of the expla-
nation without considering the text generation. The ambition is to build a semantic
representation independent of the AI model. Thus, any specialist of an XAI model will
be able to represent his explanation without worrying about the textual part. This
perspective is joint work with Jean-Philippe Poli (CEA List), where our ambition is
to propose a formal structure that explicitly links the concepts (components) of the
explanation to each other and allows the representation of logical and causal relations
between these elements. This requirement has been emphasized by [Chari et al., 2020],
where it is claimed that such a representation can contribute to a better understand-
ing of explanations and be beneficial for constructing AI systems that will help users
through a so-called “distributed cognition” approach [Hollan et al., 2000]. The system
generates explanations aligned with the users’ needs in this context. The first tentative
in this perspective was addressed in [Baaj, 2022], but there is still work to develop a
convincing proposal.
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5.2.3 Evaluating and Assessing explanations

When dealing with systems that emphasize explainability, it is essential to assess
how pertinent explanations are correct. Until now, in our different contributions, the
complexity of explanations was evaluated through proxies, such as the length or the
number of premises.

Different works in psychology have discussed how a human user could evaluate or
perceive an explanation. For instance, [Miller, 2019] reviewed the main factors that
play a role in the human assessment of a “good” explanation. The authors state that
a good explanation needs to be coherent. That means that it must be consistent with
the end-users knowledge [Thagard, 1989]. In [Hoffman et al., 2018] different methods
for evaluating (1) the goodness of explanations, (2) whether users are satisfied by
explanations, (3) how well users understand the AI systems, (4) how curiosity motivates
the search for explanations, (5) whether the user’s trust and reliance on the AI are
appropriate, and finally, (6) how the human-XAI work system performs, are discussed.
On the other hand, Read and Marcus-Newhall [1993] consider that users prefer simpler
explanations (those that cite fewer causes) and more general explanations (those that
explain more events). Also, people do not usually judge an explanation based on its
probability but rather on its usefulness and relevance [McClure, 2002].

Several solutions have been proposed in the XAI literature to assess or evaluate
explanations [Mohseni et al., 2021]. The authors classify them into three methods:
(i) Application-grounded evaluation, where an expert directly evaluates how good an
explanation is, and (ii) Human-grounded evaluation, a human is asked to perform
simple experiments that are still linked to the target. For example, one or several
humans could be asked to select the best explanation among several of them, and
(iii) Functionally-grounded evaluation, where the idea is to assess the explanations of
one model with another model that has been previously validated as an explainable
model. Following the human-grounded evaluation, we have initiated a first work with
Jean-Philippe Poli (CEA List). This work focused on the generation and the evaluation
of the explanation [Poli et al., 2021]. In this proposal, an explanation is a sentence
in natural language dedicated to human users to provide clues about the process that
leads to the decision: the assignment of the label to image parts. We focus on semantic
image annotation with fuzzy logic that has proven to be a helpful framework that
captures both image segmentation imprecision and the vagueness of human spatial
knowledge and vocabulary. In this work, we presented two algorithms for textual
explanation generation of the semantic annotation of image regions. To compare the
two approaches, we evaluated both of them. In this aim, we use the questionnaire
presented in [Baaj and Poli, 2019]: it is based on 17 questions organized into three
categories: natural language, human-computer interaction and content and form. Each
question is evaluated with a Likert scale (from 1 “strongly disagree” to 5 “strongly
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agree”). Our panel consists of 40 respondents, with 20 medical staff members (medical
doctors, surgeons, nurses, radiologists), the other half being computer scientists (6)
and other various non-medical professionals (14). Among the results, the order of the
items inside an explanation seems to be essential for the end-users. conciseness is a
criterion of paramount importance.

Clearly, work still needs to be done to implement the most acceptable way to evaluate
our several explanation schemes. We will take advantage of our previous work and from
both psychology and XAI literature to set up experimental protocols and define criteria
that seem relevant regarding the decision-aiding situation. The goal will be to validate
the relevance of our explanation schemes from the point of view of a human user.

5.3 Interactive explanation and inconsistency management

While the classical incremental elicitation methods already involve an interactive pro-
cess whereby the system asks queries to the user (see for instance, [Benabbou et al.,
2017; Gilbert et al., 2017; Perny et al., 2016; Adam and Destercke, 2021]), there are
new challenges when one wants to integrate explanation facilities.

5.3.1 Mixed-initiative interaction

The current systems equipped with explanation features typically produce justification
at the very end of the process– together with their final recommendation. We
believe that an adequate explanation cannot be one shot and involves an iterative
communication process between humans and artificial agents. As humans can easily
be overwhelmed with too many or too detailed explanations, the interactive commu-
nication process helps understand the user and identify user-specific content for the
explanation. Moreover, cognitive studies [Miller, 2019] have shown that an explana-
tion can only be optimal if it is generated by considering the user’s perception and belief.

Under such a perspective, we think that a mixed-initiative system [Horvitz, 2000]
where elicitation, recommendation and explanation are tightly interleaved, is required.
According to [Horvitz, 2000], mixed-initiative systems refer “broadly to methods that
explicitly support an efficient, natural interleaving of contributions by users and
automated services aimed at converging on solutions to problems”. The management
in such systems is non-trivial, as it must be possible to decide which side should be
granted the initiative during the interaction. This implies carefully designing a protocol
which decides exactly how and when the initiative should be given to the user or kept
by the system and how the different commitments can be agreed upon or challenged.

In our context, one key issue will be identifying when exactly explanations can be
triggered by the system or asked for by the user. A further difficulty is that the nature
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of explanation patterns may vary. Some explanations will require a specific interaction
with the user, others will be planned beforehand, and visual explanation may be part of
the process. A careful analysis of the proposed protocols will guarantee termination or
efficiency properties of the protocol under natural assumptions of the user’s behavior.
Unfortunately, often the user cannot be assumed to respond consistently throughout
the interaction, which leads us to integrate means to manage inconsistency (see the
next point).

Moreover, as discussed in the previous section, an interesting tool for interaction and
getting feedback and new information from the user is the critical questions attached to
an argument scheme. In Chapter 4 we established various argument schemes to support
different types of recommendations (assignments, choices, pairwise comparisons); we
plan to rely on critical questions to evaluate such schemes. This perspective can keep
the user in the loop, which is often essential in a decision situation. Moreover, a thorough
study should be done, theoretically and by experiment, to see to what extent such a
tool could benefit the preference elicitation process.

5.3.2 Modeling and managing inconsistency

To produce a recommendation, the system questions the user to elicit her preferences
and fit them into a model. Based on these preferences, the system can produce a
recommendation. However, because the recommendation itself can be very large (think
of a ranking involving all the options), it is useful to allow incremental partial and/or
factored recommendations to be made throughout the interaction, on which the system
will seek the agreement of the user (e.g. “do we agree that product p is better than any
product which color is red?”, or “ do we agree that subset of options p1, p2, p3 should
not be considered as the product of choice?”). When the system puts it forward, the
user can critique it (preferences may be adjusted, corrected, the option may not be
feasible, or not available anymore, etc.) or asks for a justification, which the system
must provide. As a result, the system must deal with the inherent revision problem
induced by the possibly incoherent statements (either among themselves or with the
user assumed preference model).

More precisely, such “inconsistencies” may occur when, for instance: the DM’s state-
ments express conflicting preferences, the DM’s point of view is evolving during the
interaction process, and the DM’s reasoning is incompatible with the principles and
properties underlying the preference model, etc. Therefore, we aim to investigate mod-
eling and handling inconsistency during an interaction between an artificial system with
a user. Different issues arise: How should the system behave in the presence of inconsis-
tency in the situation where a (family of) model(s) cannot restore the DM’s preferences?
Should we revise the expressed preferences? Should we change the model? Thus, on
what principles? How to conduct the elicitation process by taking into account the in-
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consistency? Actually, on the one hand, neither active learning nor complete elicitation
strategies deal with the question of revising the model. On the other hand, generating
an explanation adds complexity to this question as it becomes legitimate to seek to
find/keep the information that will allow the construction of “good” explanations at the
end. We could rely on different strategies.

• Constructing maximally consistent subsets of statements. For instance, an ap-
proach that identifies minimal inconsistent sets of preference statements was pro-
posed by [Mousseau et al., 2003], i.e., subsets of statements that, when removed,
lead to a consistent system. Identifying such subsets would indicate the reason
for the conflicting information. In the same spirit, we can think of using logical
formulation and try to identify, for instance, a minimal unsatisfiable subset of
clauses (MUS) [Junker, 2004].

• Relying on a numerical estimation of inconsistency, such as a belief function.
Destercke [2018] has proposed a general setting based on evidence theory allow-
ing to deal with inconsistency and uncertainty in user feedback, which seems
attractive from the perspective of revising a model. With this perspective, it will
be an opportunity to collaborate with Sébastien Destercke (Heudiasyc, Université
de technologie de Compiègne, CNRS).

• Relaxing the aggregation model. One way to interpret the inconsistency is that the
actual decision model cannot represent the user’s preferences. We have proposed
a first solution based on an axiomatic approach toward relaxing/changing the
decision model. We envisage continuing to investigate this issue in the future. In
addition to the axiomatic approach, we may consider an automatic incremental
model selection: this is a challenging approach, as the learning process of the
model is intertwined with that of learning the preferences.

• Relying on explanatory dialogue. Finally, an interesting direction to solve incon-
sistency could be the approach described in [Arioua et al., 2016, 2017], where
the authors propose a framework of inconsistency handling through knowledge
acquisition through an explanatory dialogue. More precisely, by relying on
argumentation-based dialogue. The approach is based on interacting with a user
to acquire new knowledge and feedback to remove inconsistencies. This avenue
aligns with our vision of using argumentation and explanation through dialogue.
Thus it could be attractive to see to what extent it could be applied/extended to
our setting.

5.3.3 New perspectives for preference learning and elicitation

The preference elicitation task aims to correctly represent the user’s preferences
through a given model to fit the user’s rationality. As was pointed out by (Boutillier,
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2013): "no decision support system can recommend decisions without some idea of
what are the preferences of the user. This information cannot be coded into the system
in advance and raise the preference bottleneck: how do we get the preferences of the
user into the decision support system?"

Our ambition is to endow the virtual agent with tools to capture incrementally
the user’s preferences and feedback (contradicting a previous assertion, asking for an
explanation, etc.) while minimizing at the same time the cognitive effort of the user.
Under these perspectives, a challenging issue is a computational aspect. In particular,
we want to provide elicitation techniques that can cope with inconsistent or "noisy"
user feedback by automatically adjusting the model to the preference information
provided by the user.

We have already started work in this direction concerning the computational aspect
by proposing new tools based on logical formulations that have shown superior perfor-
mance to those of mathematical programming, a classical formalism in decision theory.
We intend to continue in this direction for other models of multi-criteria decision aiding.
In addition, in the midterm, we would like to investigate if it is possible to build tools
that combine the interpretability of MCDA models and the efficiency of machine learn-
ing algorithms. A trend in AI is the hybridization of the so-called symbolic mechanisms
and those of ML. It will be interesting to see how this hybridization can be designed in
a multi-criteria decision-aiding setting and which mechanisms we can implement. This
perspective will be the occasion to collaborate with some colleagues in ML in the lab.
Concerning the inconsistency part, several tracks were evoked in the previous para-
graph. Investigating how to efficiently couple these tools and the elicitation algorithms
will be a question.

5.3.4 Interaction: validation and evaluation

Designing an artificial agent with explanation features for decision-aiding purposes will
require a validation phase. In other terms, how to experiment and/or practice a decision-
aiding situation with the help of an artificial agent endowed with an explanatory ca-
pacity. Thus, we need to carefully elaborate: (i) what can be “good” indicators or
criteria to assess and validate the results. For instance, one can intuitively assess the
interaction’s convergence by making a compromise between accepting (or not) a recom-
mendation and the time spent to obtain the agreement. However, it is less clear how to
assess the impact of introducing an explanation within a recommendation). Moreover,
(ii) a methodology or a framework of how validation should be implemented. In other
terms, how to experiment and/or practice a decision-aiding situation with the help of
an artificial agent endowed with an explanatory capacity.
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5.4 Towards Decision Aiding for Collective Decision

We have always dealt with decision situations with the hypothesis of a single decision-
maker (end-user). We still have several interesting and rich avenues to explore
with many collaborations in prospect. Besides, in the longer term, we would like
to extend our work to the multi-decision maker, the multi-participant context. An
exception is our work in [Belahcene et al., 2018b]. In this paper, we were interested
in the problem of accountability of decisions issued from a non-compensatory sorting
model (NCS) [Bouyssou and Marchant, 2007a]. Two situations have been mainly
studied. In the first one, a committee must justify its decision as a possible NCS
assignment. The second situation arises when the assignment of a new candidate
is necessarily derived from jurisprudence. In this work, even we have a committee
(a group), but the explanation issue has been treated to account for the com-
mittee’s decision-making process towards an external entity. Therefore, we wish
to deal with the situation where the decision concerns a group of individuals, and
thus we need, for instance, to explain that the solution found is fair for the whole group.

In a collaborative decision problem, one seeks to aggregate different participants/a-
gents’ preferences on given alternatives to reach a joint decision. Examples of such
problems include voting problems such as the election of political representatives or
the choice of projects to be funded in a municipality, resource allocation and fair shar-
ing problems such as the assignment of papers to reviewers in a conference or the
assignment of students to courses, or coalition-building issues such as the assignment of
undergraduates to higher education institutions or the formation of student groups for
projects. The study of collective decision-making falls within the computational social
choice [Brandt et al., 2016], a sub-field of artificial intelligence that aims to analyze col-
lective decision-making from an axiomatic and algorithmic perspective. In this context,
participants can exchange information, oppose other participants, ask for clarification-
s/justifications, revise their views, establish strategies, etc., while having conflicting
opinions, interests and preferences. Different perspectives can be drawn from this set-
ting; we introduce what we think is interesting to do.

• Efficient tools for group preference elicitation. Most of the work on preference
learning in MCDA focuses on representing the preferences of a single decision-
maker (DM). In contrast, several real-world situations involve a group of decision-
makers in the decision process. Therefore, a challenging question could be develop-
ing tools for group preference elicitation, allowing each group member to provide
individual preference information to build a collective preference model accepted
by each decision-maker. Different issues arise, among others: Which formal lan-
guage (mathematical programming, Boolean formulation, etc.) can we rely on
to build efficient algorithms? How to manage inconsistency and revision in this
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setting?

• Multi-party dialogue: In the context of multi-agent systems, argumentation theory
is a means to facilitate multi-agent interaction, as it naturally provides tools to
design, implement and analyze sophisticated forms of interaction between rational
agents. It provides a framework for structuring interaction between agents with
potentially conflicting views while ensuring that the exchange respects certain
principles (e.g., consistency of statements and discussions between participants).
The idea here is to rely on tools of argumentation theory to analyze, structure,
and formalize collective decision-making mechanisms to construct an informed
joint decision [Bisquert et al., 2019]. Several works on multiparty dialogues in
argumentation exist [Bonzon and Maudet, 2011; Dignum and Vreeswijk, 2003].
However, several questions remain open. For example, how to aggregate the
opinions/preferences of participants? Several aggregation tools/models exist; it is
a question of setting up an efficient and effective way of doing so. Another issue is
how to consider the participants’ arguments during the interaction. For example,
participants do not necessarily present all their arguments simultaneously and may
even hide particular arguments for various reasons. They may also form coalitions
or have different roles during the discussion. So, what rules should be put in place
to structure the dialogue? Questions related to aggregating different arguments
from different participants during the dialogue are also an issue [Coste-Marquis
et al., 2007].

• Explainability for Collective Decision: In this case, we want to do the same work
we have done in defining argument schemes for decisions. These schemes took
into account a decision-maker’s preferences and features of the decision model.
We will try to see to what extent we can extend our work to a context with
several participants in the decision process. For instance, how can we ensure
that the participants accept the final decision? For example, it is a question
of extracting sufficient reasons that will support the joint decision, allowing the
adoption of this decision by the participants. Working in this direction will be an
opportunity to collaborate with colleagues in the Social Choice field, especially
Anaëlle Wilczynski (MICS, CentraleSupélec).

5.5 Summary

This chapter has exposed our ambitions for the next years and the research questions
we envisage answering to contribute to the Artificial intelligence and Decision theory
fields. The different questions will offer us great opportunities to collaborate with
various colleagues and future PhD students. We mentioned different possible new
collaborations, but our actual collaborations will continue without any doubt and with
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much pleasure.

We also have other projects that are not detailed in this manuscript. These projects
reflect our desire to, on the one hand, enrich our scientific background and, on the
other hand, to mobilize our knowledge acquired over the last years in new fields and
challenges in collaboration with some colleagues. As examples, we mention the following
two theses, where we will have the chance to participate in the supervision.

• Angélique Yameogo (October 2022). An XAI approach for the characteriza-
tion, Conceptualization and Detection of Fake News. Co-supervision with Régis
Fleurquin (IRISA, UMR CNRS 6074, Université de Bretagne Sud) and Nicolas
Belloir (CREC St-Cyr, IRISA, UMR CNRS 6074, Université de Bretagne Sud).
In collaboration also with Oscar Pastor (PROSS, Universidad Politécnica de Va-
lencia, Spain).

• Dao Thauvin (November 2022). Explanatory dialogue for the interpretation of
visual scenes 4. Co-supervision with Stéphane Herbin (ONERA5, the French
Aerospace Lab) and Céline Hudelot (MICS, CentraleSupélec, Université Paris-
Sacaly).

4In french: Dialogue explicatif pour l’interprétation de scènes visuelles.
5https://www.onera.fr/en/identity

https://www.onera.fr/en/identity
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literature considers different decision problems. We distinguish the choice, the sorting, the
pairwise comparison, and the ranking. Unlike formulations of choice, ranking and pairwise
comparison problems, which are comparative, sorting formulates the decision problem in
terms of assigning alternatives to predefined ordered categories C1, C2, ...Cp, where C1 (Cp,
resp.) is the worst (best, resp.) category. The assignment of an alternative to the appropriate
category is based on its intrinsic value and not on its comparison with other alternatives.

In addition, multi-criteria decision aiding results from an interaction between at least two
agents, an analyst and a decision-maker, where the analyst’s goal is to guide the decision-
maker in the construction and understanding of the recommendations of a particular deci-
sion problem. Decision theory and Multiple Criteria Decision Analysis (MCDA) have estab-
lished the theoretical foundation upon which many decision support systems have risen.
The different approaches (and the formal tools coming along with them) have focused for a
long time on how a “solution” should be established. But it is clear that the process involves
many other aspects that are handled more or less formally by the analyst. For instance,

• the problem of accountability of decisions is almost as important as the decision it-
self. The decision-maker should then be convinced by a proper explanation that the
proposed solution is indeed the best.

• it should be possible, for the decision-maker, to refine, or even contradict, a given
recommendation. Indeed, the decision-support process is often constructive, in the
sense that the DM refines its formulation of the problem when confronted to potential
solutions.

In addition, nowadays, decision support situations are omnipresent: they can arise when
the analyst’s role is assumed by a non-expert or even, in some cases, by an artificial agent.
This means that several aspects - such as learning preferences, structuring the interaction,
providing an explanation, handling user feedback,... - generally delegated to the human
analyst should be ideally managed by the artificial agent. Thus, on the one hand, we need a
formal theory on preferences and, on the other hand, a formal language making it possible
to represent the dialogue and explain and communicate its results to convince the user that
what is happening is both theoretically sound and operationally reasonable. In this context,
the main (complementary) axes of my research work are:

Axis1: Modeling and generating explanations for recommendations for complex decision
problems.

The question of the explanation (explainability/interpretability) of a decision, recommen-
dation, algorithm outputs, etc., often associated in the literature with the acronym XAI
(eXplainable AI), has become in recent years a crucial element in any ”trusted algorithmic
design”. Indeed, for high-stakes AI applications, performance is not the only criterion to
be taken into account. Such applications may require a relative understanding of the logic
executed by the system. In this case, the end-user wants an answer to the question “Why?”.
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eXplainable Artificial Intelligence (XAI) aims to provide methods that help empower AIs to
answer this question. Even though interest in this question has exploded with machine
learning tools and techniques, it dates back to expert systems, and since then, many works
have emerged. Various questions are explored, such as: generating and providing explana-
tions, identifying desirable characteristics of an explanation from the point of view of its
recipient, evaluating the explanation produced by the system, etc.

In general, my work focuses on the implementation of tools and algorithms for generating expla-
nations for recommendations stemming from multicriteria models which put user preferences
and judgments at the heart of the reasoning. Generating explanations in the MCDA con-
text is not a simple task; as different criteria are at stake, the user cannot fully assess their
importance or understand how they interact. Moreover, once the user is faced with the
result and the explanation, he may realize that it is not exactly what he expected. There-
fore, it can make changes or provide new information that will have effects, for example,
on the other phases of the decision aiding process (e.g., preferences learning step, see Axis
2). Thus, beyond making the result acceptable, presenting an explanation can impact the
representation of the user’s reasoning mode, which is at the base of the construction of
the recommendation. Furthermore, the challenge with this question is that the concept
of explanation varies depending on the decision context/problem and the decision model.
In this context, my research work focuses on two decision models: one very widely used
model, whether in decision theory or in machine learning, namely the additive model, and
the other which is Non-Compensatory Sorting model. With the first model, the work aims
to produce explanations for the pairwise comparison. In contrast, in the second, we seek
to explain the assignment of an alternative to a given category. To answer these questions,
different approaches and techniques are considered: argumentation schemes and mathe-
matical programming. In particular, the question of constructing explanations comes down
to formalizing argument (explanations) schemes that link premises (information provided
or approved by the user, or deduced during the process of preference learning, and some
additional hypotheses on the process of reasoning (from the assumptions of the model)) to a
conclusion (e.g. the recommendation) Finally, I am also interested in other models/systems,
for example, rule-based systems (classical, fuzzy) and optimization models.

• Concerned thesis: Manuel Amoussou (in progress), Mathieu Lerouge (in progress),
Ismail Baaj (2022), Khaled Belahcène (2018), Karim El Mernissi (2017).

Axis2: modelling of the interaction and preferences for the construction of adaptive deci-
sion support systems.

At present, when decision aiding support or recommendation systems (online, for example)
are in full expansion, an important aspect is that of succeeding in capturing and integrating
the preferences, habits, and reactions of users to try to produce the most compelling and
relevant recommendations from a user perspective. To meet this objective, I investigated
two lines of research.

• Setting up efficient preference learning mechanisms: learning and eliciting prefer-
ences is an essential step in a decision support process. This step aims to incorporate
user judgments as faithfully as possible into the decision model. It is crucial to develop
relevant and reliable recommendations, and any flawed process would lead to unsub-
stantiated advice being provided to users. In addition, preferences are an essential
object in many contexts, such as decision-making, machine learning, recommendation
systems, social choice theory, and various sub-fields of artificial intelligence. In this
context, the challenge is to build learning algorithms that are both efficient (from
a computational point of view) while keeping humans in the loop to integrate and
represent as faithfully as possible their expertise and their skills Knowledge.

The basic idea of   the multi-criteria decision support methodology is that, given a de-
cision problem, we collect preferential information from the decision-maker to build
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an evaluation model that must reflect the point of view. (the value system) of the
decision-maker and help him solve his decision problem. In other words, my research
is interested in implementing algorithms for the automatic learning of preferences
based on reference examples (a training set). Several models are studied: sorting, clas-
sification and point of reference models. To answer the question, different tools and
methods are used for the formulation of preference learning algorithms: mathematical
programming and logical formulations (SAT / MAxSAT).

– Theses concerned: Ali Tlili (2022), Pegdwendé Stéphane Minoungou (2022), Jinyan
Liu (2016)

• Design of adaptive dialogue protocols: decision support is an interaction between
at least two agents. Setting up an automatic system to support this interaction raises
several questions: how to model the system’s reasoning to allow ”efficient” interaction
with a user; how to make a formal link between the generation of the explanation and
the improvement of the learning process. Indeed, faced with an explanation, a user
can provide new information, invalidate old information, etc. These reactions strongly
contribute to feeding other phases of the decision support process, such as the learning
phase of the preference model. How to adapt classic preference learning algorithms to
manage inconsistent user feedback (inconsistency, erroneous information, etc.) while
automatically adjusting the model to the information provided by the user?

In this context, my research aims to provide a formal language to represent such an
interaction, explain it, communicate its results, and convince the user that what is
happening is both theoretically sound and operationally reasonable. To do this, we
propose to build and formalize an interaction protocol, which specifies the rules and
conditions under which we can have a ”coherent” interaction in a decision support
context where the initiative is sometimes left to the user (e.g. ask for an explanation).
We will rely on dialectical management and dialogue systems resulting from work in
multi-agent systems and argumentation theory.

– Theses concerned: Manuel Amoussou (in progress).

Finally, through the previous axes, our ambition is to obtain solid theoretical frameworks.
Beyond this, we wish to prove the utility and the applicability of the theoretical propositions
through real situations. The objective is to offer algorithmic solutions to real-world problems
by combining multicriteria decision support tools and artificial intelligence.

• Theses concerned: Ali Tlili (2022), Mathieu Lerouge (in progress), Manel Mammar
(2015), Massinissa Mammeri (2017)

Supervision
Thesis in progress

• Dao Thauvin.Explanatory dialogue for the interpretation of visual scenes (Funded AID-
ONERA). Co-supervised with 15% with Stéphane Herbin (ONERA) and Céline Hudelot
(MICS, CentraleSupélec). (Start November 2022).

• Mathieu Lerouge. Designing explanation schemes for recommendations stemming
from Optimization Systems: application to scheduling problems for facility man-
agement (MICS, CentraleSupélec- Decision Brain). Funding PSPC AIDA Project. Co-
supervision 30% with Vincent Mousseau (MICS-CentraleSupélec), Céline Gicquel (LISN,
Université Paris Saclay) (start December 2020).

• Manuel Amoussou. Interactive explanations in Multi-criteria decision aiding: handling
inconsistencies and levels of explanation. (MICS, CentraleSupélec). Funding PSPC AIDA
Project. Co-supervision 50% with Vincent Mousseau (MICS-CentraleSupélec) (start May
2020). Publications: [34].

5



Defended Thesis

• Ali Tlili (15/06/2022). Multicriteria Portfolio Management Optimization (MICS, Centrale-
Supélec - Dassault Systèmes). Funding Dassault Systèmes. Co-supervision à 50% with
Vincent Mousseau (MICS, CentraleSupélec), and Khaled Oumeima (Dassault Systèmes2).

– Publications: [3], [4], [38].

– Job: Operational Research Technology Specialist (Dassault Systèmes)

• Pegdwendé Stéphane Minoungou (13/05/2022). Learning an MR-Sort model from non
monotone data (MICS, Centalesupélec -IBM Zurich). Funding IBM. Co-supervision 50%
with Vincent Mousseau (MICS, CentraleSupélec) and Paolo Scoton (IBM Zurich).

– Publications: [2], [33].

– Job: Research Engineer, since 2022 (Anse Technology).

• Ismaïl Baaj (27/01/2022). Explainability of possibilistic and fuzzy rule-based systems.
(LIP6, Sorbonne Université- CEA List - MICS, CentraleSupélec). Funding CEA. Co-
supervision 30% with Nicolas Maudet (LIP6, Sorbonne Université) and Jean-Philippe
Poli (CEA List3).

– Publications: [14], [16], [35].

– Job: Post-Doc Telcome SudParis.

• Khaled Belahcène (05/12/2018). A contribution to accountable decision aiding : explana-
tions for the aggregation of preferences (LGI, CentraleSupélec - LIP6, Sorbonne Univer-
sité). Doctoral School INTERFACES research grant funding. Co-supervision (25%) with
Vincent Mousseau (LGI, CentraleSupélec), Nicolas Maudet (Sorbonne Université) and
Christophe Labreuche (Thales Research and Technology).

–

– Publications: [4], [5], [7], [9], [17], [18], [19], [34], [36], [37], [39].

– Job: Assistant Professor since 2019, Heudiasyc4, UTC.

• Massinissa Mammeri (28/11/2017). Decision aiding methodology for developing the con-
tractual strategy of complex oil and gas projects (LGI, CentraleSupélec - Total). Funding
Total. Co-supervision 50% with Franck Marle (LGI, CentraleSupélec).

– Publications: [22]

– Job: Business Intelligence Consultant since 2017 (SYSTRA).

• Karim El Mernissi (13/12/2017). Generation of explanations in rule-based systems (LIP6-
UPMC, LGI-CentraleSupélec, IBM). Funding IBM. Université Pierre et Marie Curie. Co-
supervision 50% with Nicolas Maudet (LIP6, UPMC) and Pierre Feillet (IBM)

– Publications: [20]

– Job: Data Scientist since 2019 (Orange, paris).

• Jinyan Liu (09/03/2016). Elicitation of preferences for a model based on reference points
(LGI, Ecole Centrale Paris). Funding CSC scholarship. Co-supervision 50% with Vincent
Mousseau (LGI, Ecole Centrale Paris).

– Publications: [8], [25], [40].

– Job: Tech Lead Data Scientist since 2019 (Faurecia, Paris).

2https://www.3ds.com
3http://www-list.cea.fr/en/
4https://www.hds.utc.fr/en.html
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• Manel Maamar (07/12/2015). Multi-criteria modeling and optimization with anticipa-
tion of a Leads marketplace (LGI, Ecole Centrale Paris). Funding Place des Leads. Co-
supervision 50% with Vincent Mousseau (LGI, Ecole Centrale Paris) and Alexandre Aubry
(Place des Leads).

– Publications: [24]

– Job: Machine Learning Consultant since 2019 (Groupe Pact Novation, Paris).

Master Thesis

• Nathan Rougier. Artificial Intelligence methods for prediction and management of
patient flows in hospital departments (MICS, CentraleSupélec). M2 (third year engi-
neering). In collaboration with Gianluca Quercini (LISN, Université Paris Saclay). Su-
pervision 70%. CentraleSupélec, 2021-2022. DataIA Funding.

• Antonin Billet, “Evaluation of a conceptual model of Fake News”. May- july 2022 at
St-Cyr Coëtquidan (M1). (33% with Nicolas Belloir, Saint-Cyr, IRISA and Oscar Pastor,
PROSS, Universidad Politécnica de Valencia, Spain).

• Evan Epivent, “Towards an XAI approach based on a conceptual model of Fake News”.
Stage de M1 à St-Cyr Coëtquidan. June- September 2022 (M1). (33% with Nicolas Belloir,
Saint-Cyr, IRISA and Oscar Pastor, PROSS, Universidad Politécnica de Valencia, Spain).

• Emilien Frugier. “Conceptual Modelling of Fake News”. 2021-2022. Double Diploma
St-Cyr Coëtquidan-CentraleSupélec (M2). (33% with Nicolas Belloir, Saint-Cyr, IRISA and
Oscar Pastor, PROSS, Universidad Politécnica de Valencia, Spain).

• Antonin Duval. Deep reinforcement learning in the multi-agent framework in simu-
lations (Thales Research & Technology). Msc IA5. Supervision 100%. CentraleSupélec,
2019-2020.

• Sanae Chouhani. Optimization of train movement in technicenter (SNCF). Master 2
OSIL. Supervision 100% CentraleSupélec, 2017-2018.

• Rihab Brahim. Improvement of industrial planning processes (LVMH). Master 2OSIL.
Co-supervision (30%) with Yves Dallery. 2016-2017.

• Léonel de la Bretesche. Optimization method from an outsourced warehouse Applica-
tion to the case of the Amazon-SMOBY warehouse (AMAZON). Master 2 OSIL. Supervi-
sion 100%. École Centrale Paris, 2014-2015.

• Massinissa Mammeri. Lead forecasting problem for a marketplace (Place des Leads).
Master 2 MODO (Modélisation, Optimisation, Décision et Organisation). Co-supervision
(25%) avec Denis Bouyssou (Université paris dauphine), Vincent Mousseau (ECP),
Alexandre Aubry (Place des Leads). Université Paris-Dauphine. 2013-2014.

• Lisa JUNGE. Hybridization and electrification of CLAAS tractors: potentials and eco-
nomic prospects, (CLAAS Tractor SAS). Master 2 OSIL. Supervision 100%. Ecole Centrale
Paris, 2012-2013.

• Liu Jinyan. Inference of a multi-criteria multi-decision maker ranking: a method based
on reference points. Research internship. Master 2 OSIL. Co-supervision (50%) with
Vincent Mouseau. Ecole Centrale Paris, 2011-2012.

• Bian Yuan. Multiple criteria models for competence-based project staffing. Research
internship. Master 2 OSIL (Optimisation des Systèmes Industriels et Logistiques), co-
supervision (50%) with Vincent Mousseau. Ecole Centrale Paris, 2011-2012

5https://www.centralesupelec.fr/fr/msc-artificial-intelligence
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Number
Theses in progress 03
Defended Theses 08
Master2 Theses 10
Master1 Theses 10

Table 1: Supervisions summary

Dissemination and Responsibilities
Contracts

• Funding of an M2 internship by the ”M2 2022 internship call” of DataIA6. Subject: Arti-
ficial Intelligence methods for the prediction and management of patient flows in hos-
pital services. In collaboration with Gianluca Quercini (LISN, Unviersité Paris Saclay).

• Scientific coordinator of WP-F (Generation and representation of explanations by the
AIDA System) of the PSPC AIDA (AI for Digital Automation) project carried by IBM (MICS
budget - 320k€). Start January 2020 (48 months).

• Coordination of a proposal in response to the ”Expression of Interest - IBM Research
Collaborations” through DATAIA7. This proposal resulted in the funding (120k€) of a
CIFRE thesis which began in March 2019 in co-supervision with Vincent Mousseau
(MICS, CentraleSupélec) and Paolo Scoton (IBM Zurich).

Prize and Distinction

• RCIS 2022 Best Forum Paper / Poster Award

• Doctoral and Research Supervision Bonus (2020-2024)

• Doctoral and Research Supervision Bonus (2015-2019)

Member of a Jury thesis

• Thesis of Fabien de Lacroix. Title: Dialogue to decide. Proactive expert recommendation
and fair multi-agent decision making. (Université Lille 1, 2015).

• Thesis of Olivier Sobrie. Title: Learning preferences with multiple-criteria models (Uni-
versité de Mons, 2016).

• Thesis of Tasneem Bani-Mustapha. Title: multi-hazards risk aggregation considering
trustworthiness of the assessment (LGI, CentraleSupélec, 2019).

Participation in committees

• Guest Editor pour EURO Journal on Decision Processes (EJDP), Special issue: Supporting
and Explaining Decision Processes by means of Argumentation 2018.

• Reviewer for International Journals : Journal of Autonomous Agents and Multi-Agent
Systems, Multi-Criteria Decision Analysis (JMCDA), Annals of Operations Research, Eu-
ropean Journal of Operation Research (EJOR), Argument and Computation, Operational
Research - An International Journal (ORIJ), The International Journal of Management
Science (OMEGA), Transaction on Fuzzy Systems.

6https://www.dataia.eu/appel-projets/appel-stages
7https://dataia.eu
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• PC international conferences and workshops : AAAI (2021, 2020, 2019), AAMAS (2019),
IJCAI (2022, 2021 (SPC), 2020, 2019, 2018), KR (2018), ECAI (2020), IPMU (2012), DA2PL8

(2020, 2018, 2016, 2012).

• PC national conferences and workshops : JFSMA (2022, 2021, 2020), RJCIA (2018, 2016,
2017), MFI (2013).

Participation, Presentations in conferences and seminars

• Wassila Ouerdane. Title: Generation of Textual Explanations in XAI: the Case of Se-
mantic Annotation. Explicability and symbolic reasoning in AI” seminar for the D2K9

working group, from Data to Knowledge, resumes its meetings. 23 November 2021

• Wassila Ouerdane. Title: The challenges of “intelligent” decision support: from pref-
erence learning to explaining recommendations. Journée “Philosophie des sciences et
Intelligence Artificielle10” (PS & IA 2020). 06 Feverier 2020.

• Wassila Ouerdane. Title: A Dialogue Game for Recommendation with Adaptive Prefer-
ence Models. MICS Seminar. 24 June 2019.

• Wassila Ouerdane et Vincent Mousseau. Title: Interactive Recommendation and Expla-
nation for Multiple Criteria Decision Analysis. Séminaire IRT SystemX11. 11 april 2018.

• Wassila Ouerdane. Title: Justified decisions are better than simple ones: explaining
preferences using even swap sequences. In 26th European Conference on Operational
Research. Rome, Italie. 1-4 July, 2013. Join work with Christophe Labreuche, Nicolas
Maudet and Vincent Mousseau.

Working Groups

• Member of the National French Research Group in IA ’Explainability’ working group
(https://gt-explication.gitlab.io/)

• Member of of the National French Research Group in IA (https://www.gdria.fr).

Teaching
Since my recruitment as a lecturer (assistant professor), I had taught or taught at all uni-
versity levels (Bachelor, Master) in the IT department at CentraleSupélec (when I arrived,
École Centrale Paris). I am also involved in the Master of Science Artificial Intelligence 12

of CentraleSupélec. The summary of the teaching hours is presented in the Table3. I also
supervise a number of end studies internship, gap year and group projects.

The number of hours mentioned in this table count the equivalent hours of tutorials per-
formed, generally distributed in lessons, tutorials and for certain courses in practical work
and project monitoring. I would like to point out that this service was impacted by three
maternity leaves: from January 17, 2011 to May 7, 2011; from October 17, 2014 to February 8,
2015 and from September 19, 2020 to March 18, 2021.

List of Current Courses and activities–2021/2022

• Information retrieval and processing of big data –112 students. Co-leader with Céline
Hudelot (MICS, CentraleSupélec)

8From Multiple Criteria Decision Aid to Preference Learning - https://event.unitn.it/da2pl2020/#home
9https://digicosme.cnrs.fr/event/groupe-de-travail-de-la-donnee-a-la-connaissance/

10https://afia.asso.fr/psia-2020/
11https://www.youtube.com/watch?v=it50bttu4P8
12https://www.centralesupelec.fr/fr/msc-artificial-intelligence
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Period Bachelor Level Master Level Total
2010-2011 85 36 121
2011-2012 67 150 217
2012-2013 130 150 280
2013-2014 67 150 217
2014-2015 85 33 118
2015-2016 120 158 278
2016-2017 125 126 250
2017-2018 112 135 247
2018-2019 112 135 247
2019-2020 200 50 250
2020-2021 78 32 110

Table 2: Summary Teaching hours

• Multi-agent system: architectures and reasoning –Master level, shared with the MSc
Artificial Intelligence, 55 students. Course leader

• Explainability of AI Systems - Master level, 60 students. Co-leader with Jean-Philippe
Poli (CEA List)

• SAFRAN AI Training: ”Multi-agent Systems” (16 participants) 2021 and 2022.

• DGA AI Training: ”Autonomous Agents and Decision Aiding” (10 participants) 2022.
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Appendix B

Publications

Wassila Ouerdane
November 2022

Articles under submission

• Khaled Belahcène, Vincent Mousseau, Wassila Ouerdane, Marc Pirlot, and Olivier
Sobrie. Multiple Criteria Sorting: a model-oriented survey. Submitted to 4OR
(October 2022)

• Manuel Amoussou, Khaled Belahcène, Nicolas Maudet, Vincent Mousseau, and
Wassila Ouerdane. Computing explanations for a multicriteria additive value
based model. Submitted to EJOR (September 2022).

• Mathieu Lerouge, Céline Gicquel, Vincent Mousseaun and Wassila Ouerdane.
Explaining solutions stemming from optimization systems solving the Workforce
Scheduling and Routing Problem to their end-users. Submitted to EJOR (July
2022)

Articles published in international peer-reviewed journals

[1] Khaled Belahcène, Vincent Mousseau, Wassila Ouerdane, Marc Pirlot, Olivier
Sobrie, Ranking with Multiple Reference Points: Efficient SAT-based learning
procedures, Computers & Operations Research, Volume 150, 2023.

[2] Pegdwendé Minoungou, Vincent Mousseau, Wassila Ouerdane, Paolo Scot-
ton. A MIP-based approach to learn MR-Sort models with single-
peaked preferences. Annals of Operations Research, Springer Verlag, 2022.
https://doi.org/10.1007/s10479-022-05007-5

[3] Ali Tlili, Oumaima Khaled, Vincent Mousseau, and Wassila Ouerdane. Inter-
active portfolio selection involving multicriteria sorting models. Ann Oper Res
(2022). https://doi.org/10.1007/s10479-022-04877-z
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[4] Ali Tlili, Khaled Belahcène, Oumaima Khaled, Vincent Mousseau, Wassila Ouer-
dane: Learning non-compensatory sorting models using efficient SAT/MaxSAT
formulations. European Journal of Operational Research 298(3): 979-1006 (2022)

[5] Alexandru-Liviu Olteanu, Khaled Belahcène, Vincent Mousseau, Wassila Ouer-
dane, Antoine Rolland, Jun Zheng: Preference elicitation for a ranking method
based on multiple reference profiles. 4OR 20(1): 63-84 (2022) .

[6] Anthony Hunter, Nicolas Maudet, Francesca Toni, Wassila Ouerdane. Foreword
to the Special Issue on supporting and explaining decision processes by means
of argumentation. EURO journal on decision processes, Volume 6, Issue 3–4, pp
235–236, 2018.

[7] Khaled Belahcène, Christophe Labreuche, Nicolas Maudet, Vincent Mousseau,
Wassila Ouerdane. An efficient SAT formulation for learning multiple criteria non-
compensatory sorting rules from examples. Computers and Operations Research,
Elsevier, Volume 97, pp 58-71, 2018.

[8] Valentina Ferretti, Liu Jinyan, Vincent Mousseau, Wassila Ouerdane. Reference-
based ranking procedure for environmental decision making: Insights from an
ex-post analysis. Environmental Modelling and Software, Elsevier, Volume 99,
pp.11-24. 2018.

[9] Khaled Belahcène, Christophe Labreuche, Nicolas Maudet, Vincent Mousseau,
Wassila Ouerdane. Explaining robust additive utility models by sequences of
preference swaps. Theory and Decision, Springer Verlag, Volume 82, Issue 2, pp
151-183, 2017.

[10] Wassila Ouerdane, Yannis Dimopoulos, Konstantinos Liapis, Pavlos Moraitis. To-
wards automating Decision Aiding through Argumentation. Journal of Multicri-
teria Decision Analysis, Volume 18, pp 289-309, 2011.

[11] Wassila Ouerdane. Multiple Criteria Decision Aiding: a Dialectical Perspective.
4OR: A Quarterly Journal of Operations Research, Springer Verlag, Volume 9,
Issue 4, pp 429–432, 2011.

Articles published in international conferences with peer review

[12] Nicolas Belloir, Wassila Ouerdane, and Oscar Pastor. Characterizing Fake News:
A Conceptual Modeling-based Approach. In proceedings of the 41ST internatinal
conference on Conceptual Modeling (ER) 2022. (to appear).



127

[13] Nicolas Belloir, Wassila Ouerdane, Oscar Pastor, Emilien Frugier, Louis-Antoine
de Barmon, A Conceptual Characterization of Fake News: A Positioning Paper.
In: Guizzardi, R., Ralyté, J., Franch, X. (eds) Research Challenges in Information
Science. RCIS 2022. Lecture Notes in Business Information Processing, vol 446.pp
662–669. Springer, Cham. 2022. (RCIS 2022 Best Forum Paper / Poster Award).

[14] Ismaïl Baaj, Jean-Philippe Poli, Wassila Ouerdane, Nicolas Maudet. Represen-
tation of Explanations of Possibilistic Inference Decisions. ECSQARU 2021: Eu-
ropean Conference on Symbolic and Quantitative Approaches with Uncertainty,
Sep 2021, Prague, Czech Republic. pp.513-527.

[15] Jean-Philippe Poli, Wassila Ouerdane, Regis Pierrard. Generation of Textual
Explanations in XAI: the Case of Semantic Annotation. 2021 IEEE Interna-
tional Conference on Fuzzy Systems (FUZZ-IEEE), Jul 2021, Luxembourg, Lux-
embourg. pp.9494589

[16] Ismaïl Baaj, Jean-Philippe Poli, Wassila Ouerdane, Nicolas Maudet. Min-max
inference for Possibilistic Rule-Based System. 2021 IEEE International Con-
ference on Fuzzy Systems (FUZZ-IEEE), Jul 2021, Luxembourg, Luxembourg.
pp.9494506.

[17] Khaled Belahcène, Christophe Labreuche, Nicolas Maudet, Vincent Mousseau,
Wassila Ouerdane. Comparing options with argument schemes powered by can-
cellation. Proceedings of the 28th International Joint Conference on Artificial
Intelligence (IJCAI-19), Macao,China. pp 1537-1543, 2019.

[18] Khaled Belahcène, Yann Chevaleyre, Nicolas Maudet, Christophe Labreuche, Vin-
cent Mousseau, and Wassila Ouerdane. Accountable Approval Sorting. Proceed-
ings of 27th International Joint Conference on Artificial Intelligence and 23rd
European Conference on Artificial Intelligence (IJCAI-ECAI 2018). Stockholm,
Sweden. pp 70-76, 2018.

[19] Khaled Belahcène, Christophe Labreuche, Nicolas Maudet, Vincent Mousseau and
Wassila Ouerdane. A Model for Accountable Ordinal Sorting. In proceedings of
the 26th International Joint Conference on Artificial Intelligence (IJCAI-2017),
Melbourne, Australia. pp 814-820, 2017.

[20] Karim El Mernissi, Pierre Feillet, Nicolas Maudet, Wassila Ouerdane. Introducing
Causality in Business Rule-Based Decisions. In proceedings of the 30th Interna-
tional Conference on Industrial Engineering and Other Applications of Applied
Intelligent Systems (IEA/AIE 2017), Arras, France. Springer, Advances in Arti-
ficial Intelligence: From Theory to Practice: pp.433-439, 2017.



128 Appendix B. Publications

[21] Mathieu Dernis, Wassila Ouerdane, Ludovic-Alexandre Vidal, Pascal Da Costa,
Franck Marle. Assessment of Sustainable Strategies based on DMM Approach
and Value Creation. In 19th International Dependency and Structure Modelling
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