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Résumé

Français
Dans cette thèse on étudie certains modèles d’arbres (D-arbre, P-arbre, ICRT) et de graphes
(modèle de configuration, graphe multiplicatif) à suite de degrés fixés. Pour cela, on développe de
nouveaux algorithmes qui construisent ces modèles en collant des branches les unes sur les autres.
En analysant ces constructions, on obtient des résultats sur la géométrie de nos modèles.

Pour les analyser, on utilise principalement deux méthodes. Tout d’abord, on modifie nos
algorithmes pour étudier les tailles des premières branches et là où elles sont collées. Ensuite, pour
prouver que nos modèles sont proches de leurs premières branches, on utilise la méthode de chainage.
Plus précisément, on divise nos algorithmes en grandes étapes, et on prouve qu’entre deux grandes
étapes les objets que l’on construit ne changent pas beaucoup.

Dans le chapitre 2, on étudie les ICRT et notamment leur compacité et dimensions fractales.
Dans le chapitre 3, on prouve des limites d’échelles des arbres à suite de degrés fixés, et on majore
leur hauteur. Dans le chapitre 4, on prouve des limites d’échelles pour les multigraphes à suites
de degrés fixés et surplus fixés, et on précise des connexions entre le modèle de configuration et
les graphes multiplicatifs. Dans le chapitre 5, on invente une théorie d’ R-arbre plan ce qui nous
permet de définir et d’étudier les ICRT plans, leurs "arbres-boucles", et des champs sur ces objets.
Ce chapitre a pour but d’être appliqué à l’étude des cartes aléatoires à suite de face-degrés fixés.

English
In this thesis, we study several models of trees (D-trees, P-trees, ICRT) and graphs (configuration
model, multiplicative graph) with fixed degree sequence. To this end, we introduce several new
stick-breaking constructions for those models, which glue branches on one another. By studying
those constructions, we prove several results on the geometry of our models.

To study those constructions, we mainly use two methods. First, we develop several modifica-
tions of our algorithms to study precisely the size of the first branches and where they are glued.
Then, to prove that the trees or graphs are close from the first branches, we use the chaining method.
More precisely, we split our algorithms in main steps, and prove that between two main steps the
objects we construct do not change much.

In Chapter 2, we study ICRT and notably their compactness and fractal dimensions. In Chapter 3,
we prove scaling limits for trees with fixed degree sequence, and we upper bound their height.
In Chapter 4, we prove scaling limits for multitrees with fixed degree sequence and fixed surplus,
and we explain several connections between the configuration model and multiplicative graphs.
In Chapter 5, we develop a new theory of plane R-tree, to define and study plane ICRT, the ICRT’s
looptrees, and some fields on those spaces. This chapter has been developed for the study of random
maps with fixed face-degree sequence.
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Chapter 1

Introduction

"Judge an artist not by the quality of what is framed and hanging
on the walls, but by the quality of what’s in the wastebasket."

Anon., quoted by Leslie Lamport

In this PhD thesis, we study uniform rooted trees with fixed degree sequence, and their limits,
P-trees and inhomogeneous continuum random trees (ICRT). This thesis contains four articles:

• [29] Compactness and fractal dimensions of inhomogeneous continuum random trees.
Probability Theory and Related Fields. https://doi.org/10.1007/s00440-022-01138-9

• [28] Limit of trees with fixed degree sequence. arXiv:2110.03378
• [27] Limit of connected multigraph with fixed degree sequence. arXiv:2112.07725
• [30] Looptree, Fennec, and Snake of ICRT. arXiv:2203.10891

In this introduction we explain the backgrounds, results, methods, and applications of those articles.
For applications, we will not detail all implications of our results to the old ones. Instead, we will
explain how they may or can be used to prove new ones. Notably, some of our results were actually
partly written to be used in two forthcoming articles, which should have been in this thesis:

• [26] Limit of looptree, fennec, and snake of trees with fixed degree sequence. In preparation.
• [25] A few notes on ICRT excursions. In preparation.

Since they are closely related to the others, we will explain some of their background and goals.
Along the way, the framed algorithms and results are new.

Contents
1.1 Main motivations, background, and algorithms . . . . . . . . . . . . . . . . 10

1.1.1 The choice of the models . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.1.2 Geometric background . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.1.3 Main algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

1.1.4 The chaining method . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

1.1.5 Some new martingale inequalities . . . . . . . . . . . . . . . . . . . . 27

1.2 Overview of the chapters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

1.2.1 Compactness and fractal dimensions of ICRT . . . . . . . . . . . . . . 28

1.2.2 Limit of trees with fixed degree sequence . . . . . . . . . . . . . . . . 31

1.2.3 Limit of connected multigraph with fixed degree sequence . . . . . . . 35

1.2.4 Looptree, Fennec, and Snake of ICRT . . . . . . . . . . . . . . . . . . 38
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1.1 Main motivations, background, and algorithms

1.1.1 The choice of the models

The configuration model

Our goal is to study graphs, also called networks. A graph is a set of vertices V connected by
some edges E ⇢ {{v, w}, v 6= w 2 V }. Let (Vi)i2N denote some vertices. Graphs are used in
many sciences to encode and study a large amount of information in a concise way. And usually,
having only partial information on real life networks, one use probabilistic models for their studies.
The main idea is to infer some properties of real life network by proving that they hold with high
probabilities for the theoretic graphs.

By doing so, we can use the properties of real life networks that we expect to hold, together
with some randomness to "fill our gap of knowledge". To choose a model, we must make a tradeoff:
On the one hand, with more information, the theoretic graphs usually get closer to real life networks.
On the other hand, with more information, the graphs get harder to study.

In this thesis, our only information are the degrees. Given a graph G = (V,E), we call the
degree of v 2 V , the number of edges incident to v, that is degG(v) := #{w 2 V, {v, w} 2 E}.
Thus, given a degree sequence (di)1in, we consider a random graph G uniform among all those
with vertices (Vi)1in and such that for every 1  i  n, degG(vi) = di.

For technical reasons, we actually consider the configuration model introduced by Bollabas [31].
In this model, we allow multiple edges between two vertices, and "self-loops", that is edges between
a vertex and itself. Since there are few multiple edges and few self-loops, and since they appear with
small probability, the configuration model is close to uniform graphs with fixed degree sequence.
Moreover, this model is much simpler to construct.

The configuration model is widely used as a reference model for social network: Vertices
are peoples, edges represent a friendship relation, and the degrees are the numbers of friends.
This model is often criticized as in social networks people tends to have connections with others that
are similar in some way (ideas, jobs, locations...), while in this model the vertices are "indifferent".
Despite those critics, this "indifference" leads to many useful combinatorial properties.

Multiplicative graphs

Another model of reference in both mathematics and computer science is the Erdös–Rényi graph
introduced in [51]. In this thesis we are interested in one of its generalization: multiplicative graphs.
In this model, given some weights (wi)1in, we sample a graph G = ({Vi}1in, E) such that
independently for every 1  i 6= j  n, the edge {Vi, Vj} is in E with probability 1� e�wiwj .

This model is introduced, by Chung and Lu [41], Norros and Reitu [73], Britton and Deijfun [34],
as a modification of the configuration model. Their idea is to replace the degrees by mean degrees,
to keep the independency of the edges of the Erdös Renyi model, to simplify the study of the graphs.
This proximity between those two models appear in several of our algorithms. And, we formalize
this connection by proving that the configuration model can converge toward multiplicative graphs.

Multiplicative graphs may also be generalized as follows: Given some weights (wi,j)1i,jn,
we may sample G = ({Vi}1in, E) such that independently for every 1  i 6= j  n, the edge
{Vi, Vj} is in E with probability 1� e�wi,j . The name "multiplicative graphs" then comes from
wi,j = wiwj . Although this generalization can modelize some "preferences" between the vertices,
it loses many key combinatorial properties of the configuration model and multiplicative graphs.
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From graphs to D-trees and P-trees

We first recall some background. Consider G = (V,E) a graph. A tuple (v1, v2, . . . , vk) is a path
from v1 to vk in G if {v1, v2}, . . . , {vk�1, vk} 2 E. We call k its length. Two vertices v, v0 2 V
are connected if there is a path from v to v0. G is connected if every v, v0 2 V are connected. The
connected components of G are the largest subsets C ⇢ V such that every v, v0 2 C are connected.
A path (v1, v2, v3, . . . , vk, v1) is a cycle if k � 3 and (vi)1ik are distincts. G is acyclic if it does
not have any cycle. A tree is a connected acyclic graph.

The configuration model and multiplicative graphs can morally be divided in three regimes.
When the degrees are small, the graphs only have small connected components. When the degrees
are large, there is one large component that contains most of the vertices, and the others are small.
In the critical regime, there are many connected components of "intermediate size". (See e.g. Dhara
[46] Chapter 1 and reference therein for a detailed account of the literature on the subject.)

In this thesis we focus on the critical regime. In this regime the components are "tree like": By
deleting a few edges, those components become trees. Reciprocally, the component can be obtained
by adding some edges to some "tree versions" of the configuration model and multiplicative graphs,
"D-trees" and "P-trees". We will detail this connection later, which is the heart of Chapter 4.

Given a degree sequence D = (di)1in, we call a D-tree a random tree T uniform among all
those with vertices {Vi}1in and such that for 1  i  n, degT (vi) = di. Given some weights
P = (pi)1in, we call a P-tree a random tree T such that for every tree t = ({Vi}1in, E),

P(T = t) /
Y

e={Vi,Vj}2E

(pipj), (1.1)

writing / for proportional. For convenience, we use some tiny modifications of those models.

Some brief words on a generalization of P-trees.

Similarly to multiplicative graphs one can generalize P-trees as follows: Given some weights
W = (wi,j)1i,jn, we call a W-tree a random tree T such that for every tree t = ({Vi}1in, E),

P(T = t) /
Y

e={Vi,Vj}2E

wi,j .

Again P-trees can be seen as "multiplicative-trees" with wi,j = pipj . Another important example
of W-tree are the uniform spanning trees: Consider G = ({Vi}1in, EG) a connected graph.
A spanning tree of G is a tree T = (V,E) such that E ⇢ EG. The adjacency matrix of G is
MG = (1{Vi,Vj}2EG

)1i,jn. It is easy to check that a MG-tree is a uniform spanning tree of G.
W-trees can be sampled with Aldous–Broder’s algorithm [9, 35] and Wilson’s algorithm [81].

Those algorithms are currently widely used for the study of uniform spanning trees. We refer for
instance to [18, 19, 56, 59, 74, 76] for the study of uniform spanning trees in finite dimensions.
Since our algorithms are also derived from Aldous–Broder’s algorithm, we expect that some of the
methods developed in this thesis should be useful to study W-trees.

Connection with Galton–Watson trees

Independently of the studies around the configuration model, Galton–Watson trees have received
a tremendous amount of attention, and notably in combinatoric. This model was introduced by
Galton and Watson in 1875, as a model of genealogical tree, to study the extinction of surnames.
In this model, vertices represent peoples, and edges represent a parent-child relation. For simplicity,
we consider only the people who give their surname, so everybody has one parent.
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Galton–Watson trees can be sampled as follows: Start with an ancestor. It gives birth to a
certain number of children according to a probability distribution µ on {0}[N. Then each of those
children gives birth independently of the others to a certain number of children according to µ.
Then the same holds for their children, and so on. . .

To define Galton–Watson trees rigorously, we need a way to encode them. To be coherent
with the rest of the thesis, we do not use Neveu’s notations, and instead use labeled rooted trees.
A rooted graph (resp. tree) (V,E, ⇢) is a graph (V,E) with a distinguished vertex ⇢ called the root.
Think of the root as the ancestor. Since it has 0 parent, its number of children is its degree. Since
the other vertices have one parent, their number of children is their degrees - 1. Hence given a
probability distribution µ on {0} [ N, a Galton–Watson tree with vertices {Vi}1in is a random
tree T such that for every rooted tree t = ({Vi}1in, E, ⇢),

P(T = t) /
nY

i=1

(degt(Vi)� 1 + 1Vi=⇢)!
nY

i=1

µ (degt(Vi)� 1 + 1Vi=⇢) , (1.2)

(where the factorials come from a counting argument.)
Before we explain how Galton–Watson and D-trees are related, we need to clarify something:

D-trees stand for either of two closely related models. On the one hand, we consider a uniform tree
T with true degree sequence (di)1in, that is such that for every 1  i  n, Vi have degree di.
On the other hand, we consider a uniform rooted tree T with fixed degree sequence (di)1in,
that is such that for every 1  i  n, Vi have di children. There is actually a simple bijection
between those two models. From a tree T with true degree sequence (di)1in with dn = 1, one
can construct a rooted tree with fixed degree sequence (di � 1)1in�1 by rooting T at the only
vertex connected to Vn and by removing Vn. Since this bijection only removes a leaf, that is a
vertex of degree 1, it does not change our results.

Then, by (1.2), a Galton–Watson tree conditioned on its degree sequence (the number of
children of (Vi)i2N) is a D-tree. Hence, Galton–Watson trees can be studied in two parts: the
degrees, and D-trees. This thesis focus on D-trees, while the degrees can be studied completely
apart as a sequence of independent random variables conditioned by their sum.

Some brief words on the connections with multiplicative and additive coalescent

Coalescent processes arise naturally in many sciences (see e.g. Bertoin [22] or Berestycki [21]). The
main principle is the following: we have some particles with some masses and those particles tends
to fuse at some rate to form new particles. To study coalescent we must make some assumptions:
First two disjoint fusions cannot hold at the same time. Then there is no fusion of three or more
particles. Also we often assume the law of conservation of mass that is (a) when two particles fuse,
the mass of the fusion is the sum of their mass, and (b) outside of fusions masses do not change.
Finally, the rate at which two particles fuse is a function  : R+2 ! R+ of their masses.

This thesis is related to two coalescent. Indeed, the multiplicative graphs, and by extension
the configuration model, are related to the multiplicative coalescent, where  : (x, y) 7! xy. Also
P-trees, and by extension D-trees, are related to the additive coalescent where  : (x, y) 7! x+ y.
Since those relations helped us find our algorithms, we will detail them. Moreover, they showcase
two crucial points of view on our models. On the one hand, the configuration model and D-trees
may be seen as multiplicative graphs and P-trees with "mass loss". On the other hand, multiplicative
graphs and P-trees are configuration models and D-trees with "infinite degrees and leaves".
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Connection with multiplicative coalescent

Informally the configuration model is constructed as follows. Consider D = (di)1in a degree
sequence. Consider around each Vi, 1  i  n, di half edges. The edges of the configuration model
are obtained by uniformly fusing those half-edges pair by pair.

Formally, we encode a multigraph G on {Vi}i2N as a matrix (#i,j(G))i,j2N, where for every
i, j 2 N, #i,j represents the number of edges between Vi and Vj . We call a function f : I 7! I a
matching if f � f = Id and for every x 2 I , f(x) 6= x.

Algorithm 1.1. Construction of the configuration model from D = (d1, . . . , ds):
- Let f = (f1, f2) be a uniform matching of {(i, j)}1is,1jdi .
- The configuration model is the random multigraph CMD with vertices (Vi)1is and such

that for 1  i  s, #i,i(CM
D) := 1

2

Pdi
a=1 1f1(i,a)=i and for 1  i 6= j  s,

#i,j(CM
D) :=

diX

a=1

1f1(i,a)=j =

djX

a=1

1f1(j,a)=i.

Informally, the configuration model can be constructed by recursively forming a full edge with
a uniform pair of half edges. By doing so, we have at each steps a collection of "half graphs"
which have some full edges and some half edges that still needs to be completed (see Figure 1.1).
Since when two half edges fuse, their half graphs fuse, this construction may be seen as a coalescent.
To add some independency in our construction, we consider that two half edges fuse at rate one.
Two half graphs with n1 and n2 half edges then fuse together at rate n1n2. And when they fuse,
since two of their half edges fuse, their fusion have n1 + n2 � 2 half edges. In addition a half graph
with n1 half edges, can have two half edges that fuse together at rate

�n1
2

�
.

V1 V2

V3

V4

V5

V6

V7

Figure 1.1: A partial construction of a configuration model with D = (3, 4, 2, 2, 1, 2, 2). Half edges
are in black dashed. The full edges of the configuration model already constructed are in red.

This coalescent is thus a multiplicative coalescent with some "mass loss" when half edges fuse.
This mass loss appears repeatedly in this thesis, and is the source of the new technical difficulties of
dealing with the configuration model and D-trees.

We can actually modify the configuration model to preserve the mass. Indeed, by multiplying all
the degrees by a constant c ! 1, we proportionally preserve the rates at which the half graphs fuse,
and the mass loss is negligible. However, we obtain at the limit infinitely many edges between each
pair of vertices. To avoid this issue, we temporary add some leaves that we remove on the limit.
Moreover, we prove in Chapter 4 that with the right amount of leaves the configuration model
converges toward multiplicative multigraph:
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Algorithm 1: The multiplicative multigraph from P = (p1, . . . , pn) 2 R+⇤n:

- Let (NP
i,j)1i,js be independent Poisson random variables, such that for 1  i  s,

NP
i,i have mean p2i /2 and for 1  i 6= j  s, NP

i,j have mean pipj .
- The multiplicative multigraph is the random multigraph MGP+ with vertices
(Vi)1is and such that for every 1  i, j  s, #i,j(MGP+) := NP

i,j .

Then by deleting the multiple edges and loops we recover multiplicative graphs. This is
not surprising since multiplicative graphs were introduced [41, 73, 34] as modifications of the
configuration model which preserves the independency of the edges, and because the "mass loss"
is due to the lack of independence in the configuration model. Furthermore, the connection
between Erdös–Rényi graph and multiplicative coalescent was already discovered by Aldous [12].
Nonetheless, understanding that multiplicative graphs are "configuration models with infinite degree
and leaves" helped us find many of our algorithms and results.

Connection with additive coalescent

Recall that D-trees and P-trees are "tree versions" of the configuration model and multiplicative
graphs. We discuss here "tree versions" of the coalescents presented before.

First let us introduce some notions. A plane tree is a rooted tree with for each vertex an order
for its children. We encode a plane tree T as a matrix (Vi,j(T ))1in,1jdi , where for 1  i  n,
1  j  di, Vi,j(T ) is the jth child of Vi. A matrix (Vi,j)1in,1jdi is a rooted tree if and only if
((Vi)1in, ({Vi, Vi,j})1in,1jdj ) is a tree, all vertices but the root have 1 parent, and the root
has 0 parent. As a result, we can construct plane D-trees as follows:

Algorithm 1.2. Matching construction of a plane D-tree from D = (d1, . . . , dn):
- Let (Ai)1in be a uniform permutation of (Vi)1in.
- Let ((Bi, ji))1in�1 be a uniform permutation of ((Vi, j))1in,1jdi .
- Let T = (Vi,j(T ))1in,1jdi be such that for every 1  i  n� 1, VBi,ci(T ) = Ai.
- Let TD be the matrix T conditioned by being a rooted tree.

V2

V5

V3

V1

V7

V4

V9

V6

V8

Figure 1.2: A partial coalescent construction of a D-tree with D = (3, 0, 2, 1, 0, 2, 0, 0, 0). Half
edges are in black dashed. The full edges already constructed are in red. The arrows provide the
orientation of the half edges (downward/upward).

Algorithm 1.2 can morally be interpreted as follows. First consider for each 1  i  n, one
half downward edge and di half upward edges around Vi. The half downward edges are encoded by
(Vi)1in, and the half upward edges by ((Vi, j))1in,1jdj . By permuting those half edges we
are actually forming pair between those half edges. And the final edges are the fusions of an half
downward edge with an half upward edge.
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As for the configuration model we can construct those pairs recursively. We must however take
care of not forming any cycle by pairing an half upward edge with its wrong half downward edge.
By doing so, we have at each step a collection of "half trees" which have some half upward edges
and one half downward edge (see Figure 1.2). And when we pair two half edges two half trees fuse.
Moreover, by a counting argument (see Addario-Berry, Barrett [3]), at each step the choice of the
pair of a downward edge and an upward edge is uniform among those that does not form a cycle.
Then we may consider that each such pair fuse a rate 1. By doing so, two half tree with a1 and a2
upward edges fuse at rate a1 + a2 and their fusion have a1 + a2 � 1 upward edges.

Hence, this coalescent is an additive coalescent with "mass loss" when two half edges fuse.
Here again we can modify D-trees to preserve the mass by multiplying the degrees by c ! 1 and
adding leaves. Moreover, we prove in Chapter 3, that in this case D-trees converge toward P-trees.
Finally we recover the link between additive coalescent and P-trees (see Evans, Pitman [52]).

1.1.2 Geometric background

"Scaling limit" as a main objective.

Now that we have introduced our models, let us explain what kind of properties we are studying.
We want to study the "geometry" of our graphs. More precisely, let G = (V,E) denote a graph.
One can put a metric dG on G such that for every x, y 2 V the graph distance between x and y,
dG(x, y) is the minimum length of a path in G between x and y. We are interested in the distance
between some random points, in the diameter of G, in the height of a tree T = (V,E, ⇢) that is in
maxx2V dT (x, ⇢), in more complex object such as a random walk. . .

We study such properties for "large" random graphs, that is as the number of vertices diverges.
To this end we follow a method proposed by Aldous in [10, 8, 11]: Instead of studying each property
individually, we study all of them at once by proving and studying some "scaling limits".

The "scaling limits" of graphs are then metric spaces. And for trees, the limits are R-trees
(geodesic loopless metric spaces, see Le Gall [61]). Since we want to study the geometry of the
limits, we naturally look at their compactness and fractal dimensions.

"Scaling limits" are also interesting to provide universal point of views on several models.
Indeed, if several models share the same limits, then they all asymptotically share similar properties.
As a result, each model may be a way to understand or even study many others. Then, the properties
that hold for many models tend to also hold in real life networks.

Brief overview of the past results on the geometry of our spaces

In the pioneer papers [10, 8, 11], Aldous introduce two main approaches to study random trees:
stick-breaking construction, and tree encodings by real process. Le Gall [61] throughly develop tree
encodings. This allows Le Gall and Le Jan [64, 63] to construct Lévy trees from Lévy processes.
From there Le Gall and Duquesne [50, 49] study in detail the geometry of Lévy trees, and notably
prove that Galton–Watson trees converge toward Lévy trees.

At the same period, using stick-breaking construction, Aldous, Camarri, and Pitman [16, 40]
prove that P-trees converge toward ICRT. Then Aldous Miermont, and Pitman [14, 15] introduce
encodings of P-trees and ICRT. They however fail to obtain precise results on the geometry of
P-trees and ICRT, and so leave some conjectures by comparison with Lévy trees [50, 49].

The objective of Chapter 2, 3 is to solve those conjectures using stick-breaking constructions.
Notably, we prove that D-trees converge toward ICRT. This implies, since Galton–Watson trees
are mix of D-trees with random degree sequence, that Lévy trees are mix of ICRT. We thus extend
several results from [50, 49].
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Due to the many development around Galton–Watson trees, tree encodings have earned an
interest of their owns. For this reasons we come back in Chapter 5 on the encodings of ICRT.
Although those encodings are real processes, our approach is entirely based on stick-breaking
construction, and we only see those processes as geometric objects on R2 constructed from ICRT.

In parallel, scaling limits have been used to study the configuration model (see e.g. [42, 54, 47])
and multiplicative graphs (see e.g. [37, 36]). However, for technical reasons, the previous works
consider random degrees sequence. This weaken the main strength of our models which is to
incorporate arbitrary degree sequence. We remove this technical assumption in Chapter 4.

Fractal dimensions

This part can be skimmed on a first reading. In the entire part X is a metric space, and for every
x 2 X , " > 0, B(x, ") denotes the closed ball centered at x with radius ".

Definition. (Minkowski dimensions) For every " > 0 let N" be the minimal number of closed balls
of radius " to cover X . Define the Minkowski lower box and upper box dimensions respectively by

dim(X) := lim inf
l!1

logN1/l

log l
and dim(X) := lim sup

l!1

logN1/l

log l
.

Definition. (Packing dimension) For every s � 0 and A ⇢ X let

P s
0 (A) := lim sup

�!0

(
X

i2I
diam(Bi)

s

����� {Bi}i2I are disjoint balls B(x, r) with x 2 A and r  �

)
.

and

P s(X) := inf

( 1X

i=1

P s
0 (Ai)

�����X ⇢
1[

i=1

Ai

)
.

Then P s is a decreasing function of s, and we define the packing dimension of X as

dimP (X) := sup{s, P s(X) < 1}.

Definition. (Hausdorff dimension) For every s, r � 0 write

Hs
r (X) := inf

diam(Ai)r

( 1X

i=1

diam(Ai)
s

�����X ✓
1[

i=1

Ai

)
.

The Hausdorff dimension of X is defined by

dimH(X) := sup

⇢
s, sup

r2R+
Hs

r (X) < 1
�
.

We have the well-known inequalities (see e.g. Falconer [53]). As a result, we only need to lower
bound the Hausdorff and Packing dimensions, and to upper bound the Minkowski dimensions.

Lemma 1.1.1. For every metric space X we have

dimH(X)  dim(X)  dim(X) and dimH(X)  dimP (X)  dim(X).

To lower bound the Hausdorff and Packing dimensions, we do not use their definitions, and we
use instead the following extension of Theorem 6.9, and Theorem 6.11 from Matilla [70].

Lemma 1.1.2. Let p be a Borel probability measure on X and s 2 R+.
a) If p-almost everywhere lim inf p(B(x, "))"�s < +1 as "! 0, then dimP (X) � s.
b) If p-almost everywhere p(B(x, ")) = O("s) as "! 0, then dimH(X) � s.
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Some brief general words on transport theory

To formally define "scaling limit", we need to explain the meaning of "having a similar geometry".
To this end, we use some distances from transport theory (see e.g. Villani [80] Chapter 27).
Those distances can be decomposed in two main parts: First a way to "move" a metric space with
eventually some additional structure, and a way to "deform" them. The distance between two metric
space then consists in the minimal cost of the deformations.

To study the graph distances, we must conserve the metrics when we "move" the metric spaces.
For this reason, isometries (functions from a metric space to another which preserves the metrics)
are our references to move the metric spaces. In addition, our metrics space may be "pointed",
to force that while we move our spaces, some specific vertices reach some specific locations.
For instance, to study the height, we must point the trees at their root in order to preserve the height.
Similarly, when we consider the distance between random vertices in a graph, we must preserve the
law of the distance and so the probability measure on the metric spaces.

On the other hand, when we choose a way to "deform" the spaces we must estimate by how
much some quantities differ (height, diameter, distances between some vertices...). So we must be
able to change those quantities, and the cost of the deformations must be relevant for them.

In the rest of the subsection we formally define the main metrics we consider. The reader may
wish to simply skim this part on a first reading, and refer back to it if needed.

Gromov–Prokhorov (GP) topology

A measured metric space is a triple (X, d, µ) such that (X, d) is a Polish (separable complete
metric) space and µ is a Borel probability measure on X . Two such spaces (X, d, µ), (X 0, d0, µ0)
are called isometry-equivalent iff there exists an isometry f : X ! X 0 such that if f?µ is the image
of µ by f then f?µ = µ0. Let KGP be the set of isometry-equivalent classes of measured metric
space. Given a measured metric space (X, d, µ), we write [X, d, µ] for the isometry-equivalence
class of (X, d, µ) and frequently use the notation X for either (X, d, µ) or [X, d, µ].

We now recall the definition of the Prokhorov’s distance. Consider a metric space (X, d). For
every A ⇢ X and " > 0 let A" := {x 2 X, d(x,A) < "}. Then given two (Borel) probability
measures µ, ⌫ on X , the Prokhorov distance between µ and ⌫ is defined by

dP (µ, ⌫) := inf{ " > 0: µ{A}  ⌫{A"} and ⌫{A}  µ{A"}, for all Borel set A ⇢ X}.

The Gromov–Prokhorov (GP) distance is an extension of the Prokhorov’s distance: For every
(X, d, µ), (X 0, d0, µ0) 2 KGP the Gromov–Prokhorov distance between X and X 0 is defined by

dGP((X, d, µ), (X 0, d0, µ0)) := inf
S,�,�0

dP (�?µ,�
0
?µ

0),

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGP is indeed a distance on KGP and (KGP, dGP) is a Polish space (see e.g. [1]).

We use another convenient characterization of the GP topology which relies on convergence of
distance matrices: For every measured metric space (X, dX , µX) let (xXi )i2N be a sequence of i.i.d.
random variables of common distribution µX and let MX := (dX(xXi , xXj ))(i,j)2N2 . We have the
following result from [66],

Lemma 1.1.3. Let (Xn)n2N 2 KN
GP and let X 2 KGP then Xn�!GP X as n ! 1 if and only if

MXn converges in distribution toward MX .

With the next extension, we morally need less information on the limit to prove convergence.
Its proof, in Chapter 3, is short and use only basic topology.
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Lemma 1

Let (Xn)n2N 2 KN
GP and let X 2 KGP. Let (yXi )i2N be a sequence of random variables on

X and let NX := (dX(yXi , yXj ))(i,j)2N2 . If

MXn
(d)�!NX and

1

n

nX

i=1

�yX
i

(d)�!µX ,

then Xn�!GP X and thus MX and NX have the same distribution.

Gromov–Hausdorff (GH) topology

Let KGH be the set of isometry-equivalent classes of compact metric space. For every metric space
(X, d), we write [X, d] for the isometry-equivalent class of (X, d), and frequently use the notation
X for either (X, d) or [X, d].

For every metric space (X, d), the Hausdorff distance between A,B ⇢ X is given by

dH(A,B) := inf{" > 0, A ⇢ B", B ⇢ A"}.

The Gromov–Hausdorff distance between (X, d),(X 0, d0) 2 KGH is given by

dGH((X, d), (X 0, d0)) := inf
S,�,�0

�
dH(�(X),�0(X 0))

�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGH is indeed a distance on KGH and (KGH, dGH) is a Polish space. (see e.g. [1])

Gromov–Hausdorff–Prokhorov (GHP) topology

Let KGHP ⇢ KGP be the set of isometry-equivalent classes of compact measured metric space. The
Gromov–Hausdorff–Prokhorov distance between (X, d, µ),(X 0, d0, µ0) 2 KGHP is given by

dGHP((X, d, µ), (X 0, d0, µ0)) := inf
S,�,�0

�
dP (�?µ,�

0
?µ

0) + dH(�(X),�0(X 0))
�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGHP is indeed a distance on KGHP and (KGHP, dGHP) is a Polish space. (see [1])

Note that GHP convergence implies GP convergence and that random variables GHP measurable
are also GH measurable. For all [X, d, p] 2 KGHP, let [X, d] denote its natural projection on KGH.
Note that GHP convergence implies GH convergence of the projections on KGH, then that the
projection on KGH is a measurable function. Moreover, we prove the following result in Chapter 3:

Lemma 2

Let ([Xn, dn, pn])n2N and [X, d, p] be GHP measurable random variables in KGHP. Assume
that almost surely [X, d, p] have full support. Assume that ([Xn, dn, pn])n2N converges
weakly toward [X, d, p] in a GP sens, and that ([Xn, dn])n2N converges weakly toward
[X, d] in a GH sens. Then ([X, d, p])n2N converges weakly toward [X, d, p] in a GHP sens.

The proof morally goes as follows: We use the GP and GH convergence to prove GHP tightness.
We then consider a GHP limit [X 0, d0, p0], which is thus also a GP and a GH limit. So we may
assume that almost surely [X, d, p] =GP [X 0, d0, p0]. On the one hand, the GH convergences imply
that X and X 0 have the same size. On the other hand, the GP convergences imply that the support
of p and p0 have the same size. As a result, since p has full support, p0 must also has full support.
We deduce with basic topology that almost surely [X, d, p] =GHP [X 0, d0, p0].
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1.1.3 Main algorithms

Notations: Throughout this thesis, similar variables for our models share similar notations. To
avoid any ambiguity, the models that we are using and their parameters are indicated by superscripts
Dn, Pn, ⇥n. . . We often drop those superscripts when the context is clear.

Time complexity and geometry

Up to this point, we defined our models, we explained some of their combinatorial interpretations,
and we decided to study their scaling limits. We now present our main tools to study their geometry.
First, since we research some complex properties, we want "simple" constructions for our models.
The "simplicity" of a construction can be measured with its time complexity, that is the number of
steps needed to run it. In research, having low complexity, means that we need to study less steps,
and that we may access more directly to some specific informations.

Then, constructing a tree of size n, requires at least n steps to add each vertex. We call a
construction linear if it takes O(n) steps. And a construction may be seen as "simple" if it is linear.
In fact, many linear algorithms, notably coalescents, are hard to use, and we can somehow be faster.
Indeed, to measure the distance between a few vertices, we do not need to construct the whole tree
as we only need the paths between those vertices. Moreover, studying the distance between random
vertices is by definition directly equivalent to study the GP geometry of our trees.

More generally, we use the notion of leaf tightness introduced by Aldous [11]. First, a subgraph
(resp. subtree) (V 0, E0) of a graph (resp. tree) (V,E), is a graph such that V 0 ⇢ V and E0 ⇢ E.
Given a tree T = (V,E) and some vertices V 0 ⇢ V , the subtree T 0 = (W,E0) of T spanned by V 0,
is the subtree of T such that for every v 2 V , v 2 W iff v is on a path between two vertices in V 0.
Morally, a family of tree is leaf tight if the subtrees spanned by a few leaves approach well the trees.

Formally, consider some random trees (Tn)n2N, with eventually some additional structures.
Let (dn)n2N be the graph distances on (Tn)n2N, and let (�n)n2N be some scaling factors in R+⇤.
For every n 2 N let (Ln

i )i2N be independent uniform leaves in Tn. And let for every n 2 N, k 2 N,
Tn
k be the subtree of Tn spanned by Ln

1 ,. . . , Ln
k . Finally let d⇤ be a distance on metric spaces, with

eventually some additional structures. We say that (Tn)n2N is leaf tight for d⇤ if

8" > 0, lim sup
k!1

lim sup
n!1

P(d⇤((Tn
k ,�

ndn), (Tn,�ndn)) > ") = 0.

Aggregations of paths/Stick–breaking constructions

Given a tree T , a subtree T 0 of T , a vertex v 2 T , the projection of v on T 0 is the closer vertex from
v in T 0. Any tree T with root ⇢ and leaves L1, . . . , Lk is an union of some paths (see Figure 1.3):
the path between L1 and ⇢, the path between L2 and its projection on the subtree spanned by ⇢, L1,
the path between L3 and its projection on the subtree spanned by ⇢, L1, L2, and so on. . .

Based on this description, we use Aldous–Bröder’s algorithm [9, 35] to construct our trees. Let
(Ai)i be a sequence of vertices. Start with a root vertex A1 then recursively add the edge {Ai�1, Ai}
when Ai is "new", that is when Ai /2 {Aj}j<i. In this thesis, we add an edge between Ai�1 and a
new leaf when Ai is a "repetition", that is when Ai 2 {Aj}j<i. By doing so, the previous paths
corresponds exactly to the vertices between two repetitions.

A better way to understand this aggregation of paths is through stick-breaking constructions.
Morally, first consider (Ai)i as a line of distinct vertices. Then recall that there is no edges
{Ai�1, Ai} when Ai is not new, so cut those edges. This gives you a collection of paths or sticks.
Finally identify the vertices which are equal, or equivalently glue the paths at the repeated vertices.
So our trees can seen as a collection of sticks glued on one another. And we can study their geometry
through the positions of the cuts and the positions of the glue-points.
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Stick breaking construction of D-trees

A sequence (di)1is is a degree sequence of a rooted tree if and only if
Ps

i=1 di = s� 1, and by
convention d1 � d2 � · · · � ds. Let ⌦D be the set of such sequences. Recall that we encode a
plane tree T as a matrix (Vi,j)1in,1jdi , where Vi,j denote the jth child of Vi. Also, for every
D 2 ⌦D we let LD

1 , LD
2 , . . . be the leaves (that is the vertices Va1 , Va2 . . . with a1  a2  . . . and

da1 = da2 = · · · = 0). For every graph G = (V,E) and edge e = {v1, v2}, G [ e denotes the
graph (V [ {v1, v2}, E [ {e}). We say that a vertex v 2 G if v 2 V . The following algorithm is a
bijection between some permutations and plane trees with degree sequence D = (d1, d2, . . . , ds).

Algorithm 2: Stick-breaking construction of a plane D-tree (see Figure 1.3).

- Let (AD
i , U

D
i )1is�1 be a uniform permutation of {Vi, j}1is,1jdi .

- For every 1  i  s� 1 let

WAi,Ui
=

(
Ai+1 if Ai+1 /2 {Aj}ji.

Linf{k,Lk /2Ti�1} if Ai 2 {Aj}ji or i = s� 1.

- Let TD be the plane tree (Wi,j)1is,1jdi .

V4

V5

V2V3

V1

L1L2

L3

L4L5

L6

Figure 1.3: Stick breaking construction of a plane D-tree with ((AD
i , U

D
i ))1is�1 =

((V4, 2), (V5, 3), (V2, 2), (V5, 1), (V3, 1), (V4, 3), (V5, 2), (V4, 1), (V1, 1), (V2, 1)). The exploration
starts at V4 then follows the white-black arrow toward L1, then jumps at V5 toward L2 and so on. . .

Let us give a combinatorial interpretation of Algorithm 2. First, recall the connection between
plane D-trees and additive coalescent. In particular, recall that for every 1  i  s, we consider
one downward and di upward edges around Vi. Also, we can construct plane D-trees by recursively
fusing a uniform pair of a downward edge and an upward edge that does not form any cycle.
We now instead sample only the upward edges, and choose the downward edges. More precisely,
we first sample a permutation of the upward edges. Then we may fuse at each step the upward edge
with the downward edge corresponding to the next upward edge. Those fusions have several issues.
First, we try to fuse upward edges with a downward already fused. Also, we are forgetting the leaves.
To avoid those problems, instead of fusing some upward edges with a downward edge already fused,
we instead fuse them with a downward edge of a new leaf.

This construction may be seen in a different order: Start at L1. Repeat until you hit the root:
look at your downward edge, look at the upward edge fused with this downward edge, go to the
corresponding vertex. . . Next restart at L2 and go down as previously to the subtree spanned by
the root and L1. Repeat for L3, L4, . . . In a wider setting, this order is used in Wilson’s algorithm,
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which is also a modification of Aldous–Broder algorithm to recursively look at the subtrees spanned
by specific vertices. We changed this order thanks to the many symmetries of D-trees.

In Chapters 3–4, we use the following simplification of Algorithm 2, which was independently
found by Addario-Berry, Donderwinkel, Maazoun, and Martin in [6] while I was writing this thesis.

Algorithm 3: Stick-breaking construction of a rooted D-tree.

- Let (AD
i )1is�1 be a uniform D-tuple (tuple such that 8i 2 N, Vi appears di times).

- Let TD
1 := ({A1}, ;) then for every 2  i  s let

TD
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1.

Ti�1 [ {Ai�1, Linf{k,Lk /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD denotes the rooted tree (Ts, A1).

Stick-breaking construction of P-trees

Historically, P-trees was first introduced by Pitman and Evans [52] to study additive coalescent.
They also noticed that P-trees can be constructed by Aldous–Bröder algorithm. This construction
was then used by Aldous, Camarri, Pitman [16, 40] to study the geometry of P-trees.

In this thesis, we slightly extends this model to consider all the possible limits of D-trees.
Morally, in terms of coalescent, we are adding some "dust", which consists in infinitely many
particles of mass null with total mass no null. From a tree point of view, many vertices of small
degrees may contribute together to the total degrees.

Let ⌦P be the set of sequence (pi)i2N[{1} in R+ such that
P1

i=1 pi + p1 = 1, p1 > 0 and
p1 � p2 � . . . . Let (Vi,1)i2N and (Li)i2N be some vertices different from (Vi)i2N. For every
P 2 ⌦P , the P-tree is the tree constructed as follows:

Algorithm 4: Definition of the P-tree for P = (pi)i2N[{1} 2 ⌦P .

- Let (AP
i )i2N be i.i.d. random variables such that for all i 2 N, P(AP

1 = Vi) = pi.
- For every i 2 N, let BP

i = Ai if Ai 2 N, and let BP
i = V1,i otherwise.

- Let TP
1 := ({B1}, ;) then for every i � 2 let

TP
i :=

(
Ti�1 [ {Bi�1, Bi} if Bi /2 Ti�1.

Ti�1 [ {Bi�1, Linf{k2N,Lk /2Ti�1}} if Bi 2 Ti�1.

- Let TP denote the rooted tree (
S

n2N Tn, B1).

Using that P-trees are D-trees with "infinite degrees and leaves", we deduced Algorithm 4 from
the weak limit of (AD

i )i2N in Algorithm 3. In particular, we introduced the vertices (V1,i)i2N to
fill the eventual "gap" produced by the vertices with small degrees. Moreover, we introduced the
leaves (Li)i2N, We think that they are crucial to fully understand several objects related to P-trees.
However, P-trees are no longer separable with the leaves , which leads to several topological issues.
For this reason we sometimes omit them.
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From D-trees to their scaling limits ICRT

First let us introduce a generic stick breaking construction. It takes for input two sequences in R+

called cuts y = (yi)i2N and glue points z = (zi)i2N, which satisfy

8i < j, yi < yj ; yi�!1 ; 8i 2 N, zi  yi,

and creates an R-tree (loopless geodesic metric space) by recursively "gluing" segment (yi, yi+1] at
zi, or rigorously, by constructing a consistent sequence of distances (dn)n2N on ([0, yn])n2N.

zi
Glue

yi+1

yi

Figure 1.4: A typical step of the stick-breaking construction: the "gluing" of (yi, yi+1] at zi.

Algorithm 5: Generic stick-breaking construction of R-tree (see Figure 1.4).

– Let d0 be the trivial metric on [0, 0].
– For each i � 0 define the metric di+1 on [0, yi+1] such that for each x  y:

di+1(x, y) :=

8
><

>:

di(x, y) if x, y 2 [0, yi]

di(x, zi) + |y � yi| if x 2 [0, yi], y 2 (yi, yi+1]

|x� y| if x, y 2 (yi, yi+1],

where by convention y0 := 0 and z0 := 0.
– Let d be the unique metric on R+ which agrees with di on [0, yi] for each i 2 N.
– Let SB(y, z) be the completion of (R+, d).

Recall Algorithms 2, 3. To study the geometry of D-trees (and similarly for P-trees) we are
interested in the cuts, that is the indexes Y D

1 , Y D
2 , . . . such that AD

i /2 {AD
j }j<i, and in the glue

points that is the indexes ZD
1 , ZD

2 , . . . such that for i � 1, ZD
i := inf{z,Az = AY D

i

}. To this end,
we modify our algorithms to have direct access to those variables.

First, we want to accelerate our constructions. Generally, there are two basic ways to accelerate
an algorithm: approximation, and parallel processing. We can do both by adding independency.
To this end, we use a classic trick: We generate the uniform permutation of Algorithm 2 by ordering
independent exponential random variables. We then rewrite an approximation of Algorithm 2 using
those variables. This idea was already used by Aldous, Camarri, Pitman [16, 40] to study P-trees.

We also introduce another modification which is central in the whole thesis. In algorithm 3
we look at each step at a vertex Ai and act differently depending of whether it is new or not. The
main idea is to invert the order: we first see if it is new or not, and then look at its precise value.
To this end, we need at each step the probability of taking an old vertex. Using Algorithm 2, this
probability is the probability of choosing an half upward edges in the tree we already constructed.
For this reason, we keep track of the number of half upward edges in the tree using a measure µ. To
do so, we look at the instants (Xi)i2N when we see the vertices (Vi)i2N for the first time.

This measure also indicates where those upward edges are, which is necessary to know where
will be the glue points. We often call µ the "uniform measure", since at each step, conditionally on
taking an old vertex, we take an uniform upward edge in the tree already constructed.
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Finally, recall that we lose half upward edges when we fuse them with an half downward edge.
To add independency and simplify µ, we forget this mass loss. Precisely, we do not remove the
upward edges when we get a repetition. As a result, for each new vertex Vi in the tree we get di � 1
upward edges, and the number of upward edge does not decrease. Then we rectify the bad fusions.

Also to have some "scaling limits" we need to rescale the distances in the tree. Some basic
estimations shows that the typical distance in the tree is of order �D :=

pPs
i=1 di(di � 1).

Combining those ideas we get the next algorithm. Although, it may seem more complex, since
we are only interested in the cuts and glue points it repels the non essential informations to the end.

Algorithm 6: Definition of the continuum D-tree.

– Let (Xi)i2N be independent exponential random variables of parameter (di/�)i2N.
– Let µ be the measure on R+ defined by µ =

Ps
i=1 �Xi

(di � 1) /�.
– Let (Ȳi, Z̄i)i2N be a Poisson point process on R+2 of intensity 1y�zdy ⇥ dµ(z).
– For every i 2 N with di � 1, let UX,i be uniform in {1, . . . , di}.
– For j 2 N, let Uj be uniform in {1, . . . , di}\{UX,i} where i is such that Xi = Z̄j .
– Let k1 < · · · < kN be the indexes such that (Zk, Uk) /2 {(Zj , Uj), j < k}.
– For all 1  i  N , let Yi = Ȳki and let Zi = Z̄ki . For all i > N , let Yi = Zi = +1.
– The continuum D-tree is the random R-tree SB(Yi, Zi) (see Algorithm 5).

Finally, by making each line of Algorithm 6 converge, and by removing the non essential
informations, we recover the ICRT introduced by Aldous, Camarri, and Pitman in [16, 40]. Let ⌦⇥

be the space of sequences (✓i)i2{0}[N in R+ such that
P1

i=0 ✓
2
i = 1 and such that ✓1 � ✓2 � . . . .

Algorithm 7: New construction of the ⇥-ICRT for ⇥ 2 ⌦⇥.

- Let (Xi)i2N be independent exponential random variables of parameter (✓i)i2N.
- Let µ be the measure on R+ defined by µ = ✓20dx+

P1
i=1 �Xi

✓i.
- Let (Yi, Zi)i2N be a Poisson point process on R+2 of intensity 1y�zdy ⇥ dµ(z).
- The ⇥-ICRT is defined as (T , d) = SB((Yi)i2N, (Zi)i2N) (see Algorithm 5).

In addition, in Chapter 5, to define plane ICRT, we keep the lines 4 and 5 of algorithm 6.
The original definition of Aldous, Camarri, Pitman [16, 40] of the ICRT is slightly different.

Indeed, at each step we first look at if the vertices are new or not, and then look at their values.
Since they chose otherwise they found the following algorithm, which is harder to use:

Algorithm 1.3. Classical construction of the ⇥-ICRT from [16, 40].
– Let (Ai, Bi)i2N be a Poisson point process of intensity ✓20 on {(a, b) 2 R+2 : b  a}.
– Let ((Ai,j)j2{0}[N)i2N be a family of independent Poisson point processes of intensity
(✓i)i2N on R+ and independent of (Ai, Bi)i2N.

– Sort the elements of the (almost surely) locally finite set
S1

i=1{Ai} [
S1

i=1

S1
j=1{Ai,j} as

U = (Ui)i�1 with U1 < U2 < . . .

– For i � 1, let Vi =

(
Bj if Ui is of the form Aj

Ai,0———————– Ai,j
and let V = (Vi)i�1.

– The (old) ⇥-ICRT is defined as (T ⇤, d⇤) = SB(U, V ).

We prove in Chapter 2, using a simple computation, that the two constructions are equivalent.

Proposition 3

Let (T , d) be the tree constructed by Algorithm 7. Let (T ⇤, d⇤) be the tree constructed by
Algorithm 1.3. Then (T , d) and (T ⇤, d⇤) have the same distribution.
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1.1.4 The chaining method

The chaining method is one of the most important basic technique in concentration theory. It
is directly related to trees, and has found many applications to study random metric spaces and
stick-breaking constructions (see e.g. Aldous [10], Amini, Devroye, Griffiths, Olver [17], Curien,
Haas [43], Sénizergues [77]). In this thesis, we use this method in most of our main results’ proof.

On the other hand, by understanding the metric structure of trees spanning a metric space, one
can show precise bounds for suprema of empirical process1. Following this principle, we proved
general concentration inequalities that have their own interest.

Main principle

The goal of this method is to estimate the max of a given function f on a space S. To this end,
consider a sequence of increasing subspaces2 (Si)i�0 of S "approximating" S, and for every i � 0,
a projection pi : Si+1 ! Si. The main idea is that if (Si)i2N are properly chosen then

max
x2S

f(x) 
1X

i=0

max
x2Si+1

(f(x)� f(pi(x))). (1.3)

As a result, one can decompose a complex estimate into many simpler ones.

Interpretation with trees

First let us introduce some definitions. Consider a rooted tree T = (V,E, ⇢), and consider for
each edge e 2 E a length l(e) 2 R+. The length of a path v1, v2, . . . , vk is

Pk�1
i=1 l(vi, vi+1).

As before, the graph distances between two vertices is the minimal length of a path between them.
And we write Hl(T ) as the height of tree T . Also, given for each edge e 2 E a cost c(e), we define
the total cost of the tree as being c(T ) :=

P
e2E c(e).

Now, for simplicity, we assume that S0 = {⇢} with f(⇢) = 0. We consider the edges
E =

S1
i=1{x 2 Si+1, {x, pi(x)}}, and the rooted tree, T := (S,E, ⇢). And for every i 2 N,

x 2 Si+1 we give to the edge (x, pi(x)) the length |f(x)� f(pi(x)|. So (1.3) can be rewritten as

max
x2S

f(x)  Hl(T ).

We now add probabilities. Consider some arbitrary length l : E 7! R+. We associate to l some
costs cl : {x, y} 2 E 7! P(|f(x)� f(y)| > l(e)). By (1.3) and an union bound,

P
✓
max
x2S

f(x) > Hl(T )

◆
 cL(T ).

Hence, to optimize the chaining method we minimize the height of a tree given a maximum cost.
To this end, we need some a priory on the "geometry" of (S, f) to properly choose (Si)i2N and l.
However, there is no proper way to study the "geometry" of (S, f) since (S, f) is not a metric space.
For this reason, outside some precise setting, optimizing the chaining method require some a priori
informal optimization and geometric guesses.

1Talagrand [79] p.148 "Many of the results of this book were first discovered by following the idea that T is "large" if
and only if it contains a large tree".

2For more complex algorithms one may want to consider general (Xi)i2N and a family of functions fi on Xi. (See
e.g. Sénizergues thesis [78] for several such applications of this method).



1.1. MAIN MOTIVATIONS, BACKGROUND, AND ALGORITHMS 25

Basic examples, and contributions to empirical process

First consider f a Brownian motion on [0, 1]. [0, 1] can be approximated via dyadic numbers. For
every i � 0 let Si := {k/2i, 0  k < 2i}. And for i � 0 let pi : x 2 Si+1 7! max{y 2 Si, y  x}.
We thus approximate [0, 1] with a dyadic tree (see Figure 1.5). And since for every x  y 2 [0, 1],
f(x) � f(y) have order

p
y � x we give a length of order

p
y � x to an edge (x, y) in the tree.

By being more precise we can obtain sharp upper bound on the maximum of a Brownian motion.
This simple example, called the classic or generic chaining, is extended in many settings where we
have some "dimension-type conditions" on S, and some "Hölder-type conditions" on f .

This kind of chaining immediately fails when f has a discontinuity. For instance consider
f : x 2 [0, 1] 7!

Pn
i=1 1xUi

� nx, where (Ui)1in are independent and uniform on [0, 1]. In
this case, we technically count the jumps an infinite number of times in the tree. To avoid this issue,
one usually approximate [0, 1] as {i/2k}0i<2k where 2k have approximatively order n. Then, in
each of the intervals of the form [i/2k, (i+ 1)/2k], f slightly vary since there are very few jumps.

This method however fails when the sizes of the jumps are inhomogeneous. To deal with this
case we need to understand better the "geometry" of ([0, 1], f). The main idea is that the instants of
the jumps are important to understand its geometry of the graph of f . Hence, to approximate better
the "geometry" of ([0, 1], f) we need to use those jumps. By adding those jumps to the previous
dyadic decomposition we prove the following results:

Lemma 4

Let (�i)i2N 2 RN. Let (Xi)i2N be independent real random variables with density (fi)i2N.
Let a  b. Let S : x 7!

P1
i=1 �i(1Xix � P(Xi  x)). Assume that the previous series

converges uniformly on [a, b].
(a) Assume that (�i)i2N is decreasing. Let,

C :=
1X

q=1

|�2q | ; D := 2 log(2)
1X

q=1

q|�2q |

W :=
1X

i=1

�2i (b� a) max
axb

fi(x) ; E :=
1X

i=1

|�i|
i

(b� a) max
axb

fi(x).

For every t > 0,

P
 

sup
axb

|S(x)� S(a)| > 6
p
Wt+ (t+ 1)C +D + 2E

!
 e3�t.

(b) Let

V :=
1X

i=1

�2i ; M := (b� a)max
i2N

max
axb

fi(x).

For every t > 0,

P
 

sup
axb

|S(x)� S(a)| > 7
p
V (t+M)

!
 e3�t.

Although those results are already precise enough to be used in a large variety of settings, we
think that there are many rooms for improvement and notably to generalize them. Also, the bounds
are bad to deal with the i such that |�i| is large and P(Xi 2 [a, b]) is small. To avoid this issue, we
advise to condition by (1Xi2[a,b])i2N, and replace, up to reordering, (�i)i2N by (�i1Xi2[a,b])i2N.
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Figure 1.5: Approximating [0, 1] with a dyadic tree. Points in a same column have the same value.

We then derive from Proposition 4, and a slicing argument (see [32] Section 13.7) the next
bound, which will be used in [26] to consider non centered process on trees. It can also be used
to study several other process related to trees (the mass x 7! µ[0, x], process with exchangeable
increments, the exploration process of the configuration model/multiplicative graphs. . . )

Lemma 5

We keep the notations of Proposition 4. For every k 2 N, let

Sk : x 7!
kX

i=1

�i(1Xix � P(Xi  x)).

For every t > 0,

P
 
sup
k2N

sup
axb

|Sk(x)� Sk(a)| > 42
p
V (t+M)

!
 e6�t.

Chaining method to study random geometry

Our algorithms can be resumed as follows: we construct a tree T (with eventually some additional
structures) by recursively adding some edges and vertices to some subtrees. We want to estimate the
distance between those subtrees and the whole tree. To this end, in most of our main results’ proof,
we use the chaining method. Notably, we use it to study compactness, compute fractal dimensions,
prove leaf tightness, estimate height. . .

Although we detail those applications in the next section, let us explain how we use the chaining
method in general. The main idea is to split the construction of the trees in different main steps, and
to prove that between two main steps the trees (Ti)i2N that we construct does not change much.
For simplicity let us consider a reference example. We want to estimate the Hausdorff distance dH
between our trees. Let d be the graph distance on T . For x 2 T , j 2 N, let pj(x) be the projection
of x on Tj , that is the vertex y on Tj which minimizes d(x, y). By definition of the Hausdorff
distance, for i 2 N, dH(Ti, T ) = maxx2T d(x, pi(x)). And the chaining argument (1.3) with the
function x 2 T 7! d(x, pi(x)) can be rewritten into,

dH(Ti, T ) 
X

j�i

max
x2Tj+1

d(x, pj(x)). (1.4)
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Here using the chaining method might seem problematic. Indeed, to optimize this method we
need to understand the "geometry" of (T, d). But, we use the chaining method to study (T, d).
Actually, the main strength of this method is that it only needs a few geometric results/guesses to
prove precise bounds. In our case, we already have the necessary information: The typical length
between any new leaf and the previous subtree is given by the length of a single branch.

Moreover in (1.4) the maximum is reach on the leaves of Tj+1. So we only need to estimate and
optimize the number of leaves in (Ti)i2N and the distance between a leaf and the previous subtree.
Alternatively, for technical reasons, we approximate the maximum by not considering leaves but
instead sufficiently many vertices on (Tj)j2N.

1.1.5 Some new martingale inequalities

We regroup here some martingale concentration inequalities proved in this thesis. Their proofs are
both disconnected from the rest of the thesis, and classic (moments computation+Doob inequality).
Nonetheless, those results are strong and precise enough to have their own interest. The first result
concerns the speed of convergence of general Pólya urns.

Lemma 6

Let {mn}n�0 be a positive real-valued sequence. Let (An)n�0 be a sequence of positive
real-valued random variables such that A0  m0 and such that for every n � 0,

P (An+1 = An +mn+1|An) =
An

Mn
; P (An+1 = An|An) =

Mn �An

Mn
,

where for every n � 0, Mn =
Pn

i=0mn.
a) If

P1
n=0m

2
n/M

2
n < 1, then almost surely for every a � 0 and t 2 R+,

P
✓
sup
i�a

����
Ai

Mi
� Aa

Ma

���� > t
Aa

Ma

����Aa

◆

 2 exp

0

@� (t2/4)(Aa/Ma)
P

n>a
m2

n

M2
n

+ tmax
⇣P

n>a
m2

n

M2
n

,maxn>a
mn

Mn

⌘

1

A .

b) If {mn}n2N is bounded, then almost surely for every a � 0 and t 2 R+,

P
✓
sup
i�a

����
Ai

Mi
� Aa

Ma

���� > t
Aa

Ma

����Aa

◆
 2 exp

✓
� t2

4(1 + t)

Aa

maxn>amn

◆
.

The second result concerns empirical process, and is derived from Marcinkiewick’s inequality.

Lemma 7

Let  � 2, and let (xi)i2N 2 RN. Let (Xi)i2N be independent centered, random variables.
For every k  n let Sk := x 2 R 7!

P
ik 1xxi

Xi. Assume that for every i 2 N,
vi := E[X

i ]
2/ < 1, and let V :=

P
i2N vi. Then for every t > 0,

P
✓
sup
i2N

kSik1 > t

◆
 C

⇣p
V /t

⌘
,

where C is a constant which depends only on .
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1.2 Overview of the chapters
In Section 1.1 we presented this thesis as a whole, our models, algorithms, and their connections.
We now focus on each chapter appart, and particularly on our main results and proofs. Since we
now follow the publication order, the logical order of this section and Section 1.1 differ.

1.2.1 Compactness and fractal dimensions of ICRT

We discuss here Chapter 2, whose aim is twofold. We introduce several tools to study ICRT, notably
a stick-breaking construction (recall Algorithm 7), and a probability measure on ICRT. We also
prove refined results on ICRT, in particular concerning compactness and fractal dimensions.

We first prove with basic concentration inequalities several bounds on µ and the cuts (Yi)i2N.
To simplify the notations, for n 2 N let ln := Yn � Yn�1 denote the length of the nth branch, and
let mn := µ(Yn�1, Yn] denote its weight. Then let Mn := µ[0, Yn] = m1 + · · ·+mn.

Lemma 8

The following assertion hold a.s. (almost surely):
(a) The map l 7! E[µ[0, l]] is concave.
(b) As l ! 1, µ[0, l] ⇠ E[µ[0, l]] = ✓20l + o(l).
(c) For every l large enough, there are at most 2lµ[0, l]  2l2 cuts on [0, l].
(d) For every i large enough, li+1  5 log(Yi)/Mi.
(e) For every i large enough, mi+1  log(Yi)2/Yi.

The uniform probability measure on ICRT

As explained in Section 1.1, we prove that the first branches approximate well the whole tree T .
We consider two main metrics: GH and GP. We deal here with GP approximation, by introducing
the "uniform probability measure" on ICRT.

To this end, we need the ICRT to have infinite mass, that is ✓0 > 0 or
P1

i=1 ✓i = 1. In this
case, we write µ = 1 since a.s. µ(R+) = 1. Otherwise the ICRT has finite mass and µ < 1.
For technical reasons, there is no proper way to define the uniform probability measure on ICRT
with finite mass. So we assume throughout this section that µ = 1.

Let for every l 2 R+, Tl = ([0, l], d), let µl be the restriction of µ on Tl, and let pl := µl/µ[0, l].

Theorem 1

Almost surely (pl)l2R+ converges weakly toward a probability measure p on T . Furthermore,
p has support T , has no atoms and gives measure 1 to the set of leaves, (that is the set of
x 2 T such that T \{x} is connected).

The next equivalent definitions may be interpreted with the discrete setting as the uniform
probability measure on the edges/leaves. So we call p the "uniform probability measure" on T .

Proposition 9

Let µ; be the Lebesgue measure on R+ and µ• =
P1

i=1 �Yi
. For every l 2 R+ let µ;

l
(resp. µ•

l ) be the restriction of µ; (resp.µ•) to Tl = ([0, l], d). Also let for every l 2 R+,
p
;
l = µ;

l /µ;
l [0, l] and p

•
l = µ•

l /µ
;
l [0, l]. Then

p
;
l

weakly�!
l!1

p and p
•
l
weakly�!
l!1

p.
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To prove Theorem 1, and Proposition 9 we estimate precisely the evolution of the mass µ
as we add branches to the tree. The main idea is that the mass evolves as a Pőlya Urn. More
precisely, for all x 2 T , l 2 R+, let the projection of x in Tl be the nearest point from x in Tl.
Also for every l 2 R+, S ⇢ T , let S"l be the set of x 2 T such that the projection of x in Tl is in S.
For every i 2 N, S ⇢ TYi

, conditionally on µ, {Yi}i2N, {µYj
(S")}j�i is a generalized Pőlya urn.

So, with Lemmas 6 and 8 (e), we can estimate the evolution of the mass glued on a set.
Then to estimate globally µ, we cover (Tl)l>0 with many small sets and estimate the mass glued

on them. This idea is not new and goes back to the very study of the CRT by Aldous [10]. But in
our case, many topological argument are much more complex for non compact ICRT.

Comparisons with Lévy trees

Recall that Lévy trees are the limits of Galton–Watson trees which are mix of D-trees. And recall
that we will prove in Chapter 3 that D-trees converge toward ICRT. So Lévy trees are ICRT with
random parameter. We now precise this connection to compare our results with some previous ones,
and notably those of Le Gall and Le Jan [64, 63], and of Le Gall and Duquesne [50, 49].

For short, Lévy trees are constructed from real random processes modified from Lévy processes.
Morally, the large degrees are given by the jumps of the Lévy process, and for ICRT to (✓i)i2N.
The small degrees contribute proportionally to the brownian part of the process, and for ICRT to ✓0.
For both models, the geometry is dictated by the tail of the degrees. Equivalently, for Lévy trees,
since this tail is morally concentrated, it is dictated by the Laplace exponent  of the Lévy process.
An analog of  for ICRT is the function l 7! lE[µ[0, l]].

Compactness of ICRT

The next result was conjectured by Aldous, Miermont, Pitman [14] by comparison with Lévy trees .

Theorem 2

The ICRT is almost surely compact if and only if
Z 1 dl

lE[µ[0, l]] < 1.

To prove Theorem 2 we estimate the Hausdorff distance for l 2 R+ between Tl and T . More
precisely, T is compact if and only if (Tl)l2R+ is a Cauchy sequence for the Hausdorff distance.
We prove it with the chaining method (recall Section 1.1.4).

Our starting point is to estimate the distance for every y, z 2 R+ between z and Ty. To this end,
we adapt an approach of Curien and Haas [43] (see also Sénizergues [77] for an extensive use):
We follow the path from z to Ty. In [43, 77], they use deterministic branches, and show that each
branch [Yi, Yi+1) intersect the path independently of each other with probability mi/Mi. When
it does the length of the intersection is at most li. As a result, conditionally on the branches, the
distance between z and Ty is bounded by a sum of independent random variables. Here we shortcut
this argument, by sampling the cuts and glue points as we go down in the tree (or equivalently R+).
By estimating the length of this path, we obtain the next exponential bound:

Lemma 10

For every y, z 2 R+, t � 6, conditionally on µ, P(d(Ty, z) > 4t/µ[0, x])  e�t.

We then apply the chaining method. Here, the generic chaining seems optimal. More precisely,
for every l 2 R+, by Lemma 8 (a), there exists a unique real Xl 2 R+ such that E[µ[0,Xl]] = l.
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With a topological argument, and Lemma 10 we deduce that almost surely for every k large enough,

dH(TX2k�1 , TX2k
)  21 logX2k/2

k. (1.5)

Hence, the ICRT is a.s. compact when
P

logX2k/2
k < 1, which appear to be equivalent to the

condition of Theorem 2.
Reciprocally, it is easy to prove a reverse bound for (1.5). However, this does not yield a reverse

bound for dH(TX2k
, T ). To do so, we adapt an argument of Amini, Devroye, Griffiths, Olver [17].

The main idea is to prove that a.s. for every k large enough there are many segments of length
of order X2k/2

k between X2k�1 and X2k , and that moreover those segments form long chains by
being glued on one another. In conclusion we show that morally a.s. for every k large enough,

dH
⇣
TX2k

, T
⌘
⇡

1X

n=k

logX2n

X2n
⇡
Z 1

X2k

dl

lµ[0, l]
. (1.6)

Fractal dimensions

Theorem 3

Recall the definitions of the fractal dimensions in Section 1.1.2. Almost surely

dimP (T ) = dim(T ) = 1 + lim sup
l!1

log l

logE[µ[0, l]] .

Furthermore if log l = E[µ[0, l]]o(1) then

dimH(T ) = dim(T ) = 1 + lim inf
l!1

log l

logE[µ[0, l]] .

To prove Theorem 3, by Lemma 1.1.1, it is enough to upperbound the Minkowski dimensions
and to lowerbound the packing and Hausdorff dimensions. To upperbound the Minkowski di-
mensions we first cover for l 2 R+, TXl

with some balls then increase their radius to cover T .
The computations are straightforward. First TXl

have total length Xl and so can be covered with
lXl balls of radius 3/l. Then by (1.5) and the condition of Theorem 3, d(TXl

, T ) = O(1/l1+o(1)).
(For the upper Minkowksi dimension the upperbound is otherwise trivial.)

To lowerbound the packing and Hausdorff dimensions, the main idea is to estimate p of the
open balls around a uniform random vertex on T . To do so we proceed in two steps. First we lower
bound the mass glued on a branch. This is done as explained previously with a Polyà urn argument.
Then, we lower bound for l 2 R+ the distance between a uniform vertex and Tl.

Using discrete trees as an alternative.

Many arguments of Chapter 2 can be shortcut using that P-trees converge toward ICRT. Indeed this
convergence yield many equalities in law. For instance, for every i < j 2 N, conditionally on TYi

,
d(TYi

, Yj) =((d) d(TYi
, Yi+1) which completely replace Lemma 10. Another example, concerns the

fractal dimensions. Since the root, Y1, Y2, . . . are uniform vertex we can estimate the mass around a
uniform vertex by looking at the neighborhood of 0, or even at the probability that Y1 (and Y2, Y3 . . .
when needed) are close from 0. Also, we repeat many computations of Chapter 2 in Chapter 3.
We could have, as Aldous [10], study at the same time our discrete models and their limits.

In this thesis, we decided to avoid those shortcuts as most as possible for several reasons.
First, they complicate our setting. Then, they are less generalizable to small perturbations of our
algorithms. Also, they actually require many technical arguments to be fully rigorous.



1.2. OVERVIEW OF THE CHAPTERS 31

1.2.2 Limit of trees with fixed degree sequence

Regimes of convergence

Recall Section 1.1.3. We discuss here Chapter 3 where we study the limits of our trees. The methods
are the same as in the last section. But some proofs are more technical since we need to be more
precise and deal with the mass loss of D-trees. On the other hand, we shortcut some proofs.

First let us precise the different regimes we work on. Recall ⌦D,⌦P ,⌦⇥ from Section 1.1.3.
Let (Dn)n2N, (Pn)n2N, (⇥n)n2N denote some sequences in ⌦D, ⌦P , ⌦⇥ respectively.

Assumption 1.1 (Dn ) P). For all i � 1, dDn

i /sDn ! pPi and sDn ! 1.

Assumption 1.2 (Dn ) ⇥). For all i � 1, dDn

i /�Dn ! ✓⇥i and dDn

1 /sDn ! 0.

Assumption 1.3 (Pn ) ⇥). For all i � 1, pPn

i /�Pn ! ✓⇥i and pPn

1 ! 0.

Assumption 1.4 (⇥n ) ⇥). For all i � 1, ✓⇥n

i ! ✓⇥i .

In addition, one can put a topology on ⌦ := ⌦D [ ⌦P [ ⌦⇥ such that ) coincide with the
notion of convergence on ⌦. The subset ⌦D is dense, so our results on D-trees imply the others.
Moreover, (⌦,)) is Polish, so our results can be used to study trees with random degree sequence.

Convergence of the first branches

Recall that to prove that our trees converge, we first prove that the first branches converge, and
finish by proving the leaf tightness. To prove the convergence of the first branches, we transform
our algorithms and prove that each lines of the algorithms converge as explained in Section 1.1.3.

Our first main result in Chapter 3 says that under the above regimes the first branches converge.
I wrote it not only for Chapter 3, but also to study several other objects in the forthcoming [26, 25].
We detail those objects (looptree, contour process, exploration process, snake. . . ) in Section 1.2.4.
Since this result is technical to formally state, let us only explain what we mean by "convergence of
the first branches".

First, to prove GH convergence, we prove that the cuts and glue points converge. Also, to
prove the GP convergence, we may look at the measure µ which dictates where the mass is glued.
Actually, by Lemma 1, to study the GP convergence, we only need to prove that the distances
between random vertices converge. And this can be done by using only the cuts and glue points.
On the other hand, we still prove that µ converge to study several other objects. Also, in some of
those objects the vertices are expanded proportionally to their degrees. So we prove the convergence
of the indicator functions that a branch is glued on a fixed vertex of large degree.

Lastly, the convergence of the first branches presented in Chapter 3 is slightly incomplete.
Indeed, this chapter omit the plane order of the trees. We will add this order in [26, 25] by sampling
it with uniform random variables.

Gromov–Prokhorov convergence

Beforehand let us introduce some notations. Let ⌦p be the set of measures on {Vi}i2N. We say
that a sequence (pn)n2N 2 ⌦N

p
converges toward p 2 ⌦p when maxi2N |pn(Vi) � p(Vi)| ! 0.

For every D 2 ⌦D let pD denote a probability measure with support on VD := {Vi, 1  i  sD}.
Similarly, for all P 2 ⌦P let pP denote a probability measure with support on VP := {V P

i }i:pi>0.
Also, we sometimes let 0 denote the null measure on {Vi}i2N. Recall that "µ⇥ = 1" means
✓⇥0 > 0 or

P1
i=1 ✓

⇥
i = 1. Also recall the definition of p⇥ from Theorem 1.



32 CHAPTER 1. INTRODUCTION

Next for every D 2 ⌦ let sD := max{i, dDi 6= 0}, and recall that (�D)2 =
P1

i=1 di(di � 1).
Also for every P 2 ⌦P , let (�P)2 :=

P1
i=1(p

P
i )

2. Finally, let dD denote the graph distance on TD,
and let dP denote the graph distance on TP .

Theorem 4

The following convergences hold weakly for the GP topology (see Section 1.1.2).
(a) If Dn ) P and p

Dn ! p
P then

�
VDn , dDn , pDn

�WGP�!(VP , dP , pP).

(b) If Dn ) ⇥, pDn ! 0, and µ⇥ = 1 then

�
VDn , (�Dn/sDn)dDn , pDn

�WGP�!(T ⇥, d⇥, p⇥).

(c) If Pn ) ⇥, pPn ! 0, and µ⇥ = 1 then

�
VPn ,�PndPn , pPn

�WGP�!(T ⇥, d⇥, p⇥).

(d) If ⇥n ) ⇥, and µ⇥ = 1 then

(T ⇥n , d⇥n , p⇥n)
WGP�!(T ⇥, d⇥, p⇥).

When µ⇥ < 1, the distances between random vertices still converge, but p⇥ cannot be
defined. (c) and (d) was already mostly proved by Aldous, Camarri, and Pitman [16, 40]. Our only
contribution to those results is the small extension of the P-tree model. (a) directly follows from
the convergence of the first branches. For (b), although the convergence of the first branches imply
that the distances between random leaves converge, we need to consider arbitrary random vertices
that are not necessary leaves.

To this end, we modify Algorithm 3 to also construct the subtrees spanned by specific vertices.
With this algorithm we prove that the subtree spanned by fixed vertices of small degree is close in
distribution to the subtree spanned by the first leaves. Since random vertices tend to have small
degree this shows the GP convergence. The algorithm goes as follows:

Algorithm 8: General stick-breaking construction of a D-tree from a permutation
(Wi)1isD of VD.

- Let AD = (A1, . . . , As�1) be a uniform D-tuple.
- Let TD,W

1 := ({A1}, ;) then for every 2  i  s let

TD,W
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1,

Ti�1 [ {Ai�1,Winf{k,Wk /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD,W denote the rooted tree (Ts, A1).

Gromov–Hausdorff–Prokhrov convergence

By Lemma 2 and Theorem 1, the GHP convergence follows from the GP and GH convergence. So
we only have to consider the GH convergence. To this end, we use the same approach we used to
prove the compactness of ICRT. With this approach we compute precisely the Hausdorff distance
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between the first leaves and the whole tree. In particular, recall from (1.6) the next approximation:

dH(T ⇥
y , T ⇥) ⇡

Z 1

y

dl

lE[µ⇥[0, l]]
.

Hence, to have leaf tightness, we assume for ICRT that:

Assumption 1.5.

lim
y!+1

lim sup
n!+1

Z +1

y

dl

lE[µ⇥n [0, l]]
= 0.

We do similarly for P-trees. Recall Algorithm 4. For i 2 N let Xi := inf{j 2 N, BP
j = Vi}.

Then let µP :=
P1

i=1 pi/�
P��PXi

. Here, the previous integral diverges since µP [0,1] < 1. To
solve this issue, we truncate the integral and rely on

dH(T ⇥
y , T ⇥

y0 ) ⇡
Z y0

y

dl

lE[µ⇥[0, l]]
.

The main idea is then to take y0 as large as possible such that the approximation stays "optimal"
and then to estimate dH(Ty0 , T ). For this reason we assume for P-trees that:

Assumption 1.6. The two following assumptions hold:
(i) For every P 2 ⌦P , let tP := inf

�
l 2 N, E[µP [0, l]] � 1/(2�P)

 
. We have,

lim
y!+1

lim sup
n!+1

Z �Pn tPn

y

dl

lE [µPn [0, l]]
= 0.

(ii) ln sPn = o
�
1/�Pn

�
, where for P 2 ⌦P , sP := #{i 2 N, pPi > 0}.

For D-trees, we add an extra assumption to deal with the vertices of degree 1. Those vertices
are particular to deal with since they cannot result in repetitions, but still add length to TD.
Recall Algorithm 3. For D 2 ⌦, let ND be the number of leaves in T D. For i 2 N, let
Xi := inf{j 2 N, AP

j = Vi}. Then let µD :=
P1

i=1(di � 1)/�D��D/sDXi
.

Assumption 1.7. The three following assumptions hold :
(i) Let for every D 2 ⌦D, tD := inf

�
l 2 N, E[µD[0, l]] � ND/(2�D)

 
. We have,

lim
y!+1

lim sup
n!+1

Z �Dn tDn/sDn

y

dl

lE [µDn [0, l]]
= 0.

(ii) ln(sDn

�2 )s
Dn/NDn = o

�
sDn/�Dn

�
where for all D 2 ⌦D, sD�2 := #{i 2 N, dDi � 2}.

(iii) ln(NDn)/ ln(sDn/sDn

1 ) = o
�
sDn/�Dn

�
where for all D 2 ⌦D, sD1 := #{i 2 N, dDi = 1}.

Those assumptions are close from optimal, and only the assumptions (ii) can be improved. We
refer to Section 3.4.2 for details. Instead, we would like to insist on how to apply those results. First
it is not necessary to compute tP or tD. Indeed, since

R
dl/(lµ[0, l]) vary slowly, tD can morally be

replaced by an upper bound at small cost. In particular, note that tPn = O(sPn) and tDn = O(sDn

2 ).
Moreover, under the assumptions (ii) it is equivalent to use tP , tD or those upper bounds.

Also, one do not need to compute exactly E[µ[0, l]]. Moreover, µ can be approximated by a sum
of independent random variables (see Algorithm 6). Then, we do not need to estimate E[µ[0, l]]
for l small. And for l large one morally only needs the tail of the degrees to approximate E[µ[0, l]].
Hence, for random degree sequence, since this tail tends to be morally concentrated, one can prove
and use large deviation inequalities for E[µ[0, l]].
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Theorem 5

The following convergences hold weakly for the GHP-topology.
(a) If Dn ) ⇥, MDn ! 0, and Assumption 1.7 is satisfied then

�
VDn , (�Dn/sDn)dDn ,MDn

�WGHP�! (T ⇥, d⇥, p⇥).

(b) If Pn ) ⇥, MPn ! 0, and Assumption 1.6 is satisfied then

�
VPn ,�PndPn ,MPn

�WGHP�! (T ⇥, d⇥, p⇥).

(c) If ⇥n ) ⇥, and Assumption 1.5 is satisfied then

(T ⇥n , d⇥n , p⇥n)
WGHP�! (T ⇥, d⇥, p⇥).

Height of D-trees, P-trees and ICRT

With the same method, we obtain some upper bounds for the height of D-trees, P-trees and ICRT.
Those bounds are similar to those proved by Addario–Berry, Devroye, Janson [7] and Kortchemski
[58] for Galton–Watson trees and Lévy trees.

Theorem 6

There exists some constants c, C > 0 such that:
(a) For every D 2 ⌦D and x 2 R+:

P

0

@c
�D

sD
H(TD) > x+

Z �
D

sD
tD

1

dl

lE[µD[0, l]]
+

ln(sD�2)�
D

ND +
�D

sD
ln(ND)

ln
⇣
sD

sD1

⌘

1

A  Ce�cxE[µD[0,x]].

(b) For every P 2 ⌦P and x 2 R+:

P
 
c�PH(TP) > x+

Z �P tP

1

dl

lE[µP [0, l]]
+ �P ln(sP)

!
 Ce�cxE[µP [0,x]].

(c) For every ⇥ 2 ⌦⇥ and x 2 R+:

P
✓
cH(T ⇥) > x+

Z +1

x

dl

lE[µ⇥[0, l]]

◆
 Ce�cxE[µ⇥[0,x]].

Rerooting and rebranching principle

Since D-trees converge toward ICRT, and since D-trees satisfies some equality in distribution, then
so must ICRT. From those equalities, we derive several main technical principles. First for i 2 N,
one can reroot the ICRT at Xi by simply changing in Algorithm 7, Xi by 0. It is useful to estimate
what happen around a vertex of large degree. Then {Yi}i�0 behaves as independent random leaves.
So we can use the first cuts to estimate the mass of some sets in the ICRT.

As explained earlier at the end of Section 1.2.1 , we tried to avoid using those principles.
However, we needed them to compute the fractal dimensions of the ICRT’s looptree in Chapter 5.
And we will expansively use them in [14] to prove the dual local time property for ICRT.
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1.2.3 Limit of connected multigraph with fixed degree sequence

Main approach to study the connected components

We now discuss Chapter 4, which concerns the configuration model and multiplicative graphs. To
study the geometry of their connected components, Addario-Berry, Broutin, and Goldschmidt [4],
developed a general approach which is divided in two main steps:

(a) First one encodes the random graphs into stochastic processes, and study those processes to
deduce several limits for relevant quantities of the largest connected components such as the
size, surplus, degrees. . . This has been noticed in the ground-breaking work of Aldous [12].

(b) Then, one use those convergences to reduce the problem to a study of a single connected
component conditioned on those quantities.

This approach was first used in [4] for Erdős–Rényi graphs. It has then been further developed for
multiplicative graphs and the configuration model in many different regimes. We refer to [4, 24, 23]
for the homogeneous case, [42, 47, 54] for the power law case, and [36, 37] for a unified regime for
multiplicative graphs. In Chapter 4 we solve (b), under what we believe the weakest assumptions.
So we reduce the study of the largest connected components to (a), which tends to be simpler.

The other main contribution of Chapter 4 is that multiplicative (multi)graphs are limits of the
configuration model. We have further developed this point of view all along this introduction.
Notably, we will come back at the end of this section to (a), to provide a new combinatorial point of
view on the exploration process of Broutin, Duquesne, Wang [36, 37].

Cycle breaking algorithm.

The surplus of a connected multigraph is the number of edges that one needs to delete to transform
it into a tree. For D = (d1, d2, . . . , ds), and k 2 N, we call a (D, k)-graph a uniform connected
multigraph among those with surplus k and such that for every 1  i  k, Vi has degree di + 1. In
Chapter 4 we generalize the results of Chapter 3 to (D, k)-graphs and their limits (P, k)-graphs
and (⇥, k)-ICRG (inhomogeneous continuum random graphs).

To this end, we actually focus on the connections between (D, k)-graphs and D-trees. The main
idea is to revert the cycle breaking algorithm of Addario-Berry, Broutin, Goldschmidt, Miermont [5]
to construct (D, k)-graphs from a biased D-trees. We use this algorithm as follows (see Figure 1.6).
Take a connected multigraph with surplus k, and repeat k times: choose an edge uniformly among
all the edges that can be removed without disconnecting the graph, then cut this edge in the middle.
By doing so, we add 2k named leaves (?i)1i2k and keep the degrees. Then to reconstruct the
original multigraph it suffices to repair the broken edges by fusing the pairs in (?i)1i2k.

?1 ?2 ?1 ?2

?3

?4

Figure 1.6: The steps of a cycle breaking of a multigraph with surplus 2. At each step we chose an
edge (in red) among those that does not disconnect the graph (in red/blue) and "break it". Those
edges can be repaired by fusing ?1 with ?2 and ?3 with ?4. We omit the labels of the other vertices.
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Although the cycle breaking preserves the degrees, it is not a bijection between (D, k)-graphs
and D-trees. Indeed, for a given graphs there are many corresponding trees. To avoid this issue we
bias the trees by the probability that they was obtained at the end of the cycle breaking. This bias is
then a function of (d(?i, ?j))1i,j2k. And by proving that it converges, we deduce from Chapter 3,
that (D, k)-graphs also converges.

Finally, although the GP convergence of D-trees implies the convergence of (d(?i, ?j))1i,j2k,
some extra care is needed since the bias explodes when (?i)1i2k are close. For this reason, the
main part of the proofs consists in lowerbounding (d(?i, ?j))1i,j2k, which we do with the first
branches of our stick-breaking constructions.

The exploration processes of the configuration model

We now discuss the exploration processes used to study the degrees and surplus of the configuration
model and multiplicative graphs. We first discuss the configuration model. Recall that in this model,
we construct a multigraph by uniformly fusing some pair of half edges. Actually, we can construct
the multigraph by recursively fusing an half edge that we chose together with a uniform one.

The main idea is then to construct the connected components one by one. Think of this
construction as an exploration (see Figure 1.7). We have at each step a connected component
with some full edges and some half edges. We pick at each step one half edge of our connected
component then look at the half edges it is fused. (The order we pick the edges is not relevant here.)
We then add the new edge, the eventual corresponding new vertex and its half edges. When our
component no longer have half edges we explore a new one starting from a single vertex.

Figure 1.7: An exploration of a connected component. At each step the edge we will explore is red.
Half edges are represented as segments between a known black vertex and a unkwown white vertex.

The exploration process is then the real process which associate to each step the number of half
edges of our current connected component minus twice the number of component we have explored.
This process thus encodes the sizes of the connected components, the degrees of the vertices in the
components, and so the surplus of the components.

It can be approximated as follows. Let D = (d1, . . . , dk) be our degree sequence. Let
S =

Pk
j=1 di. Let (Ai, Ui)1iS be a permutation of our half edges (i, j)1ik,1jdi . Each time

we need to sample a new edge, or pick a new half edge to start a new connected components we
pick the first half edge in (AD

i , U
D
i )1iS that is not yet fused. By doing so, an approximation of

the exploration process is

X
D : i 7!

iX

j=1

(dAj
1Aj /2{A1,...,Aj�1} � 2). (1.7)

Indeed, when we see a new vertex we add its half edges, and at each step we lose the two half edges
we fuse. It is though only an approximation as we need to morally skip some steps in (Ai, Ui)1iS .
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A new point of view on the exploration processes of multiplicative graph.

In Chapter 4 we prove that the configuration model can converge toward multiplicative multigraphs.
Recall Algorithms 1.1 and 1. Recall also that multiplicative graphs are obtained by removing the
multiple edges and loops of multiplicative multrigraphs.

Lemma 11

Let P = (p1, . . . , ps) a tuple in R+⇤. For n 2 N, let Dn = (dni )1isn a tuple of integer
with even sum. If sn ! 1, and for 1  i  s, dni ⇠

p
snpi, and for s < i  sn, dni = 1.

Then,
�
#i,j(CM

Dn)
�
1i,js

(d)�!
�
#i,j(MGP+)

�
1i,js

.

Based on this convergence, we present a new point of view on the exploration process of
multiplicative graphs. We refer to Aldous, Limic [13] who introduce a similar process to study
the sizes of the connected components. We also refer to Broutin, Duquesne, Wang [36, 37] who
recently introduced a way to reconstruct multiplicative graphs from their exploration processes.

First, we can rewrite (1.7), by writing for i 2 N, XD
i := inf{t 2 N, AD

t = Vi}, as

X
Dn : i 7!

X

1ksn

dnk1Xn

k
i � 2i.

Then under the assumptions of Lemma 11 it is easy to check that (Xn
i /

p
sn)1is converges

toward some independent exponential random variables (XP
i )1is of rate (pi)1is. One then

deduce that the rescaled process t 2 R+ 7! X
Dn

i (bt/
p
snc)/

p
sn converges as n ! 1 toward

X
P : t 7!

X

1ks

pk1XP
k
i � t.

This is exactly the exploration process used by Broutin, Duquesne, Wang [36, 37].
To morally compare with the configuration model, first recall that multiplicative multigraphs

can be seen as a configuration model with "infinite degrees and leaves". Then (Xk)ks are the
first instants we see (Vk)ks. The jumps then corresponds to the new vertices we encounter in the
exploration, and to the fact we add their half edges. And the linear drift corresponds to the fusions.
Here since the largest degrees are negligible in front of the total degree, we actually spent most of
the time fusing an half edge of a vertex of large degree with an half edge of a new leaf.

Once we have the exploration process the main question is to reconstruct the connected
components. To this end, we know at each step which edge of which vertex we decided to explore.
(Here different ways to explore lead to different constructions.) And we know when we encounter a
new vertex. When we do, we add an edge between the vertex we explore and the new one. We do
not know however when we pick an half edge of a vertex we already explored in the exploration.

We can still add the edges in this cases with extra randomness. Indeed, X directly gives how
many half edges we currently have in our connected components, and depending of our exploration
we also know where they are. So we know at each step the probability of picking an half edge in
our connected component and where. This idea was first introduced by Addario-Berry, Broutin, and
Goldschmidt [4], and then extended for multiplicative graphs by Broutin, Duquesne, Wang [36, 37].

The major point of Chapter 4 is that we actually do not need to consider those edges. Indeed
from the exploration process we have the degrees of the vertices in each connected components, and
the surplus which corresponds to the number of edges between between a new vertex and an old one.
From those degrees and surplus, we have results on the geometry of the connected components.
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1.2.4 Looptree, Fennec, and Snake of ICRT

Plane trees and plane R-trees

We now discuss Chapter 4 and the closely related forthcoming papers [26, 25]. In those papers we
will prove several limits of objects constructed from D-trees. In Chapter 4 we define and study the
limits. The methods of Chapter 4 are close from those we used to study ICRT in Chapter 2, and the
main difficulty was to formally define the limits.

The object we study was usually defined for Lévy trees using their associated Lévy processes.
We might have adapted those definitions using the processes of Aldous, Miermont, Pitman [14, 15].
However, as they explained those processes are hard to study. So we decided to use instead our
stick-breaking constructions. To do so we introduced a new theory of plane R-tree.

Recall that a plane tree is a rooted tree with for each of its vertex an order for its children.
Similarly one can give to a R-tree T , for each vertex x 2 T , an order on the connected components
of T \{x}. This was done by Aldous [11] for binary continuum trees, then by Duquesne [48] for
general R-trees. However, using general order is not enough to define several objects. And it leads
to measurability issues which prevents us from studying limits. For those reasons, we introduce the
notion of angle which can be seen as a numbering of the children of each vertex.

For every R-tree T , and x, y 2 T , let Jx, yK denote the geodesic path between x and y. The
closest common ancestor of x, y 2 T is the vertex x^ y 2 J⇢, xK\ J⇢, yK which maximizes d(⇢, z).
For every x 2 T , the degree deg(x) of x in T is the number of connected components of T \{x}.
An angle function on a rooted R-tree (T , d, ⇢) is a function u : T 2 ! [0, 1] such that:

• For all x 2 T , ux,⇢ = ux,x = 0.
• For all x 2 T , y, z 2 T \{x}, ux,y = ux,z iff y and z are connected in T \{x}.

A plane R-tree is a rooted R-tree equipped with an angle function. For technical reasons, we further
assume that a plane R-tree is balanced: for every x, y 2 T if deg(x) = 2 then ux,y 2 {0, 1/2}.

Plane ICRT

Recall Algorithm 7. We root ICRT at 0. To define an angle function, it suffices to define for each
x 2 T , for each connected component C of T \{x} with 0 /2 C, the value of Ux,y 2 [0, 1] for a
unique y 2 C. So, the following algorithm a.s. does well define an angle function on ICRT.

Algorithm 9: Construction of the uniform angle function U on the ICRT.

- Let (UX,i)i2N, (UZ,i)i2N be independent uniform random variables in [0, 1].
- Let U be the unique angle function on T such that:

- For every i 2 N, U(Xi, Yinf{a2N:Ya>Xi}) = UX,i

- For every i 2 N, U(Zi, Yi+1) = UZ,i.
- For every x 2 R+\

S
i2N{Xi, Yi}, we have U(x, Yinf{a2N:Ya>x}) = 1/2.

This angle function was already in the lines 4 and 5 of Algorithm 6 the construction of the
continuum D-trees. And Algorithm 9 is just the limits of those lines. This will be useful in [26, 25]
to study scaling limits of objects constructed from plane D-trees.

Before we explain our other constructions we have to speak about P-trees. Those trees can be
seen as ICRT with finite mass and a modified distance (see Section 3.5.2). Since we do not use here
the tree distances, we simply see P-trees as ICRT with finite mass. This also corresponds with the
fact that P-trees can be seen as having infinite degrees and leaves.
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The contour order

To encodes tree with real processes, we need to define an order on the trees. We informally define
this order as follows (see Figure 1.8). Embed the tree in the plan. Start at the left of the root. Then
continuously turn clockwise around the tree. Stop when you reach the right of the root. We use the
order we visit the vertices.

V5

V4

V1

V6
V2

V7

V3

Figure 1.8: The plane tree is black, the order we explore the tree is given by the red arrows. We visit
in order V4, V1, V6, V1, V2, V1, V4, V5, V4, V7, V3, V7, V4. The discrete contour order is (V4, 1) �
(V1, 1) � (V6, 1) � (V1, 2) � (V2, 1) � (V1, 3) � (V4, 2) � (V5, 1) � (V4, 3) � (V7, 1) . . . .

This order is however badly defined as we visit each vertex several times. To avoid this issue
we might use the first instants we visit each vertex. But this order "jump" in the tree which raises
several issues. Instead, we consider each vertex several times and consider an order on {Vi}⇥ N.
The limit analog is then an order on the couples of a vertex and an angle.

We now formally define the order. Let (T , d, ⇢, u) a plane R-tree. For x 2 T , (y, w) 2 T ⇥[0, 1]
let ux,y,w := ux,y if x 6= y and let ux,y,w := w otherwise. For ↵ = (x, v),� = (y, w) 2 T ⇥ [0, 1],
we say that ↵ is at the left of � (or � is at the right of ↵) and write ↵y � if ux^y,x,v < ux^y,y,w.
We say that � is in front of ↵ and write ↵�� if x 2 J0, yK and ux,y,w = v. (See Figure 1.9.)

x

v

Left

Front

Right

0

Figure 1.9: A vertex (x, v) 2 T ⇥ [0, 1] with its left (red), front (purple), right (blue) are represented.

Lemma 12: Definition of the contour order.

Let � be the binary relation defined on T ⇥ [0, 1] such that for all ↵,� 2 T ⇥ [0, 1]:

↵ � � () (↵y �) or (↵��).

Then � is a total order relation on T ⇥ [0, 1], and is called the contour order.
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The contour path on ICRT

Several real processes are constructed as follows. Let f denote a function defined on a plane tree.
Consider the previous exploration and write the vertices we visit in order as x0, x1, x2, . . . . We
consider the process F : i 7! f(xi). The contour path is a way to formalise the function i 7! xi.
The advantage of using this path is that we can split and study our constructions in two partsx: the
contour path, and some functions defined on our trees.

We formally define this path as follows. Recall the probability measure p on the ICRT T .
Let pL := p ⇥ 1l2[0,1]dl. The mass on the left of ↵ 2 T ⇥ [0, 1] is px(↵) := pL{� : � y ↵}.
Think of the mass of the left as morally the number of steps before we see x 2 T ⇥ [0, 1].

Proposition 13

Assume that the ICRT is almost surely compact. Then almost surely there exists a unique con-
tinuous function CT : [0, 1] 7! T such that for every (x, u) 2 T ⇥ [0, 1], CT (px(x, u)) = x.
We call CT the contour path on T .

Looptrees

For several processes it is more convenient to use instead a contour path on T ⇥ [0, 1]. To this end,
we use the looptrees introduced by Curien and Kortchemski [44]. Informally, the looptree of a tree
is obtained by replacing each vertex by a loop of size proportional to its degree.

Formally for every plane tree T = (Vi,j(T ))1is,1jdi and 1  i  s let V1,0(T ) =
V1,di+1(T ) = Vi. We define the looptree of T as the graph L(T ) on {Vi}1is with edgesS

1is:di�1{Vi,j(T ), Vi,j+1(T )}0jdi . In [26] we will prove that the looptrees of plane D-trees
with a distance close from the graph distance converge toward the ICRT looptrees.

To define the looptree L of an ICRT T we want to replace each vertex by a loop. So we let
L = T ⇥ [0, 1] with a proper pseudo-distance dL corresponding to the cycles. Morally, the size of
those cycles are proportional to the degrees. Also recall that morally the vertices of large degrees are
(Xi)i2N, and their degrees are proportional to (✓i)i2N. Also recall that the parameter ✓0 corresponds
to the contribution of the vertices of small degree.

So, we formally define the ICRT looptree as follows: Let c be the distance in the torus [0, 1].
For every x, y 2 T , u 2 [0, 1], let Ux,y,u = Ux,y if x 6= y and let Ux,y,u = u otherwise. We define
a pseudo-distance dL on T ⇥ [0, 1] such that for every (x, u), (y, v) 2 T ⇥ [0, 1],

dL((x, u), (y, v)) := ✓20/4dT (x, y) +
X

i2N
✓ic(UXi,x,u, UXi,y,v).

Finally let (L, dL) be the completion of the pseudo-metric space (T ⇥ [0, 1], dL).
We prove the next results in Chapter 5. The proofs are similar to those we used to study ICRT.
Theorem 7

Almost surely dL is finite on T ⇥ [0, 1], and (L, dL) is compact.

Theorem 8

Let,

d := 1 + lim inf
l!1

logE[µ[0, l]]
log l

; d := 1 + lim sup
l!1

logE[µ[0, l]]
log l

. (1.8)

Almost surely the upper Minkowski dimension, and Packing dimension of L are d. Almost
surely the lower Minkowski dimension, and Hausdorff dimension of L are d
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The contour path on the looptree of the ICRT.

Let ⇠L denote the equivalent relation on L such that for every ↵,� 2 L, ↵ ⇠L � iff dL(↵,�) = 0.
We prove in Section 5.5.3 that a.s. px extends on L to a function continuous at L\(R+ ⇥ [0, 1]).

Theorem 9

Almost surely there exists a continuous function C : [0, 1] 7! L such that for every ↵ 2 L,
C(px(↵)) ⇠L ↵. We call C the contour path on L (see Figure 1.10).

To prove Theorem 9, we first construct the contour path on the looptrees of the first branches.
We then prove that those paths converge. Our proof is very technical and use many types of
argument : the chaining method for the looptrees, our estimates on µ and several topological
arguments to estimate the evolution of px, some logical arguments to deal with the plane relations.

Figure 1.10: A looptree L, with its contour path C : [0, 1] 7! L in red. The path start at the root
(0, 0) then "turn around" each cycle clockwise. It is continuous, "surjective", not "injective".

The density of {px(↵),↵ 2 L} (see Lemma 5.5.3) implies that C is unique up to ⇠L. Moreover
it also implies with the existence of C the next result which in turns implies Proposition 13. We will
use it to construct several classical processes from ICRT.

Proposition 14

Almost surely for every continuous function F : L 7! R, F � C is the unique continuous
function f such that for every ↵ 2 L, f(px(↵)) = F (↵).

Alongside Theorem 9 we also prove the next result. Recall that a function f : (X, d) 7! (Y, d0)
is ↵-holder continuous if there exists C 2 R+ such that 8x, y 2 X , d0(f(x), f(y))  Cd(x, y)↵.

Theorem 10

Recall (1.8). Almost surely C is Hölder continuous with any exponent smaller than 1/d.
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The height process

The height process is the simplest example of process that can be constructed with the contour path.
For discrete trees it is informally constructed as follows. Follow the contour of the tree. Associate
to each step i the height of your position (see Figure 1.11). So we define the Height process of the
ICRT as H : x 2 [0, 1] 7! dT (0,CT (x)).

Figure 1.11: A plane tree with the graph of its height process.

Actually Duquesne [48] already gave, with its own formalism, a similar definition for general
R-trees. He furthermore prove that writing for every x, y 2 [0, 1],

d(x, y) = H(x) + H(y)� inf
z2[x,y]

H(z),

([0, 1], d), after taking its quotient by identifying points of [0, 1] that are at d-pseudo distance 0,
is isometric to original tree T . This relation is well known for the discrete trees. And the height
process is used precisely because this relation can be used to prove scaling limits of discrete trees.
We refer to Le Gall [61] for more details on the subject.

Lukasiewicz walk and Exploration process

The exploration process is in a weird position. Indeed, it is one of the easiest process to study when
one constructs the tree with real processes, but is hard to study with stick-breaking constructions.
For discrete trees this process is called Lukasiewicz walk and is constructed as follows. Consider
the contour of the tree. We associate at each new instant we see a new vertex the number of vertex
that we have not visited that are connected to a vertex visited previously (see Figure 1.12).

x1

x2 x4

x6

x5

x3
x7

x0

x2

x1

x4

x3

x0

x7

x5

x6

Figure 1.12: A plane tree, its dual, and its Lukasiewicz walk. We indicate the order we visit each
vertex for the first time by x0, x1, x2, . . . , x7. The dashed edges of the dual have length 0. Note
that the Lukasiewicz walk associate to each i 2 N the distance between xi and the root in the dual.
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The Lukasiewicz walks of Galton–Watson trees are random walk with independent increments.
Those random walks converge toward the exploration processes of Lévy trees, the Lévy processes.
This is the starting point of the works on Galton–Watson trees and Lévy trees (see e.g. [50, 49]).

By analogy Aldous, Miermont, Pitman [14, 15] defined the exploration processes of ICRT as
processes with exchangeable increments. They also defined the exploration process of P-trees.
This process is similar to the exploration of multiplicative graphs presented in Section 1.2.3. Also,
similarly, the exploration process of P-trees appear as the limit of the Lukasiewicz walk of D-trees.
And by seeing P-trees as having infinite degrees and leaves, their exploration processes can be
interpreted as a Lukasiewicz walk. We refer to Section 1.2.3 for a detailed analog point of view.

We now give an other definition. To distinguish from processes with exchangeable increments,
we call our processes the Lukasiewicz walk. And we will prove in [25], using the unicity of the
limits of the exploration process of P-trees, that the Lukasiewicz walk and the exploration process
of ICRT coincide. First let

L : (x, u) 2 T ⇥ [0, 1] 7! ✓20
2
dT (0, x) +

X

i2N:Xi2J0,xK
✓i(1� UXi,x,u). (1.9)

Then the Lukasiewicz walk of the ICRT is the unique càdlàg process such that for every x 2 T ,
X(px(x, 0)) = L(x, 0) (see [25]).

A geometric way to think (1.9) is through a dual tree. We construct the dual of a plane tree as
follows (see Figure 1.12). For each vertex, for each of its children we add an edge between the
children and the next one for the plane order. For the last child we add instead an edge of length 0
between this child and the father. We remove all the other edges. A simple counting argument then
shows that the Lukasiewicz walk associates to a vertex its distance to the root in the dual tree.

This dual tree is very close from the looptree. Indeed, it can be obtained from the looptree by
removing for each vertex of the original tree its edge connecting it to its left most child. They are
also similar at the limit, and many partial results of Chapter 5 can be used to study the dual of ICRT.
In particular, a.s. the dual is also compact and have the same fractal dimensions as the looptree.
However because some edges are missing in the dual, the contour path is discontinuous on this tree.
This makes many topological arguments around the Lukasiewicz walk very complex.

One of the most important relations between the tree and its dual concerns their local times:
Assume that the ICRT is almost surely compact. Then a.s. for every x > 0, writing dl for the
Lebesgue measure,

H(x) = lim
"!0

1

"
dl

⇢
0  y  x  1 : X(y)  inf

z2[0,x]
X(z) + "

�
, (1.10)

and
X(x) = lim

"!0

1

"
dl

⇢
x  y  1 : H(y)  inf

z2[x,y]
H(z) + "

�
. (1.11)

We will prove those dual relations in [25]. The first relation have been used repeatedly to prove and
study scaling limits of Galton–Watson trees. And we found the second one while proving the first.
The main idea behind our proof is to estimate the mass around a branch on the ICRT and its dual.

More precisely we have to estimate for each vertex x the p-mass of the part that is at the left
(resp. right) of x and at distance at most " in the dual (resp. ICRT). To this end, we use the fact that
{Yi}i2N behaves like independent uniform random leaves. Hence, by estimating the probability
that Y2, Y3, . . . are at distance " of the first branch and at the left (resp. right) of Y1 we estimate the
mass around a branch between 0 and a uniform leaf. By proving sufficiently precise concentration
inequalities we can then conclude with some topological arguments.

This proof differ a lot from the rest of the literature. Indeed, to prove local times one would
usually use some Markov property, but we use here our stick-breaking constructions. This proof is
thus unique to the ICRT, and it is still open to prove local times for general non Markov process.



44 CHAPTER 1. INTRODUCTION

Field on discrete trees

We consider functions on trees constructed as follows. Let D = (d1, . . . , ds) be a degree sequence.
Let T = (Vi,j(T ))1is,1jdi be a plane tree. Let Mf = (fi(j))1is,1jdi be a matrix in R+.
We consider the function F

T,Mf on T such that if ⇢ denotes the root of T then,

F(⇢) = 0 and 81  i  s, 81  j  di, F(Vi,j(T )) = F(Vi) + fi(j).

In [26] we will prove the convergence of F when D converge, taking T a D-tree, under some regime
of convergence of Mf . To prove the convergence of F we proceed as usual by first proving the
convergence of F along the first branches then proving leaf tightness.

The function F is easy to study along the first branches. Indeed, recall Algorithm 2. Studying
F on the first branches is mostly equivalent to study (with the first branches themselves) the process
k 7!

Pk
i=1 fAi,Ui

, which can be done with some classical methods.
To prove the leaf tightness of F one can adapt the proof of the leaf tightness of D-trees in

Chapter 3. However, there is no general way to optimize this method for every matrix Mf , so one
must think case by case. To this end, one must first upperbound by how much F can vary along a
single branch. We proved Lemmas 4, 5, and 7 for this reason.

Some brief words on an application to random maps.

The below remarks on random maps are written for the specialist readers. For the others we refer to
the courses of Miermont [71] and of Le Gall and Miermont [65] for an introduction to the subject.

Due to the relations with uniform planar maps with fixed even face degree sequences, we are
interested in the case where for every 1  i  s, {fi(j)}0jdi is a random walk with independent
increments ±1 conditioned by fi(0) = fi(di) = 0. We refer to Bouttier, Di Fransesco, Guitter [33]
and to Janson, Stefánsson [55] for the bijections involved. We also refer to Marzouk [68, 67, 69]
for elaborate discussions on the subject.

More generally, we think that studying F for more Mf should be useful to study maps with
arbitrary degrees. Indeed the above bijections send those maps to some trees with two types of
edges and a field. By counting for each vertex its number of edges of a given type, we can define
two kind of degrees. When those degrees are fixed, we can extend our stick-breaking constructions
to the involved trees. (For three or more types our algorithms are biased.) However, because we
could not estimate those degrees we could not get any relevant results on those maps.

Fennec and Snake of ICRT

Under the above described regimes, we will prove in [26] that F converges toward the "fennec" (for
field+snake) of the ICRT (see also Marzouk [69] for a similar result). We now recall the definition
of the fennec from Chapter 5.

Let T denote the ICRT, let L denote its looptree. Let B : R+ ! R be a Brownian motion.
Define inductively G on R+ such that for every i 2 N and Yi < x  Yi+1, we have G(x) :=
G(Zi)+B(x)�B(Yi). To construct the fennec F, we need to show that G extends to a continuous
function on T if ✓0 > 0. We actually prove the much stronger result with the chaining method.

Theorem 11

Almost surely G extends to a continuous function on T if
Z 1 dl

l
p
E[µ[0, l]]

< 1. (1.12)
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In Chapter 5, we prove that when the ICRT is a.s. compact, in particular when ✓0 > 0, a.s.
L = T ⇥ [0, 1], and a.s. pL,T : (x, u) 2 L ! x is continuous. Then the fennec is

F : ↵ 2 L 7! ✓0p
6
G � pL,T (↵) +

1X

i=1

p
✓iBi(UXi,↵). (1.13)

With another application of the chaining method we prove the next result.

Theorem 12

Almost surely the sum in (1.13) converges uniformly on L, so F is continuous.

We actually prove a stronger statement where the functions (Bi)i2N are replaced by more
general random functions (see Section 5.9). We proved this extension in order to eventually study
other regime of convergence for the random field described in the previous part.

A direct corollary of Theorem 12 is that F is a Gaussian free field on L:

Proposition 15

Almost surely, conditionally on X,Y,Z, U , for every ↵,� 2 L, F(↵)� F(�) is Gaussian
with variance

d0L(↵,�) :=
✓20
6
dT (↵,�) +

X

i2N
✓i|UXi,↵ � UXi,� |(1� |UXi,↵ � UXi,� |).

Finally we define the snake of the ICRT as Z := F � C. This process has historically been
used mostly to study the fennec. We think that the fennec should be used when one work with
stick-breaking constructions, while the snake should be used when one work with tree encodings.

Due to the connections with the fractal properties of random maps we prove the next result.

Theorem 13

Almost surely F is Hölder continuous with any exponent smaller than 1/2, and Z is Hölder
continuous with any exponent smaller than 1/2d.

We deduce the first part from the fact that F is a Gaussian free field on L, which has finite upper
Minkowski dimension. Our proof is quite general and is again based on the chaining method. We
then deduce the second part using the Hölder continuity of C (Theorem 10).

A brief remark on random maps of ICRT

Since we defined for ICRT the looptrees, the contour order, and the fennecs, one can potentially use
the bijection of Bouttier, Di Fransesco, Guitter [33] to define the ICRT maps. However, they may
be defined in two ways. On the one hand, one can consider the map constructed from the whole
looptree. On the other hand, one can consider the maps constructed from the first branches then take
the eventual limit as the number of branches grows. To prove that those definitions are coherent,
one would then have to prove leaf tightness. Proving leaf tightness would also be a way to prove
scaling limits. However, as we add branches to the tree the maps evolve in a very complex way.





Chapter 2

Compactness and fractal dimensions of
inhomogeneous continuum random trees.

"Easy reading is damned hard writing."

Nathaniel Hawthorne

This chapter is adapted from [29], which is published in Probability Theory and Related Fields.
Reproduced with permission from Springer Nature.

We introduce a new stick-breaking construction for inhomogeneous continuum random trees
(ICRT). This new construction allows us to prove the necessary and sufficient condition for
compactness conjectured by Aldous, Miermont and Pitman [14] by comparison with Lévy trees.
We also compute the fractal dimensions (Minkowski, Packing, Hausdorff).
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2.1 Introduction

Since the pioneer work of Aldous in [10], the study of continuum random trees (CRT) is considered
as a powerful tool to study properties of large random discrete trees. In particular, it has been
conjectured in [10], that the Brownian CRT is a universal limit for numerous models of trees with
large height. This has been verified over and over. Furthermore the Brownian CRT model has
been extended, for discrete trees with smaller height, toward two main distinct directions. On the
one hand, Lévy trees are introduced, in Le Gall Le Jan [64] (see also Le Gall Duquesne [50, 49]
for an extensive treatment), as limits of Galton-Watson trees. On the other hand, inhomogeneous
continuum random trees (ICRT) are introduced by Aldous, Camarri and Pitman, in [16, 40], as
limits of P-trees. Those two distinct but similar models leave the following main problem: Finding
a universal model for limits of random discrete trees (with no restriction on the height).

To solve this problem, we prove in a forthcoming paper (Chapter 3), that ICRT appears as
limits of uniform random trees with fixed degree sequence. Since many models of interest can be
studied under the spectrum of those trees, this proves that ICRT are universal. In particular Lévy
trees are ICRT with random parameters. The aim of the present paper is twofold: obtain refined
information about the ICRT, the universal limit object in particular concerning compactness and
fractal dimensions, and introduce some tools for convergence that will be used in Chapter 3.

Our main results are derived from a new version of the stick-breaking construction of the ICRT
from Aldous, Pitman [16]. Stick-breaking constructions generate a R-tree (a loopless geodesic
space see Le Gall [61] for an extensive treatment) and are separated in two steps:

• the line R+ is first cut into the segments ("sticks") [0, Y1], (Y1, Y2], (Y2, Y3] . . .
• the segments are then re-arranged sequentially in a tree-like fashion by gluing (Yi, Yi+1] at a

point Zi  Yi. (see Figure 2.1)

Such a construction has been introduced by Aldous [10] for the Brownian CRT. Recently Amini,
Devroye, Griffiths, Olver in [17] studied a case where cuts are fixed with (Yi+1�Yi)i2N decreasing.
The condition of monotonicity has been removed by Curien and Haas in [43] where they construct
a probability measure on T , give a sufficient criterion for compactness of T and compute the
Hausdorff dimension of T . We use similar methods in a setting where cuts and glue points are
generated according to a random measure µ on R+.

2.2 Model and definition of the fractal dimensions

2.2.1 The ICRT and its construction

Let us first present a generic deterministic stick-breaking construction. It takes for input two
sequences in R+ called cuts y = (yi)i2N and glue points z = (zi)i2N, which satisfy

8i < j, yi < yj ; yi�!1 ; 8i 2 N, zi  yi,

and creates an R-tree by recursively "gluing" segment (yi, yi+1] at position zi (see Figure 2.1), or
rigorously, by constructing recursively a consistent sequence of distances (dn)n2N on ([0, yn])n2N.
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zi
Glue

yi+1

yi

Figure 2.1: A typical step of the stick-breaking construction: the "gluing" of (yi, yi+1] at zi.

Algorithm 2.1. Generic stick-breaking construction.
– Let d0 be the trivial distance on {0}.
– For each n � 1 define dn on [0, yn] such that for each x  y:

dn(x, y) :=

8
><

>:

dn�1(x, y) if x, y 2 [0, yn�1]

dn�1(x, zn�1) + |y � yn�1| if x 2 [0, yn�1], y 2 (yn�1, yn]

|x� y| if x, y 2 (yn�1, yn]

where by convention y0 := 0 and z0 := 0.
– Let d be the unique metric on R+ which agrees with dn on [0, yn] for each n 2 N.
– Let SB(y, z) be the completion of (R+, d).

Remark. There is a more general way of gluing metric space. (see [39] for definition or [77] for
similar work in this context). We prefer to work directly on R+ for practical reasons.

Now, let ⌦ be the space of sequences {✓i}i2N in R+ such that:

1X

i=0

✓2i = 1 ; ✓1 � ✓2 � . . . ; ✓0 6= 0 or
1X

i=1

✓i = 1.

The ICRT of parameter ⇥ 2 ⌦ is the random R-tree constructed via the following algorithm.

Algorithm 2.2. Classical construction of the ⇥-ICRT from [16, 40]
– Let (Ai, Bi)i2N be a Poisson point process of intensity ✓20 on {(a, b) 2 R+2 : b  a}.
– Let ((Ai,j)j2{0}[N)i2N be a family of independent Poisson point processes of intensity
(✓i)i2N on R+ and independent of (Ai, Bi)i2N.

– Sort the elements of the (almost surely) locally finite set
S1

i=1{Ai} [
S1

i=1

S1
j=1{Ai,j} as

U = (Ui)i�1 with U1 < U2 < . . .

– For i � 1, let Vi =

(
Bj if Ui is of the form Aj

Ai,0 ———————– Ai,j
and let V = (Vi)i�1.

– The (old) ⇥-ICRT is defined as (T ⇤, d⇤) = SB(U, V ).

For technical reasons, it is convenient to deal with the following alternative construction.

Algorithm 2.3. New construction of the ⇥-ICRT
– Let (Xi)i2N be a family of independent exponential random variables of parameter (✓i)i2N.
– Let µ be the measure on R+ defined by µ = ✓20dx+

P1
i=1 �Xi

✓i.
– For each l 2 R+ let µl be the restriction of µ to [0, l].
– Let (Yi)i2N be a Poisson point process on R+ of rate µ[0, l]dl.
– Let (Zi)i2N be a family of independent random variables with respective laws µYi

µ[0,Yi]
, i 2 N.

– The (new) ⇥-ICRT is defined as (T , d) = SB(Y, Z).
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Remarks. • The construction may fail because µ[0, l] may be infinite for some l. However, since
E[µ[0, l]] < 1, this almost surely never happens. (See Lemma 2.4.1)
• When ✓0 = 1, the ICRT is the Brownian CRT.
• When ✓0 = 0 and

P1
i=0 ✓i < 1, the ICRT is still well defined and can be seen as a P-tree with a

modified distance (see Section 3.5.2, or Camarri Pitman [40]). Although we exclude this case to
avoid any technical issues starting Section 2.5, it is easy to check the following properties. First the
ICRT is almost surely not compact nor even separable. So the dimensions we compute are infinite.
Also µ(R+) < 1 so Theorem 2.3.1 still holds. But Proposition 2.3.2 does not hold in this case.

The constructions in Algorithms 2.2 and 2.3 are equivalent that is:

Lemma 2.2.1. (T ⇤, d⇤) and (T , d) have the same distribution.

Proof. First conditionally on {Ai,0}i2N, {Ui, Vi}i2N is a Poisson point process on � := {(a, b) 2
R+2 : b  a} of intensity

✓20dxdy +
1X

i=1

✓i1Ai,0xdx⇥ �Ai,0 .

Also, conditionally on (Xi)i2N, (Yi, Zi)i2N is a Poisson point process on � of intensity

✓20dxdy +
1X

i=1

✓i1Xixdx⇥ �Xi
.

So since (Xi)i2N and {Ai,0}i2N have the same distribution, (U, V ) and (Y, Z) also have the same
distribution. Finally (T ⇤, d⇤) = SB(U, V ) and (T , d) = SB(Y, Z) have the same distribution.

Finally let us introduce some notation that will simplify many expressions later.

Definition. For n 2 N let ln := Yn � Yn�1 denote the length of the nth segment, and let
mn := µ(Yn�1, Yn] denote its weight. Then let Mn := µ[0, Yn] = m1 + · · ·+mn.

2.2.2 Fractal dimension

In the entire section X is a metric space and for every x 2 X , " > 0, B(x, ") denotes the closed
ball centered at x with radius ". We recall the definitions of the fractal dimensions we compute in
this paper.

Definition. (Minkowski dimensions) For every " > 0 let N" be the minimal number of closed balls
of radius " to cover X . Define the Minkowski lower box and upper box dimensions respectively by

dim(X) := lim inf
l!1

logN1/l

log l
and dim(X) := lim sup

l!1

logN1/l

log l
.

Definition. (Packing dimension) For every s � 0 and A ⇢ X let

P s
0 (A) := lim sup

�!0

(
X

i2I
diam(Bi)

s

����� {Bi}i2I are disjoint balls B(x, r) with x 2 A and r  �

)
.

and

P s(X) := inf

( 1X

i=1

P s
0 (Ai)

�����X ⇢
1[

i=1

Ai

)
.

Then P s is a decreasing function of s, and we define the packing dimension of X as

dimP (X) := sup{s, P s(X) < 1}.
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Definition. (Hausdorff dimension) For every s, r � 0 write

Hs
r (X) := inf

diam(Ai)r

( 1X

i=1

diam(Ai)
s

�����X ✓
1[

i=1

Ai

)
.

The Hausdorff dimension of X is defined by

dimH(X) := sup

⇢
s, sup

r2R+
Hs

r (X) < 1
�
.

To compute the Packing dimension and Hausdorff dimension of the ICRT we will use the
following extension of Theorem 6.9, and Theorem 6.11 from [70]. ([70] deals with subsets of
Euclidian space, but the same arguments hold for every metric space.)

Lemma 2.2.2. Let p be a Borel probability measure on X and s 2 R+.
a) If p-almost everywhere lim inf p(B(x, "))"�s < +1 as "! 0, then dimP (X) � s.
b) If p-almost everywhere p(B(x, ")) = O("s) as "! 0, then dimH(X) � s.

We have the well-known inequalities (see e.g. Chapter 3 of Falconer [53]):

Lemma 2.2.3. For every metric space X we have

dimH(X)  dim(X)  dim(X) and dimH(X)  dimP (X)  dim(X).

2.3 Main results

The first theorem defines a probability measure on ICRT.

Theorem 2.3.1. Almost surely there is a probability measure p on the tree T such that

pl :=
µl

µ[0, l]
weakly�!
l!1

p.

Furthermore p has support T , has no atoms and gives measure 1 to the set of leaves (the set of
x 2 T such that T \{x} is connected).

This probability is also the limit of other natural empirical measures on T :

Proposition 2.3.2. Let µ; be the Lebesgue measure on R+ and µ• =
P1

i=1 �Yi
. For every l 2 R+

let µ;
l (resp. µ•

l ) be the restriction of µ; (resp.µ•) to Tl = ([0, l], d). Also let for every l 2 R+,
p;l =

µ;
l

µ;
l
[0,l] and p•l =

µ•
l

µ;
l
[0,l] . Then

p•l
weakly�!
l!1

p and p;l
weakly�!
l!1

p.

Intuitively speaking this comes from the fact that µ "dictates" how segments are glued together
so the convergence of pl implies the convergence of many others quantities.

Remark. Proposition 2.3.2 shows that p corresponds to the probability measure introduced in
Aldous Pitman [16]. In particular independent leafs sampled by p "behave" like (Yi)i2N. (see [16]
Corollary 8)

Then we prove the conjecture of Aldous, Miermont, Pitman in [14] about compactness.
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Theorem 2.3.3. The ICRT is almost surely compact if and only if
Z 1 dl

lE[µ[0, l]] < 1. (2.1)

Remark. The conjecture in [14] is based on a comparison between the ICRT and Levy trees
introduced by Le Gall Le Jan [64]. Levy trees are characterized by their Laplace exponent  and
are compact if and only if

R1 dl
 (l) < 1 (see [49]). The formulation of the conjecture in [14] is

based on an analog of the Laplace exponent in the setting of ICRT, which behaves like lE[µ[0, l]]
(see Lemma 2.6.1) which turns out to be equivalent to (2.1).

For the proof of Theorem 2.3.3, we first translate the condition in (2.1) into a more convenient
one: it turns out (Lemma 2.6.1) that

Z 1 dl

lE[µ[0, l]] < 1 if and only if
1X

n=1

logX2n

X2n
< 1,

where for every l 2 R+, Xl is the real number such that E[µ[0,Xl]] = l (see Lemma 2.4.1 for
existence and uniqueness).

To prove that the condition is sufficient, we will upper bound the law of the distance between a
random point in TX2n

and its projection on TX2n�1 . We then use this bound to prove that

dH(TX2n
, TX2n�1 )  C

logX2n

X2n
,

where dH denotes the Hausdorff distance on subsets of T . For the Hausdorff topology, Cauchy
sequences of compact sets converge toward a compact set so this proves that

P1
n=1

logX2n

X2n
< 1

implies that T is compact.
The fact that the condition is necessary follows from an adaptation of an argument of Amini,

Devroye, Griffiths, Olver in [17]. We show that, for some fixed constants c, C 2 (0,1) and for all
k large enough:

c
1X

n=k+1

logX2n

X2n
 dH

⇣
T , TX2k

⌘
 C

1X

n=k+1

logX2n

X2n
.

We then proceed to the computation of some fractal dimensions.

Theorem 2.3.4. Almost surely

dimP (T ) = dim(T ) = 1 + lim sup
l!1

log l

logE[µ[0, l]] .

Furthermore if log l = E[µ[0, l]]o(1) then

dimH(T ) = dim(T ) = 1 + lim inf
l!1

log l

logE[µ[0, l]] .

Remark. If one replaces lE[µ[0, l]] by the Laplace exponent  then one recovers the formulas for
the fractal dimensions of Levy trees obtained by Duquesne and Le Gall [50].

To prove Theorem 2.3.4, it suffices by Lemma 2.2.3 to upper bound the Minkowski dimensions
and to lower bound the Packing and Hausdorff dimension. To upper bound dim(T ) and dim(T )
we use some cover of T which relies on log l = E[µ[0, l]]o(1). Then we derive the lower bound on
dimP (T ) and dimH(T ) from Lemma 2.2.2.
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2.4 Preliminaries
This section should be seen as a tool box: we gather here a collection of lemmas that will be used
repeatidly throughout the paper. Most of them are straightforward.

2.4.1 Fundamental properties of µ

Lemma 2.4.1. The map l ! E[µ[0, l]] is differentiable and its derivative decreases to ✓20 as l ! 1
we thus have as l ! 1:

E[µ[0, l]] = ✓20l + o(l).

Proof. By Fubini’s theorem,

E
⇥
µ[0, l]� ✓20l

⇤
= E

" 1X

i=1

✓i1Xil

#
=

1X

i=1

✓iP (Xi  l) =
1X

i=1

✓i(1� e�✓il).

Thus,

E[µ[0, l]] = ✓20l +
1X

i=1

✓i(1� e�✓il). (2.2)

Each term of the sum is positive and increasing so we can differentiate term by term:

d

dl
E [µ[0, l]] = ✓20 +

1X

i=1

✓2i e
�✓il.

Since
P1

i=1 ✓
2
i < 1, by bounded convergence the last term decreases to ✓20 as l ! 1.

Lemma 2.4.1 implies that the map l 7! E[µ[0, l]] is strictly increasing, continuous, and diverges,
so is invertible. Thus for every l 2 R+, there is a well-defined real number Xl with E[µ[0,Xl]] = l.

Lemma 2.4.2. We have almost surely

µ[0, l] ⇠
l!1

E [µ[0, l]] .

Proof. For every l 2 R+ the variance of µl is given by:

V[µ[0, l]] = V
"
✓20l +

1X

i=1

✓i1Xil

#
=

1X

i=1

V [✓i1Xil] 
1X

i=1

✓2i  1.

Therefore for every n 2 N,

P (|µ[0,Xn2 ]� E [µ[0,Xn2 ]]| > n)  1

n2
.

By definition of Xn we deduce by the Borel–Cantelli lemma that for every n large enough

n2 � n  µ[0,Xn2 ]  n2 + n.

We thus have almost surely
µ[0,Xn2 ] ⇠ E[µ[0,Xn2 ]] = n2.

This result is then extended to every l 2 R+ by monotonicity of l 7! µ[0, l].

Note that Lemmas 2.4.1 and 2.4.2 implies that for every l large enough µ[0, l]  l.
The following lemma should be seen as an estimate for the "density" and "jump" of l 7! µ[0, l].
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Lemma 2.4.3. Almost surely there exists L0 2 R such that for every l � L0 and 0  �  l,

µ[l, l + �]  2�
E [µ [0, l]]

l
+

13 log(l)

l
.

Proof. First let us prove a concentration inequality for µ[l, l + �]. We have by Fubini’s Theorem,

E
h
e

l

2µ[l,l+�]
i
= E

"
e

l

2 ✓
2
0�

1Y

i=1

e
l

2 ✓i1lXil+�

#
= e

l

2 ✓
2
0�

1Y

i=1

⇣
1 + (e

l

2 ✓i � 1)P (l  Xi  l + �)
⌘
.

(2.3)
Furthermore we have for every i 2 N, since Xi is an exponential random variable of parameter ✓i,

(e
l

2 ✓i�1)P (l  Xi  l + �) = (1�e�
l

2 ✓i)P
✓
l

2
 Xi 

l

2
+ �

◆
 l

2
✓iP

✓
l

2
 Xi 

l

2
+ �

◆
,

Therefore by (2.3) and (2.2),

E
h
e

l

2µ[l,l+�]
i
 exp

 
l

2
✓20� +

1X

i=1

l

2
✓iP

✓
l

2
 Xi 

l

2
+ �

◆!

= exp

✓
l

2
E

µ


l

2
,
l

2
+ �

��◆
. (2.4)

Moreover by Lemma 2.4.1, t 7! E[µ[0, t]] is concave and increasing, hence,

E

µ


l

2
,
l

2
+ �

��
 2�

l
E

µ


0,

l

2

��
 2�

l
E [µ [0, l]] . (2.5)

Finally it follows from Markov’s inequality, (2.4), and (2.5) that for every l, l0, t 2 R+,

P
✓
µ[l, l + �] � 2�

l
E [µ [0, l]] +

2t

l

◆
 e�t. (2.6)

We now derive the desired result from (2.6). First by the Borel–Cantelli Lemma, there exists
almost surely an N 2 N, such that for every n � N and n  m  8n,

µ[
p
n,

p
m]  2

(
p
m�

p
n)p

n
E
⇥
µ
⇥
0,
p
n
⇤⇤

+
6 log(n)p

n
.

Now fix l � N+10, 0  �  l then let n := max{i,
p
i  l} and let m := min{i, l+� 

p
i}.

Since l 7! µ[0, l] is non decreasing, we have,

µ[l, l + �]  µ[
p
n,

p
m]  2

p
m�

p
np

n
E
⇥
µ
⇥
0,
p
n
⇤⇤

+ 12
log(

p
n)p

n

 2
� + 2/l

l � 1/l
E [µ [0, l]] + 12

log(l)

l
. (2.7)

Finally by Lemma 2.4.1, E [µ [0, l]] = O(l) as l ! 1 and the desired result follows from (2.7).

2.4.2 Key results on cuts and sticks

For every random variables A, B on R we recall that A is stochastically dominated by B, and write
A st B iff for every t 2 R+, P(A � t)  P(B � t).
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Lemma 2.4.4. Almost surely there exists L0 2 R+ such that for every l � L0 there are at most
2lµ[0, l]  2l2 cuts on [0, l].

Proof. Conditionally on µ, {Yi}i2N is a Poisson point process with rate µ[0, l]dl so the number of
cuts in [0, l] is stochastically dominated by a Poisson random variable ↵ with mean lµ[0, l] and for
l large enough

P
✓
↵ � 3

2
lµ[0, l]

◆
 1

l2
.

Thus by the Borel–Cantelli lemma almost surely for every l 2 N large enough, there are at most
3
2 lµ[0, l] cuts on [0, l]. This can be easily extended to all l 2 R+ large enough using Lemmas 2.4.1
and 2.4.2. We omit the straightforward details.

Lemma 2.4.5. Almost surely there exists i0 2 N such that for every i � i0:

li+1 
5 log(Yi)

Mi
.

Proof. Because the cuts are made at rate µ[0, l]dl, for every i 2 N, (Yi+1 � Yi)µ[0, Yi] is stochasti-
cally dominated by an exponential random variable with mean one. Therefore

P ((Yi+1 � Yi)µ[0, Yi] � 2 log(i))  1/i2.

So by the Borel–Cantelli lemma and Lemma 2.4.4, for every i large enough,

Yi+1 � Yi 
2 log(i)

µ[0, Yi]
 2 log(2Y 2

i )

µ[0, Yi]
 5 log(Yi)

µ[0, Yi]
.

Lemma 2.4.6. Almost surely there exists L0 2 R+ such that for all l � L0 and i 2 N with Yi � l,

mi+1 
log2 l

l
.

Proof. We have by Lemmas 2.4.5, 2.4.2, and 2.4.3, as i ! 1,

mi+1  µ


Yi, Yi +

5 log Yi
µ[0, Yi]

�
 O

✓
log Yi
µ[0, Yi]

µ[0, Yi]

Yi
+

log Yi
Yi

◆
= o

✓
log2 Yi
Yi

◆
.

2.4.3 An estimate of distances in T

For every l 2 R+, let Exp(l) denote an exponential random variable of mean l.

Lemma 2.4.7. For every x, y 2 R+, t � 6, conditionally on µ, P(d(Tx, y) > 4t/µ[0, x])  e�t.

Remark. Proving an equivalent of Lemma 2.4.7 is crucial for each studies on stick-breaking
constructions, notably for compactness [43, 77] and convergence [10], Chapter 3. Although the
proof below uses strong properties on µ, more general methods can be found in [10, 43, 77], Chapter
3. Finally, we believe that such methods can be useful to study several other classes of algorithms.

Proof. To simplify the notation let for every l 2 R+, Fl := �
�
µ,
�
(Yi, Zi)

 
i2N \ [l,+1]⇥ R+

�
.

We first prove that if µ[0, x] � 2µ[0, y) then conditionally on Fy, d(Tx, y) st Exp( 2
µ[0,x]). If

y  x then d(Tx, y) = 0. We assume henceforth that it is not the case. Let us "follow" the geodesic
path from y to Tx. More precisely we define the next sequence by induction (see Figure 2.2). Let
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zT+1

Glue

Tx

z0 := y

y0 y1 y2 yT

z1
z2

zT

Figure 2.2: A typical construction of (yi, zi)i2N. Note that in general we do not know if yT 2 Tx.

z0 := y, then for every i � 0, let ki := max{k 2 N : Yk < zi} and let yi := Yki , and zi+1 := Zki .
Additionally let T denote the smallest integer such that zT+1  x. Note that

d(y, Tx) =
TX

i=0

�
zi �max(yi, x)

�
. (2.8)

Now recall that conditionally on µ, {(Yi, Zi), i 2 N} is a Poisson point process, so {(yi, zi),Fyi}i�0

is a Markov chain. Also note that T +1 = inf{n : zn < x} is a stopping time for {(yi, zi),Fyi}i�0.
Moreover, for every i 2 N conditionally on (µ, yi, zi), zi+1 has law pyi . Hence if yi � x,

P(zi+1  x|µ, yi, zi) = pyi [0, x] �
µ[0, x]

µ[0, y)
� 1

2
.

So T is stochastically dominated by a geometric random variable of parameter 1/2. Furthermore, if
i  T , conditionally on (µ, yi), {Yi}i2N \ [x, yi) is a Poisson point process of rate µ[0, l] � µ[0, x]
so zi �max(yi, x) st Exp(

1
µ[0,x]). Finally it follows from (2.8) that d(Tx, y) st Exp(

2
µ[0,x]).

Let us now treat the general case. As previously, we bound d(Tx, y) by following the geodesic
path between Tx and y. More precisely, let for every i � 0, xi := inf{a 2 R+, µ[0, a] � 2iµ[0, x]}
and let yi be the nearest point from y on [0, xi]. Note that

d(x, y) =
+1X

i=0

d(yi, yi+1). (2.9)

Then for every i � 0, since 2µ[0, xi] � µ[0, xi+1), the first case yields, conditionally on Fyi+1 ,

d(yi, yi+1) = d(Txi
, yi+1) st Exp

✓
2

µ[0, xi]

◆
st Exp

✓
21�i

µ[0, x]

◆
. (2.10)

Finally since for every j > i, d(yj , yj+1) is Fyi+1 measurable, the desired result follows follows
from (2.9), (2.10) and Lemma 2.8.3.

2.5 The mass measure

First we prove Lemma 2.5.1 that describes precisely the evolution of the mass µ as we add branches
to the tree. Then we prove that (pl)l�0 is tight and use Lemma 2.5.1 to prove that for every bounded
Lipschitz function (pl(f))l�0 converges. It proves, by the Portmanteau Theorem, that (pl)l�0

converges weakly toward a probability measure p (Theorem 2.3.1). Then we adapt the argument to
prove Proposition 2.3.2.



2.5. THE MASS MEASURE 57

2.5.1 The mass conservation lemma

Definition. For every l 2 R+ let the projection of x in Tl be the nearest point from x in Tl. Also
for every S ⇢ T , let S"l be the set of x 2 T such that the projection of x in Tl is in S.

Lemma 2.5.1. Almost surely (µ, (Yi)i2N) satisfy the following property. For every a large enough,
conditionally on TYa

, for every measurable set S ⇢ TYa
, the following assertions hold.

(i) Almost surely {pl(S"Ya)}l2R+ converges toward a real number p(S"Ya).
(ii) If µ(S) � log6 Ya

Ya
with probability at least 1� 1

Y 5
a

, for every l � Ya
✓
1� 1

log Ya

◆
pYa

(S)  pl
⇣
S"Ya

⌘

✓
1 +

1

log Ya

◆
pYa

(S).

(iii) If µ(S)  log6 Ya

Ya
with probability at least 1� 1

Y 5
a

, for every l � Ya

pl
⇣
S"Ya

⌘
 (log Ya)

6

YaMa
.

Proof. First for every i � a, let Ai := µYi

�
S"Ya

�
and Fi := � (µ, {Yn}n2N, {Zn}1n<i) . Note

that for every i � a, since Zi has law µYi

Mi
, we have (Yi, Yi+1] ⇢ S"Ya with probability Ai

Mi
so

P (Ai+1 = Ai +mi+1) =
Ai

Mi
; P (Ai+1 = Ai) =

Mi �Ai

Mi
.

Thus (Ai,Fi)i�a can be seen as a Pólya urn in the sense of Lemma 2.8.1. Furthermore by Lemma
2.4.6, we have almost surely for every a large enough, maxn>amn  log2 Ya

Ya
, hence by Lemma

2.8.1 (b), for every t 2 [0, 1],

P
✓
sup
i�a

����
Ai

Mi
� Aa

Ma

���� > t
Aa

Ma

����Aa

◆
 2 exp

✓
� t2

8

AaYa
log2 Ya

◆
. (2.11)

Also still by Lemma 2.4.6 we have for every a 2 N large enough, i � a, and Yi  l  Yi+1,

pl(S
"Ya) =

µl(S"Ya)

µ[0, l]
 µYi

(S"Ya) +mi+1

µ[0, Yi]
=

Ai

Mi
+

mi+1

Mi
 Ai

Mi
+

log2 Ya
YaMa

,

and similarly

pl(S
"Ya) =

µl(S"Ya)

µ[0, l]
�

µYi+1(S
"Ya)�mi+1

µ[0, Yi+1]
=

Ai+1

Mi+1
� mi+1

Mi+1
� Ai+1

Mi+1
� log2 Ya

YaMa
.

Therefore,

sup
l�Ya

����pl(S
"Ya)� Aa

Ma

����  sup
i�a

����
Ai

Mi
� Aa

Ma

����+
log2 Ya
YaMa

. (2.12)

The claims in (i) (ii) (iii) are applications of the inequalities in (2.11) and (2.12).
Consider first (i). Note that (2.11) implies that { Ai

Mi
}i2N is almost surely Cauchy, and hence

converges. Furthermore { log2 Ya

YaMa
}a2N almost surely converges to 0. (i) then follows from (2.12).

Towards (ii), we have by assumption Aa � log6 Ya

Ya
so if a � 10, log2(Ya)

YaMa
 1

2 log Ya

Aa

Ma
.

Therefore by (2.12) it suffices to estimate the right-hand side of (2.11) with t = 1
2 log Ya

:

2 exp

✓
� t2

8

AaYa
log2 Ya

◆
 2 exp

✓
� 1

32 log2 Ya

log6 Ya
log2 Ya

◆
= o

✓
1

Y 5
a

◆

and (ii) follows. (iii) can be treated similarly using (2.11) with t = log6 Ya

2YaAa
. We leave the details to

the reader. This concludes the proof.
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2.5.2 Weak convergence of µn : proof of Theorem 2.3.1

In this section we prove Theorem 2.3.1. Let us start with the tightness of (pl)l2R+ which follows
from the following lemma.

Lemma 2.5.2. For every n 2 N let An be the set of x 2 T such that, d(x, [0,X2n ])  8n/2n and
Bn :=

T
m�nAm. The following assertions hold:

(i) Almost surely for every n large enough, for every l � 0, pl (Bn) � 1� 2�2n.

(ii) For every n large enough Bn is compact.

Proof. First for every n  m 2 N large enough, conditionally on µ we have by Fubini’s theorem,
Lemma 2.4.7, and Lemma 2.4.2,

E [pX2m
(T \An)|µ] =

Z X2m

0
P (x /2 An)

dµ(x)

µ[0,X2m ]
 e�

8n
2n

µ[0,X2n ]
4 = e�2n(1+o(1)).

It directly follows by Markov’s inequality and the Borel–Cantelli lemma that almost surely for
every n large enough and m � n,

pX2m
(T \An)  2�2n�3.

Therefore for every n 2 N and l � X2n , writing k for the smallest integer such that l  X2k we
have by Lemma 2.4.2,

pl (T \An) 
µ[0,X2k ]

µ[0, l]
pX2k

(T \An) 
µ[0,X2k ]

µ[0,X2k�1 ]
pX2k

(T \An)  2�2n�1.

Note that the latter is also true for l  X2n since in this case Tl ⇢ TX2n
⇢ An. (i) then follows

from a union bound on n.
Toward (ii), note that Am is a closed set for m � n, so Bn is a closed set as well. Therefore it

suffices to show that any sequence (xi)i2N in Bn has an accumulation point. Fix (xi)i2N then for
every m 2 N let xmi be the projection of xi on [0,X2m ]. Since for every m 2 N, TX2m

is compact,
by a diagonal extraction procedure there exists an increasing function � : N 7! N such that for
every m 2 N, (xm�(i))i2N converges. Hence, for every m � n there exists N 2 N such that for
every a, b � N , d(xm�(a), x

m
�(b))  1/m and so

d(x�(a), x�(b))  d(x�(a), x
m
�(a)) + d(xm�(a), x

m
�(b)) + d(xm�(b), x�(b)) 

8m

2m
+

1

m
+

8m

2m
.

Therefore (x�(i))i2N is Cauchy and thus converges since T is complete by definition. Since (xi)i2N
is arbitrary, Bn is compact.

Definition. Let F be the set of positive, 1-Lipschitz functions that are bounded by 1 on T . For every
finite measure ⌫ on T and measurable function f : T ! R let ⌫(f) :=

R
T f(x)d⌫(x).

Lemma 2.5.3. Almost surely, for every f 2 F, pl(f) converges as l ! 1.

Proof. First for every a 2 N let {Iai }1iNa
be a partition of TYa

= ([0, Ya], d) into intervals of
diameter at most 1/a. Then for every a 2 N and 1  i  Na let Ja

i := (Iai )
"Ya and let xai 2 Iai .

Note that for every a 2 N, {Ja
i }1iNa

is a partition of T . So for every l � Ya and f 2 F,

pl(f) =
NaX

i=1

pl
�
1Ja

i
f
�
=

NaX

i=1

pl (J
a
i ) f(x

a
i ) +

NaX

i=1

pl
�
1Ja

i
(f � f(xai ))

�
. (2.13)
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By Lemma 2.5.1 (i), almost surely for every f 2 F the first sum converges toward
PNa

i=1 p (J
a
i ) f(x

a
i )

as l goes to infinity. Let us bound the second sum in order to prove that (pl(f))l2R+ is Cauchy. For
every a 2 N let ka be the largest integer such that X2ka  Ya. We have for every f 2 F:

NaX

i=1

pl
�
1Ja

i
(f � f(xai ))

�
=

NaX

i=1

pl
�
1Ja

i
\Bka

(f � f(xai ))
�
+ pl

⇣
1T \Bka

(f � f(xai ))
⌘

and �����

NaX

i=1

pl
�
1Ja

i
(f � f(xai ))

�
����� 

NaX

i=1

pl
�
1Ja

i
\Bka

|f � f(xai )|
�
+ pl(T \Bka).

Furthermore for every a 2 N and 1  i  Na, recall that by definition Iai has diameter at most
1
a and that dH([0,X2ka ], Bka)  8ka2�ka . Therefore Ja

i \Bka = (Iai )
"Ya \Bka has diameter at

most �a := 1
a + 16ka

2ka
. Hence for every f 2 F,

�����

NaX

i=1

pl
�
1Ja

i
(f � f(xai ))

�
����� 

NaX

i=1

pl (J
a
i \Bka) �a + pl(T \Bka)  �a + pl(T \Bka).

Moreover by Lemma 2.5.2 for every a large enough pl(T \Bka)  2�2ka . Finally for every f 2 F,

lim sup
a!1

lim sup
l!1

�����

NaX

i=1

pl
�
1Ja

i
(f � f(xai ))

�
����� = 0, (2.14)

which implies together with (2.13) that (pl(f))l2R+ is Cauchy and thus converges.

Proof of Theorem 2.3.1. First by lemma 2.5.2, (pl)l2R+ is tight. The convergence of (pl)l2R+ then
directly follows from Lemma 2.5.3 and the Portmanteau theorem.

Towards proving that p has full support, we first prove that µ has almost surely full support.
Note that it suffices to prove that for every a < b 2 R+, almost surely µ[a, b] > 0. If ✓0 > 0
then µ[a, b] � (b � a)✓20 > 0. So we assume henceforth that ✓0 = 0. Note that in this case,P1

i=1 ✓i = 1. Moreover, recall that {Xi}i2N is a family of independent exponential random
variables of parameter {✓i}i2N so that,

1X

i=1

P(Xi 2 [a, b]) =
1X

i=1

e�✓ia
⇣
1� e�✓i(b�a)

⌘
= 1.

Therefore by the Borel–Cantelli lemma, for every a, b 2 R+ almost surely there exists an i 2 N
such that Xi 2 [a, b] and so µ[a, b] � ✓i > 0. Thus, µ has almost surely full support.

Next we prove that p also has full support. Fix x 2 R+ and " > 0. Additionally for every
a 2 N let ka be the largest integer such that X2ka  Ya. Note that for every a 2 N large enough, by
definition of Bka , B(x, ")"Ya \Bka has diameter at most "+ 16ka2�ka  2". It follows that,

p (B(x, 2")) � p
⇣
B(x, ")"Ya \Bka

⌘
� p

⇣
B(x, ")"Ya

⌘
� p(T \Bka). (2.15)

On the one hand, recall that almost surely µ(B(x, ")) > 0. Thus by Lemma 2.5.1 (ii), for every a
large enough, with probability at least 1� 1/Y 5

a ,

p
⇣
B(x, ")"Ya

⌘
� 1

2
pYa

(B(x, ")) =
µYa

(B(x, "))

2Ma
.
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On the other hand, by Lemmas 2.5.2 (i), 2.4.2, and the definition of ka, for every a large enough,

p(T \Bka)  2�2ka  2µ[0,X2ka ]
�2  2µ[0, Ya]

�2 = o (1/Ma) .

Therefore by (2.15), almost surely p(B(x, 2")) > 0. Since x, " were arbitrary and since rational
numbers are dense on T , it follows that p has full support.

Finally, we prove that almost surely p gives measure 1 to the set of leaves and is non-atomic.
For every " > 0 and S ⇢ T , let B(S, ") = {x 2 T : d(x, S) < "}. Then let ("a)a2N be a sequence
of positive real numbers decreasing sufficiently fast so that for every a > 0 and 0  i < a we have
µYa

(B((Yi, Yi+1], "a))  2µYa
(Ya, Ya+1]. By Lemma 2.5.1 (ii) (iii), for every a large enough and

0  i < a, with probability at least 1� 1/Y 5
a , for every l � Ya,

pl
⇣
B((Yi, Yi+1], "a)

"Ya

⌘
 max

(
2pYa

⇣
B((Yi, Yi+1], "a)

⌘
;
(log Ya)

6

YaMa

)
. (2.16)

Since by Lemma 2.4.4 a = O(Y 2
a ), the Borel–Cantelli lemma implies that almost surely (2.16)

is true for every a large enough, 0  i < a and l � Ya. Furthermore by Lemma 2.4.6 M :=

maxi2N µ(Yi, Yi+1] < 1. Also note that (log Ya)
6

Ya
�! 0 as a ! +1. Therefore for every a large

enough, 0  i < a, and l � a:

pl
⇣
B((Yi, Yi+1], "a)

"Ya

⌘
 4M

Ma
. (2.17)

Moreover since for every a 2 N the projection on TYa
(see 2.5.1 for definition) is a continuous

fonction, for every 0  i < a, B((Yi, Yi+1], "a)"Ya is open. Thus by letting l ! 1 in (2.17), the
Portmanteau theorem yields for a large enough:

p
⇣
B((Yi, Yi+1], "a)

"Ya

⌘
 4M

Ma
, (2.18)

which tends to 0 as a ! 1. So for every i 2 N, p[Yi, Yi+1] = 0. Summing over all i 2 N we
get p(R+) = 0 and so p gives measure 1 to the set of leaves. Note that (2.18) also yield for every
a 2 N,

sup
x2T

p{x} = max
0i<a

sup
x2[Yi,Yi+1]"Ya

p{x}  4M

Ma
,

which implies, taking a ! 1, that p is non-atomic.

2.5.3 Other convergences toward p : proof of Proposition 2.3.2

In this section we prove Proposition 2.3.2, and the following stronger result.

Lemma 2.5.4. Let µ↵ be a random Borel measure on R+ which is �(µ, {Yi}i2N) measurable. Let
for every l 2 R+, µ↵l be the restriction of µ↵ to Tl = ([0, l], d) and p↵l :=

µ↵

l

µ↵[0,l] . Suppose that
almost surely the following assertions hold:

(i) For every l > 0 µ↵[0, l] < 1, and µ↵(R+) = +1.
(ii) There exists " > 0 such that µ↵(Yi�1, Yi] = o(µ↵[0, Yi]1�").

(iii) For all " > 0,
Pn

i=1 µ
↵(Yi�1, Yi]1Yi�Yi�1>" = o(µ↵[0, Yn]).

Then almost surely {p↵l }l2R+ converges weakly toward p.

To prove Lemma 2.5.4, we first show the following strong law of large number.
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Lemma 2.5.5. Let µ↵ be such as in Lemma 2.5.4 and S ⇢ T be a random measurable set such
that for every n large enough, pYn

(S) is �(µ, {Yi}i2N, {Zi}1i<n) measurable. Almost surely,

lim sup
n!1

nX

i=1

p↵(Yi�1, Yi]1Zi�12S  lim sup
l!1

pl(S).

Proof. Let {Un}n2N be a family of independent uniform random variables on [0, 1]. Since for every
n 2 N, conditionally on (µ, {Yj}j2N, {Zj}1j<n), Zn has law pYn

, we may couple {Un}n2N and
{Zn}n2N such that for every n large enough, Zn 2 S if and only if Un  pYn

(S). Therefore, by
Lemma 2.8.2 and assumptions (i) and (ii), almost surely for every t > lim supl!1 pl(S),

lim sup
n!1

Pn
i=1 µ

↵(Yi�1, Yi]1Zi�12S
µ↵[0, Yn]

 lim sup
n!1

Pn
i=1 µ

↵(Yi�1, Yi]1Ui�1t

µ↵[0, Yn]
= t. (2.19)

Taking t ! lim supl!1 pl(S) in (2.19) yields the desired inequality.

Proof of Lemma 2.5.4. First by the Portmanteau’s theorem it suffices to prove that for every f 2 F,
p↵l (f) ! p(f) where F is the set of positive, 1-Lipschitz functions that are bounded by 1 on T .
Moreover since we work with probability measures and since for every f 2 F, (1 � f) 2 F, it
suffices to prove instead that for every f 2 F, lim sup p↵l (f)  p(f). To this end, we proceed
as in the proof of Lemma 2.5.3 and will hence use the same notations. In addition, for " > 0 let
�" :=

S
i,Yi+1�Yi"(Yi, Yi+1) and for every x 2 T , let ⇣(x) := Zmax{i,Yix}.

Now fix " > 0 and recall from the proof of Lemma 2.5.3 that for every a 2 N, {Ja
i }1iNa

, is
a partition of T , so for every f 2 F and l � Ya,

p↵l (f) 
NaX

i=1

p↵l (f1z(·)2Ja

i
\Bka

1�e
) + p↵l (f1z(·)/2Bka

) + p↵l (f1T \�"
). (2.20)

We now upper bound each term of (2.20) separately. First, recall that Ja
i \Bka have diameter

at most �a, thus for every 1  i  Na and s 2 Sa
i := {x, z(x) 2 Ja

i \ Bka} \ �" we have
d(s, xai )  "+ �a. Therefore for every f 2 F,

NaX

i=1

p↵l (f1Sa

i
) 

NaX

i=1

p↵l ((f(x
a
i ) + "+ �a)1Sa

i
) 

NaX

i=1

f(xai )p
↵
l

⇣
1z(·)2Ja

i

⌘
+ "+ �a. (2.21)

Furthermore by Lemma 2.5.1 (i) almost surely for every a 2 N and 1  i  Na, pl (Ja
i )�! p(Ja

i )
as l ! 1, hence by Lemma 2.5.5 almost surely

lim sup
l!1

p↵l (1z(·)2Ja

i
)  p(Ja

i ).

Therefore since �a ! 0 as a ! 1, we have by (2.21) and (2.14) for every f 2 F,

lim sup
a!1

lim sup
l!1

NaX

i=1

p↵l (f1Sa

i
)  lim sup

a!1

NaX

i=1

f(xai )p(J
a
i ) + "  p(f) + ".

Next we have by Lemma 2.5.2 (i) and Lemma 2.5.5, almost surely for every a large enough,

lim sup
l!1

p↵l (1z(·)/2Bka
)  2�2ka .

Futhermore by assumption (iii), p↵l (1T \�"
) ! 0 as l ! 0. Finally (2.20) yields, for every f 2 F,

lim sup
l!1

p↵l (f)  lim sup
a!1

p(f) + "+ 2�2ka = p(f) + ".

Taking "! 0 in the previous inequality concludes the proof.
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Proof of Proposition 2.3.2. We now justify that µ;, µ• satisfy the assumptions of Lemma 2.5.4.
First (i) and the �(µ, {Yi}i2N) measurability for µ;, µ• are straightforward from their definitions.
(ii) for µ; is an immediate consequence of Lemma 2.4.5. (ii) for µ• comes from µ•(Yn, Yn+1] = 1.
(iii) is a little tedious to prove and follows directly from the fact that conditionally on µ, {Yi}i2N is
a Poisson point process with rate µ[0, l]dl and that by Lemma 2.4.2 almost surely µ[0, l] ! 1 as
l ! 1. We omit the details. This concludes the proof of Proposition 2.3.2.

2.6 Compactness

2.6.1 Equivalent condition

In this section, we obtain a condition equivalent to that of Theorem 2.3.3 which is more convenient
to study the compactness of the ICRT from the bounds provided by Lemmas 2.6.2 and 2.6.5.
Additionally we also prove that the condition conjectured in [14] is also equivalent to that of
Theorem 2.3.3. For l � 0, recall that Xl is defined by E[µ[0,Xl]] = l and let

 (l) :=
✓20
2
l2 +

1X

i=1

(e�l✓i � 1 + l✓i).

Lemma 2.6.1. The following conditions are equivalent:

(i)

Z +1 dl

lE[µ[0, l]] < +1 , (ii)

Z +1 dl

 (l)
< +1 , (iii)

+1X logX2n

2n
< 1.

Proof. Since for every x 2 R+, e�x � 1 + x  x(1� e�x)  2 (e�x � 1 + x), for every l � 0:

✓20
2
l2 +

1X

i=1

⇣
e�l✓i � 1 + l✓i

⌘
 ✓20l

2 +
1X

i=1

l✓i
⇣
1� e�✓il

⌘
 ✓20l

2 +
1X

i=1

2
⇣
e�l✓i � 1 + l✓i

⌘
.

So by (2.2) for every l � 0,  (l)  lE[µ[0, l]]  2 (l). It follows readily that (i) and (ii) are
equivalent. Furthermore

Z 1

X1

dl

lE[µ[0, l]] =
1X

k=0

Z X2k+1

X2k

dl

lE[µ[0, l]] 
1X

k=0

Z X2k+1

X2k

dl

l2k
=

1X

k=1

logX2k

2k
� logX1,

and similarly
Z 1

X1

dl

lE[µ[0, l]] =
1X

k=0

Z X2k+1

X2k

dl

lE[µ[0, l]] �
1X

k=0

Z X2k+1

X2k

dl

l2k+1
=

1X

k=1

logX2k

2k+1
� logX1

2
.

So (i) and (iii) are equivalent.

2.6.2 The condition of Theorem 2.3.3 is sufficient for compactness

The aim of this section is to prove Lemma 2.6.2 below. This Lemma implies that under condition
(iii) of Lemma 2.6.1, (TX2k

)k2N is a Cauchy sequence of compact sets for the Hausdorff topology
and thus converges toward a compact set. Since (TX2k

)k2N is increasing (for ⇢) toward T , T is the
only possible limit, and hence is compact.

Lemma 2.6.2. Almost surely, for every k large enough:

dH(TX2k�1 , TX2k
)  21

logX2k

2k
.
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Proof. For every k 2 N and x 2 T , let Ek(x) denote the event d(x, [0,X2k�1 ]) > 20 logX2k2
�k.

First by Fubini’s theorem and Lemma 2.4.7, we have conditionally on µ, for every k large enough,

E
Z X2k

0
1Ek(x)dx

����µ
�
=

Z X2k

0
P (Ek(x)|µ) dx  X2k exp

✓
�5

logX2k

2k
µ[0,X2k�1 ]

◆
.

Then by Lemma 2.4.2 as k goes to infinity µ[0,X2k ] ⇠ 2k. So for every k large enough:

E
Z X2k

0
1Ek(x)dx

����µ
�
 X�4/3

2k
.

Furthermore by Lemma 2.4.1, 2k = O(X2k) so
P

X�1/3
2k

< 1. Hence by Markov’s inequality
and the Borel–Cantelli lemma, for every k large enough:

Z X2k

0
1Ek(x)dx < X�1

2k
.

Note that it implies that, for every k large enough and x 2 [0,X2k ],

d(x, [0,X2k�1 ])  20 logX2k2
�k + X�1

2k
,

since otherwise the geodesic path from x to [0,X2k�1 ] would contain a segment S of length at least
1

X2k
such that d(S, [0,X2k�1 ]) > 20 logX2k2

�k. Finally by Lemma 2.4.1, for every k large enough

X2k � 2k, hence X�1
2k

 logX2k2
�k. This concludes the proof.

2.6.3 The condition of Theorem 2.3.3 is necessary for compactness

The following section is organized as follows: Lemma 2.6.3 defines and proves the existence of
"long" segments, Lemma 2.6.4 proves that they tend to "aggregate". Lemma 2.6.5 deduces a lower
bound on dH(TX2k

, T ) from the two previous lemmas, thus proving that the condition is necessary.
Finally Lemma 2.6.6 gives a more precise view of the geometry of the tree in the non-compact case:
"the tree is infinite in every direction".

Lemma 2.6.3. For every n 2 N let Ln := logX2n

2n+2 and let In be the set of segments [Ya+Ln, Ya+1]
with

Ya 2 [X2n ,X2n+1) ; Ya + Ln  Ya+1 ; µ [Ya + Ln, Ya+1] � 1/X 2
2n+1 .

Almost surely for every n large enough we have #In � 2n+2X 1/3
2n .

Proof. Write I 0
n for the set of segments [Ya + Ln, Ya+1] with

Ya 2 [X2n ,X2n+1) ; Ya + Ln  Ya+1 ; µ [Ya + Ln, Ya+1] < 1/X 2
2n+1 .

First by Lemmas 2.4.4 and 2.4.2, for every n large enough, there are at most 2n+2X2n+1 cuts on
[0,X2n+1 ], hence #I 0

n  2n+2X2n+1 . Furthermore, by Lemma 2.4.6, for every n large enough and
I 2 In, we have µ(I)  log2X2n/X2n so

X

I2In[I0
n

µ (I) =
X

I2In

µ (I) +
X

I2I0
n

µ (I)  #In
log2X2n

X2n
+

2n+2

X2n+1
.

Therefore, since X2n+1 � X2n , it suffices to prove that, writing Sn :=
S

I2In[I0
n

I ,

µ (Sn) > 2n+2X�2/3
2n log2X2n + 2n+2/X2n . (2.22)
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Note that for every x 2 [X2n ,X2n+1 ], x 2 Sn if and only if there is a cut in [X2n , x] and no cut
in [x� Ln, x]. So if there is a cut in [X2n ,X2n + 1],

µ (Sn) �
Z X2n+1

X2n+Ln+1
;x�Ln,xdµ(x),

where for every x  y, ;x,y := 18i2N, Yi /2[x,y]. Let An denote the right-hand side above. Since,
conditionally on µ, (Yi)i2N is a Poisson point process of rate µ[0, l]dl, for every n large enough

P (An > µ (Sn)|µ)  P (;X2n ,X2n+1 = 0|µ)  e�µ[0,X2n ]  e�2n�1
.

Therefore, by the Borel–Cantelli lemma, almost surely for every n large enough µ (Sn) � An.
We now lower bound An via a second moment method. We have, still by the properties of

(Yi)i2N,

E[An|µ] �
Z X2n+1

X2n+Ln+1
e�µ[0,X2n+1 ]Lndµ(x) = e�µ[0,X2n+1 ]Lnµ [X2n + Ln + 1,X2n+1 ] .

(2.23)
Furthermore note that 1+Ln

X2n
! 0 as n ! 1, hence by Lemmas 2.4.2 and 2.4.1 a.s. as n ! 1,

µ[X2n + Ln + 1,X2n+1 ] = E[µ[0,X2n+1 ]](1 + o(1))� E[µ[0,X2n + Ln + 1]](1 + o(1)) ⇠ 2n.

It follows from (2.23), Lemma 2.4.2, and the definition of Ln that, as n ! 1,

E[An|µ] � X�1/2+o(1)
2n 2n. (2.24)

Moreover we have by Fubini’s theorem,

V[An|µ] =
Z X2n+1

X2n+Ln+1

Z X2n+1

X2n+Ln+1
Cov [;x�Ln,x;y�Ln,y|µ] dµ(x)dµ(y).

Note that for every x, y 2 R+, Cov [;x�Ln,x;y�Ln,y|µ]  E [;y�Ln,y|µ], and that conditionally
on µ, ;x�Ln,x and ;y�Ln,y are independent when |y � x| > Ln. It follows that,

V[An|µ] 
Z X2n+1

X2n+Ln+1
E [;y�Ln,y|µ]

Z y+Ln

y�Ln

dµ(x)dµ(y)

 E[An|µ] max
X2n+Ln+1yX2n+1

µ[y � Ln, y + Ln]. (2.25)

Furthermore by Lemma 2.4.3, for every n large enough and y 2 [X2n + 1,X2n+1 � Ln],

µ[y, y + 2Ln]  4Ln
E[µ[0, y]]

y
+ 13

log y

y
 4

logX2n

2n+2

E[µ[0,X2n+1 ]]

X2n
+ 13

logX2n

X2n
. (2.26)

Put together (2.25) and (2.26) yield as n ! 1,

V[An|µ]  E[An|µ]
17 logX2n

X2n
. (2.27)

Therefore, by Chebyshev’s inequality, (2.27), and (2.24), we have as n ! 1,

P
✓
An  E[An|µ]

2

����µ
◆

 4
V[An|µ]
E[An|µ]2

 O(1) logX2n

X2nE[An|µ]
 2�nX�1/2+o(1)

2n .

So by the Borel–Cantelli lemma, almost surely for every n large enough An � E[An|µ]/2. Finally
the inequality in (2.22) follows from (2.24) and the fact that for every n large enough µ(Sn) � An.
This concludes the proof.
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Formally we call the segments in
S

n2N In "long". The following lemma proves that those long
segments tend to "glue" to one another.

Lemma 2.6.4. For every I 2
S

n2N In let aI denote the only integer such that I ⇢ (YaI , YaI+1].
Almost surely for every n,m 2 N large enough with n < m and X2m � X 8

2n+1 , for every I 2 In
there exists I 0 2 Im such that Za

I0 2 I . In this case we say that I 0 is glued on I .

Proof. Conditionally on F := �(µ, (Yi)i�1), (Zi)i�1 are independent random variables with law
(pYi

)i2N so for every i 2 N and I 2 In

P
�
8I 0 2 Im, Za

I0 /2 I
��F

�
=

Y

I02Im

✓
1� µ(I)

µ[0, Ya
I0 ]

◆
 exp

✓
�#Im

µ(I)

µ [0,X2m+1 ]

◆
.

Furthermore we have by definition of In, µ(I)  X�2
2n+1  X�1/4

2m . It follows from Lemmas 2.6.3
and 2.4.2 that for every m large enough,

P
�
8I 0 2 Im, Za

I0 /2 I
��F

�
 exp

 
�X�1/4

2m
2m+2X 1/3

2m

2m+2

!
= exp

⇣
�X 1/12

2m

⌘
.

Moreover, by Lemma 2.4.4, for every i large enough #In  2X 2
2n+1 , and by Lemma 2.4.1 for

every m 2 N, X2m � 2m. So for every m large enough,

P
�
9I 2 In, 8I 0 2 Im, Za

I0 /2 I
��F

�
 2X 2

2ne
�X 1/12

2m  f(X2m)  f(2m),

where f : x 7! 2x2e�x1/12 . Since
P1

n=0

P1
m=n f(2

m) < 1 the Borel–Cantelli lemma yields the
desired result.

Lemma 2.6.5. Almost surely for every k large enough:

dH(TX2k
, T ) � 1

128

1X

n=k

logX2n

2n
.

Proof. First define by induction (ni)i2N such that n0 = k and such that for every i � 0, ni+1 =
inf{n 2 N : n > ni,X2n � X 8

2ni
}. Note that for i 2 N, X2n2i+2 � X 8

2n2i+1 � X 8
2ni+1 , so by

Lemma 2.6.4, there exists a sequence (Ii)i2N such that for every i 2 N, Ii 2 In2i and Ii+1 is glued
on Ii. On this event, note that for every j 2 N and x 2 Ij , x is at distance at least

Pj�1
i=0 Ln2i of

X2k so dH(TX2k
, T ) �

P1
i=0 Ln2i . Similarly we have dH(TX2k

, T ) �
P1

i=0 Ln2i+1 , hence

dH(TX2k
, T ) � 1

2

1X

i=0

Lni
.

Finally we compare
P1

i=0 Lni
with

P1
n=k+1

logX2n

2n . By definition of {ni}i2N we have:

1X

n=k

logX2n

2n
=

1X

i=0

ni+1�1X

n=ni

logX2n

2n


1X

i=0

ni+1�1X

n=ni

8 logX2ni

2n
 64

1X

i=0

logX2ni

2ni+2
= 64

1X

i=0

Lni
.

This concludes the proof.

The previous lemma proves that when
P logX2n

2n = 1 the tree is not compact, thus finishing
the proof of Theorem 2.3.1. The next lemma gives a more precise description of the geometry of
the tree in the non-compact case: "the tree is infinite in every direction".
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Lemma 2.6.6. Suppose that
P

logX2n2�n = 1 then almost surely for every a < b < c, [a, b]"c

has infinite diameter.

Remark. A similar result is proved in Le Gall and Le Jan [16] for non-compact Lévy trees: the set
of values taken by the height process on any non-trivial open interval contains a half line [a,1).

Proof. First one may adapt the argument of the proof of Lemma 2.6.5 to prove that for every k 2 N
large enough and I 2 Ik,

diam((YaI , YaI+1]
"YaI+1) � Lk +

1

2

 1X

i=1

Ln2i+1 +
1X

i=1

Ln2i

!
� 1

64

1X

n=n2

logX2n

2n
= 1,

(2.28)
where {ni}i2N is defined in the proof of Lemma 2.6.5 and aI in Lemma 2.6.4. We leave the details
to the reader.

We now fix a < b < c 2 R+. Since conditionally on F := �(µ, (Yi)i�1), (Zi)i�1 are
independent random variables with law (pYi

)i2N, we have for every m 2 N,

P (8I 2 Im, ZaI /2 [a, b]| F) =
Y

I02Im

✓
1� µ[a, b]

µ[0, Ya
I0 ]

◆
 exp

✓
�µ[a, b]#Im
µ[0,X2m+1 ]

◆
.

Since µ has full support it follows from Lemmas 2.4.2 and 2.6.3 that the right-hand side above
converges to 0 as m ! 1. Therefore for every n 2 N, there exists almost surely m � n and
I 2 Im such that ZaI 2 [a, b]. It follows from (2.28) that if m is large enough [a, b]"YaI has infinite
diameter, hence [a, b]"c also has infinite diameter. Since a < b < c are arbitrary and since rational
numbers are dense on R+, the desired claim follows.

2.7 Fractal dimensions : proof of theorem 2.3.4
In this section we prove Theorem 2.3.4. By Lemma 2.2.3, it suffices to upper bound the Minkowski
dimensions and to lower bound the Packing and Hausdorff dimension. We obtain the upper bounds
from some simple cover of T and we derive the lower bounds from Lemma 2.2.2.

2.7.1 Upper bound for the Minkowski dimensions

First from the change of variables u = Xl, note that the upper bound for the Minkowski dimensions
given by Theorem 2.3.4 are equivalent to

(a) dim(T )  lim sup
l!1

log(lXl)

log l
and (b) dim(T )  lim inf

l!1

log(lXl)

log l
when logXl = lo(1).

Then for every l 2 R, TXl
has total length Xl, hence one can construct a cover of TXl

using lXl

balls of radius 2/l. By increasing the radius of those balls by dH(TXl
, T ) one obtains a cover of T .

So for every l 2 R+,
N2/l+dH(Xl,X )  lXl. (2.29)

The claims (a) and (b) are applications of the inequality in (2.29).
Toward proving (a), we may assume that logXl = O(log l) since otherwise the bound is trivial.

It follows from Lemma 2.6.2 that dH(TX2k�1 , TX2k
) = O(k/2k) and summing over all k � log2(l),

we obtain dH(Xl, T ) = O(log(l)/l). Therefore by (2.29),

dim(T ) = lim sup
l!1

logN1/l

log l
= lim sup

l!1

logN2/l+dH(TX
l
,T )

� log (2/l + dH(TXl
, T ))

 lim sup
l!1

log(lXl)

log l
.

and (a) follows. (b) can be treated similarly by observing that Lemma 2.6.2 and logXl = lo(1)

implies that dH(Xl, T ) = l�1+o(1). We leave the details to the reader. This concludes the proof.
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2.7.2 Lower bound for the Packing dimension and the Hausdorff dimension

In this section we show that almost surely,

dimP (T ) � ↵ := 1+ lim sup
l!1

log l

logE[µ[0, l]] and dimH(T ) � � := 1+ lim inf
l!1

log l

logE[µ[0, l]] .

To this end, by lemma 2.2.2 it suffices to prove that if A is a random variable with law p then almost
surely for every � > 0, lim inf p(B(A, "))"�↵�� < 1 and p(B(A, ")) = O("�+�) as "! 0. The
two previous inequalities can be proved via an elementary computation using µ[0, l] ⇠ E[µ[0, l]]
(Lemma 2.4.2),

(a) p(B(A, d(A, TYi
)))  1

Y 1+o(1)
i µ[0, Yi]

and (b) d(A, TYi+1) � µ[0, Yi]
�1+o(1).

We omit the details and focus on the proof of (a) and (b).
Toward (a), let � be the geodesic path from 0 to A and let for every i 2 N, ji := min{j � i :

(Yj , Yj+1] \ � 6= ;}. Note that since by Theorem 2.3.1 almost surely A /2 R+,

B(A, d(A, TYi
)) ⇢ {Zji} [ (Yji , Yji+1]

"Yji+1 .

Furthermore we have by Lemma 2.4.6, µ(Yji , Yji+1 ] 
log2 Yi

Yi
. Therefore by Lemma 2.5.1 (iii),

conditionally on (µ, {Yj}j2N), for every i large enough with probability at least 1�Y �5
ji

� 1�Y �5
i ,

p (B(A, d(A, TYi
)))  p

⇣
]Yji , Yji+1 ]

"Yji+1

⌘
 2

log6 Yji
Yjiµ[0, Yji ]

 2
log6 Yi

Yiµ[0, Yi]
. (2.30)

Moreover by Lemma 2.4.4, we have i = O(Y 2
i ), hence

P1
i=1 Y

�5
i < 1. The Borel–Cantelli

lemma then yields that almost surely (2.30) holds for every i large enough, hence (a) holds.
Toward (b), let us first upper bound {p(Sn)}n2N where for n 2 N, Sn denotes the set of x 2 T

such that d(x, [0,X2n ])  �n := 1
2nn6 . Let for every n 2 N,

an := max{a : Ya  Xn22n}, S0
n := {x 2 (X2n + �n, Yan ] : [x� �n, x] \ {Yi}i2N 6= ;} .

Note that for every n 2 N, Sn ⇢ ([0,X2n + �n] [ S0
n)

"Yan . Therefore by Lemma 2.5.1 (ii), 2.4.2
and 2.4.6, almost surely for every n large enough:

p(Sn)  2pYan

�
[0,X2n + �n] [ S0

n

�
= 2

µ[0,X2n + �n] + µ(S0
n)

µ[0,Xn22n ]� µ(Yan ,Xn22n ]
 4

2n + µ(S0
n)

n22n
. (2.31)

Furthermore since conditionally on µ, (Yi)i2N is a Poisson point process of rate µ[0, l]dl, we
have by Fubini’s theorem, for every n 2 N:

E[µ(S0
n)|µ] 

Z X
n22n

0
P [ [x� �n, x] \ {Yi}i2N 6= ;|µ] dµ(x)


Z X

n22n

0
1� e��nµ[0,Xn22n ]dµ(x)

 �nµ [0,Xn22n ]
2 .

It directly follows from Lemma 2.4.2 that almost surely E[µ(S0
n)|µ] = O(2n/n2). Thus by

Markov’s inequality and the Borel–Cantelli lemma a.s. µ(S0
n) = O(2n). Therefore by (2.31),

p(Sn) = O
�
1/n2

�
, hence by the Borel–Cantelli lemma a.s. for every n large enough, A /2 Sn.

Finally let for every i 2 N, ni := inf{n 2 N, Yi+1  X2n}. We have by Lemmas 2.4.2 and
2.4.6 a.s. µ[0, Yi] � 2ni+O(1). Hence, since for every i large enough A /2 Sni

, we have,

d(A, Yi+1) � d(A,X2ni ) �
1

2nini
6
� µ[0, Yi]

�1+o(1).

This concludes the proof of (b) and therefore of Theorem 2.3.4.
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2.8 Appendix: Concentration inequalities
We first prove an exponential concentration inequality for general Pólya urns.

Lemma 2.8.1. Let {mn}n�0 be a positive real-valued sequence. Let (An)n�0 be a sequence of
positive real-valued random variables such that A0  m0 and such that for every n � 0,

P (An+1 = An +mn+1|An) =
An

Mn
; P (An+1 = An|An) =

Mn �An

Mn
,

where for every n � 0, Mn =
Pn

i=0mn. We say that in this case (An)n�0 is a (A0, {mi}i�0)
Pólya urn.

a) If
P1

n=0
m2

n

M2
n

< 1, then almost surely for every a � 0 and t 2 R+,

P
✓
sup
i�a

����
Ai

Mi
� Aa

Ma

���� > t
Aa

Ma

����Aa

◆
 2 exp

0

@�
t2

4
Aa

MaP
n>a

m2
n

M2
n

+ tmax
⇣P

n>a
m2

n

M2
n

,maxn>a
mn

Mn

⌘

1

A .

b) If {mn}n2N is bounded, then almost surely for every a � 0 and t 2 R+,

P
✓
sup
i�a

����
Ai

Mi
� Aa

Ma

���� > t
Aa

Ma

����Aa

◆
 2 exp

✓
� t2

4(1 + t)

Aa

maxn>amn

◆
.

Remark. Note that Lemma 2.8.1 implies that almost surely ( Ai

Mi
)i2N is a Cauchy sequence and so

converges. The statement should then be seen as an estimate on the speed of convergence.

Proof. First let us explain why (b) follows from (a). We have for every a 2 N,
X

n>a

m2
n

M2
n
 max

n>a
mn

X

n>a

mn

M2
n
 max

n>a
mn

Z +1

Ma

dx

x2
=

maxn>amn

Ma
,

and (b) follows by replacing maxn>a
mn

Mn
and

P
n>a

m2
n

M2
n

by the upper bound maxn>a mn

Ma
in (a).

We focus henceforth on (a). To simplify the notation set for every n 2 N, Xn := An/Mn and
�n := mn/Mn. Also we write for every a 2 N, E(a)[. . . ] = E[. . . |Xa]. We first prove by induction
that for every a, b, c 2 N and � 2 R satisfying

a  b  c ; |�|  ⇤a :=
1

4max
�P

n>a �
2
n,maxn>a �n

 (2.32)

we have

E(a)
h
e�Xc

i
 f(a, b, c,�) := E(a)

h
e�(1+�

P
c

n=b+1 �
2
n)Xb

i
. (P (a, b, c,�))

Note that when b = c, P (a, b, c,�) is trivial. Therefore it suffices to prove that for every a, b, c,�
such that a  b < c and �  ⇤a that f(a, b+ 1, c,�)  f(a, b, c,�). Fix a  b < c, �  ⇤a and
let � := �

�
1 + �

Pc
n=b+2 �

2
n

�
. We have,

f(a, b+ 1, c,�) = E(a)
⇥
e�Xb+1

⇤

= E(a)
h
e�XbE(b)

h
e�(Xb+1�Xb)

ii

= E(a)

"
e�Xb

 
Xbe

�

✓
A
b
+m

b+1
M

b+1
�Xb

◆

+ (1�Xb) e
�

✓
A
b

M
b+1

�Xb

◆!#

= E(a)
h
e�Xb

⇣
Xbe

��b+1(1�Xb) + (1�Xb) e
���b+1Xb

⌘i
. (2.33)
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Furthermore by (2.32), |�|  5
4 |�| 

5
16�b+1

, hence since for every 0  x  1 and |c|  5
16 ,

xec(1�x) + (1� x)e�cx  e
16
25 c

2x , we have

Xbe
��b+1(1�Xb) + (1�Xb) e

���b+1Xb  e
16
25�

2�2
b+1Xb . (2.34)

Finally by (2.33), (2.34), and |�|  5
4 |�|,

f(a, b+ 1, c,�)  E(a)
h
e(�+

16
25�

2�2
b+1)Xb

i
 E(a)

h
e(�+�

2�2
b+1)Xb

i
= f(a, b, c,�).

This concludes our proof by induction of P (a, b, c,�).
We now fix a 2 N. For every n 2 N and 0  �  ⇤a, by P (a, a, n,�) and P (a, a, n,��),

we have the sub-Gaussian bound, E(a)
⇥
e�|Xn�Xa|

⇤
 2e�

2Va/2 where Va := 2Xa
P

i>a �
2
i .

Furthermore note that {Xn}n�a is a martingale, and hence that for every � 2 R+, {e�|Xn�Xa|}n�a

is a sub-martingale. It follows by Doob’s inequality that for every t 2 R+ and 0  �  ⇤a,

P(a)

✓
sup
n�a

|Xn �Xa| � t

◆
= P(a)

✓
sup
n�a

e�|Xn�Xa| � e�t
◆

 sup
n�a

E(a)
⇥
e�|Xn�Xa|

⇤

e�t
 2e�

2 Va

2 ��t

(2.35)

On the one hand, for every 0  t  Va⇤a, taking � := t/Va in (2.35) gives,

P(a)

✓
sup
n�a

|Xn �Xa| � t

◆
 2e�

t
2

2Va . (2.36)

On the other hand, for every t > Va⇤a, taking � := ⇤a in (2.35) gives,

P(a)

✓
sup
n�a

|Xn �Xa| � t

◆
 2e⇤

2
a

Va

2 �⇤at = 2e
t
2

Va

✓
1
2

⇣
t

⇤aVa

⌘�2
�
⇣

t

⇤aVa

⌘�1
◆

,

hence since for every x � 1, 1
2x2 � 1

x  � 1
2+x ,

P(a)

✓
sup
n�a

|Xn �Xa| � t

◆
 2e

� t
2

2Va+t/⇤a . (2.37)

By (2.36) the last inequality is also true for 0  t  Va⇤a. The desired inequality then directly
follows from a reorganization of the different terms in (2.37). We omit the straightforward details.

Lemma 2.8.2. Let p > 0, (Xi)i2N be a family of independent Bernoulli random variables with
mean p. Let (ai)i2N be a positive real-valued sequence and let for every n 2 N, An :=

Pn
i=1 ai.

Suppose that An�!1 and
P1

n=1
a2n
A2

n

< 1, then almost surely
Pn

i=1 aiXi ⇠ pAn.

Proof. Since
P1

n=1
a2n
A2

n

< 1 and {Xi}i2N are independent random variables, the classical three

series theorem implies that Sn :=
Pn

i=1
ai(Xi�p)

Ai
almost surely converges as n ! 1. Therefore,

nX

i=1

ai(Xi � p)

An
=

nX

i=1

Ai

An
(Si � Si�1) = Sn �

n�1X

i=1

Si
Ai+1 �Ai

An
�!
n!1

0.

Remark. If there exists " > 0 such that ai = O(A1�"
i ), then as n goes to infinity,

nX

n=1

a2i
A2

i

= O

 
nX

i=1

ai
A1+"

i

!
= O

✓Z An

1

dx

x1+"

◆
= O(1).
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Lemma 2.8.3. Let � > 0. Let (Xi)i�0 be a family of independent exponential random variables of
mean (m/2i)i2N. Let S =

P
i�0Xi. Then for every t � 6, P(S � 2mt)  e�t.

Proof. Without loss of generality, we may assume that m = 1. Then, with � = 2/3,

E[e�S ] =
Y

i�0

E[e�Xi ] =
Y

i�0

1

1� �2�i
 e2.

Hence, by Markov’s inequality, for every t � 6,

P(S � 2t)  E[e�S ]e��2t  e2�2�t  e�t.



Chapter 3

Limit of trees with fixed degree sequence

"Never spend more than a year on anything."

Jeff Ullman

This chapter is adapted from [28].

We use a new stick-breaking construction, also introduced independently by Addario-Berry,
Donderwinkel, Maazoun, and Martin in [6], to study uniform rooted trees with fixed degree sequence
D (D-trees). With this construction we prove, under natural conditions of convergence of the degree
sequence, that D-trees converge toward either P-trees or ICRT. Alongside we upper-bound the
height of D-trees. We deduce similar results for P-trees and ICRT. We also confirm a conjecture of
Aldous, Miermont, and Pitman [14] stating that Lévy trees are ICRT with random parameters.

3.1 Introduction
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3.1.1 Overview of the results

Let {Vi}i2N be a set of vertices. A rooted tree T have degree sequence (di)1is if T has vertices
{Vi}1is and for every 1  i  s, Vi has di children.

The aim of this paper is to study D-trees: uniform rooted trees with fixed degree sequence D.
Notably we show, under natural conditions of convergence of the degree sequence, that D-trees
converge either toward P-trees, or after normalisation by s/

pPs
i=1 di(di � 1) toward ICRT, for

the Gromov–Prokhorov (GP) topology. Furthermore we show, under a given tightness assumption,
that D-trees also converge toward ICRT for the Gromov–Hausdorff–Prokhorov (GHP) topology.
Alongside we provide a near optimal upper bound for the height of D-trees.

Those results are in direct continuity with the work of Aldous, Camarri, Pitman [16, 40], which
proves that P-trees converge toward ICRT for the GP topology. We also complete their results by
considering the GHP topology, and by proving an upper bound for the height of P-trees and ICRT.

When taken together, those results on D-trees, P-trees and ICRT can be used to study the
different models of trees that are uniform when conditioned to their exact degree sequence (see the
end of the introduction and Section 3.8.1 for more details).

Finally, this paper is simplified thanks to the results of a companion paper (Chapter 2), which
introduces and studies a new construction for ICRT. Notably, the probability measure introduced in
Chapter 2 and the compactness of ICRT avoid us many computations and topological arguments.

3.1.2 Overview of the proof

Our approach relies on a new construction for D-trees, which can be seen in three different ways:
as a modification of Aldous–Broder algorithm, as a recursive construction of subtrees spanned by
specific leaves, and as a stick-breaking construction. Our proof is strongly based on those points of
view so let us recall them: (see also Figure 3.1 for a construction)

- (a) Aldous–Broder algorithm: Fix an arbitrary random walk (Ai)i. Start with a single vertex
A1, then recursively add the edge {Ai�1, Ai} when Ai is "new", that is when Ai /2 {Aj}j<i.
It is well known, since its introduction in [9, 35], that this algorithm yields a random tree.
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Along the construction, we add an edge between Ai�1 and a new leaf when Ai is not "new".
By doing so, the number of children of a vertex equals the number of times it is visited.
Moreover we show that if (Ai)i is uniform among all D-tuple, that is tuple such that for every
i 2 N Vi appears di times, then this algorithm constructs a D-tree.

- (b) Subtrees spanned by specific leaves: Note that the last algorithm, when stopped at the
kth repetition (kth index such that Ai 2 {Aj}j<i) constructs a subtree spanned by the root
and k leaves. In fact the labels of those k leaves can be fixed in advance: In other words, the
stopped algorithm constructs the subtree of a D-tree spanned by the root and k fixed leaves.
This allows us to study the distance matrix between random leaves, and hence, by definition,
the geometry of a D-tree in a Gromov–Prokhorov sense.

- (c) Aggregation of paths / Stick breaking construction: Note that the previous random walk
(Ai)i starts at the root A1 then follows the minimal path toward the first leaf, then "jumps"
to follow the minimal path between a "repeated" vertex and the second leaf and so on...
Hence, one can see the previous spanning tree between the root and the kth first leaves as
an aggregation of k minimal paths. A better way of understanding this aggregation of paths
is through a stick-breaking construction: First consider (Ai)i as a "line of distinct vertices".
Then recall that there is no edges {Ai�1, Ai} when Ai is not "new", so "cut" those edges.
This gives you a collection of paths or "sticks". Finally identify the vertices which are equal,
or equivalently "glue" the paths at the repeated vertices. So the previous aggregation is fully
understood through the positions of the "cuts" and the positions of the "glue-points".

To sum up, we use a modification of Aldous–Broder algorithm to construct D-trees from some
random tuples. Through a study of repetitions in those tuples, we study this algorithm as a stick-
breaking construction. In particular, we prove the convergence of the "cuts" and the "glue-points".
We then use this convergence to prove the convergence of the subtrees spanned by specific leaves,
which turns out to be exactly what is needed to prove the GP convergence of D-trees.

The idea of using an Aldous–Broder algorithm to study the geometry of a random tree is not
new and goes back to the very study of the CRT by Aldous [10]. It is also used by Aldous, Camarri,
Pitman in [16, 40] to prove that P-trees converge toward ICRT for the GP topology. Here such an
approach is possible thanks to our new construction for D-trees. Furthermore its strong similarity
with P-trees construction explains the similarity between D-trees, P-trees and ICRT.

Finally, we deduce the GHP convergence from the GP and GH convergence (see Lemma 3.3.3).
To prove the GH convergence, we prove that, in addition of the convergence of the first branches,
the whole tree is close from its first branches. To do so, we consider a sequence of trees (Tl)l�0,
corresponding to the different steps of our construction, and we upper bound for a well-chosen
sequence (ln), the sum

P
n dH(Tln , Tln+1).

We deduce our upper bound for the height of D-trees from the same estimates.

3.1.3 Historical motivations.

Since the pioneer work of Aldous [10], scaling limits of random discrete trees are at the center of
many studies. The aim of such a study is to find an algorithm to construct a given model, and to
show that, while the number of vertices diverges, the algorithm "converges" (in a suitable sense).
By doing so, one can prove that the corresponding discrete tree converges, after proper scaling,
toward a limit tree constructed from the limit algorithm, in order to study geometric properties
(height, diameter,. . . ) of the discrete tree from the limit tree.

The main strength of this approach is to give a universal point of view on several models at the
same time. Indeed, if several models have the same limit, then they all share similar properties.
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This approach becomes even stronger when one considers that there may be several constructions
for each model and that each construction may be a way to study all the connected models.

Hence, D-trees, as essential "building blocks", are prime tools for the study of many other
models. Let us briefly present some of the main models connected with D-trees (see also Broutin,
Marckert [38] for some detailed applications of D-trees in the finite variance case).

• Galton–Watson trees and Lévy trees: Since Aldous [11], scaling limit of Galton–Watson trees
have generated a large amount of literature due to the many connections with random walks, Lévy
processes, superprocesses (see Le Gall [61, 60] for an introduction). The most important results
are due to Duquesne Le Gall, [50, 49], who prove that Galton–Watson trees converge toward Lévy
trees and study some geometric properties of Lévy trees (see also Le Gall, Le Jan [64, 63]).

Galton–Watson trees can be seen as D-trees with random degree sequence D. Hence, provided
some preliminary estimates for the degree distribution, our results implies the convergence of
many conditioned Galton–Watson trees (see Section 3.8.1). We do not prove such estimates, since
they are already proved in most studies. However given the results of [61, 60], we can confirm
the conjecture of Aldous, Miermont, Pitman [14] stating that Lévy trees are ICRT with random
parameters. This explains why Lévy trees [61, 60] and ICRT (Chapter 2) have similar geometries.

Finally our stick-breaking construction is a new tool for Galton–Watson trees. In particular,
until now, there has been a strong interest in several random objects build from those trees. Such
objects may often be built by following the same construction, hence providing a powerful tool
for their studies. As an example, some forthcoming notes [25] will use our construction to study
height process, Luckasiewikz walk and snake of D-trees and ICRT. The study of those processes
are motivated by random planar maps with fixed degree sequence (see Marzouk [68]).

• Additive coalescent: Coalescent processes arise naturally in many sciences (see Bertoin [22]
or Berestycki [21]). A classical way of studying those processes is to embed them into genealogical
trees. Sadly, in general, little is known on those trees and many questions remain open.

Still, there is one unique model, the additive coalescent, who is far more easier to study than
every other coalescent due to his many properties. The corresponding trees, P-trees (biased by
the root), and their scaling limits, ICRT, are thoroughly studied in [16, 40], Chapter 2, and their
geometries are already well understood thanks to their stick breaking constructions.

Despite P-trees may be seen as D-trees with random degree sequence D, studying them as
such makes little sense. Indeed P-trees stick-breaking construction is easier to study than D-trees.
Instead, we provide a new description of P-trees as "degenerate" D-trees. This description gives a
new and fresh point of view on many of the strong "combinatorial" properties of P-trees and ICRT,
and is a powerful tool to prove new ones (see for instance Section 3.8.2).

• Multiplicative graphs, and the configuration model: Recently, those models of graphs have
interested many computer scientists as natural generalizations of Erdös Renyi graph, which seems
closer to real life network thanks to the "inhomogeneity in their degree distribution" (see e.g. [72]).

Without entering in the details, those models are "graph versions" of P-trees and D-trees.
Notably, one can construct and study those graphs from D-trees and P-trees (see e.g. [37, 36] on
multiplicative graph, and [54, 47, 42] on configuration model). Hence, our results on P-trees and
D-trees should help at improving the current understanding of those graphs, and in particular they
should help at removing the arbitrary and omnipresent randomness in the degree sequence, which
exists only to avoid some technical issues. (See e.g. Chapter 4.)

Moreover our upper bound for the height of D-trees and P-trees should help at proving upper
bounds for the height of those graphs (see e.g. Safsafi thesis [75]). Such an upper bound has been
one of the main missing ingredients for a precise study of Prim Algorithm in all generality (see e.g.
Addario-Berry, Broutin, Goldschmidt, Miermont [5] for the "Erdös Renyi case").
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Plan of the paper: In Section 3.2, we present some constructions for D-trees, P-trees and ICRT.
In Section 3.3 we introduce the different topologies that we are using in this paper (SB, GP, GHP).
Our main results are stated in Section 3.4. Their proof are carried in Section 3.5 (SB), Section 3.6
(GP), and Section 3.7 (GHP and height). Finally we discuss some applications of our main results
in Section 3.8: we prove in Section 3.8.1 that Lévy trees are ICRT with random parameters, and we
introduce in Section 3.8.2 a new computation tool for ICRT: the re-rooting principle.

Notations: Throughout the paper, similar variables for D-trees, P-trees, ⇥-ICRT share similar
notations. To avoid any ambiguity, the models that we are using and their parameters are indicated
by superscripts Dn, Pn, ⇥n. We often drop those superscripts when the context is clear.
We use the letter d for both degrees and distances. From the context, it is always clear which one it
refers to.

3.2 Models and algorithms

3.2.1 D-trees: the new stick breaking construction

Recall that a sequence (d1, . . . , ds) is a degree sequence of a tree if and only if
Ps

i=1 di = s� 1,
and by convention d1 � d2 · · · � ds. Let ⌦D be the set of such sequences.

Let us present our construction for D-tree. For simplicity, we use the next conventions: For
every graph G = (V,E) and edge e = {v1, v2}, G [ e denotes the graph (V [ {v1, v2}, E [ {e}).
We say that a vertex v 2 G if v 2 V . Also, for every D 2 ⌦D we let LD

1 , LD
2 , . . . be the leaves (that

is the vertices Va1 , Va2 . . . with a1  a2  . . . and da1 = da2 = · · · = 0).

Algorithm 3.1. Stick-breaking construction of a D-tree (see Figure 3.1).
- Let AD = (AD

i )1is�1 be a uniform D-tuple (tuple such that 8i 2 N, Vi appears di times).
- Let TD

1 := ({A1}, ;) then for every 2  i  s let

TD
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1.

Ti�1 [ {Ai�1, Linf{k,Lk /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD denotes the rooted tree (Ts, A1).

V4

V5

V2V3

V1

L1L2

L3

L4L5

L6

Figure 3.1: Stick breaking construction of a D-tree with D = (1, 2, 1, 3, 3, 0, 0, . . . ) and
(AD

i )1is�1 = (V4, V5, V2, V5, V3, V4, V5, V4, V1, V2). The exploration starts at V4 then follows
the white-black arrow toward L1, then jumps at V5 to follow the path toward L2 and so on. . .
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Proposition 3.2.1. For every D 2 ⌦D, TD is a D-tree.

Proof. See Appendix.

Remarks. (a) Addario-Berry, Donderwinkel, Maazoun, and Martin [6] independently found the
same construction while I was writing the article.
(b) We introduce later a generalisation of Algorithm 3.1, Algorithm 3.6, which will be used to
simplify many of our computations.
(c) One might prefer to consider "pure degree sequence": A tree T have pure degree sequence
(di)1is if T have vertices (Vi)1is, and for every 1  i  s, Vi have degree di (not di children).
From a tree T with pure degree sequence (d1, . . . , ds) with ds = 1, one can construct a tree with
degree sequence (d1 � 1, . . . , ds�1 � 1) by rooting T at the unique vertex adjacent to Vs and then
removing Vs. This is a well known bijection between tree with pure degree sequence (d1, . . . , ds)
and tree with degree sequence (d1 � 1, . . . , ds�1 � 1). Since this bijection only removes one leaf,
it does not change much the geometry of the tree. So our results on D-trees easily adapt to uniform
trees with fixed pure degree sequence.

As claimed in the introduction 3.1.2 (d), we are interested in the stick-breaking point of view to
prove the convergence of D-trees. To this end, let us formally define the cuts and the glue points.
Note that there is N :=

Ps
i=1(di � 1)1di�1 indexes Y1, . . .YN such that Ai 2 {A1, . . . , Ai�1}.

Also, for every 1  i  N , let Zi denote the smallest integer z such that Az = AYi
. We call

{Yi}1iN the cuts, and {Zi}1iN the glue points.
Let us introduce some new tools to study those processes. First, note that the cuts and the glue

points are encoded by "when" and "where" there are some "repetitions" in AD. Therefore, it is
natural to look at the law of Ai conditioned on (Aj)1j<i. In particular, since AD is a uniform
D-tuple, note that for every 1  i  s� 1 and 1  a  s:

P(Ai = Va|(Aj)1j<i) =
da �#{1  j < i : Aj = Va}

s� i
. (3.1)

Hence, we have for every j < i  s� 1,

P ((i, j) 2 {(Yl, Zl)}l2N| (Ak)1k<i) = 1Aj /2{Ak}1k<j

dAj
�#{1  k < i : Ak = Aj}

s� i
. (3.2)

To fully understand the behavior of the cuts and the glue points, let us rewrite (3.2). Since we
are mostly interested in the first cuts, note that typically #{1  k < i : Ak = Aj} = 1 and so we
have the following informal approximation

P ((i, j) 2 {(Yl, Zl)}l2N| (Ak)1k<i) ⇡
µ(j)

s� i
, (3.3)

where µ is the real measure defined by

µ :=
s�1X

j=1

�j1Aj /2{Ak}1k<j

�
dAj

� 1
�
. (3.4)

As a result, the cuts and glue points are mostly encoded by this measure µ. Finally to understand
the behavior of µ, let us rewrite (3.4). Let for every i 2 N,

Xi := inf{1  j  s,Aj = Vi}.

(by convention Xi = 1 and �1 = 0 when there is no such index) and note that

µ =
sX

i=1

�Xi
(di � 1). (3.5)

So µ can be directly studied through (Xi)1is.
Finally we need to rescale D-trees. So let for D 2 ⌦D, (�D)2 :=

Ps
i=1 di(di � 1).
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3.2.2 P-trees: construction and connection with D-trees

Fix (Dn)n2N a sequence in ⌦D and assume that for every i 2 N, dDn

i /sDn ! pi as n ! 1. Note
that p1 := 1�

P1
i=1 pi � 0. We suppose further that p1 > 0 and let P := (pi)i2N[{1}.

In this regime (ADn)n2N converges: Let V1 be an additional vertex and put a metric on
{Vi}i2N[{1} such that Vi ! V1 as i ! 1. One can easily check that (ADn)n2N converges
weakly toward (AP

i )i2N as n ! 1 where (AP
i )i2N is a family of i.i.d. random variables such that

for every i 2 N [ {1}, P(AP
1 = Vi) = pi.

Hence, intuitively, the steps of Algorithm 3.1, which are encoded by those tuples, "converge".
Therefore Dn-trees should converge toward the tree TP defined by the "limit algorithm":

Let ⌦P be the set of sequence (pi)i2N[{1} in R+ such that
P1

i=1 pi + p1 = 1, p1 > 0 and
p1 � p2 � . . . . For every P 2 ⌦P , the P-tree is the tree constructed as follows:
Algorithm 3.2. Definition of the P-tree for P 2 ⌦P .

- Let (AP
i )i2N be a family of i.i.d. random variables such that for all i 2 N, P(AP

1 = Vi) = pi.
- For every i 2 N, let BP

i = Ai if Ai 2 N, and let BP
i = V1,i otherwise.

- Let TP
1 := ({B1}, ;) then for every i � 2 let

TP
i :=

(
Ti�1 [ {Bi�1, Bi} if Bi /2 Ti�1.

Ti�1 if Bi 2 Ti�1.
(3.6)

- Let TP denote the rooted tree (
S

n2N Tn, B1).
Remarks. (a) We choose to delete the leaves {Li}i2N of TP in (3.6) to avoid measurability issue.
(b) Note that the infinite vertex V1 is split into many others. Indeed this vertex "fills the gap"
produced by vertices with small degree. The introduction of V1 allows us to consider a slightly
more general definition than the one introduced in [40] which requires

P+1
i=1 pi = 1.

Finally let us introduce a list of notations similar to those for D-trees. For every P 2 ⌦P :
- Let pP1 , . . . , pP1 2 R+ be such that P = (pP1 , . . . , p

P
1).

- Let sP := max{i 2 N [ {1}, pi > 0} and let (�P)2 =
P1

i=1(pi)
2.

- Let (Y P
i )i2N be the indexes of repetitions in (Bi)i2N.

- For i 2 N, let ZP
i := inf{z,Bz = BYi

}.
- For i 2 N, let XP

i = inf{j 2 N, Aj = i}. Then let µP =
P1

i=1 pi�Xi
.

3.2.3 ICRT: construction and connection with D-trees

Fix (Dn)n2N 2 ⌦N
D and assume that dDn

1 /sDn ! 1 and that 8i 2 N, dDn

i /�Dn ! ✓i as n ! 1.
Note that

P1
i=1 ✓

2
i  1 and let ✓0 := 1�

P1
i=1 ✓

2
i . Then let ⇥ := (✓i)i2{0}[N.

Let us briefly explain why Dn-trees converge in this regime. We stay informal here, and
details are done in Section 3.5.3. First some quick estimates show that (XDn

i /�Dn)i2N converge
weakly toward some exponential random variables (X⇥

i )i2N. By (3.5), this implies that after proper
rescaling (µDn)n2N should converges weakly toward some random measure µ⇥. Finally, by (3.3)
the cuts and the glue points are "encoded" by µDn , so they should also converge after rescaling.

Those estimates suggest that Dn-trees should converge after rescaling toward some limit tree.
If one pursue the computation further, then one notice that this tree is in fact the ⇥-ICRT.

We now construct the ⇥-ICRT. First let us introduce a generic stick breaking construction. It
takes for input two sequences in R+ called cuts y = (yi)i2N and glue points z = (zi)i2N, which
satisfy

8i < j, yi < yj ; yi�!1 ; 8i 2 N, zi  yi,

and creates an R-tree (loopless geodesic metric space) by recursively "gluing" segment (yi, yi+1]
on position zi (see Figure 3.2), or rigorously, by constructing a consistent sequence of distances
(dn)n2N on ([0, yn])n2N.
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zi
Glue

yi+1

yi

Figure 3.2: A typical step of the stick-breaking construction: the "gluing" of (yi, yi+1] at zi.

Algorithm 3.3. Generic stick-breaking construction of R-tree.
– Let d0 be the trivial metric on [0, 0].
– For each i � 0 define the metric di+1 on [0, yi+1] such that for each x  y:

di+1(x, y) :=

8
><

>:

di(x, y) if x, y 2 [0, yi]

di(x, zi) + |y � yi| if x 2 [0, yi], y 2 (yi, yi+1]

|x� y| if x, y 2 (yi, yi+1],

where by convention y0 := 0 and z0 := 0.
– Let d be the unique metric on R+ which agrees with di on [0, yi] for each i 2 N.
– Let SB(y, z) be the completion of (R+, d).

Now, let ⌦⇥ be the space of sequences (✓i)i2{0}[N in R+ such that
P1

i=0 ✓
2
i = 1 and such that

✓1 � ✓2 � . . . . For every ⇥ 2 ⌦⇥, the ⇥-ICRT is the random R-tree constructed as follows:

Algorithm 3.4. Construction of ⇥-ICRT (from Section 2.2)
- Let (Xi)i2N be a family of independent exponential random variables of parameter (✓i)i2N.
- Let µ be the measure on R+ defined by µ = ✓20dx+

P1
i=1 �Xi

✓i.
- Let (Yi, Zi)i2N be a Poisson point process on {(y, z) 2 R+2 : y � z} of intensity dy ⇥ dµ.
- The ⇥-ICRT is defined as (T , d) = SB((Yi)i2N, (Zi)i2N). (see Algorithm 3.3)

Remarks. (a) Although one usually excludes the ICRT with ✓0 = 0 and
P1

i=1 ✓i < 1, there are
some D-trees which converge toward such ICRT. Furthermore those ICRT may be seen as P-trees
with a modified distance (see section 3.5.2).
(b) The term ✓20dx in µ✓ encompass the fact that some cuts may occur "because" of vertices with
small degree. The case where ✓0 = 1 corresponds to the Brownian CRT.

3.3 Notions of convergence

The reader may wish to simply skim this section on a first reading, referring back to it as needed.

3.3.1 Stick-breaking topology

Let M denote the set of locally finite positive Borel measure on R+. Let KSB := (R+)3N ⇥M. For
every ⇤ 2 ⌦ := ⌦D [ ⌦P [ ⌦⇥ let

⌥⇤ := ((X⇤
i , Y

⇤
i , Z⇤

i )i2N, µ
⇤) 2 KSB,

where by convention for D 2 ⌦D, and i > ND, Yi = Zi = +1.
We say that a sequence (((Xn

i , Y
n
i , Zn

i )i2N, µ
n))n2N converges toward ((Xi, Yi, Zi)i2N, µ) for

the stick-breaking (SB) topology if and only if
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a) For every i 2 N, Xn
i ! Xi, Y n

i ! Yi, Zn
i ! Zi.

b) For every i, j 2 N , 1Xn

i
=Zn

j
! 1Xi=Zj

.
c) µn ! µ for the Skorohod topology on M (that is l 7! µn[0, l] converges toward l 7! µ[0, l]).
Note that the SB topology on KSB is well defined and that KSB equipped with the SB topology

is a Polish space (separable complete metrisable space) as a product of Polish spaces.

Remark. b) is here to "avoid fusion" between two branching points. Although (b) is not used in this
paper, it is crucial for our study in [25]. The presence of (Xi)i2N is also motivated by [25].

Finally let us introduce some notations to rescale our trees on KSB. For every �1,�2 > 0, and
µ 2 M let (�1,�2)µ 2 M such that for every Borel set B,

(�1,�2)µ(B) = �2µ{�1x, x 2 B}.

For every �1,�2 > 0 and ⌥ := {(Xi, Yi, Zi)i2N, µ} 2 KSB let

(�1,�2)⌥ := ((�1Xi,�1Yi,�1Zi)i2N, (�1,�2)µ).

Note that for every �1,�2 > 0, the map ⌥ 7! (f,�)⌥ is continuous and so measurable.

3.3.2 Gromov–Prokhorov (GP) topology

A measured metric space is a triple (X, d, µ) such that (X, d) is a Polish space and µ is a Borel
probability measure on X . Two such spaces (X, d, µ), (X 0, d0, µ0) are called isometry-equivalent
if and only if there exists an isometry f : X ! X 0 such that if f?µ is the image of µ by f then
f?µ = µ0. Let KGP be the set of isometry-equivalent classes of measured metric space. Given a
measured metric space (X, d, µ), we write [X, d, µ] for the isometry-equivalence class of (X, d, µ)
and frequently use the notation X for either (X, d, µ) or [X, d, µ].

We now recall the definition of the Prokhorov’s distance. Consider a metric space (X, d). For
every A ⇢ X and " > 0 let A" := {x 2 X, d(x,A) < "}. Then given two (Borel) probability
measures µ, ⌫ on X , the Prokhorov distance between µ and ⌫ is defined by

dP (µ, ⌫) := inf{ " > 0: µ{A}  ⌫{A"} and ⌫{A}  µ{A"}, for all Borel set A ⇢ X}.

The Gromov–Prokhorov (GP) distance is an extension of the Prokhorov’s distance: For every
(X, d, µ), (X 0, d0, µ0) 2 KGP the Gromov–Prokhorov distance between X and X 0 is defined by

dGP((X, d, µ), (X 0, d0, µ0)) := inf
S,�,�0

dP (�?µ,�
0
?µ

0),

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGP is indeed a distance on KGP and (KGP, dGP) is a Polish space (see e.g. [1]).

Remark. For stick breaking construction a natural choice for S is the completion of (R+N, kk1) as
one may simply use one direction for each branch (see Aldous [10] for more details).

We use another convenient characterization of the GP topology which relies on convergence of
distance matrices: For every measured metric space (X, dX , µX) let (xXi )i2N be a sequence of i.i.d.
random variables of common distribution µX and let MX := (dX(xXi , xXj ))(i,j)2N2 . We have the
following result from [66],

Lemma 3.3.1. Let (Xn)n2N 2 KN
GP and let X 2 KGP then Xn�!GP X as n ! 1 if and only if

MXn converges in distribution toward MX .

For convenience issue we use the following extension of Lemma 3.3.1.
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Lemma 3.3.2. Let (Xn)n2N 2 KN
GP and let X 2 KGP. Let (yXi )i2N be a sequence of random

variables on X and let NX := (dX(yXi , yXj ))(i,j)2N2 . If

MXn
(d)�!NX and

1

n

nX

i=1

�yX
i

(d)�!µX ,

then Xn�!GP X and thus MX and NX have the same distribution.

Proof. Fix k  m 2 N. Let (A1, . . . , Ak) be a uniform tuple of k different integers in {1, . . . ,m}.
Since MXn !(d) NX , we have

�
dX

n �
xX

n

i , xX
n

j

��
1i,jk

=(d)
⇣
dX

n
⇣
xX

n

Ai
, xX

n

Aj

⌘⌘

1i,jk

(d)�!
⇣
dX

⇣
yXAi

, yXAj

⌘⌘

1i,jk
.

Now since as m ! 1, 1
m

Pm
i=1 �yX

i

! µX , taking m ! +1 in the above equation yields

�
dX

n �
xX

n

i , xX
n

j

��
1i,jk

(d)�!
�
dX

�
xXi , xXj

��
1i,jk

.

Finally, since k is arbitrary, Lemma 3.3.1 concludes the proof.

3.3.3 Gromov–Hausdorff (GH) topology

Let KGH be the set of isometry-equivalent classes of compact metric space. For every metric space
(X, d), we write [X, d] for the isometry-equivalent class of (X, d), and frequently use the notation
X for either (X, d) or [X, d].

For every metric space (X, d), the Hausdorff distance between A,B ⇢ X is given by

dH(A,B) := inf{" > 0, A ⇢ B", B ⇢ A"}.

The Gromov–Hausdorff distance between (X, d),(X 0, d0) 2 KGH is given by

dGH((X, d), (X 0, d0)) := inf
S,�,�0

�
dH(�(X),�0(X 0))

�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGH is indeed a distance on KGH and (KGH, dGH) is a Polish space. (see e.g. [1])

3.3.4 Gromov–Hausdorff–Prokhorov (GHP) topology

Let KGHP ⇢ KGP be the set of isometry-equivalent classes of compact measured metric space. The
Gromov–Hausdorff–Prokhorov distance between (X, d, µ),(X 0, d0, µ0) 2 KGHP is given by

dGHP((X, d, µ), (X 0, d0, µ0)) := inf
S,�,�0

�
dP (�?µ,�

0
?µ

0) + dH(�(X),�0(X 0))
�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGHP is indeed a distance on KGHP and (KGHP, dGHP) is a Polish space. (see [1])

Note that GHP convergence implies GP convergence, then that random variables GHP measur-
able are also GH measurable. For every [X, d, p] 2 KGHP, let [X, d] denote its natural projection
on KGH. Note that GHP convergence implies GH convergence of the projections on KGH, then that
the projection on KGH is a measurable function. We will need the following statement.

Lemma 3.3.3. Let ([Xn, dn, pn])n2N and [X, d, p] be GHP measurable random variables in KGHP.
Assume that almost surely [X, d, p] have full support. Assume that ([Xn, dn, pn])n2N converges
weakly toward [X, d, p] in a GP sens, and that ([Xn, dn])n2N converges weakly toward [X, d] in a
GH sens. Then ([X, d, p])n2N converges weakly toward [X, d, p] in a GHP sens.

Proof. See Appendix
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3.3.5 Measurability

We briefly explain why D-trees, P-trees, and ⇥-ICRT are measurable for the SB, GP, and GHP
topologies. First D-trees are measurable as discrete random variables. Then, it is easy to prove
from the definitions of X,Y, Z, µ, that P-trees and ICRT are SB measurable. Also, it is proved
in [16, 40] that P-trees and ICRT are GP measurable. Furthermore, P-trees are GHP measurable,
since we restrict to a finite discrete case.

The GHP measurability of compact ⇥-ICRT is harder to prove so let us give a sketch of proof.
Let for every l > 0, µ⇥

l be the restriction of µ⇥ to [0, l] and let T ⇥
l := ([0, l], d⇥, µ⇥

l /µ
⇥[0, l]).

One can show that, for every l > 0, T ⇥
l is GHP measurable by proving the continuity of SB

(Algorithm 3.3) from KSB to those subtrees. Then, by Theorems 2.3.1 and 2.3.3, almost surely
(T ⇥

l )l2R+ converges toward T ⇥ for the GHP topology so T ⇥ is GHP measurable.

3.4 Main results

In the whole section (Dn)n2N, (Pn)n2N, (⇥n)n2N are fixed sequences in ⌦D, ⌦P , ⌦⇥ respectively.
Furthermore we always work under one of the following regimes:

Assumption 3.1 (Dn ) P). For all i � 1, dDn

i /sDn ! pPi and sDn ! 1.

Assumption 3.2 (Dn ) ⇥). For all i � 1, dDn

i /�Dn ! ✓⇥i and dDn

1 /sDn ! 0.

Assumption 3.3 (Pn ) ⇥). For all i � 1, pPn

i /�Pn ! ✓⇥i and pPn

1 ! 0.

Assumption 3.4 (⇥n ) ⇥). For all i � 1, ✓⇥n

i ! ✓⇥i .

A few words on ). In most of the paper ) is only used as a notation. However, one can put a
topology on ⌦ := ⌦D [ ⌦P [ ⌦⇥ such that ) corresponds with the notion of convergence on ⌦.
Let us briefly explain the main advantages of this approach (see Section 3.8.1 for more details).

First, one can check that (⌦,)) is a Polish space, so one can do probability on this space.
Moreover, one can see our results as continuity results for the function which associate to a set of
parameters a tree. Hence, our results can be used to study trees with random degree distributions.

Furthermore one can check that ⌦D is dense, so our results on D-trees implies all the others.

3.4.1 Convergence of the first branches

Intuitively, the next technical result on Algorithms 3.1, 3.2, 3.4 tells that the first branches converge.
It is absolutely central for this paper (recall Introduction 3.1.2) and also for the forthcoming [25].

Theorem 3.4.1. The following convergences hold weakly for the SB topology (see Section 3.3.1).
(a) Suppose that Dn ) P , then (1, 1/sDn)⌥Dn !WSB ⌥P .
(b) Suppose that Dn ) ⇥, then (�Dn/sDn , 1/�Dn)⌥Dn !WSB ⌥⇥.
(c) Suppose that Pn ) ⇥, then (�Pn , 1/�Pn)⌥Pn !WSB ⌥⇥.
(d) Suppose that ⇥n ) ⇥, then ⌥⇥n !WSB ⌥⇥.

3.4.2 Gromov–Prokhorov convergence

First let us specify the measures that we consider. Let ⌦M be the set of measures on {Vi}i2N. We say
that a sequence (Mn)n2N 2 ⌦N

M converges toward M 2 ⌦M iff maxi2N |Mn(Vi)� p(Vi)| ! 0.
In the whole paper, for every D 2 ⌦D, MD is a fixed probability measure with support on
VD := {Vi, 1  i  sD}. Similarly, for every P 2 ⌦P , MP is a fixed probability measure with
support on VP := {V P

i }i:pi>0. Also, we sometimes let 0 denote the null measure on {Vi}i2N.
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Then we recall the probability measure on ICRT introduced in Chapter 2. For convenient issue,
we write µ⇥ = 1 when either ✓⇥0 > 0 or

P1
i=1 ✓

⇥
i = 1, (since µ⇥ = 1 iff a.s. µ⇥[0,1] = 1).

Definition (Theorem 2.3.1). Let ⇥ 2 ⌦⇥ be such that µ⇥ = 1. For every l > 0, let µ⇥
l be

the restriction of µ⇥ on [0, l] and let p⇥l := µ⇥
l /µ

⇥[0, l]. Almost surely there exists a probability
measure p

⇥ on T ⇥ such that (p⇥l )l>0 converges weakly toward p
⇥.

Let us now state the main result of this section. In what follows, dD denotes the graph distance
on TD and similarly dP denotes the graph distance on TP .

Theorem 3.4.2. The following convergences hold weakly for the GP topology (see Section 3.3.2).
(a) If Dn ) P and MDn ! MP then

�
VDn , dDn ,MDn

�WGP�!(VP , dP ,MP).

(b) If Dn ) ⇥, MDn ! 0, and µ⇥ = 1 then
�
VDn , (�Dn/sDn)dDn ,MDn

�WGP�!(T ⇥, d⇥, p⇥).

(c) If Pn ) ⇥, MPn ! 0, and µ⇥ = 1 then
�
VPn ,�PndPn ,MPn

�WGP�!(T ⇥, d⇥, p⇥).

(d) If ⇥n ) ⇥, and µ⇥ = 1 then

(T ⇥n , d⇥n , p⇥n)
WGP�!(T ⇥, d⇥, p⇥).

Remarks. • Theorem 3.4.2 (a) follows from Theorem 3.4.1 (a) since we consider discrete trees.
• There are several canonical measures on trees: uniform on leaves, uniform on vertices. . . We use
generic measures MDn so that Theorem 3.4.2 applies to such a variety of measures.
• If MDn denotes the uniform measure on the leaves of TDn , then Theorem 3.4.2 (b) follows from
Theorem 3.4.1 (b), Lemma 3.3.2 and the weak convergence 1

n

Pn
i=1 �Y ⇥

i

! p
⇥(Proposition 2.3.2).

To prove the convergence for general MDn we use a coupling between Algorithms 3.1 and 3.6.
• In passing, by Lemma 3.3.2, we reprove (see [16] Theorem 9) that the cuts "are" uniform vertices:
Let ⇥ 2 ⌦⇥ such that µ⇥ = 1. Let (A⇥

i ) be a family of i.i.d.random variables with law p⇥. Then

(d⇥(Y ⇥
i , Y ⇥

j ))i,j2N =(d) (d⇥(A⇥
i , A

⇥
j ))i,j2N.

• Results (c) and (d) are already mostly proved by Aldous, Camarri and Pitman in [16, 40]. Our
only contribution to those results is the small extension of the P-tree model.

3.4.3 Gromov–Hausdorff–Prokhrov convergence

We deduce (see Lemma 3.3.3) the GHP convergence, from the GP convergence given by Theorem
3.4.2, and the GH convergence. To prove the GH convergence, we use the convergence of the first
branches, and prove that the whole trees are close from their first branches. We already estimated
the distance between the ICRT and its first branches in Chapter 2, and we apply similar methods
for D-trees and P-trees. From those estimates, we know when there is convergence, and so state
assumptions to focus only on those cases.

Let us enter the details. We proved in Section 2.6 the following approximation for ICRT:

dH(T ⇥
y , T ⇥) ⇡

Z 1

y

dl

lE[µ⇥[0, l]]
, (3.7)

where for every ⇥ 2 ⌦⇥ and y 2 R+, T ⇥
y = ([0, y], d⇥, p⇥y ). Hence, since we want the trees to be

close from their first branches, we assume for ICRT that:
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Assumption 3.5.

lim
y!+1

lim sup
n!+1

Z +1

y

dl

lE[µ⇥n [0, l]]
= 0.

Let us make a similar assumption for P-trees. Here, the previous integral does not converge
since µP [0,1] =

P1
i=1 pi < 1. To solve this issue, we truncate the integral and rely on from the

following generalisation of (3.7):

dH(T ⇥
y , T ⇥

y0 ) ⇡
Z y0

y

dl

lE[µ⇥[0, l]]
. (3.8)

The main idea is then to take y0 as large as possible such that the approximation (3.8) stays "optimal"
and then to estimate dH(Ty0 , T ). For this reason we assume for P-trees that:

Assumption 3.6. The two following assumptions hold:
(i) For every P 2 ⌦P , let tP := inf

�
l 2 N, E[µP [0, l]] � 1/2

 
and let µ̄P := (�P , 1/�P)µP

(see Section 3.3.1 for definition of rescaled measure). We have,

lim
y!+1

lim sup
n!+1

Z �Pn tPn

y

dl

lE [µ̄Pn [0, l]]
= 0.

(ii) ln sPn = o
�
1/�Pn

�
.

For D-trees, we make similar assumptions with another one for vertices of degree 1. Those
vertices have the particularity of "not adding mass" to µ while "adding length" to TD. This is an
issue, since intuitively, as the construction goes on, adding vertices normally increases µ which
results into having smaller branches.

Assumption 3.7. The three following assumptions hold :
(i) Let for every D 2 ⌦D, tD := inf

�
l 2 N, E[µD[0, l]] � ND/2

 
and µ̄D := (�D/sD, 1/�D)µD.

We have,

lim
y!+1

lim sup
n!+1

Z �
Dn

sDn
tDn

y

dl

lE [µ̄Dn [0, l]]
= 0.

(ii) ln
⇣
sDn

�2

⌘
sDn

NDn
= o

⇣
sDn

�Dn

⌘
where for every D 2 ⌦D, sD�2 := #{i 2 N, dDi � 2}.

(iii) ln(NDn )

ln(sDn/sDn

1 )
= o

⇣
sDn

�Dn

⌘
where for every D 2 ⌦D, sD1 := #{i 2 N, dDi = 1}.

Remarks. We discuss here the necessity of the different assumptions for the GHP convergence.
• First (i) corresponds to the compactness of ICRT. Although we do not prove it, we are conviced
that (i) is necessary as one can adapt the argument of Section 2.6.3 to prove that there is no possible
convergence otherwise. In applications tD and tP are hard to compute, however since the integral
"grows slowly" one can often choose much more convenient bounds for the integral.
• Although natural, Assumptions 3.6 (ii) and 3.7 (ii) are not necessary as Lemma 3.7.8 is sub-
optimal.
• Assumption 3.7 (iii) is optimal: The right hand side is the typical distance between two vertices.
The left hand side is the typical size of the longest paths that are composed of vertices of degree 1.
Hence when those paths are too long Dn-trees can not converge.
• Although (ii) and (iii) of Assumption 3.7 look similar, they are not equivalent. However, we have
the following implications: If (ii) holds and either sDn

1 = O(sDn

�2 ) or NDn = O(sDn

�2 ), then (iii)
holds. If (iii) holds and sDn

�2 = O(sDn

1 ) then (ii) holds.
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Theorem 3.4.3. The following convergences hold weakly for the GHP-topology.
(a) If Dn ) ⇥, MDn ! 0, and Assumption 3.7 is satisfied then

�
VDn , (�Dn/sDn)dDn ,MDn

�WGHP�! (T ⇥, d⇥, p⇥).

(b) If Pn ) ⇥, MPn ! 0, and Assumption 3.6 is satisfied then
�
VPn ,�PndPn ,MPn

�WGHP�! (T ⇥, d⇥, p⇥).

(c) If ⇥n ) ⇥, and Assumption 3.5 is satisfied then

(T ⇥n , d⇥n , p⇥n)
WGHP�! (T ⇥, d⇥, p⇥).

Our proof of Theorem 3.4.3 follows a method of Aldous [10]. The main idea is to upper bound
for a suitable sequence (kn), the sum

P
n dH(TYkn

, TYkn+1
). To this end note that for every n,

dH(TYkn
, TYkn+1

) = max
kn<ikn+1

d(Yi, TYkn
),

and that for i > kn,

d(Yi, TYkn
) =(d) d(Ykn+1, TYkn

) = Ykn+1 � Ykn .

The rest of the proof is just a computation using large deviation inequalities and union bounds.
Remark. This method was used in [10] to prove that the Brownian CRT is compact, and by taking
the limit of those bounds one can give an alternative proof for the compactness of ICRT.

3.4.4 Height of D-trees, P-trees and ICRT

With the same method, we obtain some upper bounds for the height of D-trees, P-trees and ICRT:

Theorem 3.4.4. There exists some constants c, C > 0 such that:
(a) For every D 2 ⌦D and x 2 R+:

P

0

@c
�D

sD
H(TD) > x+

Z �
D

sD
tD

1

dl

lE[µ̄D[0, l]]
+

ln(sD�2)�
D

ND +
�D

sD
ln(ND)

ln
⇣
sD

sD1

⌘

1

A  Ce�cxE[µ̄D[0,x]].

(b) For every P 2 ⌦P and x 2 R+:

P
 
c�PH(TP) > x+

Z �P tP

1

dl

lE[µ̄P [0, l]]
+ �P ln(sP)

!
 Ce�cxE[µ̄P [0,x]].

(c) For every ⇥ 2 ⌦⇥ and x 2 R+:

P
✓
cH(T ⇥) > x+

Z +1

x

dl

lE[µ⇥[0, l]]

◆
 Ce�cxE[µ⇥[0,x]].

Remarks. • There is a (non matching) lower bound in the case of the ICRT. Indeed, note that
H(T ⇥) � Y ⇥

1 then that

P(Y ⇥
1 � x|µ⇥) = e�

R
x

0 µ⇥[0,l]dl � e�xµ⇥[0,x],

and then by convexity of l 7! el,

P(Y ⇥
1 � x) � e�xE[µ⇥[0,x]].

Although we do not pursue in this direction, one can show similar bounds for D-trees and P-trees.
• The other terms are almost optimal as they correspond to Assumptions 3.5, 3.6, 3.7.
• Addario–Berry, Devroye, Janson [7] and Kortchemski [58] prove similar upper bounds for Galton–
Watson trees and Lévy trees. Also Addario–Berry [2] prove a weaker result on D-trees, which is
similar to our result in the "small"-degree case and simpler to compute.
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3.5 Convergence of the first branches of D-trees

3.5.1 Convergence of D-trees toward P-trees: proof of Theorem 3.4.1 (a)

Recall Algorithms 3.1 and 3.2. Let (Dn)n2N be a sequence in ⌦D and let P 2 ⌦P such that
Dn ) P . We saw in Section 3.2.2 that in this case (ADn)n2N converges weakly toward AP as
n ! 1. Hence, we may assume that a.s. for every i 2 N, ADn

i ! AP
i .

Our goal is to prove that (1, 1/sDn)⌥Dn ! ⌥P for the SB topology defined in Section 3.3.1.
Since we work with discrete random variables, note that it suffices to show that for every i 2 N,
XDn

i ! XP
i , Y Dn

i ! Y P
i , ZDn

i ! ZP
i and that µDn/sDn ! µP . First we have for every i 2 N,

XDn

i = inf{j 2 N, ADn

j = Vi}�! inf{j 2 N, AP
j = Vi} = XP

i .

Then we have for the Skorohod topology: (There is no issue involved with the sum of diracs here
since all atoms lie at integer point.)

1

sDn

µDn =
sDnX

i=1

�XDn

i

dDn

i � 1

sDn

sko�!
1X

i=1

�XP
i

pPi = µP .

We now study the cuts and the glue points which correspond to repetitions in (ADn

i )1isDn�1 .
Here, some extra care is required since the vertex V1 "is split" into many others in Algorithm 3.2.
For every i, j, k, n 2 N, we have

P
⇣
ADn

i = ADn

j 2 {Va}a>k

⌘
=

+1X

a=k+1

dDn

a

(sDn � 1)

(dDn

a � 1)

(sDn � 2)


+1X

a=k+1

1

a2
�!
k!1

0.

So, we may also assume that for every i, j 2 N, there exists k 2 N such that for every n large
enough we do not have ADn

i = ADn

j 2 {Va}a>k. Or equivalently, for every i, j 2 N such that
AP

i = AP
j = V1, for every n large enough ADn

i 6= ADn

j . Also, for every i, j 2 N such that
AP

i = AP
j 6= V1, for every n large enough ADn

i = ADn

j . It directly follows that for every i 2 N,
Y Dn

i ! Y P
i and ZDn

i ! ZP
i . This concludes the proof.

3.5.2 Preliminaries: D-trees and P-trees can be seen as modifications of ICRT

In this section, we give a rigorous meaning (Lemma 3.5.1) to the following informal statement: If
one gives to each edge e of a P-tree a length le, such that (le)e2TP is a family of i.i.d. exponential
random variables of mean �P , then this P-tree is quasi isometric to an ICRT. Also, although the
connection between D-trees and ICRT is not as simple, we prove a similar statement for D-trees
(Lemma 3.5.2), which is key in our proof of Theorem 3.4.1 (b).

We first introduce "length change" on KSB (recall Section 3.3.1). Let F be the set of increasing
bijection from R+ to R+. For every f 2 F, � > 0 and ⌥ = ((Xi, Yi, Zi)i2N, µ) 2 KSB, let

(f,�)⌥ := ((f(Xi), f(Yi), f(Zi))i2N,�f?µ).

Note that for every f 2 F, � > 0, the map ⌥ 7! (f,�)⌥ is continuous and so measurable.

Lemma 3.5.1. Let P 2 ⌦P , let ⇥ = (0, p1/�, p2/�, . . . ). Note that ⇥ 2 ⌦⇥. Let {li}i2N be a
family of i.i.d. exponential random variables of mean �. Let f 2 F be such that for every i � 0,
f(�i) =

Pi
k=1 lk. Then (f, 1/�)⌥P and ⌥⇥ have the same distribution.

Proof. We omit the proof of Lemma 3.5.1 since it would be too similar to the proof of Lemma
3.5.2. (See also Camarri, Pitman [40] Section 4.1 who introduce a similar connection.)

The connection between D-trees and ICRT is not as simple. However we have the following
construction which "replaces" ICRT.
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Algorithm 3.5. Definition of "the continuum D-tree": ⌥̃D.
– Let (X̃i)i2N be a family of independent exponential random variables of parameter (di/�)i2N.
– Let µ̃ be the measure on R+ defined by µ̃ =

Ps
i=1 �X̃i

(di � 1) /�.
– Let (Ŷi, Ẑi)i2N be a Poisson point process on {(y, z) 2 R+2 : y � z} of intensity dy ⇥ dµ̃.
– For every i 2 N with di � 1, let UX,i be uniform in {1, . . . , di}.
– For every j 2 N, let Uj be uniform in {1, . . . , di}\{UX,i} where i is the unique index such

that X̃i = Ẑj . (Uj is well defined since Ẑj is in the support of µ̃, which is {X̃i}i:di>0.)
– Let k1 < · · · < kN be the indexes such that (Zk, Uk) /2 {(Zj , Uj), j < k}. (There is a.s. N

such indexes since N =
P

i:di>0 di�1 = #{(i, u) 2 N2 : di > 0, 1  u  di, u 6= UX,i}.)
– For every 1  i  N , let Ỹi = Ȳki and let Z̃i = Z̄ki . For every i > N , let Ỹi = Z̃i = +1.
– Let ⌥̃D = ((X̃i, Ỹi, Z̃i)i2N, µ̃).

The following result is the analog of Lemma 3.5.1 for D-trees.

Lemma 3.5.2. Let D 2 ⌦D. Let (ED
i )1isD�1 be a family of independent exponential random

variables of mean (�D/(sD � i))1isD�1 and let fD 2 F such that for every 1  i  sD � 1,
fD(i) =

Pi
k=1E

D
k . Then (fD, 1/�D)⌥D and ⌥̃D have the same distribution.

Proof. Note that it suffices to construct a coupling between Algorithms 3.1 and 3.5 such that a.s.
(f(Xi), f(Yi), f(Zi))i2N = (X̃i, Ỹi, Z̃i)i2N. To this end we use the same "starting randomness"
for both algorithms:

First let I := {(i, j) 2 N2, 1  i  s, 1  j  di}. For every (i, j) 2 I , let Pi,j be a Poisson
point process on R+ with rate 1/� and let Ei,j = minPi,j . For every i 2 N such that di � 1 let
ki = argmin{Ei,j , 1  j  di}. Finally let I2 = I\{i, ki}1is.

Toward Algorithm 3.1, sort {(Ei,j , Vi, j)}(i,j)2I by the first coordinate as (ti, Bi,Ki)1is�1.
One can easily check, that (ti)1is�1 is independent of (Bi, ki)1is�1, that (ti)i2N have the
same distribution as (f(i))1is�1, and that (Bi, ki)1is�1 is a uniform permutation of I . We
omit the trivial details. As a result, (ti, Bi)1is�1 have the same distribution as (f(i), Ai)1is�1.
Therefore we may assume that for every 1  i  s� 1, (ti, Bi) = (f(i), Ai). It directly follows
that for every i 2 N such that di � 1,

f(Xi) = f(min{j 2 N, Aj = Vi}) = min{f(j), Aj = Vi} = min{Ei,k, 1  k  di} = Ei,ki .
(3.9)

Then by a similar argument,

{f(Yi), f(Zi)}1iN = {Ei,j , Ei,ki}(i,j)2I2 . (3.10)

Toward Algorithm 3.5, note that Ei,ki is an exponential random variable of mean di/� and that
ki is uniform in {1, . . . , di}, hence we may assume that

X̃i = Ei,ki ; UX,i = ki. (3.11)

Then, note that conditionally on (ki)1is and on (Ei,ki)1is,
S

(i,j)2I2 Pi,j ⇥ {Ei,ki}⇥ {j} is a
Poisson point process on R+3 of intensity

X

(i,j)2I2

1Ei,ki
xdx⇥ �Ei,ki

⇥ �j . (3.12)

Also note that conditionally on (X̃i)1is and on (UX,i)1is, {Ŷi, Ẑi, UZ,i}i2N is also a Poisson
point process with the same intensity as in (3.12). So we may assume that

{Ŷi, Ẑi, UZ,i}i2N =
[

(i,j)2I2

Pi,j ⇥ {Ei,ki}⇥ {j}. (3.13)
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Therefore, by "keeping" the first point of each line {y, z, u}y2R+ in both side and by "deleting" the
last coordinate, we have,

{Ỹi, Z̃i}1iN = {Ei,j , Ei,ki}(i,j)2I2 . (3.14)

Finally by (3.9) and (3.13) we have (f(Xi))i2N = (X̃i)i2N. Also by (3.10), (3.14), and by
monotony of (Yi)i2N and (Ỹi)i2N we have (f(Yi), f(Zi))i2N = (Ỹi, Z̃i)i2N.

3.5.3 Convergence of D-trees toward ICRT: proof of Theorem 3.4.1 (b)

Fix (Dn)n2N 2 ⌦N
D and ⇥ 2 ⌦⇥. We assume that Dn ) ⇥, that is dDn

1 /sDn ! 0 and 8i 2 N,
dDn

i /�Dn ! ✓⇥i , and we prove that (�Dn/sDn , 1/�Dn)⌥Dn ! ⌥⇥ weakly for the SB topology.
To this end, we follow the steps of Algorithm 3.5 and concludes by using Lemma 3.5.2.

Lemma 3.5.3. If Dn ) ⇥ then jointly in distribution for every i 2 N, X̃Dn

i ! X⇥
i and µ̃Dn ! µ.

Proof. The convergence of the variables (X̃Dn

i )i2N is immediate from their definitions. Hence by
the Skorohod representation theorem we may assume that a.s. for every i 2 N, X̃Dn

i �!X⇥
i .

We now prove that jointly with the previous convergence, µ̃Dn ! µ⇥ weakly for the Skorohod
topology. To this end, for every D 2 ⌦D and k 2 N we split x 7! µ̃D[0, x] into

FD,k : x 7!
kX

i=1

1X̃D
i
x(d

D
i � 1)/�D and FD,>k : x 7!

1X

i=k+1

1X̃D
i
x(d

D
i � 1)/�D.

And we show that if (kn)n2N is a sequence increasing sufficiently slowly to +1 then for every
x > 0 (a) almost surely FDn,kn(x) !

P1
i=1 1X⇥

i
x✓i and (b) FDn,>kn(x) ! ✓20x in probability.

Note that provided (c) (µ̃Dn)n2N is tight for the Skorohod topology, a sum of (a) and (b) yields the
desired result.

Toward (a), recall that for every i 2 N, a.s. X̃Dn

i ! X⇥
i , and that Dn ) ⇥. So if (kn)n2N

increases sufficiently slowly to +1 then by bounded convergence for every x 2 R+ a.s.

FDn,kn(x) =
knX

i=1

1X̃Dn

i
x(d

Dn

i � 1)/�Dn �!
n!1

1X

i=1

1X⇥
i
x✓

⇥
i .

To prove (b) we use a second moment method. We have for every x � 0,

E
h
FDn,>kn(x)

i
=

1X

i=kn+1

dDn

i � 1

�Dn

P
⇣
X̃Dn

i  x
⌘
=

1X

i=kn+1

dDn

i � 1

�Dn

 
1� exp

 
x
dDn

i

�Dn

!!
.

Then, since kn ! 1 and since Dn ) ⇥,

E
h
FDn,>kn(x)

i
⇠

1X

i=kn+1

x
dDn

i � 1

�Dn

dDn

i

�Dn

= x� x
knX

i=1

dDn

i (dDn

i � 1)

(�Dn)2
! x� x

+1X

i=1

✓2i = x✓20,

where the last convergence holds by bounded convergence when (kn)n2N increases sufficiently
slowly to +1. Also similarly for every x � 0,

V
h
FDn,>kn(x)

i


+1X

i=kn+1

 
dDn

i � 1

�Dn

!2

P
⇣
X̃Dn

i  x
⌘


dDn

kn+1

�Dn

E
h
FDn,>kn(x)

i
= o(1).

And (b) follows.
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Toward (c), for every 0  x  y  z, and n 2 N we have,

�n(x, y, z) := E
⇥
|µ̃Dn(y)� µ̃Dn(x)||µ̃Dn(z)� µ̃Dn(y)|

⇤

= E
" 1X

i=1

1x<X̃Dn

i
y

dDn

i � 1

�Dn

1X

i=1

1y<X̃Dn

i
z

dDn

i � 1

�Dn

#

=
X

i 6=j

P
⇣
x < X̃Dn

i  y
⌘ dDn

i � 1

�Dn

P
⇣
y < X̃Dn

j  z
⌘ dDn

j � 1

�Dn


 1X

i=1

P
⇣
x < X̃Dn

i  z
⌘ dDn

i � 1

�Dn

!2

. (3.15)

Then by definition of (X̃Dn

i )i2N and by convexity of x 7! ex,

P(x < X̃Dn

i  z) = e�dDn

i
/�Dnz � e�dDn

i
/�Dnx  dDn

i /�Dn(z � x).

Hence, by (3.15) and definition of �Dn ,

�n(x, y, z) 

0

@
1X

i,✓i=1

dDn

i

�Dn

(z � x)
dDn

i � 1

�Dn

1

A
2

= (z � x)2.

Finally since x, y, z are arbitrary (c) follows.

It directly follows from Lemma 3.5.3, and the definition of (Ŷ Dn

i , ẐDn

i ) (see Algorithm 3.5),
that

⌥̂Dn := ((X̃Dn

i , Ŷ Dn

i , ẐDn

i )i2N, µ̃
D)

WSB�!
n!1

⌥⇥. (3.16)

We omit the trivial details, and refer for instance to Lemma 4.24 (ii’) of Kallenberg [57] for more
precision on convergence of Poisson point process.

The following lemma implies that we can "replace" in (3.16) (Ŷ Dn

i , ẐDn

i )i2N by (Ỹ Dn

i , Z̃Dn

i )i2N.

Lemma 3.5.4. Assume that Dn ) ⇥ then for every i 2 N,

P
⇣
Ŷ Dn

i = Ỹ Dn

i and ẐDn

i = Z̃Dn

i

⌘
�!
n!1

1.

Proof. Let for D 2 ⌦D, mD := inf((Ỹ D
i )i2N\(Ŷ D

i )1iN ). Note that it is enough to show that
for every l 2 R+, P(mDn > l) ! 1. To this end, we lower bound P(mD > l) for D and l fixed.

First let us recall some notations introduced in the proof of Lemma 3.5.2. Let I := {(i, j) 2
N2, 1  i  s, 1  j  di}. For every (i, j) 2 I , let Pi,j be a Poisson point process on R+ with
rate 1/� and let Ei,j = minPi,j . For every i such that di � 1 let ki = argmin{Ei,j , 1  j  di}.
Then let I2 = I\{i, ki}1is.

Now, recall that {Ỹi}i2N\{Ŷi}i2N =
S

(i,j)2I2{Pi,j\{Ei,j}}. So that by the union bound,

P(m > l) 
sX

i=1

P
⇣
91  j  di : (i, j) 2 I2,#(Pi,j \ [0, l]) � 2

⌘
. (3.17)

To simplify the notation, let
P

1is Si denote the sum above. We split this sum in two according
to "whether di is small or large", and we upper bound each part.
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On the one hand, note that if there exists 1  j  di such that (i, j) 2 I2 and #(Pi,j\[0, l]) � 2
then #(

S
1jdi

Pi,j \ [0, l]) � 3 and di � 2. So that for every 1  i  s,

Si  P

0

@#

0

@
[

1jdi

Pi,j \ [0, l]

1

A � 3

1

A = 1� e�ldi/�

✓
1 +

ldi
�

+
l2d2i
2�2

◆

✓
l
di
�

◆3

,

where the last inequality comes from the fact that for every x � 0, 1� e�x(1 + x+ x2/2)  x3.
Then for every " > 0,

X

i,di"�
Si 

X

i,di"�
1di�2

✓
l
di
�

◆3

 2l3"
X

i,di"�

di(di � 1)

�2
 2l3". (3.18)

On the other hand, we have by a similar argument,

Si  diP (#(Pi,1 \ [0, l]) � 2)  dil
2/�2,

and when "� > 1,

X

i,di>"�

Pi 
X

i,di>"�

l2
di
�2


X

i,di>"�

l2

"� � 1

di(di � 1)

�2
 l2

"� � 1
. (3.19)

Therefore, summing (3.18) and (3.19), we have for every n 2 N,

P(mDn > l)  2l3"+
l2

"�Dn � 1
. (3.20)

Then as n ! +1, Dn ) ⇥ so �Dn ! 1 and the right hand term in (3.20) converges to 2". Since
" is arbitrary, P(mDn > l) ! 0. Since l is arbitrary, this concludes the proof.

Proof of Theorem 3.4.1 (b). Recall for D 2 ⌦D the definitions of fD and {ED
i }1i<sD introduced

in Lemma 3.5.2. First it directly follows from Lemma 3.5.4 and equation (3.16) that weakly for the
SB topology ⌥̃Dn ! ⌥⇥ as n ! 1. Furthermore by Lemma 3.5.2, (fDn , 1/�Dn)⌥Dn and ⌥̃Dn

have the same distribution. So, by Skorohod representation theorem we may assume that both the
convergence and the equality holds almost surely, hence almost surely

(fDn , 1/�Dn)⌥Dn ! ⌥⇥. (3.21)

Let for n 2 N, �n := sDn/�Dn . For every x 2 R+ and n 2 N, we have by definition of fDn

and {EDn

i }1i<sDn ,

E
⇥
fDn (b�nxc)

⇤
=

b�nxcX

i=1

E[EDn

i ] =

b�nxcX

i=1

�Dn

sDn � i
= b�nxc

�Dn

sDn �O(�n)
�!
n!1

x.

Similarly,

V[fDn(b�nxc)] =
b�nxcX

i=1

V[Ei] =

b�nxcX

i=1

✓
�D

sD � i

◆2

�! 0.

Therefore x 7! fDn(�nx) converges in distribution for k · k1 toward the identity on any interval.
Then by Skorohod representation theorem we may assume that this convergence holds almost
surely. The convergence (1/�n, 1/�Dn)⌥Dn !SB ⌥⇥ then follows from (3.21) and a deterministic
topological verification.
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3.6 Gromov–Prokhorov convergence of D-trees

3.6.1 Preliminary: vertices with small degree behaves like leaves

Recall that, by Lemma 3.3.2, to prove the GP convergence, we need to show that the distances
between random vertices converge. To do so, we introduce a generalisation of Algorithm 3.1 which
constructs sequentially the subtree spanned by the root and W1, . . . ,Wi where W = (Wi)1isD is
any permutation of VD. Then, we couple it with Algorithm 3.1 to show that whenever W1,W2, . . .
have "small" degree, those subtrees are close from the subtrees spanned by the first leaves (see
Lemma 3.6.2). This agrees with the intuition that vertices with small degree behave like leaves.
Naturally, this is also true for random vertices, which typically are distinct and have small degree.

Algorithm 3.6. General stick-breaking construction of D-tree.
- Let AD = (A1, . . . , As�1) be a uniform D-tuple.
- Let TD,W

1 := ({A1}, ;) then for every 2  i  s let

TD,W
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1,

Ti�1 [ {Ai�1,Winf{k,Wk /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD,W denote the rooted tree (Ts, A1).

Remark. If for every 1  i  N + 1, Wi = Li then Algorithm 3.1 and Algorithm 3.6 follow the
exact same steps, hence TD,W = TD.

Proposition 3.6.1. For every D 2 ⌦D, and W permutation of VD, TD,W is a D-tree.

Proof. See Appendix.

Before stating the main result of this section, let us define the relabelling operation. For every
graph G = (V,E) and bijection f : V ! V 0, let f(G) := (V 0, {{f(x), f(y)}}{x,y}2E).

Lemma 3.6.2. Let D 2 ⌦D and W = {Wi}1isD be a permutation of VD. Let 1  k  ND

and let fk : VD ! VD be a bijection such that:

81  i  k fk(Wi) = Li ; 8V /2 {Wi}1ik [ {Li}1ik fk(V ) = V.

Then for every 1  l  sD, (where by convention for i 2 N, dDVi
:= dDi )

P
⇣
fk
⇣
TD,W
Y D
k

⌘
6= TD

Y D
k

⌘
 P(Y D

k > l) + l
�
dDW1

+ . . . dDWk

�
/(sD � 1).

Proof. Note that fk(TW
Yk

) = TYk
whenever {Wi}1ik \ {A1, . . . , AYk

} = ;, since in this case,
up to relabelling, Algorithm 3.1 and Algorithm 3.6 follow the exact same steps. Therefore:

P
�
fk(T

W
Yk

) 6= TYk

�
 P(Yk > l) + P({Wi}1ik \ {A1, . . . , Al} 6= ;),

 P(Yk > l) +
lX

i=1

kX

j=1

P(Ai = Wj),

= P(Yk > l) + l (dW1 + . . . dWk
) /(s� 1).
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3.6.2 Convergence of D-trees toward ICRT: proof of Theorem 3.4.2 (b)

To simplify the notations we write for D 2 ⌦D, �D := sD/�D.
First recall the assumptions of Theorem 3.4.2 (b): Dn ) ⇥, MDn ! 0, and µ⇥ = 1. In this

case we have by Theorem 3.4.1 (b) the following joint convergence in distribution,

((Y Dn

i /�Dn)i2N, (Z
Dn

i /�Dn)i2N)
W�!((Y ⇥

i )i2N, (Z
⇥
i )i2N). (3.22)

Moreover, note that the distance between the leaves of a tree constructed by stick breaking is
"entirely determined" by the positions of the cuts and the glue points. More precisely, for every
i < j 2 N, there exists a measurable function gi,j : R+2j 7! R+ such that for every n 2 N large
enough (such that there is at least j leaves) and ⇥ 2 ⌦⇥:

(dDn/�Dn)(LDn

i , LDn

j ) = gi,j((Y
Dn

k /�Dn)1kj , (Z
Dn

k /�Dn)1kj),

and
d⇥(Y ⇥

i , Y ⇥
j ) = gi,j((Y

⇥
k )1kj , (Z

⇥
k )1kj).

Therefore, by (3.22) we have the following joint convergence in distribution:

((dDn/�Dn)(LDn

i , LDn

j ))i,j2N
W�!(d⇥(Y ⇥

i , Y ⇥
j )i,j2N). (3.23)

Now for every n 2 N let (WDn

i )i2N be a family of i.i.d. random variables with law MDn .
Recall by Lemma 3.3.1 and by Proposition 2.3.2 (see Section 3.4.2) that it suffices to prove that

((dDn/�Dn)(WDn

i ,WDn

j ))i,j2N
W�!(d⇥(Y ⇥

i , Y ⇥
j ))i,j2N. (3.24)

To this end we use the coupling introduced in Section 3.6.1 to derive (3.24) from (3.23).
Beforehand, note that for every n 2 N, (WDn

i )i2N is not a permutation of VDn so we
can not directly apply Lemma 3.6.2. However, since MDn ! 0 we have for every i, j 2 N,
P(Wi = Wj) ! 0. Hence, there exists a family (W̃Dn)n2N = ((W̃Dn

i )1isDn )n2N of random
permutations of VDn such that for every i 2 N, P(WDn

i = W̃Dn

i ) ! 0.
We now apply Lemma 3.6.2 to those permutations: We have for every n, k 2 N and l 2 R+,

P
✓
fDn

k

✓
TDn,W̃Dn

Y Dn

k

◆
6= TDn

Y Dn

k

◆
 P

⇣
Y Dn

k > �Dn l
⌘
+ E


�Dn l

sDn � 1

✓
dDn

W̃Dn

1

+ · · ·+ dDn

W̃Dn

k

◆�
,

where fDn

k is the relabelling function defined in Lemma 3.6.2. Moreover note that the last term
converges to 0. Indeed since MDn ! 0, for every i 2 N, dDn

W̃Dn

i

/�Dn ! 0 in probability. And by

bounded convergence the last also convergence holds in expectation since dDn

1 /�Dn ! ✓1 < 1.
Therefore for every k, l fixed,

lim sup
n!1

P
✓
fDn

k

✓
TDn,W̃Dn

Y Dn

k

◆
6= TDn

Y Dn

k

◆
 lim sup

n!1
P
⇣
Y Dn

k > �Dn l
⌘
.

Therefore, since l is arbitrary and since by Theorem 3.4.1 (b) �DnY Dn

k ! Y ⇥
k weakly as n ! 1,

lim sup
n!1

P
✓
fDn

k

✓
TDn,W̃Dn

Y Dn

k

◆
6= TDn

Y Dn

k

◆
= 0. (3.25)

Finally, since relabelling does not change the distance in the tree,

dTV

⇣
(dDn(LDn

i , LDn

j ))i,jk, (d
Dn(W̃Dn

i , W̃Dn

j ))i,jk

⌘
! 0,

where dTV stands for the total variation distance. Therefore since 8i 2 N, P(WDn

i = W̃Dn

i ) ! 0,

dTV

⇣
(dDn(LDn

i , LDn

j ))i,jk, (d
Dn(WDn

i ,WDn

j ))i,jk

⌘
! 0. (3.26)

And finally, (3.24) directly follows from (3.23) and (3.26). This concludes the proof.
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3.7 Gromov–Hausdorff–Prokhorov convergence and height of D-trees

3.7.1 Preliminaries: purely technical results on µ and µ̃

The reader can safely skim this section on a first reading and refer back to it when needed.
We want to estimate µ since it "dictates" the stick breaking construction. However µ is hard to

estimate as a sum of dependent random variables. For this reason, we estimate instead µ̃ introduced
in Algorithm 3.5, and we use in the next sections Lemma 3.5.2 to "replace" µ by µ̃ when needed.

Lemma 3.7.1. For every D 2 ⌦D and l 2 R+,

P
�
µ̃D[0, l]  E[µ̃D[0, l]]/2

�
 e�lE[µ̃D[0,l]]/4.

Proof. Recall that (X̃i)i2N is a family of independent exponential random variables of parameter
(di/�)i2N, and that µ̃ =

Ps
i=1 �X̃i

(di � 1) /�. So for every 1  i  s, P(X̃i  l) = 1� e�ldi/�,
and hence µ̃[0, l]� E[µ̃[0, l]] can be written as a sum of independent centered random variables:

µ̃[0, l]� E[µ̃[0, l]] =
sX

i=1

Mi where for 1  i  s Mi :=
⇣
1X̃il � 1 + e�ldi/�

⌘
(di � 1)/�.

We now compute some exponential moments. First for every i such that di � 2,

E

exp

✓
�l

di
di � 1

Mi

◆�
= exp

⇣
�(ldi/�)e

�ldi/�
⌘⇣

P(X̃i  l) + P(X̃i > l)eldi/�
⌘

= exp
⇣
�(ldi/�)e

�ldi/�
⌘⇣

1� e�ldi/� + e�ldi/�eldi/�
⌘

= exp
⇣
�(ldi/�)e

�ldi/� + log
⇣
2� e�ldi/�

⌘⌘
.

Then since for every x � 0, �xe�x + log(2� e�x)  x(1� e�x)/4,

E

exp

✓
�l

di
di � 1

Mi

◆�
 exp

⇣
(ldi/�)(1� e�ldi/�)/4

⌘
.

So by concavity of t ! t(di�1)/di on R+,

E [exp (�lMi)]  exp

✓
l
di � 1

�
(1� e�ldi/�)/4

◆
.

Therefore, since Mi = 0 when di  1, multiplying over all i such that di � 2 we get,

E [exp (�l (µ̃[0, l]� E [µ̃[0, l]]))]  exp (lE [µ̃[0, l]] /4) .

Finally the desired result follows from a simple application of Markov’s inequality.

We now upper bound some "numbers of cuts". More precisely, for every 0  m  N/� let

Xm := inf{l 2 R+,E[µ̃[0, l]]  m} and let ⇠m := min{i 2 N, µ̃[0, Ỹi] > m}. (3.27)

It is easy to check that l ! E[µ̃[0,m]] is a continuous and strictly increasing function of m so that
for every 0  m  N/�, E[µ̃[0,Xm]] = m. Moreover, we have the following upper bound on ⇠m:

Lemma 3.7.2. For every 0  m  N/(2�),

P (⇠m � 3X2mm+ 1)  2e�X2mm/2.
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Proof. First by Lemma 3.7.1 µ̃[0,X2m]  m with probability at most e�X2mm/2. In the following
we work conditionally on µ̃ and assume that this event does not hold.

Note that ⇠m � 1 = max{i, µ̃[0, Ỹi]  m}  max{i, µ̃[0, Ŷi]  m}. Also since conditionally
on µ̃, {Ŷi}i2N is a Poisson point process on R+ with intensity µ̃[0, l]dl, max{i, µ[0, Ŷi]  l�}
is a Poisson random variable with mean

R ↵
0 µ̃[0, t]dt where ↵ := max{a 2 R+, µ̃[0, a]  m}.

Therefore since by our assumption ↵  X2m and since µ̃[0,↵)  m, ⇠m � 1 is bounded by a
Poisson random variable of mean X2mm. Finally the result follows from some basic concentration
inequalities for Poisson random variables (see e.g. [32] p.23).

Lemma 3.7.3. The following assertions holds:
(a) For every 0  m  N/(16�), X2m  �/8.
(b) For every x � 0, E[µ̃[0, x]]  x. Hence, for every 0  m < N/�, m  Xm.
(c) For every x � 1/2, E[µ̃[0, x]] � 1/6.

Proof. Toward (a), simply note that x 7! E[µ̃[0, x]] is increasing and that

E
h
µ̃
h
0,
�

8

ii
=

sX

i=1

di � 1

�

⇣
1� e�

di

8

⌘
�
⇣
1� e�

2
8

⌘ sX

i=1

di � 1

�
1di�2 =

⇣
1� e�

2
8

⌘ N

�
� 2m.

Similarly for (b), note that

E[µ̃[0, x]] =
sX

i=1

di � 1

�

⇣
1� e�di

x

�

⌘


sX

i=1

(di � 1)(di)x

�2
= x.

Finally for (c), since for every 0  x  1, 1� e�x � x/3, note that

E[µ̃[0, 1/2]] =
sX

i=1

di � 1

�

⇣
1� e�

di

2�

⌘
�

sX

i=1

(di � 1)(di)

6�2
=

1

6
.

Lemma 3.7.4. Recall that µ̄ is the real measure on R+ such that for every l > 0, µD

�D

h
0, sD

�D l
i
. For

every l 2 R+, we have E[µ̄[0, l]]  2E[µ̃[0, l]].

Proof. Fix l 2 R+. Since µ =
Ps

i=1 �Xi
(di � 1) =

Ps
i=1 �inf{1js,Aj=Vi}(di � 1) and since

µ̃ =
Ps

i=1 �X̃i
(di � 1) /�, we have by (3.1) and linearity of the expectation,

E[µ̄[0, l]] =
sX

i=1

⇣
1� P

⇣
A1, . . . , Ab sl

�
c 6= Vi

⌘⌘ di � 1

�
=

sX

i=1

0

@1�
b sl

�
cY

j=1

✓
1� di

s� j

◆1

A di � 1

�
,

and

E[µ̃[0, l]] =
sX

i=1

⇣
1� e�l

di

�

⌘ di � 1

�
.

On the one hand, if l > �/2 then:

E[µ̃[0, l]] =
sX

i=1

⇣
1� e�l

di

�

⌘ di � 1

�
�

sX

i=1

⇣
1� e�1/2

⌘ di � 1

�
� 1

2

sX

i=1

di � 1

�
� 1

2
E[µ̄[0, l]].

On the other hand, if l  �/2 then, by convexity of x 7! ex, for every 1  i  s:

1�
b sl

�
cY

i=1

✓
1� di

s� j

◆
 1�

✓
1� 2

di
s

◆bsl/�c
 1� e2dil/�  2(1� e�dil/�).

Hence by summing over all 1  i  �, we get E[µ̄[0, l]]  2E[µ̃[0, l]].
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We now prove several results that will be used to prove Theorem 3.4.3 (a).

Lemma 3.7.5. Let (Dn)n2N 2 ⌦N
D and ⇥ 2 ⌦⇥. We have the following assertions:

(a) If Dn ) ⇥, then for every x 2 R+, E[µ̃Dn [0, x]] ! E[µ⇥[0, x]].
(b) If Dn ) ⇥ and Assumption 3.7 is satisfied, then µ⇥ = 1.
(c) If Dn ) ⇥ and Assumption 3.7 is satisfied, then the ⇥-ICRT is almost surely compact.

Proof. Toward (a), we have have by bounded convergence, provided some justifications,

E[µ̃Dn [0, x]] = x+
sX

i=1

dDn

i � 1

�Dn

 
1� e�xdDn

i
/�Dn � x

dDn

i

�Dn

!
,

! x+
1X

i=1

✓i(1� e�x✓i � x✓i) = E[µ⇥[0, x]]. (3.28)

So it remains to justify (3.28). We have for every n 2 N and i 2 N such that dDn

i � 2,

 
dDn

i

�Dn

!2

 2
dDn

i (dDn

i � 1)

(�Dn)2
 2

1
i

Pi
j=1 d

Dn

j (dDn

j � 1)

(�Dn)2
 2

i
.

So for every n 2 N and i 2 N, since for every 0  y 
p
2, ey � 1� x  y2,

dDn

i � 1

�Dn

 
1� e�xdDn

i
/�Dn � x

dDn

i

�Dn

!


dDn

i � 1

�Dn

 
dDn

i

�Dn

!2

 23/2

i3/2
.

And the convergence in (3.28) follows.
We now prove (b) and (c). First by Assumption 3.7 (ii), �Dn = o(NDn). Then, by Lemmas

3.7.4 and 3.7.3 (b), for every n 2 N, x � 0,

E
⇥
µDn

⇥
0, (sDn/�Dn)x

⇤⇤
= �DnE

⇥
µ̄Dn [0, x]

⇤
 2x�Dn = o(NDn).

So, writing for every D 2 ⌦D, tD := inf
�
l 2 N, E[µD[0, l]] � ND/2

 
, we have for every x > 0

and n 2 N large enough,

E[µDn [0, tDn ]] > E
⇥
µDn

⇥
0, (sDn/�Dn)x

⇤⇤
.

Thus, (�Dn/sDn)tDn ! 1.
Moreover, since for every n 2 N, x 7! E[µ̃Dn [0, x]] is increasing, we have by (a) and by

bounded convergence, for every 0  x  y,
Z y

x

dl

lE [µ̃Dn [0, l]]
!

Z y

x

dl

lE [µ⇥[0, l]]
.

Hence, by Lemma 3.7.4 and since (�Dn/sDn)tDn ! 1, we have for every x � 0,

lim inf
n!1

Z �
Dn

sDn
tDn

x

dl

lE [µ̄Dn [0, l]]
� lim inf

n!1

Z �
Dn

sDn
tDn

x

dl

2lE [µ̃Dn [0, l]]
� 1

2

Z 1

x

dl

lE [µ⇥[0, l]]
.

It directly follows from Assumption 3.7 (i) that
R1 dl

lE[µ⇥[0,l]]
< 1. Therefore, µ⇥ = 1, and by

Theorem 2.3.3 the ⇥-ICRT is a.s. compact.
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3.7.2 Height of D-trees: Proof of Theorem 3.4.4 (a)

Fix D 2 ⌦D and x 2 R+. Our proof of Theorem 3.4.4 (a) is based on the following inequality

H(T )  H(TYj0
) +

K�1X

j=0

dH(TYji
, TYji+1

) + dH(TYjK
, T ), (3.29)

where 0  j0  · · ·  jK  N and K 2 N are well chosen. We will detail this choice later.
Beforehand, let us introduce some notations that will simplify many expressions. First let for

every i  j 2 N,
�(i, j) := dH(TYi

, TYj
). (3.30)

Then for every i 2 N, let:

�(0, i) := H(TYi
) ; �(i, 2�) := max

1as,di�2
d(TYi

, Va) ; �(2�,1) := max
1bs

d({Va}1as,da�2, Vb).

So (3.29) can be rewritten with those notations, and by splitting the last term in two, as:

H(T )  �(0, j0) +
K�1X

j=0

�(ji, ji+1) +�(jK , 2�) +�(2�,1). (3.31)

Also recall from (3.27) the definitions of Xm and ⇠m. Define (Ei)1is�1 and f as in Lemma
3.5.2. By Lemma 3.5.2 we may assume and will for the rest of the section that a.s. (fD, 1/�D)⌥D =
⌥̃D. In particular, for every 0  m  N/�,

⇠m = min{i 2 N, µ[0, Yi] > �m}. (3.32)

The rest of the section is organized as follows: We upper bound each of the four terms of (3.31)
then we sum the upper bounds to prove Theorem 3.4.4 (a).

First we have the following upper bound on �(0, i)  Yi:

Lemma 3.7.6. For every 0  m  N/(2�) such that X2m  �/8,

P
⇣
Y⇠m > 3

s

�
X2m + 2

⌘
 5e�mX2m/2.

Proof. Let ↵ := inf{i 2 N, µ[0, i] > �m}. Let us upper bound ↵ and then Y⇠m � ↵. First since
(fD, 1/�D)⌥D = ⌥̃D we have ↵ = inf{i 2 N, µ̃[0, f(i)] > m}. So by monotony of x 7! µ̃[0, x]
and by Lemma 3.7.1,

P(X2m  f(↵m � 1))  P(µ̃[0,X2m]  m)  e�mX2m/2. (3.33)

Then, by definition f is increasing and for every 1  i  s, f(i) =
Pi

k=1E
D
k so,

P ((f(↵� 1) < X2m) \ (↵ � 2(s/�)X2m + 2))  P (f (2(s/�)X2m + 1) < X2m)

 P
 d2(s/�)X2meX

i=1

Ei < X2m

!
. (3.34)

Furthermore, since {Ei} is a family of independent exponential random variables of mean greater
than �/s, we have by classical results on the Gamma distributions (see e.g. [32] Section 2.4),

P
 d2(s/�)X2meX

i=1

Ei < X2m

!
 e�(s/(2�)X2m).



96 CHAPTER 3. LIMIT OF TREES WITH FIXED DEGREE SEQUENCE

Therefore, since m  N/(8�)  s/(8�) we have by (3.33) and (3.34),

P (↵ � 2(s/�)X2m + 2)  2e�mX2m/2. (3.35)

Now let us upper bound Y⇠m � ↵. Note from (3.32) that Y⇠m is the first index of repetition in
{Ai}1is�1 after ↵, and that ↵ is a stopping time for {Ai}1is�1. So by (3.1), conditionally on
{Ai}1i↵, Y⇠m �↵ is bounded by a geometric random variable of parameter (µ[0,↵]� ⇠m+1)/s.
Hence,

P (Y⇠m � ↵ � (s/�)X2m| {Ai}1i↵)  exp (�X2m(µ[0,↵]� ⇠m + 1)/�) . (3.36)

Furthermore by definition of ↵, by X2m  �/8, and by Lemma 3.7.2,

P (µ[0,↵]� ⇠m + 1  �m/2)  P (⇠m � �m/2 + 1)  P (⇠m � 3mXm + 1)  2e�mX2m/2.

So by (3.36),

P (Y⇠m � ↵ � (s/�)X2m)  P (µ[0,↵]� ⇠m � 1  �m/2) + e�mX2m/2  3e�mX2m/2.

Finally summing the above equation with (3.35) yields the desired inequality.

Lemma 3.7.7. We have the following upper bounds on �(j, k):
(a) For every 1  j < k  N , and t > 0,

P
�
�(j, k) � t| {Ai}1iYj

�
 (k � j)e�t(µ[0,j]�j)/s.

(b) For every 0  m  N/(2�) such that X2m  �/8 and t > 0,

P
�
�(⇠m/2, ⇠m) > t

�
 2e�X2mm/2 + 3X2mme�t(�m)/(8s).

Proof. Toward (a), note that �(j, k) = maxj<ik d(Li, TYj
) where (Li)1iN are the different

leaves in VD that are used in Algorithm 3.1. Also by symmetry of the leaves, for every j < i  k

d(Li, TYj
) =(d) d(Li+1, TYj

) = Yj+1 � Yj . (3.37)

Hence, for every t 2 R+

P
�
�(j, k) � t| {Ai}1iYj

�
 (k � j)P(Yj+1 � Yj � t).

On the other hand, Yj+1 is by definition the first repetition in {Ai}1is�1 after Yi, so by (3.2)
Yj+1 � Yj is bounded by a geometric random variable of parameter (µ[0, j]� j)/s and (a) follows.

Toward (b), note that �(⇠m/2, ⇠m) = 0 if ⇠m/2 = ⇠m. So, by union bound, and by Lemma
3.7.2,

P
�
�(⇠m/2, ⇠m) > t

�
 P (⇠m � 3X2mm+ 1) + P

�
(�(⇠m/2, 3X2mm+ 1) > t) \ (⇠m/2  3X2mm)

�

 2e�X2mm/2 + P
�
(�(⇠m/2, 3X2mm+ 1) > t) \ (⇠m/2  3X2mm)

�
.

Furthermore by (a), since ⇠m/2 is a stopping time for (Ai)1i�,

P
�
(�(⇠m/2, 3X2mm+ 1) > t) \ (⇠m/2  3X2mm)

�
 3X2mmE

"
exp

 
�t

µ[0, Y⇠m/2
]� 3X2mm

s

!#
.

So, since by (3.32) a.s. µ[0, Y⇠m/2
] � �m/2, and since X2m  �/8,

P
�
(�(⇠m/2, 3X2mm+ 1) > t) \ (⇠m/2  3X2mm)

�
 3X2mme�t(�m)/(8s).

This concludes the proof.
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Lemma 3.7.8. We have the following upper bounds on �(j, 2�):
(a) For every 1  j  N and t > 0,

P
�
�(j, 2�) > t

�
 s�2e

�t(µ[0,Yj ]�j)/s.

(b) For every 0  m  N/(2�) such that X2m  �/8 and t > 0,

P
�
�(⇠m, 2�) > t

�
 2e�X2mm/2 + s�2e

�t(�m)/(8s).

Proof. Toward (a), it is enough to prove that for every a such that da � 2 and 1  j  N ,

P
�
d
�
Va, TYj

�
> t

�� {Ai}1iYj

�
 e�t(µ[0,Yj ]�j)/s. (3.38)

To this end, let us use Algorithm 3.6. Let W = (Wi)1is be any permutation of VD such that for
every 1  i  j, Wi = Li and such that Wj+1 = Va. Note that Algorithm 3.1 and Algorithm 3.6
follow the exact same steps until Yj so a.s. TYj

= TW
Yj

. Thus since T and TW are both D-trees,

d(Va, TYj
) =(d) dW (Va, T

W
Yj

).

Also note that
dW (Va, T

W
Yj

)  (Yj+1 � Yj) (3.39)

since one of the two following cases must happen:
• Either Va /2 (Ai)1iYj+1 and then Algorithm 3.1 and Algorithm 3.6 follow the exact same

steps until Yj+1 � 1. And at the next step Lj+1 is "relabelled" Va. So dW (Va, TW
Yj

) =

(Yj+1 � Yj).
• Or Va 2 (Ai)1iYj+1 , and then Algorithm 3.1 and Algorithm 3.6 follow the exact same steps

until i := inf{k 2 N, Ak = Va}  Yj+1. So dW (Va, TW
Yj

) = max(i� Yj , 0)  Yj+1 � Yj .
Therefore (3.39) holds, and (3.38) follows from Lemma 3.7.7.

The proof of (b) is similar to the proof of Lemma 3.7.7 (b). We omit the details.

Lemma 3.7.9. If s � 2 then for every t � 0,

P
✓
�(2�,1) > 3 + t

s

�
+

ln(N)

ln ((s� 1)/s1)

◆
 e�tN/�.

Proof. First, note that �(2�,1) corresponds to the length of the largest path whose vertices have
degree 0 or 1. Furthermore, since those paths cannot contain any glue point,

�(2�,1)  2 + max{(j � i), 1  i  j  s� 1, (VAi+1 , VAi+2 , . . . , VAj
) ⇢ V1}.

where V1 is the set of vertices with di = 1. Then by a simple union bound, for every t 2 N,

P
�
�(2�,1) � 2 + t

�


s�t�1X

i=1

P (VAi
/2 V1, Vi+1, . . . , Vi+t 2 V1)

=
s�t�1X

i=1

s� 1� s1
s� 1

s1
s� 2

s1 � 1

s� 3
. . .

s1 � t+ 1

s� t� 1

= (s� 1� s1)
s1

s� 1

s1 � 1

s� 2
. . .

s1 � t+ 1

s� t
 2N

✓
s1

s� 1

◆t

,
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where we use for the last inequality the fact that (s� 1� s1) = N + s�2  2N and s1  s� 1.
Thus, by monotony of t 7! P(�(2�,1) � t), we have for every t > 0,

P
�
�(2�,1) > 3 + t

�
 2N

✓
s1

s� 1

◆t

.

Therefore,

P := P
✓
�(2�,1) > 3 + t

s

�
+

ln(N)

ln ((s� 1)/s1)

◆
 2

✓
s1

s� 1

◆t(s/�)

.

Finally, since for every x, y � 0, xy  e�(1�x)y, and since s = (N + 1) + s1 + s�2,

P  2e�t(s/�)(1�s1/(s�1))  2e�t(s/�)(N/(s�1))  2e�tN/�.

Proof of Theorem 3.4.4 (a). Fix x � 0. Recall that we want to use (3.31) to upper bound H(T ).
Beforehand, let us make some assumptions to exclude some trivial but annoying cases: Since C

can be chosen arbitrary large in Theorem 3.4.4 (a), we may assume, without loss of generality, that
xE[µ̄[0, x]] � 200. This assumption together with Lemmas 3.7.3 (b), and 3.7.4 imply that x � 10.
Similarly, we may assume s � 10. Also we may assume N � 2, since otherwise � = 0 and the
result is trivial in this case. Finally we may assume x  �/8, since otherwise the result is trivial
with c = 1/8 because H(T )  s.

We now treat the general case. Let m := 1
2E[µ̃[0, x]] then let K := inf{k 2 N, 2k+1m > N

8�}.
To simplify the forthcoming computations, let for every i 2 N, ↵i := 2imX2i+1m. Note that
X2m = x  �/8 and that for every 1  i  K, 2im  N

8� so by Lemma 3.7.3 (a) X2i+1m  �/8.
Hence, we have by Lemmas 3.7.6, 3.7.7 (b), 3.7.8 (b), 3.7.9 respectively, for every 0  i < K:

P
⇣
�(0, ⇠m) > 3

s

�
x+ 1

⌘
 5e�↵0/2, (3.40)

P
✓
�(⇠2im, ⇠2i+1m) >

s

�

✓
2
ln(24↵i)

2im
+

x

2i/2

◆◆
 2e�↵i/2 + e�2i/2�4xm, (3.41)

P
✓
�(⇠2Km, 2�) >

s

�

✓
2
ln(s�2)

2Km
+

x

2K/2

◆◆
 2e�↵K/2 + e�2K/2�4xm, (3.42)

P
✓
�(2�,1) > 3 +

s

�
x+

ln(N)

ln ((s� 1)/s1)

◆
 e�xN/�. (3.43)

Now let

A := 3
s

�
x+1+

K�1X

i=0

s

�

✓
2
ln(24↵i)

2im
+

x

2i/2

◆
+
s

�

✓
2
ln(s�2)

2Km
+

x

2K/2

◆
+3+

s

�
x+

ln(N)

ln ((s� 1)/s1)
,

and let

B := 5e�↵0/2 +
KX

i=0

⇣
2e�↵i/2 + e�2i/2�4xm

⌘
+ e�xN/�.

So that by (3.31), and (3.40)+(3.41)+(3.42)+(3.43),

P(H(T ) � A)  B, (3.44)

and it only remains to upper bound A and B.
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Toward upper bounding B, note that x 7! E[µ̃[0, x]] is increasing, so x 7! Xx is increasing,
and thus for every 0  i  K � 1,

↵i = 2imX2i+1m � 2i(mX2m) = 2i↵0.

Then by definition of m, xm = X2mm = ↵0, and by assumption, xE[µ̄[0, x]] � 200, so by Lemma
3.7.4, ↵0 = xE[µ̃[0, x]]/2 � 50. Hence, by standard comparisons with geometric sums,

KX

i=0

⇣
2e�↵i/2 + e�2i/2�4xm

⌘


KX

i=0

1

2i

⇣
2e�↵0/2 + e�↵0/16

⌘
 90e�↵0/16.

Furthermore note that, ↵0 = xE[µ̃[0, x]]/2  xE[µ̃[0,1]]/2 = xN/(2�). So e�xN/�  e�↵0/16

and

B = 5e�↵0/2 +
KX

i=0

⇣
2e�↵i/2 + e�2i/2�4xm

⌘
+ e�xN/�  100e�↵0/16.

Therefore, by Lemma 3.7.4,
B  100e�xE[µ̄[0,x]]/32. (3.45)

We now upper bound A. First, some straightforward inequalities using x � 10, s  �,
s � s1 + 2 (by N � 2), 2K+1m > N/(8�) and s � 10 gives:

A  100
s

�

✓
x+

�

s

ln(N)

ln (s/s1)
+
�

N
ln(s�2)

◆
+ 2

s

�

K�1X

i=0

ln(24↵i)

2im
. (3.46)

Then it remains to upper bound
PK�1

i=0
ln(48↵i)
2im . To this end, we may assume that K � 1 since

otherwise the sum is null. It directly follows that 2Km  N/(8�). Moreover, we have by Lemma
3.7.3 (b) and since for every 1  i  s, ↵i � 50,

K�1X

i=0

ln(48↵i)

2im
 2

K�1X

i=0

ln(↵i)

2im
= 2

K�1X

i=0

ln(X2i+1m2im)

2im
 4

K�1X

i=0

ln(X2i+1m)

2im
. (3.47)

Next, we compare the last sum with the integral that appears in Theorem 3.4.4 (a):

Z X
m2K

X2m

dl

lE[µ̃[0, l]] =
K�1X

i=1

Z X
m2i+1

X
m2i

dl

lE[µ̃[0, l]]

�
K�1X

i=1

Z X
m2i+1

X
m2i

dl

lm2i+1

=
K�1X

i=1

ln(X2i+1m)� ln(X2im)

2i+1m

�
K�1X

i=1

ln(X2i+1m)

2i+2m
� ln(X2m)

m
.

So by (3.47), and since x = X2m � 10 and m � 1/6 (by Lemma 3.7.3 (c)),

K�1X

i=0

ln(48↵i)

2im
 16

Z X
m2K

x

dl

lE[µ̃[0, l]] + 4
ln(x)

m
 16

Z X
m2K

x

dl

lE[µ̃[0, l]] + 24x.
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Hence, by Lemma 3.7.4,

K�1X

i=0

ln(48↵i)

2im
 32

Z X
m2K

x

dl

lE[µ̄[0, l]] + 24x. (3.48)

Now let t := inf {l 2 N, E[µ[0, l]] � N/2}. Note that t � (s/�)Xm2K � 1, since 2Km  N
8� and

since by Lemma 3.7.4,

E
h
µ
h
0,

s

�
Xm2K

ii
= �E[µ̄[0,Xm2K ]]  2�E[µ̃[0,Xm2K ]] = m2K+1  N/4.

Therefore by (3.48) and x � 1,

K�1X

i=0

ln(48↵i)

2im
 32

Z t�/s

1

dl

lE[µ̄[0, l]] + 24x. (3.49)

Finally (3.46) and (3.49) gives,

A  200
s

�

 
x+

�

N
ln(s�2) +

Z t�/s

1

dl

lE[µ̄[0, l]] +
�

N

ln(N)

ln (s/s1)

!
, (3.50)

To sum up, (3.50), (3.45) and (3.44) yield together the desired inequality.

3.7.3 GHP convergence of D-trees: Proof of Theorem 3.4.3 (a)

Recall the assumptions of Theorem 3.4.3 (a): Dn ) ⇥, MDn ! 0, and Assumption 3.7. Note
from Lemma 3.7.5 (b) that µ⇥ = 1. Recall that in this case by Theorem 3.4.2 (b), the following
convergence holds weakly in a GP sens:

�
VDn , (�Dn/sDn)dDn ,MDn

�
�!(T ⇥, d⇥, p⇥). (3.51)

We need to prove that (3.51) also holds in a GHP sens. To do so, by Lemma 3.3.3, and since p
⇥

have a.s. support T⇥ (see Theorem 2.3.1), it is enough to prove that (3.51) holds in a GH sens. To
this end, the main idea is to show that (i) the first branches of Dn-trees converge in a GH sens, and
that (ii) Dn-trees are close from their first branches.

Toward (i), it is straightforward to check from Theorem 3.4.1 (b) that we have for every k 2 N,
✓
TDn

Y Dn

k

, (�Dn/sDn)dDn ,MDn

◆
WGH�!

⇣
T ⇥
Y ⇥
k

, d⇥, p⇥
⌘
. (3.52)

Indeed, one can construct both D-trees and ICRT in (R+)N using a dimension for each branches
(see Aldous [10]), and since by Theorem 3.4.1 (b) the cuts and glue points converge, it directly
follows that the subtrees obtained from the first branches converge. We omit the straightforward
details.

Toward (ii), we adapt the proof of Theorem 3.4.4 (a) to prove the following lemma:

Lemma 3.7.10. For every " > 0,

lim
k!1

lim sup
n!+1

P
✓
�Dn

sDn

dH

✓
TDn

Y Dn

k

, TDn

◆
> "

◆
= 0.

Before proving Lemma 3.7.10, let us explain why it implies together with (3.52), Theorem
3.4.3 (a).
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Proof of Theorem 3.4.3 (a). Fix " > 0. Let k 2 N. By the Skorohod representation theorem, we
may assume that the convergence (3.52) holds a.s. for the GH topology.

Then, by Lemma 3.7.10, if k 2 N is large enough, we have for every n 2 N large enough,

P
✓
�Dn

sDn

dH

✓
TDn

Y Dn

k

, TDn

◆
> "

◆
 ".

Also, since by Lemma 3.7.5 (c) the ⇥-ICRT is a.s. compact, if k 2 N is large enough,

P
⇣
dH

⇣
T ⇥
Y ⇥
k

, T ⇥
⌘
> "

⌘
 ".

Thus, given the a.s. GH convergence in (3.52), if k 2 N is large enough, we have for every n 2 N
large enough,

P
�
dGH

��
TDn , (�Dn/sDn)dDn ,MDn

�
,
�
T ⇥, d⇥, p⇥

��
> 2"

�
 2".

Finally, since " > 0 is arbitrary, Theorem 3.4.3 (a) follows.

Our goal for the rest of the section is to prove Lemma 3.7.10. First, let us introduce some
notations. For every D 2 ⌦D let

>D :=
�D

ND ln(sD�2) +

Z tD�D/sD

1

dl

lE[µ̄D[0, l]]
+
�D

ND
ln(ND)

ln
�
sD/sD1

� .

And for every D 2 ⌦D, x > 0 let

LD
x := Y D

i where i := min{j 2 N, µ[0, Yj ] > �E[µ̃[0, x]]/2}. (3.53)

By adapting the proof of Theorem 3.4.4 (a) we get the following result.

Lemma 3.7.11. Fix D 2 ⌦D. Let x � t > 0. If x � 10, s � 10, N � 2, x  �/8, and
tE[µ̃[0, x]] > 200 then

P
⇣
dH(TLx

, T ) > 3 + 200
s

�
(t+>)

⌘
 200e�tE[µ̃[0,x]]/32 + e�tN/�.

Proof. We keep the notations of the proof of Theorem 3.4.4 (a). Notably, dH(TLx
, T ) = �(⇠m,1).

First by Lemmas, 3.7.7 (b), 3.7.8 (b), 3.7.9 respectively, we have for every 0  i  K � 1,

P
✓
�(⇠2im, ⇠2i+1m) >

s

�

✓
2
ln(24↵i)

2im
+

t

2i/2

◆◆
 2e�↵i/2 + e�2i/2�4tm.

P
✓
�(⇠2Km, 2�) >

s

�

✓
2
ln(s�2)

2Km
+

t

2K/2

◆◆
 2e�↵K/2 + e�2K/2�4tm.

P
✓
�(2�,1) > 3 +

s

�
t+

ln(N)

ln ((s� 1)/s1)

◆
 e�tN/�.

Then note that

dH(TLx
, T ) = �(⇠m,1) 

K�1X

i=0

�(⇠2im, ⇠2i+1m) +�(⇠2Km, 2�) +�(2�,1),

so we can upper bound and conclude as in the proof of Theorem 3.4.4 (a). We omit the details.

We then deduce Lemma 3.7.10 from Lemma 3.7.11.
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Proof of Lemma 3.7.10: Fix t > 0. Fix x 2 R+ such that x � 10, x � t and tE[µ⇥[0, x]] > 200.
Note that for every n large enough, sDn � 10, NDn � 2, and x  �Dn/8. By Lemma 3.7.5 (a),
we have we have for every n large enough tµ̃Dn [0, x] > 200. Therefore, by Lemma 3.7.11, for
every n large enough,

P
✓
dH

⇣
TDn

LDn
x

, TDn

⌘
> 3 + 200

sDn

�Dn

�
t+>Dn

�◆
200e�tE[µ̃Dn [0,x]]/32 + e�tNDn/�Dn

.

(3.54)

Then by Assumption 3.7, we have >Dn ! 0. Also since Dn ) ⇥, we have sDn/�Dn ! 1 and
by Assumption 3.7 (b), we have NDn/�Dn ! 1. So by (3.54) and Lemma 3.7.5 (a),

lim sup
n!1

P
✓
dH

⇣
TDn

LDn
x

, TDn

⌘
> 300

sDn

�Dn

t

◆
 200e�tE[µ⇥[0,x]]/32. (3.55)

Furthermore it directly follows from Theorem 3.4.1 (b) that (�
Dn

sDn
LDn

x )n2N converges weakly, and
that for all k 2 N �Dn

sDn
Y Dn

k ! Y Dn

k weakly as n ! 1. Thus, since a.s. Y ⇥
k ! 1 (see Chapter 2),

lim
k!1

lim sup
n!1

P(LDn < Y Dn

k ) = 0. (3.56)

Thus, by (3.55) and (3.56),

lim
k!1

lim sup
n!1

P
✓
dH

⇣
TDn

Yk
, TDn

⌘
> 300

sDn

�Dn

t

◆
 200e�tE[µ⇥[0,x]]/32.

Finally, since E[µ⇥[0,1]] = 1, taking x ! 1 in (3.7.3) yields the desired results.

3.8 Additional remarks

3.8.1 The space ⌦ := ⌦D [ ⌦P [ ⌦⇥, its topology and applications

The aim of this section is twofold: explain why our main results on D-trees imply our main results
on P-trees and ICRT, and prove that Lévy trees are ICRT with random parameters.

To this end, let us define on ⌦ a topology coherent with Assumptions 3.1, 3.2, 3.3, 3.4. For
every D 2 ⌦D and i 2 N, let ✓Di := dDi /�

D and let mD := �D/sD. For every P 2 ⌦P and
i 2 N, let ✓Pi := pPi /�

P , NP := 1 and let mP := �P . For every ⇥ 2 ⌦⇥, let N⇥ := 1 and
let m⇥ := 0. For every sequence {⇤n}n2N in ⌦ and ⇤ 2 ⌦, we say that ⇤n !⌦ ⇤ if and only if
N⇤n ! 1, m⇤n ! m⇤, and for every i 2 N, ✓⇤n

i ! ✓⇤i .

Lemma 3.8.1. For every (Dn) 2 ⌦N
D, (Pn) 2 ⌦N

P , (⇥n) 2 ⌦N
⇥, P 2 ⌦P , ⇥ 2 ⌦⇥, we have:

(a) Dn ) P () Dn !⌦ P .
(b) Dn ) ⇥ () Dn !⌦ ⇥.
(c) Pn ) ⇥ () Pn !⌦ ⇥.
(d) ⇥n ) ⇥ () ⇥n !⌦ ⇥.
(e) ⌦D is dense on ⌦.

Proof. Toward (a), if Dn !⌦ P then for every i 2 N, dDn

i /sDn = ✓Dn

i mDn ! ✓Pi m
P = pi. Also,

since NDn ! 1, sDn ! 1. Hence, Dn ) P .
On the other hand, if Dn ) P , then it directly follows from Fubini’s Theorem that

(mD)2 = (�D/sD)2 =
1X

i=1

(dDn

i )(dDn

i � 1)

(sDn)2
�!

1X

i=1

p2i = (�P)2 = (mP)2.
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It then follows that for every i 2 N,

✓Dn

i = (dDn

i /sDn)/mDn �!(pPi )/m
P = ✓Pi .

Also since dDn

1 ! 1, we have NDn ! 1. So Dn !⌦ P .
The proof of (b), (c), (d) is similar. We omit the details.
Toward (e). Let us show that ⌦P is included in ⌦̄D, the adherence of ⌦D. Fix P 2 ⌦P .

Let (Dn)n2N 2 ⌦N
D such that sDn ⇠ n and such that for every i 2 N and n 2 N large enough,

di = bpinc. Note that Dn ) P . Hence, since P is arbitrary ⌦P ⇢ ⌦̄D. Similarly, ⌦⇥ ⇢ ⌦̄D.

Let us rewrite Theorem 3.4.1 using !⌦, to deduce Theorem 3.4.1 (c) (d) from (a) (b). First, for
every D 2 ⌦D, let PD

SB denote the distribution of (�D/sD, 1/�D)⌥D in KSB (see Section 3.3.1).
For every P 2 ⌦P , let PP

SB denote the distribution of (�P , 1/�P)⌥P . For every ⇥ 2 ⌦⇥, let P⇥
SB

denote the distribution of ⌥⇥. Theorem 3.4.1 is equivalent to the following lemma.

Lemma 3.8.2 (Theorem 3.4.1). The map ⇤ ! P⇤
SB is continuous for the weak SB topology.

Proof. The result directly follows from the density of ⌦D and Theorem 3.4.1 (a), (b).

Similarly let us rewrite Theorem 3.4.2. Let ⌦D,M be the set of couple (D,M) such that
D 2 ⌦D and M is a probability measure with support on VD. Let ⌦P,M be the set of couple
(P,M) such that P 2 ⌦P and M is a probability measure with support on VP . Let ⌦⇥,M be
the set of couples (⇥,M) such that ⇥ 2 ⌦⇥, µ⇥ = 1 and M is the null measure on {Vi}i2N.
Let ⌦⇤,M := ⌦D,M [ ⌦P,M [ ⌦⇥,M. Recall that ⌦p denotes the set of probability measure on
{Vi}i2N, and note that ⌦⇤,M ⇢ ⌦⇥ ⌦M. So we may equip ⌦⇤,M with the product topology.

Then, for every (D,M) 2 ⌦D,M, let PD,M
GP denote the distribution of (VD, (�D/sD)dD,M)

in ⌦⇤,M. For every (P,M) 2 ⌦P,M, let PP,M
GP denotes the distribution of ({BP

i }i2N,�PdP ,M).
For every (⇥,M) 2 ⌦⇥,M, let P⇥,M

GP denotes the distribution of (T ⇥, d⇥, p⇥).
Theorem 3.4.2 is equivalent to the following lemma.

Lemma 3.8.3 (Theorem 3.4.2). The map (⇤,M) ! P⇤,M
GP is continuous for the weak GP topology.

Proof. First, since ⌦D is dense on ⌦, it is straightforward to check that ⌦D,M is dense on ⌦⇤,M.
The result then follows from Theorem 3.4.2 (a), (b).

We now provides some direct applications of our main results to trees with random degree
sequence, and notably Galton-Watson trees. First, note that by Lemma 3.8.1, ⌦ is a Polish space.
Similarly note that, ⌦⇤,p is also a Polish space. Then, by classical results on Polish spaces, and by
Lemmas 3.8.1, 3.8.2, 3.8.3 we have the following lemma.

Lemma 3.8.4. Let ⌦P be the set of random variables on (⌦,!⌦), and let ⌦P
⇤,M be the set of

random variables on ⌦�,M. We have the following assertions:
(a) If (Xn)n2N is a sequence in (⌦P) which converges weakly toward X 2 ⌦P then PXn

SB
converges weakly toward PX

SB for the SB topology.
(b) If (Xn,Mn)n2N is a sequence in (⌦P

⇤,M) which converges weakly toward (X,M) 2 ⌦P
⇤,M

then PXn,M
GP converges weakly toward PX,M

GP for the GP topology.

Proof. Since ⌦ and ⌦⇤,p are Polish spaces, (a) directly from Lemma 3.8.2, and (b) directly follows
from Lemma 3.8.3. We omit the straightforward details.
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Remarks. • Le Gall and Duquesne [50, 49] prove that in some specific cases the degree distribution
of Galton-Watson converge (in order to study their Luckasiewickz walk). In those cases, by Lemma
3.8.4 (a), (b), Galton-Watson trees converge toward a "mix" of ICRT.
• Furthermore, Le Gall and Duquesne [50, 49] also proves that Lévy trees appears as GP limits of
Galton-Watson trees. Thus, by unicity of the limits, and by Lemma 3.8.4 (b), this proves that Lévy
trees "are" ICRT with random parameters.
• Finally, although the GP topology is far more popular than the new SB topology, (a) can be used
to study Galton-Watson trees in the condensation cases, in which there is no GP convergence.

To conclude the section, we briefly explain how to adapt the proof of Theorem 3.4.3 (a) and
Theorem 3.4.4 (a) to prove Theorem 3.4.3 (b) (c) and Theorem 3.4.4 (b) (c). Those results cannot
be proved directly by the topological argument introduced in this section. However, they can be
proved by adapting the proof in Section 3.7 by using Algorithm 3.4 instead of using Algorithm 3.5.
The proof goes the same way with several simplifications, up to two arguments. To avoid doing
the same work twice, let us briefly focus on those argument and omit the details for the rest of the
proof.

The first one lies in the proof of Lemma 3.7.7 (a) where we explicitly used the symmetry of
the leaves of D-trees to prove (3.37). The second lies in the proof of Lemma 3.7.8 (a) where we
used the Algorithm 3.6 to prove (3.38). Instead of using such arguments for P-trees and ICRT, one
can use the density of ⌦D on ⌦ and take the limits of (3.37) and (3.38) by using Theorem 3.4.1 to
prove similar equations.

3.8.2 Re-rooting principle for ICRT

We present here the foundations of a powerful computation tool for ICRT: the re-rooting principle.
Although, it is not used in this paper, it will be extensively used in a forthcoming paper [25]. It is
suitably explained here since it requires a slight modification of Theorem 3.4.1 (b) and of its proof.

The main idea is that the ICRT is "invariant under re-rooting". To be more precise, for every
k 2 N, let the ICRT rooted at Xk be the ICRT "conditioned" on having Xk = 0. More rigorously,
let the ICRT rooted at Xk be the tree defined by letting Xk = 0 in the first line of Algorithm 3.4
instead of its normal value, and then by defining every other variables the same way. By "invariance
under re-rooting of the ICRT", we mean every equality in distribution between the ICRT and the
re-rooted ICRT. To prove such an equality, a natural approach is to simply use invariance under
re-rooting in the discrete setting and then to take the limit.

To this end, we can not use our previous results on D-trees as D-trees are not invariant under
re-rooting. Indeed, the "graph structure" of a D-tree conditioned on its roots depends on its root.
For this reason, let us briefly adapt some of our main results to trees with pure degree sequence.

Recall that a tree T have pure degree sequence (di)1is if and only if T have vertices (Vi)1is,
and for every 1  i  s, Vi have degree di (not di children). For every D 2 ⌦D, a pure D-tree
is a uniform tree with pure degree sequence (dD1 + 1, . . . , dDsD + 1, 1). We have the following
construction for pure D-tree:
Algorithm 3.7. Stick-breaking construction of a pure D-tree rooted at Vk.

- Let AD,k = (AD,k
i )0is�1 := (Vk, AD

1 , A
D
2 , . . . A

D
s�1).

- Let TD
0 := ({A0}, ;) then for every 1  i  s let

TD
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1.

Ti�1 [ {Ai�1, Linf{k,Lk /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD,k denote the rooted tree (Ts, Vk).

Lemma 3.8.5. For every D 2 ⌦D and 1  k  s, TD,k is a pure D-tree rooted at Vk.
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Proof. Note that a pure D-tree rooted at Vk is a (d1, . . . , dk�1, dk + 1, dk+1, . . . , ds, 1) = D0-
tree conditioned on having root Vk. The result then follows from Algorithm 3.1 and Proposition
3.2.1.

Let us define a list of notations for pure D-tree rooted at Vk similar to those for D-trees: For
every 1  i  s let (XD,k

i ) = inf{0  j  s�1, AD,k
j = Vi}. Then let µD,k =

Ps
i=1 �Xi

(di�1).
Let (Y D,k

i )1iND+1 be the indexes of repetitions in (AD,k)0ks�1. Then for 1  i  ND + 1,
let ZD,k

i denotes the smallest integer z such that AD,k
z = A

Y D,k

i

. By convention, for i > ND + 1

let Y D,k
i = ZD,k

i = +1. And finally let ⌥D,k
i = ((XD,k

i , Y D,k
i , ZD,k

i )i2N, µD,k).
We use the superscript D, k to indicate that we work with pure D-tree rooted at Vk. Also, to

distinguish re-rooted ICRT from ICRT, we use the superscript ⇥, k for the variables defined for the
⇥-ICRT "conditioned" on having Xk = 0.

We have the following generalisation of Theorem 3.4.1 (b) for pure D-tree rooted at Vk.

Proposition 3.8.6. Let (Dn)n2N 2 ⌦N
D and let (kn)n2N 2 NN such that for every n 2 N, kn  sDn .

The following convergences hold weakly for the SB topology (see Section 3.3.1)
(a) If Dn ) ⇥ and kn ! 1, then (�Dn/sDn , 1/�Dn)⌥Dn,kn !WSB ⌥⇥.
(b) If Dn ) ⇥ and kn ! k, then (�Dn/sDn , 1/�Dn)⌥Dn,kn !WSB ⌥⇥,k.

Proof. One can directly adapt the proof of Theorem 3.4.1 (b) by letting in Algorithm 3.5 X̃kn := 0
instead of its normal value. We omit the details as nothing else fundamentally changes.

Let us now give a quick example of the re-rooting principle using Proposition 3.8.6.

Lemma 3.8.7. Let ⇥ 2 ⌦⇥ such that µ⇥ = 1, and let k 2 N. Assume that a.s. there exists a
probability measure pD,k on T ⇥,k such that 1

n

Pn
i=1 �Y ⇥,k

i

! p⇥,k, then we have the following
equality in distribution for the Gromov–Prokhorov topology:

(T ⇥, d⇥, p⇥) =(d) (T ⇥,k, d⇥,k, p⇥,k).

Proof. First by Lemma 3.8.1 there exists (Dn)n2N 2 ⌦N
D such that Dn ) ⇥. We may furthermore

assume that that for every n 2 N, sDn � k. Then recall that for every D 2 ⌦D, (LD
i )iND denotes

the leaves of VD. Also for every D 2 ⌦D and i  sD let dD,i denotes the graph distance on TD,i.
Now, by Proposition 3.8.6 (a) we have the following convergence in distribution (see e.g.

Section 3.6.2 where we detail this implication for D-trees),

(dDn,sDn

(LDn

i , LDn

j ))i,j2N
(d)�!(d⇥(Y ⇥

i , Y ⇥
j ))i,j2N.

Similarly by Proposition 3.8.6 (b),

(dDn,k(LDn

i , LDn

j ))i,j2N
(d)�!(d⇥,k(Y ⇥,k

i , Y ⇥,k
j ))i,j2N.

Then, since the matrix distance is invariant under re-rooting, we have for every n 2 N,

(dDn,sDn

(LDn

i , LDn

j ))i,jNDn =(d) (dDn,k(LDn

i , LDn

j ))i,jNDn .

Therefore,
(d⇥(Y ⇥

i , Y ⇥
j ))i,j2N =(d) (d⇥,k(Y ⇥,k

i , Y ⇥,k
j ))i,j2N. (3.57)

Finally the assumption of the lemma together with Lemma 3.3.2 yield the desired result.

Remark. The assumption of Lemma 3.8.7 can be proved by adapting the proof of Theorem 2.3.1
and Proposition 2.3.2. However, it would require far too much work to be done here properly.
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Acknowledgment Thanks are due to Nicolas Broutin for many interesting conversations and
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3.9 Appendix

3.9.1 Proof that Algorithm 3.1 and Algorithm 3.6 sample D-trees

Proof of Proposition 3.2.1. Fix D 2 ⌦D. For every D-tuple A let (TA
i )1is and TA be the graphs

constructed by Algorithm 3.1 from entry (D, A). We prove that A 7! TA is a bijection between
D-tuple and tree with degree sequence D.

First, for every D-tuple A, note by induction that for every 1  i  s, TA
i is connected.

Furthermore a quick enumeration shows that for every 1  i  s, Vi have di children in TA. Hence,
TA is a tree with degree sequence D.

Next it is well known that there are s!
d1!...ds!

trees with degree sequence D and that there are also
s!

d1!...ds!
D-tuples. Hence, it is enough to prove that the map A 7! TA is injective.

Let A be a D-tuple. Then for every 1  i < sD � 1 let ki := inf{k 2 N, Lk /2 TA
i }. Note that

A1 is the root of TA, and that for every 1  i < sD � 1 the following assertions hold:
• If Lki is not a child of Ai then Ai+1 is a child of Ai and the edge (Ai, Ai+1) "disconnects"

the root from Lki .
• If Lki is a child of Ai then Ai+1 is the vertex in {A1, . . . , Ai} which is the closest to Lki+1.

As a result given TA and (A1, . . . , Ai), the vertex Ai+1 is entirely determined. Hence, the map
A 7! TA is injective.

Proof of Proposition 3.6.1. The proof is similar to the proof of Proposition 3.2.1. So we keep
similar notations and skip some details to focus on the points which really differ.

Fix D 2 ⌦D, and fix W = {Wi}1isD an arbitrary permutation of VD. For every D-tuple
A, let (TA

i )1is and TA be the graphs constructed by Algorithm 3.6 from entry (D,W,A). We
prove that A 7! TA is a bijection between D-tuple and tree with degree sequence D.

First for similar reasons, for every D-tuple A, TA is a tree with degree sequence D. So it is
enough to prove that the map A 7! TA is injective.

Let A be a D-tuple. Then for every 1  i < sD � 1 let ki := inf{k 2 N,Wk /2 TA
i }. Note

that A1 is the root of TA, and that for every 1  i < sD � 1 the following assertions holds.
• If Wki is not a child of Ai then Ai+1 is a child of Ai and the edge (Ai, Ai+1) "disconnects"

the root from Wki .
• If Wki is a child of Ai then either Ai+1 = Wki or Ai+1 2 TA

i . In both cases, Ai+1 is the
vertex in TA

i [ {Wki} which is the closest to Wki+1 .
In the second assertion, note that ki+1 = inf{k 2 N,Wk /2 TA

i [ {Wi}} does not depend on the
choice of Ai+1. As a result given TA and (A1, . . . , Ai), the vertex Ai+1 is entirely determined.
Hence, the map A 7! TA is injective.

3.9.2 GP and GH convergence imply GHP convergence: Proof of Lemma 3.3.3

Beforehand, let us introduce the covering numbers. For every metric space (X, d), and " > 0 let
N"(X, d) be the minimal number of closed balls of radius " to cover X . Note that if (X, d) and
(X 0, d0) are isometric spaces then for every " > 0, N"(X, d) = N"(X 0, d0), hence for every " > 0,
N" is well defined on KGH. Furthermore, for every " > 0 N" is a measurable function on KGH.

Now, let ((Xn, dn, pn))n2N and (X, d, p) be random measured metric spaces defined as in
Lemma 3.3.3. That is, ([Xn, dn, pn])n2N and [X, d, p] are GHP measurable, [Xn, dn, pn] !WGP

[X, d, p], [Xn, dn, pn] !WGH [X, d], and p have a.s. support X . It directly follows from the GH
convergence that:
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(i) The diameter of [Xn, dn] converges weakly as n ! 1 toward the diameter of [X, d].
(ii) For every " > 0, (N"[Xn, dn])n2N is tight (see Burago Burago Ivanov [? ] Section 7.4).

Hence, by [1] Theorem 2.4, ([Xn, dn, pn])n2N is tight in a GHP sens.
Now, let [X 0, d0, p0] be a GHP subsequential limit of ([Xn, dn, pn])n2N. It is enough to show

that necessarily [X, d, p] =(d,GHP) [X 0, d0, p0].
On the one hand, since [Xn, dn] !WGH [X, d, p] and [Xn, dn, pn] !WGHP [X, d, p] along a

suitable sequence, we have [X, d] =(d,GH) [X 0, d0]. Hence, we have

8" > 0, N"([X, d]) =(d) N"([X
0, d0]). (3.58)

On the other hand, since [Xn, dn, pn] !WGP [X, d, p] and [Xn, dn, pn] !WGHP [X, d, p]
along a suitable sequence, we have [X, d, p] =(d,GP) [X 0, d0, p0]. So, we may assume that a.s.
dGP([X, d, p], [X 0, d0, p0]) = 0. So, by definition of the GP topology, a.s. there exists a metric space
S and isometric embeddings � : X ! S, �0 : X 0 ! S0 such that dP (�?p,�0?p0) = 0, and thus
�?p = �0?p

0. Hence, if supp denotes the support of a measure, a.s. �(supp(p)) = �0(supp(p0)).
Therefore, since a.s. supp(p) = X , we have a.s.

8" > 0, N"(X) = N"(supp(p)) = N"(supp(p
0))  N"(X

0). (3.59)

Finally, note that (3.58) and (3.59) implies together that a.s. supp(p0) = X 0. Thus, since a.s.
X = supp(p) and �(p) = �(p0), we have a.s. �(X) = �0(X 0). Thus, since a.s. �(p) = �(p0) and
�(X) = �0(X 0), we have a.s. dGHP(X,X 0) = 0.





Chapter 4

Limit of connected multigraph
with fixed degree sequence

"You don’t write because you want to say something;
you write because you’ve got something to say."

F. Scott Fitzgerald

This chapter is adapted from [27].

Motivated by the scaling limits of the connected components of the configuration model, we
study uniform connected multigraphs with fixed degree sequence D and with surplus k. We call
those random graphs (D, k)-graphs. We prove that, for every k 2 N, under natural conditions of
convergence of the degree sequence, (D, k)-graphs converge toward either (P, k)-graphs or
(⇥, k)-ICRG (inhomogeneous continuum random graphs). We prove similar results for
(P, k)-graphs and (⇥, k)-ICRG, which have applications to multiplicative graphs. Our approach
relies on two algorithms, the cycle-breaking algorithm, and the stick-breaking construction of
D-tree that we introduced in a recent paper. From those algorithms we deduce a biased
construction of (D, k)-graph, and we prove our results by studying this bias.
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4.1 Introduction
The present work is a continuation of our previous paper (Chapter 3), where we introduced a
stick-breaking construction for D-trees (uniform tree with fixed degree sequence D) to prove that,
under natural conditions, D-trees converge, in a GP and a GHP sens, toward either P-trees or ICRT.
Here, we derive from Chapter 3 similar limits for graph versions of those trees, which have
applications to multiplicative graphs and to the configuration model.

4.1.1 Motivations

Computer scientists have introduced multiplicative graphs [41, 73, 34] and the configuration model
[20, 31] as natural generalizations of the Erdős–Rényi model. They are studied for 2 main reasons:
first many tools introduced for the Erdős–Rényi model can also be used to study those graphs,
then those models seems closer to real life network thanks to the "inhomogeneity in their degree
distribution" (see e.g. Newman [72]). For those reasons, they are currently great models to study
the evolution of random networks.

A natural question for any model of evolution is to study their potential phase transitions. It
appears that those graphs have an intriguing phase transition where a giant component gets born.
We refer the reader to [46] Chapter 1 and references therein for an elaborate discussion of the nature
of this transition, and an overview of the literature it generated.

From the point of view of precise asymptotics, a main goal is to study the geometry of the
connected components of those graphs in the critical regime. To this end, Addario-Berry, Broutin,
and Goldschmidt [4] have developed a general approach in the case of the Erdős–Rényi model.
This approach is divided in two main steps:

(a) First one encodes the random graphs into stochastic processes, and study those processes to
deduce several limits for relevant quantities of the largest connected components such as the
size, surplus, degrees. This has been noticed in the ground-breaking work of Aldous [12].

(b) Then, one use those convergences to reduce the problem to a study of a single connected
component conditioned on those quantities.
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This approach has been further developed for multiplicative graphs and the configuration model
in many different regimes. We refer the reader to [4, 24, 23] for the homogeneous case, [42, 47, 54]
for the power law case, and [36, 37] for a unified approach for multiplicative graphs. In this paper,
we focus on solving (b), under what we believe to be the weakest assumptions. So we reduce the
study of the largest connected components to solving (a), which tends to be simpler.

Moreover, we give a universal point of view on those models which can be summarized into the
three following points: we describe multiplicative graphs as degenerate configuration model, we
extend the unified point of view of Broutin, Duquesne, and Minmin [36, 37] to the configuration
model, and we remove the omnipresent randomness assumption in the degree sequence.

4.1.2 Overview of the proof

Fix k 2 N. Fix {Vi}i2N a set of vertices. We say that a multigraph G have degree sequence
D = (d1, . . . , ds) if G has vertices (V1, . . . , Vs) and for every 1  i  s, Vi has degree di + 1.
(This shift of +1 will be convenient to simplify many expressions, and be coherent with Chapter 3.)
The surplus of a connected multigraph (V,E) is |E|� |V |+ 1, and is, informally, the number of
edges that one needs to delete to transform a multigraph into a tree. A (D, k)-graph is a uniform
connected multigraph with degree sequence D and surplus k.

Our goal is to study the connected components of the configuration model conditioned on
having degree sequence D and surplus k, which are close from (D, k)-graphs (see Lemma 4.8.3).
To this end, we rely on two algorithms: the stick-breaking construction of D-trees of Chapter 3,
along with the cycle-breaking algorithm introduced by Addario-Berry, Broutin, Goldschmidt, and
Miermont [5] which we invert to construct (D, k)-graph by adding k edges to a biased D-tree.

We use the cycle breaking algorithm in the following form. Take a connected multigraph with
surplus k, repeat k times: choose an edge uniformly among all the edges that can be removed
without disconnecting the graph, then cut this edge in the middle. By doing so, we add 2k named
leaves (?i)1i2k, and keep the degrees of (Vi)i2N. Note that to invert this algorithm we can
intuitively repair the broken edges by gluing the different pairs in (?i)1i2k. Note that however
this algorithm is not a bijection, since for each multigraph there are many corresponding trees. To
bypass this, we bias each tree by the probability that they were obtained by their corresponding
multigraph. This way, we construct a (D, k)-graph from a biased D-tree with k additional edges.

Thus, to study the geometry of a (D, k)-graph, it is enough to study jointly the geometry of a
D-tree, the positions of (?i)1i2k, and the previous bias which is a function of (d(?i, ?j))1i,j2k.
Therefore, it is enough to study precisely the distance matrix between specific vertices of a D-tree.
If the bias was a continuous function of this matrix, then our main results would directly follow from
Chapter 3 since the GP convergence of D-trees implies the convergence of this matrix. However,
some extra care is needed since the bias diverges when (?i)1i2k are close.

Therefore, we need to prove that (?i)1i2k cannot be too close. More precisely we show,
using the structure of D-trees and of the bias, that it is enough to lower bound (d(?0, ?i))1ik

where ?0 is a root leaf. We then use our construction of D-trees, also introduced independently by
Addario-Berry, Donderwinkel, Maazoun, and Martin in [6], to lower bound those distances using
the k first repetitions in a random tuple.

Finally, since the bias is a function of the subtree spanned by (?i)1i2k, it is also a function of
the first branches of the stick-breaking construction. This allows us to consider the limit of the bias,
to directly construct the limits of (D, k)-graphs by biasing the P-trees and ICRT, introduced by
Aldous, Camarri and Pitman [16, 40], and then by gluing the k first pair of leaves.



112 CHAPTER 4. LIMIT OF CONNECTED MULTIGRAPH

Plan of the paper: In Section 4.2 we introduce the topologies that we are using. In Section 4.3,
we construct D-trees, P-trees, ⇥-ICRT. In Section 4.4, we construct (D, k)-graphs, (P, k)-graphs,
and (⇥, k)-ICRG. We state our main results in Section 4.5. We study the bias in section 4.6. We
deduce our main results in Section 4.7. Finally we discuss in Section 4.8 some connections between
(D, k)-graph, (P, k)-graphs, the configuration model, and multiplicative graphs.

Notations: Throughout the paper, similar variables for, D-trees, (D, k)-graphs, P-trees, (P, k)-
graphs, ⇥-ICRT, (⇥, k)-ICRG share similar notations. To avoid any ambiguity, the models that
we are using and their parameters are indicated by superscripts D, (D, k), P ,(P, k), ⇥, (⇥, k).
We often drop those superscripts when the context is clear.

Acknowledgment Thanks are due to Nicolas Broutin for many advices on the configuration
model and on multiplicative graphs.

4.2 Notions of convergence

4.2.1 Gromov–Prokhorov (GP) topology

A measured metric space is a triple (X, d, µ) such that (X, d) is a Polish space and µ is a Borel
probability measure on X . Two such spaces (X, d, µ), (X 0, d0, µ0) are called isometry-equivalent if
there exists an isometry f : X ! X 0 such that if f?µ is the image of µ by f then f?µ = µ0. Let
KGP be the set of isometry-equivalent classes of measured metric space. Given a measured metric
space (X, d, µ), we write [X, d, µ] for the isometry-equivalence class of (X, d, µ) and frequently
use the notation X for either (X, d, µ) or [X, d, µ].

We now recall the definition of the Prokhorov’s distance. Consider a metric space (X, d). For
every A ⇢ X and " > 0 let A" := {x 2 X, d(x,A) < "}. Then given two (Borel) probability
measures µ, ⌫ on X , the Prokhorov distance between µ and ⌫ is defined by

dP (µ, ⌫) := inf{ " > 0: µ{A}  ⌫{A"} and ⌫{A}  µ{A"}, for all Borel set A ⇢ X}.

The Gromov–Prokhorov (GP) distance is an extension of the Prokhorov’s distance: For every
(X, d, µ), (X 0, d0, µ0) 2 KGP the Gromov–Prokhorov distance between X and X 0 is defined by

dGP((X, d, µ), (X 0, d0, µ0)) := inf
S,�,�0

dP (�?µ,�
0
?µ

0),

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGP is indeed a distance on KGP and (KGP, dGP) is a Polish space (see e.g. [1]).

We use another convenient characterization of the GP topology: For every measured metric
space (X, dX , µX) let (xXi )i2N be a sequence of i.i.d. random variables of common distribution
µX and let MX := (dX(xXi , xXj ))(i,j)2N2 . We recall Lemma 3.3.2 (see also [66]),

Lemma 4.2.1. Let (Xn)n2N 2 KN
GP and let X 2 KGP. Let (yXi )i2N be a sequence of random

variables on X and let NX := (dX(yXi , yXj ))(i,j)2N2 . If

MXn
(d)�!NX and

1

n

nX

i=1

�yX
i

(d)�!µX ,

then Xn�!GP X .
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4.2.2 Gromov–Hausdorff (GH) topology

Let KGH be the set of isometry-equivalent classes of compact metric space. For every metric space
(X, d), we write [X, d] for the isometry-equivalent class of (X, d), and frequently use the notation
X for either (X, d) or [X, d].

For every metric space (X, d), the Hausdorff distance between A,B ⇢ X is given by

dH(A,B) := inf{" > 0, A ⇢ B", B ⇢ A"}.

The Gromov–Hausdorff distance between (X, d),(X 0, d0) 2 KGH is given by

dGH((X, d), (X 0, d0)) := inf
S,�,�0

�
dH(�(X),�0(X 0))

�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S. dGH is indeed a distance on KGH and (KGH, dGH) is a Polish space (see e.g. [1]).

4.2.3 Pointed Gromov–Hausdorff (GHn) topology

Let n 2 N. Let (X, d, (x1, . . . , xn)) and (X 0, d0, (x01, . . . , x
0
n)) be metric spaces, each equiped

with an ordered sequence of n distinguished points (we call such spaces n-pointed metric spaces).
We say that these two n-pointed metric spaces are isometric if there exists an isometry � from
(X, d) to (X 0, d0) such that for every 1  i  n, �(xi) = x0i.

Let Kn
GH be the set of isometry-equivalent classes of compact metric space. As before, we write

[X, d, (x1, x2, . . . , xn)] for the isometry-equivalent class of (X, d, (x1, . . . , xn)), and denote either
by X when there is little chance of ambiguity.

The n-pointed Gromov–Hausdorff distance between X,X 0 2 Kn
GH is given by

dnGH((X, d, (x1, . . . , xn)), (X
0, d0, (x01, . . . , x

0
n))) := inf

S,�,�0

�
dH(�(X),�0(X 0))

�
,

where the infimum is taken over all metric spaces S and isometric embeddings � : X ! S,
�0 : X 0 ! S such that for every 1  i  n, �(xi) = �0(x0i). d

n
GH is indeed a distance on Kn

GH and
(Kn

GH, d
n
GH) is a Polish space (see [5] Section 2.1).

4.2.4 Extension to pseudo metric spaces

Note that the previous topologies naturally extends to pseudo metric spaces. Indeed, one may say
that a pseudo metric space (X, d) is isometry-equivalent to the metric space given by quotienting
X by the equivalent relation d(a, b) = 0 (see Burago, Burago, Ivanov [39] for details.) It is then
enough to extend the equivalent classes to pseudo metric spaces.

4.3 Constructions of D-trees, P-trees and ⇥-ICRT

4.3.1 D-trees

Recall that a sequence (d1, . . . , ds) is a degree sequence of a tree if and only if
Ps

i=1 di = s� 2,
and by convention d1 � d2 · · · � ds. Let ⌦D be the set of such sequences.

For convenience issue, we want to label our leaves on a set {?i}i2N disjoint from {Vi}i2N. So
let us slightly change our definition of D-trees. Note that a tree with degree sequence D must have
ND + 2 :=

Ps
i=1 1di=0 leaves. We say that a tree T is a D-tree if it is uniform among all tree with

vertices {Vi}i:di>0 [ {?i}0iN+1 and such that for every i with di > 0, deg(Vi) = di + 1.
We now recall the construction of D-trees from Chapter 3. For simplicity, for every graph

G = (V,E) and edge e = {v1, v2}, G [ e denotes the graph (V [ {v1, v2}, E [ {e}).
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Algorithm 4.1 (Algorithm 3.7). Stick-breaking construction of a D-tree TD (see Figure 4.1).
- Let AD = (AD

i )1is�1 be a uniform D-tuple (tuple such that 8i 2 N, Vi appears di times).
- Let TD

1 := ({?0, A1}, {{?0, A1}}) then for every 2  i  s let

TD
i :=

(
Ti�1 [ {Ai�1, Ai} if Ai /2 Ti�1.

Ti�1 [ {Ai�1, ?inf{k,?k /2Ti�1}} if Ai 2 Ti�1 or i = s.

- Let TD = Ts.

V4

V5

V2V3

V1

?1?2

?3

?4?5

?6

?0

Figure 4.1: Stick breaking construction of a D-tree with D = (1, 2, 1, 3, 3, 0, 0, . . . ) and
(AD

i )1is�1 = (V4, V5, V2, V5, V3, V4, V5, V4, V1, V2). The exploration starts at ?0 then follows
the white-black arrow toward ?1, then jumps at ?5 to follow the path toward ?2 and so on. . .

4.3.2 P-trees

Let {V1,i}i2N be a set of vertices disjoint with {Vi}i2N and {?i}i�0. Let ⌦P be the set of sequence
(pi)i2N[{1} in R+ such that

P1
i=1 pi + p1 = 1, p1 > 0 and p1 � p2 � . . . . For every P 2 ⌦P ,

the P-tree is the random tree constructed as follows:
Algorithm 4.2. Definition of the P-tree for P 2 ⌦P .

- Let (AP
i )i2N be a family of i.i.d. random variables such that for all i 2 N, P(AP

1 = Vi) = pi.
- For every i 2 N, let BP

i = Ai if Ai 2 N, and let BP
i = V1,i otherwise.

- Let TP
1 := ({?0, B1}, {{?0, B1}}) then for every i � 2 let

TP
i :=

(
Ti�1 [ {Bi�1, Bi} if Bi /2 Ti�1.

Ti�1 [ {Bi�1, ?inf{k,?k /2Ti�1}} if Bi 2 Ti�1.

- Let TP :=
S

n2N Tn.
Remark. Usually, the leaves {?i}i2N are omitted in the formal definition of P-trees. We consider
them to clarify the intuition that they are degenerate D-trees with an infinite number of leaves.

4.3.3 ICRT

First let us introduce a generic stick breaking construction. It takes for input two sequences in R+

called cuts y = (yi)i2N and glue points z = (zi)i2N, which satisfy

8i < j, yi < yj ; yi�!1 ; 8i 2 N, zi  yi, (4.1)

and creates a R-tree (loopless geodesic metric space) by recursively "gluing" segment (yi, yi+1]
on position zi, (see Figure 4.2) or rigorously, by constructing a consistent sequence of distances
(dn)n2N on ([0, yn])n2N.
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zi
Glue

yi+1

yi

Figure 4.2: A typical step of the stick-breaking construction: the "gluing" of (yi, yi+1] at zi.

Algorithm 4.3. Generic stick-breaking construction of R-tree.
– Let d0 be the trivial metric on [0, 0].
– For each i � 0 define the metric di+1 on [0, yi+1] such that for each x  y:

di+1(x, y) :=

8
><

>:

di(x, y) if x, y 2 [0, yi]

di(x, zi) + |y � yi| if x 2 [0, yi], y 2 (yi, yi+1]

|x� y| if x, y 2 (yi, yi+1],

where by convention y0 := 0 and z0 := 0.
– Let d be the unique metric on R+ which agrees with di on [0, yi] for each i 2 N.
– Let SB(y, z) be the completion of (R+, d).

Now, let ⌦⇥ be the space of sequences (✓i)i2{0}[N in R+ such that
P1

i=0 ✓
2
i = 1 and such that

✓1 � ✓2 � . . . . For every ⇥ 2 ⌦⇥, the ⇥-ICRT is the random R-tree constructed as follows:

Algorithm 4.4. Construction of ⇥-ICRT (Algorithm 2.1)
- Let (Xi)i2N be a family of independent exponential random variables of parameter (✓i)i2N.
- Let µ be the measure on R+ defined by µ = ✓20dx+

P1
i=1 �Xi

✓i.
- Let (Yi, Zi)i2N be a Poisson point process on {(y, z) 2 R+2 : y � z} of intensity dy ⇥ dµ.
- Let Y := (Yi)i2N and let Z := (Zi)i2N. Let (Y0, Z0) := (0, 0).
- The ⇥-ICRT is defined as (T, d) = SB(Y,Z). (see Algorithm 4.3)

4.4 Constructions of (D, k)-graphs, (P , k)-graphs and (⇥, k)-ICRG

4.4.1 Generic gluing and cycle-breaking of discrete multigraphs (see Figure 4.3)

In the entire section, G = (V,E) denotes a multigraph. Let cyc(G) the set of all edges e 2 E such
that G\{e} := (V,E\{e}) is connected. (For multiples edges the operation \ only remove one
edge at a time.) Let ⇤(G) := #cyc(G).

For every leaves L1 6= L2 2 G, we define the operation of gluing L1 and L2 in G as follows:
For every leaf L 2 G, let the father of L be the only vertex F 2 G such that (F,L) 2 G. Let F1,
F2 be the father of L1, L2. The multigraph obtained by gluing L1 and L2 in G is

GL1,L2(G) := (V/{L1, L2}, E\{{F1, L1}, {F2, L2}} [ {{F1, F2}}),

and intuitively corresponds to the graph obtained by fusing {F1, L1} and {F2, L2}.
Similarly, for every leaves L1 6= L2 6= . . . , L2k�1 6= L2k, the multigraph obtained by gluing

L1 and L2,. . . , L2k�1 and L2k in G is

G(Li)1i2k
(G) = G(L1,L2),(L3,L4)...,(L2k�1,L2k)(G) := GL1,L2 � GL3,L4 � · · · � GL2k�1,L2k(G).

Note that this multigraph does not depend on the order in which we glue the different leaves.
Now recall Section 4.1.2. Let us give a formal definition of the cycle-breaking algorithm:



116 CHAPTER 4. LIMIT OF CONNECTED MULTIGRAPH

V4

V5

V2

V1

?5 ?6

?0

?1 = ?2

?3 = ?4

V3

Figure 4.3: Gluing leaves of the tree T from Figure 4.1 to form a graph G with surplus 2. cyc(G)
is red. ⇤(G) = 5. G = G(?1,?2,?3,?4)(T ). Also, P(CB(G) = T ) = 2!

22⇤(G\{V4,V5})⇤(G) =
2

22⇤3⇤5 .

Algorithm 4.5. Cycle-breaking of a multigraph G = (V,E) with V ⇢ (Vi)i2N and surplus k.
- For 1  i  k, let ei = (W2i+1,W2i+2) be a uniform oriented edge in cyc(G\{ej}1j<i).
- Let CB(G) := (V [ {?i}1ik, (E\{ei}1ik) [ {{Wi, ?2k+1�i}}1i2k).
To simplify our notations for every multigraph G = (V,E) and v, w 2 V , we write #v,w(G)

for the number of edges {v, w} in G. Also, let �(G) :=
Q

v2V 2#v,v(G)Q
v,w2V #v,w(G)!.

Lemma 4.4.1. For every connected multigraph G with V ⇢ {Vi}i2N and surplus k, we have:
(a) CB(G) is almost surely a tree with vertices V [ {?i}1i2k.
(b) For every v 2 V , degCB(G)(v) = degG(v). For every 1  i  2k, ?i is a leaf in CB(G).
(c) Almost surely, G(?1,?2),...,(?2k�1,?2k)(CB(G)) = G.
(d) For every tree T satisfying (a) (b),

P(CB(G) = T ) =
�(G)

2k
Qk

i=1⇤(G\{ej}1j<i)
. (4.2)

Proof. (a) and (b) follows from a quick enumeration. (c) is easy to prove from the definition of G.
(d) follows from an induction. Indeed, the right hand side of (4.2) is just the product over each steps
of the probability that (W2i+1,W2i+2) satisfies {W2i+1, ?2k�2i}, {W2i+2, ?2k�2i�1} 2 T .

4.4.2 (D, k)-graph

Note that (d1, . . . , ds) is a degree sequence of a connected multigraph with surplus k if and only
if
Ps

i=1 di = s+ k � 2, and by convention d1 � d2 · · · � ds. Note that by adding 2k numbers 0,
this holds if and only if (d1, . . . , ds, 0, . . . , 0) 2 ⌦D.

For convenience issue, let us slightly extend our definition of (D, k)-graph. For D 2 ⌦D with
ND � 2k we say that G is a (D, k)-graph if it is uniform among all multigraph with vertices
{Vi}i:di>0 [ {?i}i2{0}[{2k+1,...,ND+1} and such that for every i with di > 0, deg(Vi) = di + 1.
The following result follows from Lemma 4.4.1 and constructs a (D, k)-graph from a biased D-tree.

Lemma 4.4.2. Let TD,k be a random tree. Assume that for every tree T such that: T have vertices
{Vi}1is [ {?i}1i2k, for every 1  i  s degT (Vi) = di + 1, and {?i}1i2k are leaves of T ,

P(TD,k = T ) /
�(G(?i)1i2k

(T ))
Qk

i=1⇤(G(?1,?2),...,(?2i�1,?2i)(T ))
, (4.3)

where / stands for proportional. Then G(?i)1i2k
(TD,k) is a (D, k)-graph.

To simplify our notations, we write for every i 2 N, ⇤i(·) := ⇤(G(?1,?2),...,(?2i�1,?2i)(·)) and
⇤⇤,k(·) := �(G(?i)1i2k

(T ))/
Qk

i=1⇤i(·). So that the right hand side of (4.3) is ⇤⇤,k(T ).
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4.4.3 (P , k)-graph

Since P-trees appear at the limit of D-trees, it is natural to adapt Lemma 4.4.2 to construct limits
for (D, k)-graphs from P-trees. Thus we informally define the (P, k)-graph as a P-tree biased by
(4.2) where we glued {?2i�1, ?2i}1ik. Below we formally define (P, k)-graph.

Fix P 2 ⌦P . First note that Algorithm 4.2 can be seen as a function AB (Aldous–Bröder) which
takes a tuple AP in ⌦AB := ({Vi}i2N[{1})

N and send a tree TP . We equip ⌦AB with the weak
topology and let BAB be the Borel algebra of this space. Also, we equip ⌦AB with the distribution
PP of (AP

i )i2N, and complete the space so that event of measure null for PP are measurable.
Then note that ⇤⇤,k(AB) is a measurable function from ⌦AB to R+ since it is locally constant

on the subspace of tuple that have at least 2k repetitions. Also, note that ⇤⇤,k(AB)  (k + 1)!2k.
Thus we may define PP,k on (⌦AB,BAB) such that for every Borel space B 2 BAB,

PP,k(B) = E[1AP2B⇤⇤,k(AB(AP))]/E[⇤⇤,k(AB(AP))].

Now let AP,k be a random variable with distribution PP,k. Then let TP,k := AB(AP,k). The
(P, k)-graph is the random graph GP,k := G(?i)1i2k

(TD,k)\{?i}i2N.

4.4.4 (⇥, k)-ICRG

Since ⇥-ICRT appear as the limit of D-trees it is natural to adapt Lemma 4.4.2 to construct limits for
(D, k)-graphs from ⇥-ICRT. Thus we informally define (⇥, k)-ICRG as ⇥-ICRT biased by (4.2)
where we glued {?2i�1, ?2i}1ik. Below we formally define (⇥, k)-ICRG. We stay rudimentary
and refer to Chapter 3 of [39] or to the R-graph theory of [5] for more details.

First we formally define the gluing of two points: For every pseudo metric space (X, d) and
x1, x2 2 X let Gx,y((X, d)) be the pseudo metric space (X, d0) where for every a1, a2 2 X ,

d0(a1, a2) := inf{d(a1, a2) ; d(a1, x1) + d(a2, x2) ; d(a1, x2) + d(a2, x1)}.

Also for every k 2 N and x1, x2, . . . , x2k 2 X let

G(xi)1i2k
((X, d)) = G(x1,x2),...,(x2k�1,x2k)((X, d)) := Gx1,x2 �Gx3,x4 �· · ·�Gx2k�1,x2k((X, d)).

One can check that G(xi)1i2k
((X, d)) does not depends on the order in (x2i�1, x2i)1ik.

Recall Section 4.3.3. Let Kyz be the set of couples of sequences y and z satisfying (4.1). In
Section 4.3.3 we defined the stick breaking construction as a function SB : (y, z) 2 Kyz ! SB(y, z).

For every n 2 N and (y, z) = ((yi)i2N, (zi)i2N) 2 Kyz let cycn(y, z) be the set of x 2 R
such that G(yi)1i2n

(SB(y, z))\{x} is connected. Note that cycn(y, z) is a finite union of interval
so is measurable. Let ⇤n(y, z) be its Lebesgue measure. Note that ⇤n(y, z) only depends on
{yi}1in, {zi}1in, and is a measurable function of ({yi}1in, {zi}1in) (see Lemma 4.10.2).
Let ⇤⇤,k(y, z) := 1/

Qk
n=1⇤n(y, z).

Let M be the set of all positive locally finite measure on R+. Let KSB := M⇥Kyz. We equip
KSB with the weak topology and let BSB be the Borel algebra of this space. Let ⇥ 2 ⌦⇥. We
will prove in Lemma 4.6.14 that E[⇤⇤,k(Y⇥,Z⇥)] < 1. Thus we may define P⇥,k on (KSB,BSB)
such that for every Borel space B 2 BSB,

P⇥,k(B) = E
⇥
1AP2B⇤⇤,k

�
SB

�
Y⇥,Z⇥

��⇤
/E[⇤⇤,k(Y⇥,Z⇥)].

Now let (µ⇥,k,Y⇥,k,Z⇥,k) be a random variable with distribution P⇥,k. Let Y⇥,k = (Y ⇥,k
i )i2N.

Then let (T⇥,k, d̄⇥,k) := SB(Y⇥,k,Z⇥,k). The (⇥, k)-ICRG is the random pseudo metric space
(G⇥,k, d⇥,k) := G

(Y ⇥,k

i
)1i2k

(T⇥,k, d̄⇥,k).
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4.5 Main results

In this section (Dn)n2N, (Pn)n2N, (⇥n)n2N denote fixed sequences in ⌦D, ⌦P , ⌦⇥ respectively.
For every D = (d1, . . . , dsD) 2 ⌦D, let (�D)2 :=

Ps
i=1 di(di � 1) then let �D := �D/sD. Also,

for every P = (pi)i2N[{1} let sP := max{i 2 N [ {1} : pi > 0} and let (�P)2 =
P1

i=1(pi)
2.

We always work under one of the following regimes:

Assumption 4.1 (Dn ) P). For all i � 1, dDn

i /sDn ! pPi and sDn ! 1.

Assumption 4.2 (Dn ) ⇥). For all i � 1, dDn

i /�Dn ! ✓⇥i and dDn

1 /sDn ! 0.

Assumption 4.3 (Pn ) ⇥). For all i � 1, pPn

i /�Pn ! ✓⇥i and pPn

1 ! 0.

Assumption 4.4 (⇥n ) ⇥). For all i � 1, ✓⇥n

i ! ✓⇥i .

A few words on ). One can put a topology on ⌦ := ⌦D [ ⌦P [ ⌦⇥ such that ) corresponds
with the notion of convergence on ⌦. This has several advantages (see Section 3.8.1 for details).
First (⌦,)) is a Polish space. Moreover, our results can be seen as continuity results for the
function which associate to a set of parameters a metric space. Hence, our results can be used to
study graph with random degree distributions. Furthermore ⌦D is dense on ⌦. So our results on
(D, k)-graphs imply the others.

4.5.1 The bias does not diverge

As explained previously in the introduction, our approach relies entirely on the stick breaking con-
struction of Chapter 3 and on the study of the bias corresponding to the cycle-breaking construction.
More precisely given the following result, our main results follows from the results of Section 3.4.

Proposition 4.5.1. For every x,m 2 R+ let hm := x1x�m. We have,

lim
m!1

max
D2⌦D:ND�2k

E

hm

✓
⇤⇤,k(TD)

(�D)k

◆�
= 0.

4.5.2 Gromov–Prokhorov convergence

First let us specify the measures that we consider. Let ⌦M the set of measures on {Vi}i�1[{?i}i�0.
We say that a sequence (pn)n2N 2 ⌦N

M converges toward p 2 ⌦M if maxi2N |pn(Vi)�p(Vi)| ! 0
and maxi2N |pn(?i)�p(?i)| ! 0. In the whole paper, for every D 2 ⌦D, pD,k denote a probability
measure with support on VD,k := {Vi, i : di � 1} [ {?i, i 2 {0} [ {2k + 1, . . . , ND + 1}}.
Similarly, for every P 2 ⌦P , pP denote a probability measure with support on VP := {V P

i }i:pi>0.
Also, we sometimes let 0 denote the null measure.

Then we recall the probability measure on ICRT of Chapter 2. To simplify our expressions, we
write µ⇥ = 1 when either ✓⇥0 > 0 or

P1
i=1 ✓

⇥
i = 1, (since µ⇥ = 1 iff a.s. µ⇥[0,1] = 1).

Definition (Proposition 2.3.2). Let ⇥ 2 ⌦⇥ be such that µ⇥ = 1. Almost surely, as n ! 1,
1
n

Pn
i=1 �Y ⇥

i

converges weakly toward a probability measure p
⇥ on T ⇥.

Remark. When µ⇥ < 1, 1
n

Pn
i=1 �Y ⇥

i

does not converge. For this reason, although we prove the
convergence of the distance matrices, one cannot define a proper measure for the GP convergence.

Then let us define a probability measure on G⇥,k. It directly follows from Proposition 2.3.2, that
a.s.

Pn
i=1 �Y ⇥,k

i

converges weakly toward a probability measure p
⇥,k on T⇥,k. Since convergence

in T⇥,k imply convergence in G⇥,k, it still makes sense to define p
⇥,k on G⇥,k.

We now state the main result of this section. In what follows, dD,k is the graph distance on
GD,k and similarly dP,k is the graph distance on GP,k.
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Theorem 4.5.2. The following convergences hold weakly for the GP topology
(a) If Dn ) P and p

Dn,k ! p
P then

⇣
GDn,k, dDn,k, pDn,k

⌘
WGP�!(GP,k, dP,k, pP).

(b) If Dn ) ⇥, pDn,k ! 0, and µ⇥ = 1 then
⇣
GDn,k,�DndDn,k, pDn,k

⌘
WGP�!(G⇥,k, d⇥,k, p⇥,k).

(c) If Pn ) ⇥, pPn ! 0, and µ⇥ = 1 then
⇣
GPn,k,�PndPn,k, pPn

⌘
WGP�!(G⇥,k, d⇥,k, p⇥,k).

(d) If ⇥n ) ⇥, µ⇥n = 1 for every n 2 N, and µ⇥ = 1 then

(G⇥n,k, d⇥n,k, p⇥n,k)
WGP�!(G⇥,k, d⇥,k, p⇥,k).

4.5.3 Gromov–Hausdorff convergence

GH convergence requires additional assumptions. In Chapter 3 we gave quantitative assumptions.
Here, we simply state rudimentary assumptions. We proved in Section 3.7.3 that the assumptions of
Section 3.4.3 imply the followings. To simplify the notations, for every tree (and every R-tree) T
and v1, . . . , va 2 T , we write T ({vi}1ia) for the subtree spanned by v1, . . . , va.

Assumption 4.5. For every " > 0,

lim
a!1

lim sup
n!+1

P
�
�DndH

�
TDn({?i}0ia), T

Dn

�
> "

�
= 0,

Assumption 4.6. For every " > 0,

lim
a!1

lim sup
n!+1

P
�
�PndH

�
TPn({?i}0ia), T

Pn

�
> "

�
= 0,

Assumption 4.7. For every " > 0,

lim
a!1

lim sup
n!+1

P
⇣
dH

⇣
T⇥n({Y ⇥n

i }0ia), T
⇥n

⌘
> "

⌘
= 0.

Theorem 4.5.3. The following convergences hold weakly for the GH-topology.
(a) If Dn ) ⇥, pDn ! 0, and Assumption 4.5 is satisfied then

⇣
GDn,k,�DndDn,k

⌘
WGH�!(G⇥,k, d⇥,k).

(b) If Pn ) ⇥, pPn ! 0, and Assumption 4.6 is satisfied then
⇣
GPn,k,�PndPn,k

⌘
WGH�!(G⇥,k, d⇥,k).

(c) If ⇥n ) ⇥, and Assumption 4.7 is satisfied then

(G⇥n,k, d⇥n,k)
WGH�!(G⇥,k, d⇥,k).

Remark. • Unlike the assumptions of Chapter 3, Assumptions 4.5, 4.6, 4.7 are necessary.
• By Lemma 3.3.3, the GHP convergence follows from the GP and GH convergence and the fact
that, since p⇥ have a.s. full support on T ⇥ (Theorem 2.3.1), p⇥,k have a.s. full support on G⇥,k.



120 CHAPTER 4. LIMIT OF CONNECTED MULTIGRAPH

4.6 Study of the bias

4.6.1 Proof of Proposition 4.5.1 in the typical case

Recall that for every x,m 2 R+, hm = x1x�m. Recall the definitions of (⇤i)1ik and ⇤⇤,k

from section 4.4.2. For every D 2 ⌦D with ND � 2k and m 2 R+ let

fD(m) := E

hm

✓
⇤⇤,k(TD)

(�D)k

◆�
.

In this section we estimate fD under the additional assumption 2ND � sD/�D, which is satisfied
when there are not too many vertices with degree 2.

Proposition 4.6.1. There exists c, C > 0 such that for every D 2 ⌦D with ND � max(2k, sD/(2�D)),
and m > 0, we have fD(m)  Cm�c.

Our proof is organized as follows: We first upper bound ⇤⇤,k. Then we use Hölder’s inequality
to upper bound fD(") with the numbers of leaves in some open balls around ?0. Then we use
Algorithm 4.1 to upper bound those numbers with (Yi)1ik. Finally we use the continuum D-tree
construction of Chapter 3 to study (Yi)1ik through random Poisson point process.

Let dD be the graph distance in TD. Let d0D(·, ·) := �DdD(·, ·). We have:

Lemma 4.6.2. Let C = 22k(k + 1)!. For every " > 0, for every D 2 ⌦D with ND � 2k,

fD(C"�k)/(kC)  gD(") := E
"

1d0(?1,?2)"Qk
i=1 d

0(?2i�1, ?2i)

#
.

Proof. First by definition of ⇤⇤,k, ⇤⇤,k  (k + 1)!2k/
Qk

i=1⇤i. Then note for every 1  i  k
that ⇤i(TD) � d(?2i�1, ?2i)� 1 � d(?2i�1, ?2i)/2. Indeed, the path between the father of ?2i�1

and the father of ?2i, together with the edge connecting those two fathers, forms a cycle. Thus,

fD(C"�k)/C  E
"
1Qk

i=1 d
0(?2i�1,?2i)"kQk

i=1 d
0(?2i�1, ?2i)

#
.

The desired result then follows from the symmetry of the leaves (?i)1i2k. (That is the fact that
permuting the label of the leaves of TD independently of TD does not change the law of TD.)

For the rest of the section " > 0, and D are fixed. We have to estimate
Qk

i=1 d
0(?2i�1, ?2i).

However, it is hard to estimate since it depends on k separate parts of the tree. For this reason, we
instead upper bound g with the numbers of leaves in some open balls around ?0. For every n � 1,
let Mn be the proportion of leaves L 2 T\{?0} such that 2�n�1 < d0(?0, L)  2�n and let M0 be
the proportion such that d0(?0, L) > 1/2. Let K" := inf{n 2 N, 2�n � "}. We have:

Lemma 4.6.3. There exists C > 0 which depends only on k such that,

g(")  CE
" 1X

n=K"

2nkn3kMk
n

#1/k
E
" 1X

n=0

2nkn3kMk
n

#(k�1)/k

.

Proof. In this proof C denotes a real depending only on k which may vary from line to line. First,
let (Li)1i2k be uniform random variables in {?i}0iN+1. Note that by symmetry of the leaves,

g(") = E
"

1d0(L1,L2)"Qk
i=1 d

0(L2i�1, L2i)

����� 8i 6= j, Li 6= Lj

#
.
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Then by roughly speaking slightly changing (Li)1i2k such that some equalities may hold,

g(")  CE
"

1d0(L1,L2)"Qk
i=1 d

0(L2i�1, L2i)

����� 81  i  k, L2i�1 6= L2i

#
.

= CE
"
E

1d0(L1,L2)"
d0(L1, L2)

����L1, L1 6= L2, T

� kY

i=2

E


1

d0(L2i�1, L2i)

����L2i�1, L2i�1 6= L2i, T

�#
.

Furthermore, by Hölder’s inequality, and by symmetry of the leaves,

g(")k  CE
"
E

1d0(L1,L2)"
d0(L1, L2)

����L1, L1 6= L2, T

�k# kY

i=2

E
"
E


1

d0(L2i�1, L2i)

����L2i�1, L2i�1 6= L2i, T

�k#

= CE
"
E

1d0(?0,L2)"
d0(?0, L2)

���� ?0 6= L2, T

�k#
E
"
E


1

d0(?0, L2)

���� ?0 6= L2, T

�k#k�1

.

Therefore, we have by definition of (Mn)n2{0}[N,

gD(")k  CE

2

4
 1X

i=K"

2nMn

!k
3

5E

2

4
 1X

i=0

2nMn

!k
3

5
k�1

. (4.4)

If k = 1 the desired results follow from (4.4). If k � 2 then we have a.s., by Hölder’s inequality,

1X

i=K"

2nMn 
 1X

i=K"

�
2nn3Mn

�k
!1/k 1X

i=N

✓
1

n3

◆k/(k�1)
!(k�1)/k

,

and similarly for
P1

i=0 2
nMn. And the desired result follows from (4.4).

Recall Section 4.3.1. We now upper bound for n 2 N, E[Mk
n ] using Algorithm 4.1. Recall the

definition of AD. Let Y1, Y2, . . . be the indexes such that AD
i 2 {AD

1 , . . . , A
D
i�1}.

Lemma 4.6.4. For every n 2 N,

E[Mk
n ]  kk

kX

a=1

1

Nk�a
P
⇣
Ya  a

2n
s

�

⌘
.

Proof. First, let (Li)1i2k be uniform random variables in {?i}1iN+1. By definition of Mk
n ,

E[Mk
n ] = P


1

2n+1
< d0(?0, L1), . . . , d

0(?0, Lk) 
1

2n

�
.

Then we want distinct leaves to use Algorithm 4.1. To this end, we develop the right hand side
above by distinguishing the cases of equality. Let P(k) be the set of partition of {1, . . . , k}. For
every I = {I1, . . . , Ia} 2 P(k), let EI be the event that for every x, y 2 {1, . . . , k}, Lx = Ly iff
they are in the same Ii. For every I ⇢ {1, . . . , k} let mI := min(I). We have,

E
h
Mk

n

i
=

X

I={I1,...,Ia}2P(k)

P

EI ,

1

2n+1
< d0(?0, L1), . . . , d

0(?0, Lk) 
1

2n

�

=
X

{I1,...,Ia}2P(k)

1

(N + 1)k�a
P

LmI1

6= · · · 6= LmIa
,

1

2n+1
< d0(?0, LmI1

), . . . , d0(?0, LmIa
)  1

2n

�
.
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Then by symmetry of the leaves,

E
h
Mk

n

i
=

X

{I1,...,Ia}2P(k)

1

(N + 1)k�a
P


1

2n+1
< d0(?0, ?1), . . . , d

0(?0, ?a) 
1

2n

�
.

So since there is at most kk partitions of {1, . . . , k},

E
h
Mk

n

i
 kk

kX

a=1

1

Nk�a
P


1

2n+1
< d0(?0, ?1), . . . , d

0(?0, ?a) 
1

2n

�
. (4.5)

Finally we use Algorithm 4.1. It is direct from the construction that, writing Y0 = 0,

Ya =
aX

i=1

(Yi � Yi�1) 
aX

i=1

(d(?0, ?i)� 1)  (s/�)
aX

i=1

d0(?0, ?i).

So the desired results follows from (4.5).

We now upper bound Ya using a part of the continuum D-tree construction of Algorithm 3.5:
- Let (Xi)1is be a family of independent exponential random variables of parameter
(di/�)1is.

- Let µ be the measure on R+ defined by µ =
Ps

i=1 �Xi
(di � 1) /�.

- Let (Ŷi)i2N be a Poisson point process on R+ of rate µ[0, y]dy.
- Let (Ei)1is�1 be a family of exponential random variables of mean (�/(s� i))1is�1.

By Lemma 3.5.2 there exists a coupling such that Ya is independent of (Ei)1is�1 and such that
a.s.

PYa

i=1Ei  Ŷa. Moreover, we have:

Lemma 4.6.5. For every a, n 2 N with n  s/2,

P (Ya  n)  P(Ŷa  4n�/s)/2.

Proof. Fix n  s/2. It is easy to check from basic estimates on the Gamma distribution that,

P
 

nX

i=1

Ei  4n(�/s)

!
� 1/2.

So since Ya and (Ei)1is�1 are independent,

P
⇣
Ŷa  4n

�

s

⌘
� P

 
YaX

i=1

Ei  4n
�

s

!
� P

 
Ya  n,

nX

i=1

Ei  4n
�

s

!
� 1

2
P(Ya � n).

Hence, to upper bound Ya it is enough to upper bound Ŷa. To this end, we first upper bound µ.

Lemma 4.6.6. For every a 2 N,
(a) For every x, t > 0, P(µ[0, x] > t)  x/t.
(b) For every 0  x  1  t, P(µ[0, x] > t)  e�t/4.

Proof. Note that by definition of µ, (Xi)1is and �,

E[µ[0, x]] =
�X

i=1

di � 1

�
P(Xi > x) 

�X

i=1

di � 1

�

xdi
�

 x.

So (a) follows from Markov’s inequality. Also µ[0, x] is a sum of independent random variables
bounded by 1 so (b) follows from Bernstein’s inequality (see [32] Section 2.8).
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Lemma 4.6.7. For every a 2 N and 0  x  e�9, P(Ŷa  x)  3xa+1(�4a log x)a.

Proof. By definition of (Ŷi)i2N, conditionally on µ, max{i 2 N, Yi  x} is a Poisson random
variable of mean

R x
0 µ[0, t]dt  xµ[0, x]. So, by basic inequalities on the Poisson distributions,

P(Ŷa  x) = E[P(Ŷa  x|µ)]  E[(xµ[0, x])a]. (4.6)

Then we have by integration by part and Lemma 4.6.6,

E[µ[0, x]a] =
Z 1

0
P(µ[0, x] � t)(ata�1dt)


Z x

0
ata�1dt+

Z �4 log x

x
(x/t)(ata�1dt) +

Z 1

�4 log x
e�t/4(ata�1dt)

 3x(�4a log x)a,

using basic calculus for the last inequality. This concludes the proof.

Proof of Proposition 4.6.1. We now complete our upper bound for f(D). In this proof, c, C denote
reals which depend only on k and which may vary from line to line. First by Lemmas 4.6.7 and
4.6.5 we have for every 1  a  k and 0  x < 1/16,

P (Ya  xs/�)  Cxa+1(� log(x))c.

Then by Lemma 4.6.4, and 2N � s/�, for every n 2 N with (s/�)/2n � 1,

E[Mk
n ]  kk

kX

a=1

1

Nk�a
P
⇣
Ya  a

2n
s

�

⌘

 kk
kX

a=1

✓
2�

s

◆k�a

C
⇣ a

2n

⌘a+1
nc

 Cnc

2(k+1)n
. (4.7)

Note that (4.7) naturally extends to the n 2 N with (s/�)/2n < 1 since for those n almost surely
for 1  a  k, we have Ya � a > a

2n
s
� .

Next, since K" = inf{n 2 N, 2�n � "},

E
" 1X

i=K"

2nkn3kMk
n

#
 C2�K"c  C(2")c,

and

E
" 1X

i=0

2nkn3kMk
n

#
 C.

Thus by Lemma 4.6.3,

gD(")  CE
" 1X

i=0

2nkn3kMk
n

#1/k
E
" 1X

i=K"

2nkn3kMk
n

#(k�1)/k

 C(2")c. (4.8)

Finally, Proposition 4.6.1 follows from Lemma 4.6.2.

Along the way by (4.8) we have the following result, which we extend in the next section.

Lemma 4.6.8. There exists c, C > 0 which depends only on k such that for every " > 0, D 2 ⌦D
with ND � max(2k, sD/(2�D)), gD(")  C"c.
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4.6.2 Proof of Proposition 4.5.1 when there are many vertices of degree 2

This section is organized as follows. We first detail how to remove or add vertices of degree 2. We
then prove from those constructions a connection between the D-trees that do not have any vertice
of degree 2 and the others. Finally we use this connection to prove Proposition 4.5.1.

First for every graph G and x 2 G, we call x an edgepoint if x have degree 2. A simple way
to remove the edgepoints is to shortcut them: Formally if T = (V,E) is a tree, then rT be the
tree (V 0, E0) such that V 0 = {v 2 V, degT (v) 6= 2} and for every v, w 2 V 0, {v, w} 2 E0 iff there
exists a path between v and w that only pass by v, w and vertices of degree 2. Note that r keep the
degrees: for every v 2 T with degv(T ) 6= 2, we have v 2 rT and degT (v) = degrT (v).

Remark. One may extends r to general graph. However, the natural way to preserves the degrees
is to work with multigraph. We avoid this issue by working with trees.

Reciprocally one may construct any tree by adding some edgepoints along the oriented edges of
a tree without edgepoint: For every T = (V,E) let (~ei(T ))1i#E be some fixed oriented edges
of T such that each edge of E appears in one and only one direction. Let ((Wi,j)1iri)1i#E be
some vertices that are not in V . For every 1  i  #E let (Wi,0,Wi,ri+1) := ~ei(G). Let

�(T, ((Wi,j)1iri)1i#E := (V [ {Wi,j}1i#E,1jri , {{Wi,j ,Wi,j+1}}1i#E,0jri) .

We now use �,r to study D-trees. Beforehand, let us introduce some notations. For every
D = (d1, . . . , ds) 2 ⌦D, let sD�2 := #{a 2 N, da � 2}, let sD�1 = #{a 2 N, da � 1}, and let
sD1 := #{a 2 N, da = 1}. Also let rD be the sequence (d1, d2, . . . , ds�2 , ds�1+1, . . . , ds).

Also we say that ((Wi,j)1jri)1in is an ordered partition of size n 2 N of a finite set E iff
for 1  i  n, ri 2 {0} [ N, and (i, j) 7! Wi,j is a bijection from {1  i  n, 1  j  ri} to E.
We have the following connections between D-trees and rD-trees:

Lemma 4.6.9. Let D 2 ⌦D. Let W be a uniform ordered partition of size srD � 1 of {Vi}i:dD
i
=1.

Then, a) r(TD) is a rD-tree, and b) �(TrD,W ) is a D-tree

Proof. First note that r(�(TrD,W )) = TrD, since this tree is obtained by adding some edge-
point on TrD, which do not have edgepoint, then by removing all edgepoint. So b) imply a).

Toward b), simply note that � may be seen as a bijection from trees with degree sequence rD
and ordered partition of size srD � 1 of {V D

i }di=1 toward trees with degree sequence D. (Indeed,
one may recover the initial tree by applying � and then read the ordered partition by, roughly
speaking, following each oriented edges of the initial tree on the image tree.)

We now prove Proposition 4.5.1. To this end, it is enough to remove the assumption 2ND �
sD/�D of Proposition 4.6.1. Note that it is satisfied when sD1 = 0 since in this case, �D � 1 and
sD = ND + sD�2  2ND. For this reason, our goal for the rest of the section will be to prove the
following result, which together with Lemmas 4.6.8 and 4.6.2 yields Proposition 4.5.1.

Proposition 4.6.10. Recall the definition of g from Lemma 4.6.2. There exists C > 0, which
depends only on k, such that for every D 2 ⌦D with ND � 2k and " > 0,

gD(")  C"

✓Z 1

"
grD(�)/�2d� + kgrD(1) + 1

◆
.

To this end, it is enough to lower bound (dD(?2i�1, ?2i))1ik using (drD(?2i�1, ?2i))1ik.
To do so, by Lemma 4.6.9 (b), it suffices to study uniform ordered partitions. More precisely, we
have to lower bound the cardinal of the sets of those partitions, which corresponds to the numbers
of edgepoint added on each edge. This is done in the following lemma.
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Lemma 4.6.11. Let ((Wi,j)1jRi
)1in be a uniform ordered partition of size n of a finite set E.

(a) (Ri)1in is uniform among all set of integers such that
Pn

i=1Ri = #E.
(b) Let (Si)1in be independent geometric random variables of mean #E/n conditioned onPn

i=1 Si  #E. Then there exists a coupling between (Ri)1in and (Si)1in such that
almost surely for every 1  i  n, Ri � Si .

Proof. Toward (a), simply note that given (Ri)1in, there are exactly #E! possible ways to label
((Wi,j)1jRi

)1in to form an ordered partition of size n of E. Then (b) is an easy exercise.

Next, in order to use the independency of Lemma 4.6.11 (b), we will use the following lemma:

Lemma 4.6.12. Let T be a tree. Assume that (?i)1i2k are leaves of T . For every 1  i  k
let Ei be the set of edges that are on the minimal path between ?2i�1 and ?2i. Then there exists
(E 0

i)1ik disjoint subsets of (Ei)1ik such that for every 1  i  k, #E 0
i � max(#Ei/k, 2).

Proof. Consider the following informal construction of (E 0
i)1ik:

- First let for 1  i  k, E 0
i := {{?2i�1, F2i�1}, {?2i, F2i}}, where for 1  i  2k, Fi is the

father of ?i in T .
- Then while

Sk
i=1 E 0

i 6=
Sk

i=1 Ei:
- For 1  i  k: If possible add to E 0

i an arbitrary edge in Ei that is not yet in
Sk

j=1 E 0
i .

It is easy to check that (E 0
i)1ik are disjoint subsets of (Ei)1ik. Also for 1  i  k, #E 0

i � 2.
Finally a quick enumeration gives that at the end of the algorithm #E 0

i � #Ei/k.

Proof of Proposition 4.6.10. Let " > 0. Let D 2 ⌦D. Let W be a uniform ordered partition of size
sD�2 of {V D

i }i:di=1 and independent of TrD. Let drD,W be the graph distance on �(TrD,W ).
Then by Lemma 4.6.9 (b), �(TrD,W ) is a D-tree. So, by definition of g, it is enough upper bound

GD(", TrD) := E
"

1�DdrD,W (?1,?2)"Qk
i=1 (�

DdrD,W (?2i�1, ?2i))

�����T
rD

#
. (4.9)

To this end, let us use Lemmas 4.6.11 and 4.6.12. Let E be the set of edges of TrD. Let (Se)e2E
be independent geometric random variables of mean sD1 /#E conditioned on

P
e2E Si  sD1 . For

1  i  k let Ei be the set of edges that are on the minimal path between ?2i�1 and ?2i in TrD. By
definition of �, and by Lemma 4.6.11, note that, there exists a coupling between W and (Se)e2E
such that a.s. for 1  i  2k,

drD,W (?2i�1, ?2i) �
X

e2Ei

(1 + Se). (4.10)

Then, by Lemma 4.6.12, let (E 0
i)1ik be disjoint subsets of (Ei)1ik such that for every

1  i  k, #E 0
i � max(#Ei/k, 2). It directly follows from (4.10) that a.s. for 1  i  2k,

drD,W (?2i�1, ?2i) �
X

e2E 0
i

(1 + Se).

Therefore,
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1
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⇣
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P
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������
TrD

3

5 .

Hence, if (S0
e)e2E are independent geometric random variables of mean sD1 /#E ,
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e2E S
0
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��T�D
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Then note that there exists a constant C < 1 that does not depends on k,D such that a.s.
P
�P

e2E S
0
e  sD1

��T�D�  1/C. So, since (E 0
i)1ik are disjoint and (S0

e)e2E are independent,

GD(", TrD)  C
�
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��k E
"
1P

e2E0
1
(1+S0

e)"/�DP
e2E 0

1
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�����T
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#
kY
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E
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1P
e2E 0
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�����T
rD

#
.

Therefore we have using Lemma 4.6.13 below, and the fact that for every 1  i  k, #E 0
i � 2,

GD(", TrD)  C(2e)�k
�
�D

��k
min

✓
1,

e"/�D

#E 0
1(1 + sD1 /#E)

◆ kY
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1

#E 0
i(1 + sD1 /#E)

. (4.11)

Next, let us rewrite (4.11). First, note that for every 1  i  k,

#E 0
i � #Ei/k = drD(?2i�1, ?2i)/k.

Also,

1 +
sD1
#E = 1 +

sD1
srD � 1

=
srD + sD1 � 1

srD � 1
=

sD � 1

srD � 1
� sD

srD =
�D

�rD ,

noting for the last equality that �D = �rD. Then by elementary calculus it is easy to prove that,

min

✓
1,

e"/�D

#E 0
1(1 + sD1 /#E)

◆
 kemin

✓
1,

"

�rDdrD(?1, ?2)

◆

= ke"

Z 1

"
1�rDdrD(?1,?2))�

d�

�2
.

Therefore by (4.11),
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.

Finally by taking the expectation and by Fubini’s theorem, we have,

E[GD(", TrD)]  C(2ek)k+1
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�rD��k
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"
E
"
1�rDdrD(?1,?2)�
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which yields by definition of G and g,

gD(")  C(2ek)k+1"

Z 1

"
grD(�)

d�

�2
. (4.12)

To conclude the proof, note that for � � 1,

grD(�)  E
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kY
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 E
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41 +
kX

j=1

1�rDdrD(?2j�1,?2j)1
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3

5 = 1 + kgrD(1).

So the desired result follows from (4.12).



4.6. STUDY OF THE BIAS 127

Lemma 4.6.13. Let n � 2, m � 0. Let (Si)1in be independent geometric random variables of
mean m. Then,

E


1Pn
i=1(1 + Si)

�
 2e

n(1 +m)
.

Also, for every " > 0,
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1Pn
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�
 2e

n(1 +m)
min

✓
1,

e"

(1 +m)n

◆
.

Proof. Note that
Pn

i=1(1 + Si) is the time needed to get n success for Bernoulli trials that hold
with probability 1/(1 +m). Thus for every x > 0,

P
 

nX

i=1

(1 + Si)  x

!

✓
bxc
n

◆
1

(1 +m)n

✓

x

1 +m

◆n

/n! 
✓

ex

(1 +m)n

◆n

.

It directly follows by integration by part that,

E


1Pn
i=1(1 + Si)

�
=

Z 1

0
P
 

nX

i=1

(1 + Si)  x

!
x�2dx


Z (1+m)n/e

0

✓
ex

(1 +m)n

◆n

x�2dx+

Z 1

(1+m)n/e
x�2dx

=
e

(1 +m)n(n� 1)
+

e

(1 +m)n

 2e

(1 +m)n
.

The second inequality is proved in a similar way.

4.6.3 Bias of P-trees and ICRT

Recall the definitions of section 4.4.2 and 4.4.4 of (⇤i)1ik and ⇤⇤,k. Recall that for every
x,m 2 R+, hm : x 7! 1x�mx.

Lemma 4.6.14. We have the following assertions:
(a)

lim
m!1

max
P2⌦P

E
h
hm

⇣
⇤⇤,k(T

P)/(�P)k
⌘i

= 0.

b)
lim

m!1
max
⇥2⌦⇥

E
⇥
hm

�
⇤⇤,k(Y⇥,Z⇥)

�⇤
= 0.

Proof. We focus only on (a) since (b) can be proved in the exact same way. Fix P 2 ⌦P . Let
(Dn)n2N 2 ⌦N

D such that Dn ) P (see the start of Section 4.5 or see Section 3.8.1 for existence).
By Theorem 3.4.1, we have the following weak convergence,

(dDn(?i, ?j))1i,j2k
(d)�!(dP(?i, ?j))1i,j2k.

Then by Lemma 4.10.2 (see also [5] Corollary 6.6), ⇤⇤k
(TDn) converges weakly toward ⇤⇤k

(TP)
as n ! 1. Furthermore, by Fubini’s Theorem,

(�Dn)2 = (�Dn/sDn)2 =
1X

i=1

(dDn

i )(dDn

i � 1)

(sDn)2
�!

1X

i=1

p2i = (�P)2.

Therefore, for every m � 0,

lim supE[hm(⇤⇤,k(T
Dn)/(�Dn)k)] � E[hm+1(⇤⇤,k(T

P)/(�P)k)]. (4.13)

Finally, Proposition 4.5.1 concludes the proof.
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4.7 Proof of the main theorems
Theorems 4.5.2 and 4.5.3 directly follows from three thing: the trees converges, the operation of
gluing leaves is a continuous map, and the bias converge. In this section, we precise the proofs.

4.7.1 Proof of Theorem 4.5.2

Proof of Theorem 4.5.2 (a). Let (Dn)n2N 2 ⌦N
D and P = (pi)i2N[{1} 2 ⌦P such that Dn ) P .

Let a 2 N such that pa > 0. For all 1  i  a let Wi = Vi. For all 1  i  2k, let Wa+i := ?i.
By Theorem 3.4.1 (a), it is easy to check that we have the following joint convergence,

(dDn(Wi,Wj))1i,ja+2k
(d)�!(dP(Wi,Wj))1i,ja+2k, (4.14)

writing dDn for the graph distance on TDn , and dP for the graph distance on TP .
Then by Kolmogorov representation theorem, we may assume that (4.14) holds a.s. Furthermore,

since we work with discrete trees, note that a.s. for every n large enough equality holds in (4.14).
Hence, by Lemma 4.10.2 a.s. for every n large enough ⇤⇤,k(TD) = ⇤⇤,k(TP). Thus, by
dominated convergence, for any continuous bounded function f : R(a+2k)2 ! R+,

E[f(dDn(Wi,Wj))1i,ja+2k)⇤⇤,k(TDn)]

E[⇤⇤,k(TDn)]
�!

E[f(dP(Wi,Wj))1i,ja+2k)⇤⇤,k(TP)]

E[⇤⇤,k(TP)]
.

Therefore, writing d̄Dn,k for the graph distance on TDn,k and d̄P,k for the graph distance on TP,k,

(d̄Dn,k(Wi,Wj))1i,ja+2k
(d)�!(d̄P,k(Wi,Wj))1i,ja+2k. (4.15)

Finally by gluing (?1, ?2), . . . , (?2k�1, ?2k), which is a continuous map for the matrix distance,

(dDn,k(Vi, Vj))1i,ja
(d)�!(dP,k(Vi, Vj))1i,ja.

And Theorem 4.5.2 (a) follows from Lemma 4.2.1.

Proof of Theorem 4.5.2 (b). Let (Dn)n2N 2 ⌦N
D such that Dn ) ⇥ 2 ⌦⇥. For every n 2 N let

p
Dn,k be a probability measure on VDn,k such that pDn,k ! 0. For every n 2 N and 1  i  2k,

let WDn

i := ?i. Also, let (WDn

i )i>2k be a family of independent random variables with law p
Dn,k.

Fix a > 2k. By Theorem 3.4.2 (b) and Lemma 14, we have
⇣
�DndDn(WDn

i ,WDn

j )
⌘

1i,ja

(d)�!(d⇥(Y ⇥
i , Y ⇥

j ))1i,ja. (4.16)

Then by Kolmogorov representation theorem we may assume that (4.16) holds almost surely.
Hence, by Lemma 4.10.2 a.s. ⇤⇤,k(TDn)/(�Dn)k ! ⇤⇤,k(Y ⇥, Z⇥) as n ! 1. Thus, by
Proposition 4.5.1 and dominated convergence, we have for all continuous bounded function f :
Ra2 ! R,

E[f((�DndDn(WDn

i ,WDn

j ))1i,ja)⇤⇤,k(TDn)]

E[⇤⇤,k(TDn)]
�!

E[f((d⇥(Y ⇥
i , Y ⇥

j ))1i,ja)⇤⇤,k(Y ⇥, Z⇥)]

E[⇤⇤,k(Y ⇥, Z⇥)]
.

Therefore,
(�Dn d̄Dn,k(WDn

i ,WDn

j ))1i,ja
(d)�!(d̄⇥,k(Y ⇥

i , Y ⇥
j ))1i,ja.

Finally by gluing the k first pair of vertices, which is a continuous map for the matrix distance,

(�DndDn,k(WDn

i ,WDn

j ))2k+1i,ja
(d)�!(d⇥,k(Y ⇥

i , Y ⇥
j ))2k+1i,ja.

And Theorem 4.5.2 (a) follows from Lemma 4.2.1.

Proof of Theorem 4.5.2 (c,d). Since KGP is a Polish space, and ⌦D is dense on (⌦,)), the results
follows from Theorem 4.5.2 (a,b) (see Section 3.8.1). Also, they can be proved similarly.
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4.7.2 Proof of Theorem 4.5.3

Proof of Theorem 4.5.3 (a). Let (Dn)n2N 2 ⌦N
D such that Dn ) ⇥ 2 ⌦⇥. By Theorem 3.4.2 (b),

(�DndDn(?i, ?j))i,j2N
(d)�!(d⇥(Y ⇥

i , Y ⇥
j ))1i,j2N.

Thus, by Lemma 4.9.3 for every a 2 N, we have for the a-pointed GH topology (see Section 4.2.3),

(TDn({?i}1ia),�
DndDn , {?i}1ia)

WGHa

�! (T⇥({Y ⇥
i }1ia), d

⇥, {Y ⇥
i }1ia).

Therefore, by Assumption 4.5, we have for the 2k-pointed GH topology,

(TDn ,�DndDn , {?i}1i2k)
WGH2k

�! (T⇥, d⇥, {Y ⇥
i }1i2k). (4.17)

Then, by Skorohod representation theorem we may assume that the above convergence holds al-
most surely. Thus by Lemma 4.10.2 a.s. ⇤⇤,k(TDn) ! ⇤⇤,k(Y⇥,Z⇥). Then for every continuous
bounded function f on K2k

GH we have by Proposition 4.5.1 and dominated convergence,

E[f(TDn ,�DndDn , {?i}1i2k)⇤⇤,k(TDn)]

E[⇤⇤,k(TDn)]
�!

E[f(T⇥, d⇥, {Y ⇥
i }1i2k)⇤⇤,k(Y⇥,Z⇥)]

E[⇤⇤,k(Y⇥,Z⇥)]
.

Therefore,

(TDn,k,�Dn d̄Dn,k, {?i}1i2k)
WGH2k

�! (T⇥,k, d̄⇥,k, {Y ⇥,k
i }1i2k).

Finally since the gluing of k pair of point is a continuous operation for the 2k-pointed GH
topology the desired result follows.

Proof of Theorem 4.5.3 (b,c). The results can be proved in the exact same way.

4.8 Configuration model and multiplicative graphs

The main objective of this section is to explain the connections between the configuration model
and multiplicative graphs, and between those models and (D, k)-graphs and (P, k)-graphs.

4.8.1 Definitions

For every multigraph G on {Vi}i2N and i, j 2 N let #i,j(G) be the number of edges {Vi, Vj} in G.
So that a multigraph on {Vi}i2N may be seen as a matrix.

We call a function f : I 7! I a matching if f � f = Id and for every x 2 I , f(x) 6= x. Let
⌦CM be the set of decreasing sequence (d1, . . . ds) in {0} [ N such that

Ps
i=1 di is even.

Algorithm 4.6. Construction of the configuration model from D = (d1, . . . , ds) 2 ⌦CM:
- Let f = (f1, f2) be a uniform matching of {(i, j)}1is,1jdi .
- The configuration model is the random multigraph CMD with vertices (Vi)1is and such

that for every 1  i  s, #i,i(CM
D) := 1

2

Pdi
a=1 1f1(i,a)=i and for 1  i 6= j  s,

#i,j(CM
D) :=

diX

a=1

1f1(i,a)=j =

djX

a=1

1f1(j,a)=i.

Let ⌦MG be the set of sequence (�, p1, . . . , ps) in R+⇤ with p1 � · · · � ps.
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Algorithm 4.7. Construction of the multiplicative graph from P = (�, p1, . . . , ps) 2 ⌦MG:
- Let (XP

i,j)1i 6=js be independent Bernoulli random variables with mean 1� e��pipj .
- The multiplicative graph is the random graph MGP with vertices (V1, . . . , Vs) and with

edges {1  i, j  s : Xi,j = 1}.

Next, we introduce multiplicative multigraphs, which are augmented multiplicative graphs.

Algorithm 4.8. Construction of the multiplicative multigraph from P = (�, p1, . . . , ps) 2 ⌦MG:
- Let (NP

i,j)1i,js be independent Poisson random variables, such that for every 1  i  s,
NP

i,i have mean �p2i /2 and for every 1  i 6= j  s, NP
i,j have mean �pipj .

- The multiplicative multigraph is the random multigraph MGP+ with vertices (Vi)1is and
such that for every 1  i, j  s, #i,j(MGP+) := NP

i,j .

Lemma 4.8.1. There exists a coupling such that MGP is the graph obtained from MGP+ by
removing all its multi-edge. That is, for every i 6= j, {i, j} is an edge of MGP iff #i,j(MGP+) � 1.

Proof. It is easy to check that there exists a coupling such that a.s. for every 1  i 6= j  s
XP

i,j = 0 iff NP
i,j = 0. The result follows.

4.8.2 Multiplicative multigraphs as local limit of the configuration model

Lemma 4.8.2. Let P = (�, p1, . . . , ps) 2 ⌦MG. For n 2 N, let Dn = (dni )1isn 2 ⌦CM. If
sn ! 1, and for every 1  i  s, dni ⇠

p
sn�pi, and for every n 2 N, i > s, dni = 1. Then,

�
#i,j(CM

Dn)
�
1i,js

(d)�!
�
#i,j(MGP+)

�
1i,js

.

Remark. From this result, one may see the LIFO-queue algorithm of Broutin, Duquesne, Wang
[37, 36] as a limit of a recursive construction, based on a DFS exploration, of a uniform matching.

Proof. Let (Dn)n2N and P be as in the statement. For n 2 N, let fn = (fn
1 , f

n
2 ) a uniform match-

ing of {(i, j)}1isn,1jdn
i

. We may assume that CMDn is constructed from fn by Algorithm 4.6.
The main idea is that for n large enough {f1(i, j)}1isn,1jdn

i
are mostly independent. Since

Poisson random variables appears as the limits of Bernoulli trials this explain the convergence.
From there, there are many standard ways to justify the convergence.

Below we briefly present a method based on random point process. We let the reader refer to
Kallenberg [57] Section 4 for more details on convergence of point process. Let ⌫n be the random
measure on K := {(i, j)}1ijs ⇥ R2 defined by

⌫n :=
X

1i<js

X

1adi
1bdj

1f(i,a)=(j,b)�(i,j,a/
p
sn,b/

p
sn)+

X

1in

X

1a<bdi

1f(i,a)=(i,b)�(i,i,a/
p
sn,b/

p
sn).

It is enough to prove that {⌫n}n2N converges vaguely toward a Poisson point process of rate

d⌫ :=
X

1ijs

10x�pi10y�pj�i,jdxdy +
X

1in

10xy�pi�i,idxdy. (4.18)

Indeed, provided this convergence, the desired result directly follows by integration over dxdy.
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To this end, first note that for every n 2 N, writing mn :=
Psn

i=1 d
n
i ,

E[⌫n(K)] =
X

1i<js

X

1adi
1bdj

P(f(i, a) = (j, b)) +
X

1in

X

1a<bdi

P(f(i, a) = (i, b)).

=
X

1i<js

didj
mn

+
X

1in

X

1a<bdi

d2i /2

mn

!
X

1i<js

�pipj +
X

1in

X

1a<bdi

�p2i /2

where the last inequality comes from the assumptions of the lemma on (Dn)n2N. Thus, {⌫n}n2N is
tight for the vague topology. Let ⌫ be a sub-sequential limit of {⌫n}n2N.

By a similar computation, for every 1  i < j  s, and 0  a  a0  �pi, 0  b  b0  �pj ,

E[⌫({i, j}⇥ [a, a0]⇥ [b, b0])] = lim
n!1

E[⌫n({i, j}⇥ [a, a0]⇥ [b, b0])] = �(a0 � a)(b0 � b).

And for every 1  i  s, 0  a  a0  b  b0  pi.

E[⌫({i, i}⇥ [a, a0]⇥ [b, b0])] = lim
n!1

E[⌫n({i, i}⇥ [a, a0]⇥ [b, b0])] = �(a0 � a)(b0 � b).

Next, we prove that ⌫ satisfies the independency criterium. Beforehand let us introduce some
notations. Let v(·, ·) be the covariance of two random variables. Let

S :=
n
(i, j, a, b) 2 N4 : 1  i < j  s, 1adi

1bdj

o
[ {(i, i, a, b) 2 N4 : 1  i  s, 1  a < b  di}.

For every K1,K2 ⇢ K disjoint compact set, for every n 2 N, Cov(⌫n(K1), ⌫n(K2)) equal

X

(i,j,a,b)2S
(i0,j0,a0,b0)2S

1⇣
i,j, ap

sn
, bp

sn

⌘
2K1

1⇣
i0,j0, a0p

sn
, b0p

sn

⌘
2K2

Cov(1f(i,a)=(j,b),1f(i0,a0)=(j0,b0)).

Then, by distinguishing whether it is possible to have both f(i, a) = (j, b) and f(i0, a0) = (j0, b0),
note that in the last sum there are O(#S) terms that are equal to 0�1/(mn)2, O((#S)2) terms that
are equal to 1/(mn)(mn � 2)� (1/mn)2 = O(1/(mn)3), and the others that are null. Therefore,

|Cov(⌫n(K1), ⌫
n(K2))| = O(#S)O(1/(mn)2) +O((#S)2)O(1/(mn)3) = O(1/mn) ! 0.

Since the last convergence hold for every disjoint compact K1,K2 ⇢ K, we have that for every
disjoint compact K 0

1,K
0
2 ⇢ K, Cov(⌫(K 0

1), ⌫(K
0
2)) = 0.

Finally, to prove that ⌫ is a Poisson point process of rate (4.18) it is enough to check that a.s.
for every x 2 K, ⌫(x) 2 {0, 1}. To this end, one may adapt the previous argument to show that
there exists C > 0, such that for every x 2 K, " > 0, writing B(x, ") for the closed ball centered at
x of radius " for kk1, if B(x, ") does not intersect {(i, i, 1/2, 1/2)}1is then

E[⌫(B(x, "))(⌫(B(x, "))� 1)]  C"2.

This implies the desired property, and so concludes the proof.
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4.8.3 Connections with (D, k)-graphs and (P , k)-graphs

Recall that for every multigraph G on {Vi}i2N, �(G) :=
Q

i2N 2#i,i(G)Q
i,j2N#i,j(G)!.

Lemma 4.8.3. Let k 2 N we have the following assertions:
(a) Let D = (d1, . . . , ds) 2 ⌦CM such that

Ps
i=1 di = 2s + k � 2. Then CMD biased by

�(CMD) and conditioned at being connected is a ((d1 � 1, . . . , ds � 1), k)-graph.
(b) Let W = (�, w1, . . . , ws) 2 ⌦MG. For every 1  i  s, let pi := wi/

Ps
j=1wj . Let

P = (p1, . . . , ps, 0, 0, . . . ). Then MGW+ biased by �(MGW+) and conditioned at being
connected and having surplus k is a (P, k)-graph.

Remark. The bias is not really important as typically those graphs are studied in a regime where
with high probability the multigraph is a graph. Also removing this bias only remove the term
�(G(?i)1i2k

(T )) in Section 4.4.2 which does not change our proofs.

Proof. (a) is a classic and is easy to obtain from a quick enumeration. So we focus on (b). The
main idea is that, on the one hand multiplicative multigraph are limits of the configuration model,
and on the other hand (P, k)-graph are limits of (D, k)-graph. Thus by identification, (b) follows.
Let us detail:

Fix k,W,P 2 ⌦MG as in (b). Let (Dn)n2N be a sequence of ⌦CM as in Lemma 4.8.2. Then
write CMW,k for the random multigraph MGW+ biased by �(MGW) and conditioned at being
connected and having surplus k. Also, write for n 2 N, CMDn,k for the random multigraph CMDn

biased by �(CMDn

) conditioned on the fact that the subgraph of CMDn

on (Vi)1is is connected
and have surplus k. By Lemma 4.8.2, we have,

(#i,j(CM
Dn,k))1i,js

(d)�!(#i,j(MGW,k))1i,js. (4.19)

Then, for every n 2 N let Sn+2s be the number of vertices that are in the connected component
of (Vi)1is in CMDn

. Then let Dn� := (dn1 , . . . , d
n
s , 1, . . . , 1) with Sn number 1 at the end. It

is well known that for every n 2 N, conditioned on Sn, CMDn,k have the same law as CMDn�

(where the vertices outside (Vi)1is in CMDn

have been relabeled). More precisely,

(#i,j(CM
Dn,k))1i,js

(d)
=(#i,j(CM

Dn�
))1i,js.

Therefore, it directly follows from (4.19), that if for n 2 N, CMDn�,k be the random multigraph
CMDn�

biased by �(CMDn�
) and conditioned at being connected, then

(#i,j(CM
Dn�,k

))1i,js
(d)�!(#i,j(MGW,k))1i,js. (4.20)

Next let for n 2 N, Dn 2 ⌦D be the sequence (dn1 � 1, . . . , dns � 1, 0, . . . , 0, 0, . . . , 0) where
we added Sn + 2k numbers 0 at the end. We have by (a) for every n 2 N,

(#i,j(G
Dn,k))1i,js

(d)
=(#i,j(CM

Dn�,k))1i,js

Therefore by (4.20),

(#i,j(G
Dn,k))1i,js

(d)�!(#i,j(MGW,k))1i,js. (4.21)

Finally note that Dn ) P . So, by (4.15) and Lemma 4.9.3, as n ! 1 the subtree of TDn,k

spanned by {Vi}1is [ {?i}1i2k converges weakly toward the subtree of TPn,k spanned by the
same vertices. Therefore, we have by gluing (?1, ?2), . . . , (?2k�1, ?2k), then counting the edges,

(#i,j(G
Dn,k))1i,js

(d)�!(#i,j(G
P,k))1i,js.

And (4.21) concludes the proof.
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To conclude the section let us compute the law of (P, k)-graph.

Lemma 4.8.4. Let k 2 N. Let (p1, . . . , ps, 0, 0 . . . ) 2 ⌦P . We have for every connected multigraph
G on {Vi}1is with surplus k, writing ↵ for proportional,

P(GP,k = G) /
Y

1i,js

(pipj)
#i,j(G).

Proof. Keep the notations of Lemma 4.8.3 (b). By definition of ⌦W+
MG , we have

P(⌦W+
MG = G) =

Y

1i<js

(�pipj)#i,j(G)e��pipj

#i,j(G)!

Y

1is

(�p2i /2)
#i,i(G)e��p

2
i
/2

#i,i(G)!
.

So the result follows from Lemma 4.8.3 (b).

Remark. • When k = 0 the result is well known and is a classical definition for P-trees.
• When the weight of the edges is not multiplicative, one can still construct similar multigraphs.
Moreover, Lemma 4.8.4 is still true in this case. For k = 0, this relates those models with the
general spanning trees constructed by Aldous–Bröder algorithm [9, 35].

4.9 Appendix A: R-tree reconstruction problem

Recall that a R-tree is a loopless geodesic metric space. If T is a R-tree, we say that x 2 T is a
leaf of T if T \{x} is connected. Let (T , d) be a R-tree with leaves {?i}1iN . In this section we
reconstruct a R-tree isometric to T from (di,j)1i,jN := (d(?i, ?j))1i,jN .

For every a, b 2 T let Ja, bK be the geodesic path between a and b. Since T is a R-tree note that
for every 1  a 6= b 6= c  N there exists a unique vertex ?a,b,c in J?a, ?bK \ J?a, ?cK \ J?b, ?cK.

Lemma 4.9.1. For every 1  a 6= b 6= c  N , 2d(?a, ?a,b,c) = da,b + da,c � db,c.

Proof. Note that da,b = d(?a, ?a,b,c)+d(?a,b,c, ?b), and similarly db,c = d(?b, ?a,b,c)+d(?a,b,c, ?c)
and da,c = d(?a, ?a,b,c) + d(?a,b,c, ?c). The desired equality follows by sum.

To reconstruct T we reconstruct recursively for 1  n  N the subtree spanned by {?i}1in,
which is Tn :=

S
1i,jnJ?i, ?jK. It is easy to check that for 1  n  N , (Tn, d) is a R-tree.

Moreover, note that Tn+1 = Tn [ JWn, ?n+1K, where Wn is the closest point from ?n+1 on Tn.
Therefore, it is enough to reconstruct (Wi)1i<N and (d(Wn, ?n+1))1n<N . This suggest the
following construction. Below, (�i)i2N is the canonical base of R+N.

Algorithm 4.9. Reconstruction of a R-tree on (R+N, kk1) from M = (di,j)1i,jN .
- Let ?M1 := 0. Let T M

1 = ({?M1 }, ;).
- Let ?M2 := (0, d(?M1 , ?M2 )) Let T M

2 := {x�1, 0  x  d(?M1 , ?M2 )}.
- For every 2  n < N :

- Let 1  bMn 6= cMn  n be the smallest integers (for some predetermined order) that
minimize dn+1,bMn

+ dn+1,cMn
� dbMn ,cMn

.
- Let WM

n be the vertex of T M
n at distance dbMn ,n+1 + dbMn ,cMn

� dn+1,cMn
of ?Mbn and at

distance dcMn ,n+1 + dcMn ,bMn
� dn+1,bMn

of ?McMn . (See below for existence and unicity.)
- Let T M

n+1 := T M
n [ {WM

n + x�n, 0  x  dn+1,bMn
+ dn+1,cMn

� dbMn ,cMn
}.

- Let T M := T M
N .

Remark. The idea of constructing subtrees on (R+N, d1) comes from Aldous [10].
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Lemma 4.9.2. Let (T , d) be a R-tree with leaves {?i}1iN . Let M = (d(?i, ?j))1i,jN . Then:
a) For every 1  n  N , T M

n is well defined.
b) (T , d, ?1, . . . , ?N ) and (T M , d1, ?M1 , . . . , ?MN ) are isometric (see Section 4.2.3).

Proof. We prove by induction that for 1  n  N , T M
n is well defined and that (Tn, d, ?1, . . . , ?n)

and (T M
n , d1, ?M1 , . . . , ?Mn ) are isometric. First if n = 1 or n = 2 then the result is obvious.

Then let 2  n < N such that T M
n is well defined and such that there exists an isometry �n from

(Tn, d, ?1, . . . , ?n) to (T M
n , d1, ?M1 , . . . , ?Mn ).

Recall that Tn =
S

1i,jnJ?i, ?jK, and that Wn is the closest point from ?n+1 on Tn. So there
exist 1  bn 6= cn  n such that Wn 2 J?bn , ?cnK. Hence Wn = ?n+1,bn,cn . Then by Lemma
4.9.1,

d(?n+1,Wn) = d(?n+1, ?n+1,bn,cn) = dn+1,bn + dn+1,cn � dbn,cn . (4.22)

Also, by Lemma 4.9.1, since Wn is the closest point from ?n+1 on Tn,

d(?n+1,Wn)  min
1bcn

d(?n+1, ?n+1,b,c) = min
1bcn

dn+1,b + dn+1,c � db,c.

Therefore, we may assume that bn = bMn and that cn = cMn .
Furthermore, since Wn = ?n+1,bn,cn ,

d(Wn, ?bn) = dbn,n+1+dbn,cn �dn+1,cn ; d(Wn, ?cn) = dcn,n+1+dcn,bn �dn+1,bn . (4.23)

Wn is the only vertex of Tn satisfying (4.23). Indeed, any vertex V satisfying (4.23) must also
satisfy

d(V, ?bn) + d(V, ?cn) = d(?bn , ?cn),

and so must be Wn, the only vertex of J?bn , ?cnK at distance dbn,n+1 + dbn,cn � dn+1,cn of ?bn .
Then, by definition of �n and (4.23), �n(Wn) is the only vertex of Tm

n satisfying

d1(�n(Wn), ?
M
bn) = dbn,n+1+dbn,cn�dn+1,cn ; d1(�n(Wn), ?

M
bn) = dcn,n+1+dcn,bn�dn+1,bn .

Therefore, WM
n and thus T M+1

n are well defined.
Finally recall that Tn+1 = Tn[ JWn, ?n+1K. Then by definition of T M

n+1, (4.22) and �n(Wn) =
WM

n , we have T M
n+1 = T M

n [ {�n(Wn) + x�n, 0  x  d(Wn, ?n+1)}. Also both union
are disjoint, so one can extend �n to an isometry �n+1 from Tn+1 to T M

n+1 such that for every
x 2 JWn, ?n+1K, �n+1(x) := �n(Wn) + d(Wn, x)�n. This concludes the proof.

We now prove a corollary, which we use to prove Theorem 4.5.3.

Lemma 4.9.3. Let ((Tn, dn))n2N be a sequence of R-trees with leaves {?ni }1iN . Assume that

81  i 6= j  n, dn(?
n
i , ?

n
j )�! di,j 2 R+⇤.

Then there exist a unique N -pointed R-tree (T , d, (?1, . . . , ?N )) up to isometry such that for every
1  i, j  N , d(?i, ?j) = di,j . Moreover, ((Tn, dn, (?ni )1iN ))n2N converges for the N -pointed
Gromov–Hausdorff topology (see Section 4.2.3) toward (T , d, (?i)1iN ).

Proof. First uniqueness follows from Lemma 4.9.2. Let us prove existence. For every n 2 N let
Mn := (dn(?ni , ?

n
j ))1i,jN . Similarly let M = (di,j)1i,jN . Note that for every n 2 N,

T Mn ⇢
⇢
x 2 R+N ⇥ {0}N, d1(0, x)  max

1jN
dn(?n1 , ?

n
i )

�
. (4.24)

Thus for every 1  m < N , {WMn

m }n2N is tight.
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Let (ni)i2N be an increasing sequence of integer such that for every 1  m < N , (WMni

m )i2N
converges toward W1

m . Then, intuitively, the whole Algorithm 4.9 converges. More precisely,
T Mni converges for the Hausdorff distance toward a R-tree T that is constructed from Algorithm
4.9 with entry M and where for 1  m < N , WM

m , is replaced by W1
m . Furthermore, for every

1  m  N , (?Mni

m )i2N converges toward ?1n which is also obtained from the same algorithm.
Then it is easy to check that the leaves of T are (?1m )1mN , and that for every 1  i, j  N ,

d(?1i , ?1j ) = lim
m!1

d(?nm

i , ?nm

j ) = lim
m!1

dnm
(?ni , ?

n
j ) = di,j .

Therefore (T , d) satisfies the properties described in the lemma.
Finally, let us prove the convergence. First, the right-hand side of (4.24) is compact so

(T Mn)n2N is a tight sequence for the Hausdorff topology. Then from any converging subsequence
of (T Mn)n2N we may further extract such that (WMni

m )i2N converges. It then follows from the
first part of the proof that (TMn)n2N converges for the Hausdorff distance toward T . Finally by
Lemma 4.9.2 for every n 2 N, (T Mn , d1, (?Mi )1iN ) and (Tn, dn, (?ni )1iN ) are isometric.
The desired convergence follows.

4.10 Appendix B: ⇤c is a continuous function of the matrix distance

Recall Section 4.4.4. Let us extend ⇤i to general R-trees. Note that for every R-tree (T , d), one
may define a Borel measure � on T such that for every a, b 2 T , �Ja, bK = d(a, b). By analogy
with R we call � the Lebesgue measure. For c 2 N, if {?i}1i2c are leaves of T , we let cycc(T )
be the set of all x 2 R such that G(?i)1i2c

(T )\{x} is connected. By Lemma 4.10.1 below
cycc(T ) is measurable. Let ⇤c(T ) be its Lebesgue measure.

It is easy to check that this definition of ⇤c extends the definition of ⇤c described in Section
4.4.4 and informally equals ⇤c + c where ⇤c is defined in the discrete setting in Section 4.4.2. The
goal of this section is to prove a continuity result for ⇤c.

Lemma 4.10.1. For every c 2 N, for every R-tree (T , d), if {?i}1i2c are leaves of T then

cycc(T ) =
[

1bc

J?2b�1, ?2bK.

Proof. On the one hand, for every b  c, J?2b�1, ?2bK ⇢ cyc(G(?i)1i2c
(T )) since J?2b�1, ?2bK is

a cycle in G(yi)1i2c
(T ) (a geodesic path that have the same starting and ending point).

On the other hand, let x 2 T \
S

1bcJ?2b�1, ?2bK. If T \{x} is connected then x /2 cycc(T )
since G(yi)1i2c

(T )\{x} is also connected. Otherwise T \{x} is disconnected. Let T1, T2 be the
two connected components of T \{x}. For every 1  b  2c note that since x /2 J?2b�1, ?2bK,
either ?2b�1, ?2b 2 T1 or ?2b�1, ?2b 2 T2. Therefore, by induction, for every 1  b  c,
G(yi)1i2b

(T )\{x} is still disconnected. In other words, x /2 cycc(T ).

Lemma 4.10.2. Let c 2 N. There exists a continuous function fc : R2c⇥2c, such that for every
R-tree (T , d) such that {?i}1i2c are leaves of T ,

⇤c((T , d)) = fc((d(?i, ?j))1i,j2c).

Furthermore for every � 2 R+, ⇤c((T ,�d)) = �⇤c((T , d)).

Proof. Fix c 2 N. note that ⇤c is invariant under isometry so Lemma 4.9.2 imply that fc exists.
Also, the scaling property is straightforward from the initial definition since rescaling d rescale the
Lebesgue measure. Thus, it remains to prove the continuity property.
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To this end, we prove an explicit formula for ⇤c((T , d))�⇤c�1((T , d)) using Lemma 4.10.1.
Let M := (di,j)1i,j2c := (d(?i, ?j))1i,j2c. Since (T , d) is a R-tree we may define 'c as the
unique isometry from [0, d2i�1,2i] to J?2i�1, ?2iK such that 'c(0) = ?2i�1 and 'c(d2i�1,2i) = ?2i.
We have by the transport formula,

⇤c((T , d))�⇤c�1((T , d)) = �

✓
J?2i�1, ?2iK\

[

1b<c

EJ?2b�1,?2bK

◆

=

Z d2i�1,2i

0

c�1Y

b=1

1'c(x)/2J?2b�1,?2bKdx. (4.25)

Then, since T is a R-tree, for every 1  b < c, J?2b�1, ?2bK \ J?2c�1, ?2cK is a segment. For
every 1  b < c, let Ib be the real interval such that x 2 Ib iff 'c(x) 2 J?2b�1, ?2bK. Intuitively,
by (4.25) it is enough to show that for 1  b < c, Ib may be seen as a continuous function of
M . Indeed, this would directly imply that fc(M)� fc�1((di,j)1i,j2c�2) is continuous. And the
desired result would then follow by induction.

Thus let us fix 1  b < c, and let us compute Ib. For every a, b, c 2 T , ?a,b,c let be the unique
vertex in J?a, ?bK \ J?a, ?cK \ J?b, ?cK. Since T is a R-tree, note that

d(?2c�1, ?2c�1,2c,2b�1) 6= d(?2c�1, ?2c�1,2c,2b) =) Ib = [d(?2c�1, ?2c�1,2c,2b�1), d(?2c�1, ?2c�1,2c,2b)]
+,

where for x, y 2 R, [x, y]+ := [min(x, y),max(x, y)]. Also note that

d(?2c�1, ?2c�1,2c,2b�1) = d(?2c�1, ?2c�1,2c,2b) =) Ib 2 {;, {d(?2c�1, ?2c�1,2c,2b)}}.

Moreover, by Lemma 4.9.1,

d(?2c�1, ?2c�1,2c,2b�1) = d2c�1,2c + d2c�1,2b�1 � d2c,2b�1,

and
d(?2c�1, ?2c�1,2c,2b) = d2c�1,2c + d2c�1,2b � d2c,2b.

Therefore Ib may be seen as a continuous function of M . Finally (4.25) concludes the proof.



Chapter 5

Looptree, Fennec, and Snake of ICRT.

"Having imagination, it takes you an hour to write a paragraph
that, if you were unimaginative, would take you only a minute.
Or you might not write the paragraph at all."

Franklin P. Adams

This chapter is adapted from [30].

We introduce a new theory of plane R-tree, to define plane ICRT (inhomogeneous continuum
random tree), and its looptree, fennec (a Gaussian free field on the looptree), and snake. We prove
that a.s. the looptree is compact, and that a.s. the fennec and snake are continuous. We compute the
looptree’s fractal dimensions, and the fennec and snake’s Hölder exponent. Alongside, we define a
Gaussian free field on the ICRT, and prove a condition for its continuity. In a companion paper [26],
we prove that the looptrees, fennecs, and snakes of trees with fixed degree sequence converge
toward the looptrees, fennecs and snakes of ICRT.
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5.1 Introduction

5.1.1 Motivations and overview of the results

We construct the looptree, "fennec" (a gaussian free field on the looptree), and snake of the ICRT.
We also compute the fractal dimensions (Minkowski, Packing, Hausdorff) of the looptree, and the
Hölder exponents of the fennec and snake. In a companion paper [26] we show that these objects
are the scaling limits of the looptrees, fennecs, and snakes of "D-trees" (uniform rooted trees with
fixed degree sequence D).

Informally, a looptree, introduced by Curien, Kortchemski [44], is constructed by replacing
each vertex of a tree by a cycle of size proportional to its degree, while keeping the tree structure.
Then the fennec (for field+snake) is a Gaussian free field on the looptree. Finally, the snake is the
real process obtained by turning around the looptree clockwise, and reading the value of the fennec.
Those definitions are made formal in Section 5.2, using a new theory of plane R-tree.

Those objects are mainly motivated by scaling limits of maps with fixed face degree sequence.
Indeed, the bijections of Bouttier, Di Fransesco, Guitter [33] and Janson-Stefánsson [55] yield
together a bijection between those maps and D-trees with a discrete fennec. It is now well known
that the convergence of the snakes implies the tightness of the maps. However, although Le Gall
[62] developed a general approach to prove the universality, this question remains open in general.
In the stable case, this key problem is under active investigation by Curien, Miermont, Riera [45].
We refer to Marzouk [68, 67, 69] for elaborate discussions on the subject.

Let us already mention, that independently, Marzouk [69] also proves scaling limits of looptrees
and snakes of D-trees toward objects constructed from processes with exchangeable increments.
We strongly believe that both approaches are useful to study the limits, which thus coincide, from
the point of views of processes with exchangeable increments, and stick-breaking constructions.

In this direction, our theory of plane R-tree builds a bridge between those two points of view.
Indeed, we extend many discrete notions to R-trees, to construct several real processes directly
from the trees. As a result, those processes can now be studied from stick-breaking constructions.
This completes the pioneer ideas of Le Gall (see e.g. [61]), which allow to construct and study trees
from real process. By analogy with this theory, we construct the height process and Lukasiewicz
walk of ICRT, and we will study them in a forthcoming paper [25].
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5.1.2 Theory of plane R-tree: an overview

A discrete plane tree is a rooted tree with an ordering of the children of each vertex. Aldous [11]
extended this notion to binary continuum trees, by using signs -/+, to construct the height process.
The height process is then constructed by Duquesne [48] for general order.

However an order is not enough to construct several objects, and notably the Lukasiewicz walk.
This walk was essential in the work of Le Gall, Le Jan [64, 63], and Le Gall, Duquesne [50, 49]
to study Lévy trees. For P-trees and ICRT, Aldous, Miermont, Pitman [14, 15], developed a
similar theory based on processes with exchangeable increments, but those processes are far less
understood.

Still their depth first walk of P-trees led us to two intuitions: First, P-trees are infinite.
This is confirmed in Chapter 3 since P-trees are the limits of D-trees in the "condensation case"
(when the largest degrees have the same order as the total degree, see Theorem 3.4.1 (a), 3.4.2 (a)).
Then, this process can be seen as a Lukasiewicz walk. This interpretation of this "half-discrete-half
continuum" tree led us to the theory of plane R-tree below:

First we define a notion of angle, which can be seen as numbering the children of each vertex.
With those angles, we can rewrite the discrete definitions of the looptree and fennec for the ICRT.
Then, we define a notion of left and right, which we use to define a contour path in the looptree:
morally start at the root, then turn around each cycle clockwise, and stop after a complete circuit.
Finally we construct many processes, by composing this path with some functions on the looptree.

5.1.3 Stick breaking and the chaining method

Our approach is based on the stick-breaking construction of the ICRT from Chapter 2, which is
adapted from Aldous, Camarri, Pitman [16, 40]. Stick-breaking constructions, first introduced by
Aldous [10], generate a R-tree and are separated in two steps:

• the line R+ is first cut into the segments ("sticks" or "branches") [0, Y1], (Y1, Y2], (Y2, Y3] . . .
• then for every i 2 N the segment (Yi, Yi+1] is glued at position Zi  Yi.

In Chapter 2 we study the compactness and dimensions of ICRT. We now use similar methods,
which can be split into simple topological/logical arguments, and many uses of the chaining method.

This method has found many applications in concentration theory (see e.g. Talagrand [79], or
[32] Chapter 13), and to study random metric spaces, and notably stick-breaking constructions (see
e.g. Aldous [10] ; Amini, Devroye, Griffiths, Olver [17] ; Curien, Haas [43] ; Sénizergues [77]).

Let us explain its main principle: The goal is to estimate the max of a function f on a space S.
To this end, consider a sequence of increasing subspaces1 (Si)i2N of S "approximating" S, and for
every i 2 N, a projection pi : Si+1 ! Si. The main idea is that if (Si)i2N are properly chosen:

max
x2S

f(x) 
X

i2N
max
x2Si+1

(f(x)� f(pi(x))).

As a result, one can decompose a complex estimate into many simpler ones. Moreover, when
(Si)i2N are well chosen, it tends to give optimal bounds 2.

In most of our proofs S is the looptree, and (Si)i2N are the sub-looptrees obtained after gluing
a certain number of branches. Then f can be the distance between a vertex and a fixed set to prove
compactness, or compute fractal dimensions. f can also be some partial sums to prove uniform
convergence, or continuity. In Chapter 3, we also used it to prove the tightness of D-trees.

In this paper we often re-decompose for every i 2 N, the estimate of maxx2Si+1 f(x)�f(pi(x)):
On the one hand, we estimate the maximum number of branches separating x 2 Si+1 from Si. On
the other hand, we estimate how f vary on each branches. Finally we multiply the worst cases.

1For more complex algorithms one may want to consider general (Xi)i2N and a family of functions fi on Xi.
2Reverse bounds tends to be much harder to prove. See e.g. Section 2.6.3 for ICRT in the non compact case.
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Plan of the paper: In Section 5.2, we define our objects and state our main results. We also
deduce the Hölder continuity of the fennec and snake from our other results. In Section 5.3, we recall
several technical results from Chapter 2. In Section 5.4, we prove the compactness of the looptree.
In Section 5.5, we study the notions of left and right. In Section 5.6, we construct the contour path
and prove its Hölder continuity. In Section 5.7, we compute the fractal dimensions of the looptree.
In Section 5.8, we study the Gaussian free field on the ICRT. In Section 5.9, we prove that the
fennec is well defined, and extend its definition to other fields. Both Sections 5.8, 5.9 can be read
right after Section 5.3.

Acknowledgment I am grateful to Cyril Marzouk for the interesting discussions we got at CIRM.

5.2 Model and main results.

5.2.1 Basic notions on R-trees and plane R-trees.

A Polish space is a separable, complete, metric space. A R-tree is a geodesic, loopless, Polish space
(see Le Gall [61]). A rooted R-tree is a R-tree with a distinguished vertex.

For every R-tree T , and x, y 2 T , let Jx, yK denote the geodesic path between x and y. The
closest common ancestor of x, y 2 T is the vertex x^ y 2 J⇢, xK\ J⇢, yK which maximizes d(⇢, z).
For every x 2 T , the degree deg(x) of x in T is the number of connected components of T \{x}.

An angle function on a rooted R-tree (T , d, ⇢) is a function u : T 2 ! [0, 1] such that:
• For all x 2 T , ux,⇢ = ux,x = 0.
• For all x 2 T , y, z 2 T \{x}, ux,y = ux,z iff y and z are connected in T \{x}.

A plane R-tree is a rooted R-tree equipped with an angle function.
To avoid measurability issues, we further assume in the definition that a plane R-tree is balanced:

for every x, y 2 T if deg(x) = 2 then ux,y 2 {0, 1/2}.

5.2.2 ICRT, and plane ICRT

We first introduce a generic stick breaking construction. It takes for input two sequences in R+

called cuts y = (yi)i2N and glue points z = (zi)i2N, which satisfy

8i < j, yi < yj ; yi�!1 ; 8i 2 N, zi  yi,

and creates an R-tree by recursively "gluing" segment (yi, yi+1] on position zi , or rigorously, by
constructing a consistent sequence of distances (dn)n2N on ([0, yn])n2N.

Algorithm 5.1. Generic stick-breaking construction of R-tree.
– Let d0 be the trivial metric on [0, 0].
– For each i � 0 define the metric di+1 on [0, yi+1] such that for each x  y:

di+1(x, y) :=

8
><

>:

di(x, y) if x, y 2 [0, yi]

di(x, zi) + |y � yi| if x 2 [0, yi], y 2 (yi, yi+1]

|x� y| if x, y 2 (yi, yi+1]

where by convention y0 := 0 and z0 := 0.
– Let d be the unique metric on R+ which agrees with di on [0, yi] for each i 2 N.
– Let SB(y, z) be the completion of (R+, d).

Let ⌦ be the space of sequences {✓i}i2N in R+ with
P1

i=0 ✓
2
i = 1 and ✓1 � ✓2 � . . . The

ICRT of parameter ⇥ 2 ⌦ is the random R-tree constructed via the following algorithm.



5.2. MODEL AND MAIN RESULTS. 141

Algorithm 5.2. Construction of ⇥-ICRT (Algorithm 2.1)
- Let X = (Xi)i2N a family of independent exponential random variables of parameter (✓i)i2N.
- Let µ be the measure on R+ defined by µ = ✓20dx+

P1
i=1 �Xi

✓i.
- For each l 2 R+ let µl be the restriction of µ to [0, l], and let pl := µl/µ[0, l].
- Let Y = (Yi)i2N be a Poisson point process on R+ of rate µ[0, l]dl.
- Let Z = (Zi)i2N be a family of independent random variables with laws (pYi

)i2N.
- The ⇥-ICRT is defined as (T , dT ) = SB(Y,Z) (see Algorithm 5.1).

Remarks. • When ✓0 = 1, the ICRT is the Brownian CRT.
• When ✓0 = 0 and

P1
i=1 ✓i < 1, T "is" a P-tree with a modified distance (see Section 3.5.2).

• When ⇥ is random and corresponds to the jumps and brownian part of a Lévy bridge, the ICRT
"is" a Lévy tree. (Equal in GP distribution, by unicity of the limit of D-trees, see Section 3.8.1.)
• Morally, (Xi)i2N and (✓i)i2N corresponds to the vertices of highest degrees with their degrees.
On the other hand, ✓0 corresponds to vertices with small degrees.

We root ICRT at 0. Recall that to define a plane R-tree, we need an angle function U . This is
equivalent to define for each x 2 T , and for each connected component C of T \{x} with 0 /2 C,
the value of Ux,y 2 [0, 1] for a unique y 2 C. So, the following algorithm a.s. does well define an
angle function on the ICRT. Also, the last line below insure that a.s. (T , dT , 0, U) is balanced.

Algorithm 5.3. Construction of the uniform angle function U on the ICRT.
- Let (UX,i)i2N, (UZ,i)i2N be independent uniform random variables in [0, 1].
- Let U be the unique angle function on T such that:

- For every i 2 N, U(Xi, Yinf{a2N:Ya>Xi}) = UX,i

- For every i 2 N, U(Zi, Yi+1) = UZ,i.
- For every x 2 R+\

S
i2N{Xi, Yi}, we have U(x, Yinf{a2N:Ya>x}) = 1/2.

5.2.3 The ICRT looptree

To extend the discrete setting, we want to replace each vertex by a loop. So we define L as T ⇥ [0, 1]
with a proper pseudo-distance dL corresponding to the cycles.

To define dL we need the sizes of the cycles, which in the discrete correspond to the degrees.
For ICRT, although the degrees are infinite, the only vertices with high degrees are (Xi)i2N and
their degrees are morally proportional to (✓i)i2N.

Thus we may define L by concatenating some cycles of perimeter (✓i)i2N. Actually, this is not
enough, since we forget the vertices of small degrees. Morally their degrees corresponds to ✓0dl.
Then by concatenating the corresponding cycles we get segments of length ✓20/4dl. (The factor 1/4
is the mean distance between two points in a cycle of perimeter 1.)

So, we formally define the ICRT looptree as follows: Let c be the distance in the torus [0, 1].
For every x, y 2 T , u 2 [0, 1], let Ux,y,u = Ux,y if x 6= y and let Ux,y,u = u otherwise. We define
a pseudo-distance dL on T ⇥ [0, 1] such that for all (x, u), (y, v) 2 T ⇥ [0, 1] (see Figure 5.1),

dL((x, u), (y, v)) :=
✓20
4
dT (x, y) +

X

i2N
✓ic(UXi,x,u, UXi,y,v). (5.1)

Finally let (L, dL) be the completion of the pseudo-metric space (T ⇥ [0, 1], dL).

Theorem 5.2.1. Almost surely dL is finite on T ⇥ [0, 1], and (L, dL) is compact.

Remark. When ✓1 = 1, L is a cycle of size 1. When ✓0 = 1, L is the Brownian CRT.

Sadly, several of our notions are initially defined in R+ ⇥ [0, 1] or in T ⇥ [0, 1], but not in L.
So, to avoid any issues, we extend the above notions to L:
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(x; u)
(y; v)

Figure 5.1: A continuum looptree L. The geodesic between (x, u), (y, v) 2 L is red. The distance
between (x, u) and (y, v) is the sum of the length of all potential cords that lies in this geodesic.
This is a simplified picture, since L usually has infinitely many cycles which can have size null.

Proposition 5.2.2. Almost surely the following assertions hold:
(a) L is the completion of (R+ ⇥ [0, 1], dL).
(b) If T is compact, then L = T ⇥ [0, 1], and pT ,L : (x, u) 2 L ! x 2 T is continuous.
(c) For every i 2 N with ✓i > 0, ↵ 2 T ⇥ [0, 1] 7! UXi,↵ extends to a continuous function from

(L, dL) to ([0, 1], c).
(d) For every ↵,� 2 L, writing when ✓0 > 0 dT : (x, u), (y, v) 2 L 7! dT (x, y),

dL(↵,�) =
✓20
4
dT (↵,�) +

X

i2N
✓ic(UXi,↵, UXi,�).

Remark. If T is not compact, then L morally contains the "ends of the infinite branches" of T (see
Section 5.5.4). Those points are dense in L (cf Lemma 2.6.6), so pT ,L is nowhere continuous.

We now give the fractal dimensions of L, whose definitions are recalled in Section 5.7.1. Let,

d := 1 + lim inf
l!1

logE[µ[0, l]]
log l

; d := 1 + lim sup
l!1

logE[µ[0, l]]
log l

. (5.2)

Remark. l 7! lE[µ[0, l] is an analog of the Laplace exponent  for Lévy processes (see [15] and
Lemma 2.6.1). Also, by Lemma 5.3.1 (b), 1  d  d  2.

Theorem 5.2.3. Almost surely the upper Minkowski dimension, and Packing dimension of L are d.
Almost surely the lower Minkowski dimension, and Hausdorff dimension of L are d

5.2.4 The ICRT fennec

To mimic the discrete setting, we want to define the ICRT fennec F as a Gaussian free field (a
random function) on L. We construct it explicitly by mimicking our construction of the looptree.

First, to deal with vertices of small degree we construct a Gaussian free field on T . To this end,
we adapt Algorithm 5.1: Let B : R+ ! R be a Brownian motion. Then define inductively G on
R+ such that for every i 2 N and Yi < x  Yi+1,

G(x) := G(Zi) +B(x)�B(Yi). (5.3)

To construct the fennec F, we need to show that G extends to a continuous function on T if ✓0 > 0.
We actually prove the much stronger result:

Theorem 5.2.4. Almost surely G extends to a continuous function on T if
Z 1 dl

l
p
E[µ[0, l]]

< 1. (5.4)
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Remark. By Theorem 2.3.1, T is a.s. compact iff
R1 dl/(lE[µ[0, l]]) < 1, so G is well defined

on most compact ICRT. Also, we believe one can adapt Section 2.6.3 to show that (5.4) is necessary.
Moreover, in [49] Chapter 4.5, Duquesne and Le Gall prove the equivalence for Lévy trees.

We now adapt (5.1). Beforehand, recall that if ✓0 > 0, by Proposition 5.2.2 (b), that L =
T ⇥ [0, 1] and that pL,T : (x, u) 2 L ! x is continuous. Then the fennec is

F : ↵ 2 L 7! ✓0p
6
G � pL,T (↵) +

1X

i=1

p
✓iBi(UXi,↵). (5.5)

Theorem 5.2.5. Almost surely the sum in (5.5) converges uniformly on L, so F is continuous.

We will actually prove a stronger statement where the functions (Bi)i2N are replaced by more
general random functions under a moment condition for their maximums (see Section 5.9). We
believe that this extension may have applications to study more complex fields on D-trees.

A direct corollary of Theorem 5.2.5 is that F is indeed a Gaussian free field on L:

Proposition 5.2.6. Almost surely, conditionally on X,Y,Z, U , for every ↵,� 2 L, F(↵)� F(�)
is Gaussian with variance

d0L(↵,�) :=
✓20
6
dT (↵,�) +

X

i2N
✓i|UXi,↵ � UXi,� |(1� |UXi,↵ � UXi,� |).

Remark. 1
2dL  d0L  dL so d0L is equivalent to dL.

5.2.5 Left, Front, Right (see Figure 5.2)

In this section (T , d, ⇢, u) denote an arbitrary plane R-tree. For every x 2 T , (y, w) 2 T ⇥ [0, 1] let
ux,y,w := ux,y if x 6= y and let ux,y,w := w otherwise. For all ↵ = (x, v),� = (y, w) 2 T ⇥ [0, 1],
we say that ↵ is at the left of � (or � is at the right of ↵) and write ↵y � if ux^y,x,v < ux^y,y,w.
We say that � is in front of ↵ and write ↵�� if x 2 J0, yK and ux,y,w = v.

x

v

Left

Front

Right

0

Figure 5.2: A vertex (x, v) 2 T ⇥ [0, 1] with its left (red), front (purple), right (blue) are represented.

Lemma 5.2.7. Let � be the binary relation defined on T ⇥ [0, 1] such that for all ↵,� 2 T ⇥ [0, 1]:

↵ � � () (↵y �) or (↵��).

Then � is a total order relation on T ⇥ [0, 1] and is called the contour order.

Proof. See Appendix 5.10.

Finally let ⌫ be a �-finite borel measure on T . Let ⌫L := µ⇥ 1l2[0,1]dl. The mass on the left,
front, right of ↵ 2 T ⇥ [0, 1] are denoted by, (see Appendix 5.10 for definiteness)

⌫x(↵) := ⌫L{� : � y ↵} ; ⌫O(↵) := ⌫L{� : ↵��} ; ⌫y(↵) := ⌫L{� : ↵y �}.
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5.2.6 The contour path, and the ICRT snake

Recall that for l 2 R+, µl is the restriction of µ to [0, l], and pl = µl/µ[0, l]. Also by Proposition
2.3.2 a.s. (pl)l2R+ converges weakly toward a probability measure p. We prove that a.s. px extends
to a function continuous at L\(R+⇥ [0, 1]) (see Section 5.5.3), and that px has an "inverse": Below
⇠L denote the equivalent relation on L such that for every ↵,� 2 L, ↵ ⇠L � iff dL(↵,�) = 0.

Theorem 5.2.8. Almost surely there exists a continuous function C : [0, 1] 7! L such that for every
↵ 2 L, C(px(↵)) ⇠L ↵. We call C the contour path on L (see Figure 5.6).

Figure 5.3: A continuum looptree L, with its contour path C : [0, 1] 7! L in red. The path start at the
root (0, 0) then "turn around" each cycle clockwise. It is continuous, "surjective", not "injective".

The density of {px(↵),↵ 2 L} (see Lemma 5.5.3) implies that C is unique up to ⇠L. Moreover
it also implies with the existence of C that:

Proposition 5.2.9. Almost surely for every continuous function F : L 7! R, F � C is the unique
continuous function f such that for every ↵ 2 L, f(px(↵)) = F (↵).

In particular, we define the ICRT snake as Z := F � C.
Remark. Similarly, if T is a.s. compact, we can define the height process of the ICRT as follows.
First by Proposition 5.2.2 (b), L = T ⇥ [0, 1], and pT ,L : (x, u) 2 L ! x is continuous. Then we
define the contour path on T as CT := pT ,L � C. This path is a.s. continuous by continuity of C.
Finally, the height process is

H : x 2 [0, 1] 7! dT (0,CT (x)).

Also by first defining

L : (x, u) 2 L 7! ✓20
2
dT (0, x) +

X

i2N:Xi2J0,xK
✓i(1� UXi,x,u),

we may define the Lukasiewicz walk as X := L � C. We will study H and X in [25].
We now consider the Hölder continuity. Our first point is that for any continuous function F ,

the Hölder continuity of F � C can be deduced from the Hölder continuity of F and C. Moreover:

Theorem 5.2.10. Recall (5.2). A.s. C is Hölder continuous with any exponent smaller than 1/d.

Remark. The bound is optimal. Indeed, if C is ↵-Hölder continuous then L have Minkowski upper
dimension at most 1/↵ (see Lemma 5.7.3).

Thus, since by Proposition 5.2.6, a.s. F is a Gaussian free field on (L, d0L), which have by
Theorem 5.2.3 finite upper Minkowski dimension, we deduce (see Lemma 5.11.1):

Theorem 5.2.11. Almost surely F is Hölder continuous with any exponent smaller than 1/2, and
Z is Hölder continuous with any exponent smaller than 1/2d.
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5.3 Recalls from Section 2.4
We prove the following results in Section 2.4: (Actually in Chapter 2 we focus on the case where
✓0 > 0 or

P1
i=1 ✓i = 1, but the proof is exactly the same in the complementary case. Also (d) is

slightly modified from Lemma 2.4.6 using Lemma 2.4.5.)

Lemma 5.3.1. The following assertions hold a.s.:
a) The map l 7! E[µ[0, l]] is concave.
b) As l ! 1, µ[0, l] ⇠ E[µ[0, l]] = ✓20l + o(l).
c) For every l large enough, #([0, l] \ {Yi}i2N)  2µ[0, l]l  2l2.
d) For every i large enough, µ[Yi�1, Yi]  log(Yi)2/Yi.

We now adapt Lemma 2.4.7. First let us define a metric, which morally counts the number of
branches between two points. To do so, we adapt Algorithm 5.1: First let dN,0 be the trivial metric
on [0, 0]. Then for every i � 0, define dN,i+1 as the metric on [0, Yi+1] such that for every x < y,

dN,i+1(x, y) :=

8
><

>:

dN,i(x, y) if x, y 2 [0, Yi]

dN,i(x, Zi) + 1 if x 2 [0, yi], y 2 (Yi, Yi+1]

1 if x, y 2 (Yi, Yi+1]

Finally let dN be the unique metric on R+ which agrees with dN,i on [0, Yi] for every i 2 N.

Lemma 5.3.2. Almost surely, for every n large enough, for every x  2n+1, dN(x, [0, 2n])  4n.

Proof. We adapt the proof of Lemma 2.4.7. Let F := �(µ, {Yi}i2N). Let z be a random variable
F-measurable in [0, 2n+1]. Let us follow the geodesic path between z and [0, 2n] (see Figure 5.4):
Let z0 := z, then for every i � 0, let ki := max{k 2 N : Yk < zi} and let yi := Yki , and let
zi+1 := Zki . Finally note that dN (x, [0, 2n]) = T := inf{t 2 N, zt  2n}.

zT

Glue

[0; 2n]

y0 y1 y2 y3

z1
z2

z3

z0 := z

Figure 5.4: A typical construction of (zi, yi)i2N. Each segment represents a branch.

Then for every i � 0 let Fi := �(F , z0, . . . , zi). Recall that conditionally on F , (Zi)i2N are
independent so ((yi, zi),Fi)i�0 is a Markov chain. Also T is a stopping time for this Markov chain.
Moreover by definition of (Zi)i2N, if zi � 2n,

P(zi+1  2n|Fi) =
µ[0, 2n]

µ[0, yi]
� µ[0, 2n]

µ[0, z]
� µ[0, 2n]

µ[0, 2n+1]
� 1/3,

where the last inequality holds a.s. for every n large enough by Lemma 5.3.1 (a) (b). Thus,

P(T � 4n) = P(z4n�1 > 2n)  (2/3)4n�1.

Therefore by an union bound,

P
�
91  i  22n+3 : Yi  2n, dN(Yi, [0, 2

n+1]) � 4n
��F

�
= O(1/n2).

Hence, by the Borel–Cantelli Lemma, and by Lemma 5.3.1 (c), a.s. for every n large enough,

max{dN(Yi, [0, 2n]) : i 2 N, Yi  2n+1}  4n� 1.

Finally simply note that dN(·, [0, 2n]) is constant among branches.
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5.4 Basic properties on L.

5.4.1 Proof of the compactness of L.

We first show an upper bound on dL. Then we introduce the projections on Ll := [0, l] ⇥ [0, 1].
Then we show that for every l 2 R+, (Ll, dL) is a.s. compact. Then we upper bound for n 2 N,
dH(L2n ,L2n+1). Finally, we show that L is a.s. compact with the chaining method.

Lemma 5.4.1. A.s. for every (x, u), (y, v) 2 T ⇥ [0, 1], we have dL((x, u), (y, v))  µJx, yK.
Also for every x 2 T , (y, v) 2 T ⇥ [0, 1], we have dL((x, Ux,y,v), (y, v))  µKx, yK.

Proof. We focus on the second assertion as the first can be proved similarly. Let u = Ux,y,v. Recall
that by definition, writing c for the distance on the torus [0, 1],

dL((x, u), (y, v)) =
✓20
4
dT (x, y) +

X

i2N
✓ic(UXi,x,u, UXi,y,v).

Then note that for every i 2 N such that Xi /2 Jx, yK, x, y are connected in T \{Xi}, hence
UXi,x,u = UXi,x = UXi,y = UXi,y,v. Also Ux,x,u = u = Ux,y,v. Therefore,

dL((x, u), (y, v))  ✓20dT (x, y) +
X

i2N:Xi2Kx,yK
✓i = µKx, yK.

Remark. Note that Lemma 5.3.1 (c) (d) implies µ[Yi, Yi+1] = O(i�1/2+o(1)). Also by Lemma
5.4.1 the diameter of the branches of the looptree is bounded by (µ[Yi, Yi+1])i2N. Thus we are
close from the compact setting of Curien and Haas [43] and of Sénizergues [77].

We now introduce the projections on T and on L (see Figure 5.5). For all x 2 T , and l 2 R+,
let ⇢̄l be the projection of x on Tl := [0, l], that is the unique z 2 Tl which minimizes dT (x, z).

(x; u) ρ̊l(x; u)x

ρ̄l(x)

Uρ̄l(x);x

u

0 (0; 0)

Figure 5.5: Two representations of ⇢̊l, from the tree on the left, and from the looptree on the right. Tl
and Ll are in blue. T \Tl and L\Ll are in black dashed. Here U⇢̄l(x),x,u = U⇢̄l(x),x since ⇢̄l(x) 6= x.

Lemma 5.4.2. For every (x, u) 2 T ⇥ [0, 1] and l 2 R+, � 2 Ll 7! dL((x, u),�) reach its
minimum at ⇢̊l(x, u) := (⇢̄l(x), U⇢̄l(x),x,u). We call ⇢̊l(x, u) the projection of x on Ll.

Proof. Note that, since T is a R-tree, for every y 2 [0, l], for every z 2K⇢̄l(x), xK, Uz,y = 0. Thus,
for every (y, u) 2 Ll, since dT (x, y) � dT (x, ⇢̄l(x)),

dL((x, u), (y, v)) �
✓20
4
dT (x, ⇢̄l(x)) +

X

i:Xi2K⇢̄l(x),xK
✓ic(UXi,x,u) = dL(x, ⇢̊l(x)), (5.6)

where the last inequality is obtained by a small modification of the proof of Lemma 5.4.1.
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Lemma 5.4.3. Fix l > 0. Almost surely, dL is finite on Ll = [0, l]⇥ [0, 1], and (Ll, dl) is compact.

Proof. The finiteness of dL directly follows from Lemma 5.4.1 since for every (x, u), (y, v) 2 Ll,
Jx, yK ⇢ [0, l], and since almost surely µ is locally finite. So let us focus on the compactness.
Let ((xn, un))n2N 2 (Ll, dL)N. Up to extraction, we may assume that (xn)n2N converges for dT
toward x 2 [0, l]. Then note that, for every X 6= x and for every n large enough, xn and x are
connected in T \{X}, so UX,x,u = UX,xn,v. Furthermore, up to extraction, we may also assume
that Ux,xn,un

! u 2 [0, 1] as n ! 1. Therefore, by dominated convergence, a.s.

dL((xn, un), (x, u)) =
✓20
4
dT (xn, x) +

X

i2N:Xil

✓ic(UXi,x,u, UXi,y,v) ! 0.

We now show that (L2n)n2N is a Cauchy sequence for dH .

Lemma 5.4.4. The following assertions hold a.s. for every n large enough:
a) maxx2[0,2n+1]miny2[0,2n] µKy, xK  4n3/2n.
b) dH(L2n ,L2n+1)  4n3/2n.

Proof. Let (x, u) 2 L2n+1 . By lemma 5.4.1,

dL((x, u), ⇢̊2n(x, u))  µK⇢̄2n(x), xK.

Also, a.s. for every n large enough, by Lemma 5.3.2 K⇢̄2n(x), xK morally consists in the union of a
part of at most 4n branches of the form ]Yi, Yi+1], which have by Lemma 5.3.1 mass at most n2/2n.
Hence µK⇢̄2n(x), xK  4n3/2n. Since (x, u) 2 L2n+1 is arbitrary, this concludes the proof.

We will reuse the following intermediate result in [25]:

Lemma 5.4.5. Almost surely x 7! µJ0, xK is bounded on T .

Proof. First by Lemma 5.4.4 (a) almost surely, for every n large enough,

max
x2[0,2n+1]

µJ0, xK  max
x2[0,2n]

µJ0, xK + 4n3/2n.

Thus since
P

4n3/2n < 1, x 7! µJ0, xK is bounded on R+. Moreover for every x 2 T \R+, by
monotone convergence, and since µ(T \R+) = 0, as y ! x, y 2 J0, xJ,

µJ0, yK�!µJ0, xJ= µJ0, xK. (5.7)

Proof of Theorem 5.2.1. By Lemma 5.4.5 and (5.7), for every x 2 T , miny2R+ µJy, xK = 0.
Hence, by Lemma 5.4.1, dH(T ⇥ [0, 1],R+ ⇥ [0, 1]) = 0. So, since L is the completion of
(T ⇥ [0, 1], dL), we have dH(L,R+ ⇥ [0, 1]) = 0.

Then by Lemma 5.4.4, (L2n)n2N is a Cauchy sequence for the Hausdorff pseudo-distance. Also,
by Lemma 5.4.3, for every n 2 N, L2n is compact. Hence, since L is complete, (L2n)n2N converges
toward a compact subset of L. This subset contains R+⇥ [0, 1]. And since dH(L,R+⇥ [0, 1]) = 0,
it is at distance 0 of L. Therefore, L is compact.

In passing note that we also prove the following result, which we will reuse in [26].

Proposition 5.4.6. Almost surely as l ! 1, dH(Ll,L) ! 0.
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5.4.2 Proof of Proposition 5.2.2

Toward (a), simply recall that dH(L,R+ ⇥ [0, 1]) = 0.
Toward (b), to show that T ⇥ [0, 1] = L it is enough to prove that (T ⇥ [0, 1], dL) is compact.

Let ((xn, un))n2N be a sequence in T ⇥ [0, 1]. Since T is compact, we may assume up to extraction
that xn ! x 2 T , and Ux,xn,un

! u 2 [0, 1]. Let us prove (xn, un) ! (x, u). There is two cases:
Either x /2 R+. In this case, for every l 2 R+, for every n large enough, x and xn are connected

in T \[0, l]. And it follows, by Lemma 5.4.2, that for every n large enough,

dL((xn, un), (x, u))  2dH([0, l]⇥ [0, 1],L),

which converges a.s. to 0 as l ! 1, by Proposition 5.4.6.
Or x 2 R+. In this case, for every l � x, as n ! 1, by Lemma 5.4.2, ⇢̊l(xn, un) ! (x, u).

Thus a.s.
lim sup
n!1

dL((xn, un), (x, u))  dH(Ll,L) �!
l!1

0.

Then we show that pT ,L : (x, u) 2 T ⇥ [0, 1] 7! x is continuous on T ⇥ [0, 1]. We argue by
contradiction. Assume that there exists (xn, un) 2 LN such that as n ! 1, (xn, un) ! (x, u) 2 L
but xn 9 x. Since T is compact we may assume up to extraction that xn ! y 2 T .

Since x 6= y, there exists a < b 2 R+\{x, y} such that [a, b] ⇢Kx, yJ. Then by density of µ on
R+ (see proof of Theorem 2.3.1), either ✓0 > 0, so

lim inf
n2N

dL((xn, un), (x, u)) �
✓20
4
dT (y, x) > 0,

or there exists i 2 N with ✓i > 0 and Xi 2 [a, b]\{x ^ y}, so for every n 2 N large enough,

dL((xn, un), (x, u)) � ✓iUXi
> 0,

where the last inequality holds almost surely. Both cases contradict dL((xn, un), (x, u)) ! 0.
Toward (c), note that by definition of dL, for every i 2 N with ✓i > 0, ↵ 7! UXi,↵ is 1/✓i

Lipschitz from T ⇥ [0, 1] to ([0, 1], c), and so extends by continuity on L.
Toward (d), by (c) and definition of dL on T ⇥ [0, 1], it is enough to show that as n ! 1,

↵,� 2 L2 7!
Pn

i=1 ✓ic(UXi,↵, UXi,�) converges uniformly as n ! 1. To this end, first note that
by dominated convergence, for every l 2 R+, as n,m ! 1, a.s. (see proof of Lemma 5.4.1)

�n,m,l := max
↵,�2Ll

mX

i=n

✓ic(UXi,↵, UXi,�) 
1X

i=n

✓i1Xi2[0,l] ! 0.

Then, by definition of dL, and the triangular inequality, for every l 2 R+, as n,m ! 1, a.s.

�n,m := max
↵,�2T ⇥[0,1]

mX

i=n

✓ic(UXi,↵, UXi,�)

 2dH(Ll,L) + max
↵,�2T ⇥[0,1]

mX

i=n

✓ic(UXi,⇢̊l(↵), UXi,⇢̊l(�))

 2dH(Ll,L) +�n,m,l

! 2dH(Ll,L). (5.8)

By Proposition 5.4.6 a.s. dH(Ll,L) ! 0. Thus by (5.8) as n,m ! 1 a.s. �n,m ! 0. The
maximum in (5.8) is then directly extended to L by (c). This yields the desired uniform convergence.
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5.5 Preliminary results on left, front, right

In this section is we prove the technical results necessary to construct and study C in Section 5.6. In
Section 5.5.1, 5.5.2 we prove generic results on y,�, and on px, pO, py. In Section 5.5.3, 5.5.4
we extend respectively (⇢̊l)l>0 and px to L. In Section 5.5.5 we estimate pl,x.

5.5.1 Properties of y, �.

Recall Section 5.2.5. The following lemma is proved in Appendix 5.10:

Lemma 5.5.1. � is a partial order. y is a strict partial order. � raises � (see Figure 5.6): for
every � y � 2 T ⇥ [0, 1], for every ↵ 2 T ⇥ [0, 1], ��↵) � y ↵ and ��↵) ↵y �.

β γ

α

β γ

α

β y γ

α y γβ y α
γ C α β C α

β y γ

Figure 5.6: The cases of Lemma 5.5.1. The assumptions are blue. The conclusions are red.

Lemma 5.5.2. Recall ⇢̄, ⇢̊ from section 5.4.1. For every l > 0, ↵ = (x, a),� = (y, b) 2 T ⇥ [0, 1]:
(a) If ⇢̊l(↵) y ⇢̊l(�) then ↵y �.
(b) If ⇢̊l(↵)� ⇢̊l(�) and ⇢̊l(↵) 6= ⇢̊(�) then ↵ = ⇢̊l(↵)��.

Proof. First by definition of ⇢̊, ⇢̊l(↵) = (⇢̄l(x), U⇢̄l(x),↵)�↵ and similarly ⇢̊l(�)��. (a) follows
since � raises y. Toward (b), ⇢̊l(↵)�↵, and ⇢̊l(↵)� ⇢̊l(�), so either:

• x = ⇢̄l(x).
• ⇢̄l(y) = ⇢̄l(x) and then by ⇢̊l(↵)� ⇢̊l(�), we have ⇢̊l(↵) = ⇢̊l(�).
• x, ⇢̄l(y) are connected in T \{⇢̄l(x)} which is absurd by definition of ⇢̄.

Hence, x = ⇢̄l(x). So since ⇢̊l(↵)�↵, by definition of �, ↵ = ⇢̊l(↵). Finally ↵� ⇢̊l(�)��.

5.5.2 Generic properties on px, pO, py

In this section (T , d, ⇢, u) denotes a plane R-tree, and p denotes a probability Borel measure on T .

Lemma 5.5.3. The following assertions hold:
(a) For every ↵ 2 T ⇥ [0, 1], px(↵) + pO(↵) + py(↵) = 1.
(b) px is increasing for �.
(c) If A is a random variable with law p⇥ 1l2[0,1]dl, then almost surely pO(A) = 0.
(d) With the same notations, px(A) is uniform in [0, 1].
(e) {px(↵)}↵2T ⇥[0,1] is dense in [0, 1].

Proof. Toward (a), note that for every ↵ 2 T ⇥ [0, 1], we have the following partition,

T ⇥ [0, 1] = {� : � 6= ↵,��↵} [ {� : ↵y �} [ {� : ↵��} [ {� : � y ↵}. (5.9)

Then by Fubini’s theorem since for every y 2 T , #{v 2 [0, 1], (y, v)�↵}  1, we have
µL{� : ��↵} = 0. (a) follows from (5.9).

Toward (b), by Lemma 5.5.1, for every ↵ � � 2 L, {� : � y ↵} ⇢ {� : � y �}.
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Toward (c), let A,A0 be independent random variables with law µL. Since T is separable, and
balanced, the events A y A0, A�A0 are measurable (see Lemma 5.10.4). The measurability of
the other random variables in the proof is then due to Fubini’s Theorem.

Then note that a.s. pO(A) = P[A�A0|A], and by (a) a.s. p{↵ : ↵�A0} = P[A�A0|A0] = 0.
Hence, by Fubini’s theorem, a.s. pO(A) = 0.

Toward (d), let (Ai)i2N be a family of independent random variables with law p⇥ 1l2[0,1]dl.
By the weak law of large number a.s.

1

n

nX

i=1

P(Ai y A1|A1) �!
n!1

px(A1). (5.10)

Furthermore, by (b) for every i 6= j 2 N,

P(Ai�Aj) = E[P(Ai�Aj |Ai)] = E[pO(Ai)] = 0.

Hence, since � is a total order, a.s. for every i, j 2 N either Ai y Aj or Aj y Ai. Moreover,
the law of (Ai)i2N is invariant by permutations. Hence for every n 2 N, #{i  n : Ai y A1} is
uniform in {0, 1, 2, . . . , n� 1}. Finally (d) follows from (5.10). (e) directly follows from (d).

5.5.3 Extension of ⇢̊l to L

Recall notations ⇢̄, ⇢̊ from section 5.4.1. Although for all l > 0, ⇢̊l is continuous on T ⇥ [0, 1],
we do not want to extend it by continuity. Indeed, a continuous extension is only defined up to
⇠L, while y, � are not. So we prove instead that ⇢̊l is locally constant around each vertex of
L\(T ⇥ [0, 1]), and extend it naturally. First, we prove that ⇢̊ is piecewise constant:

Lemma 5.5.4. For every l > 0, for every C connected component of T \[0, l], ⇢̄ is constant on C,
and ⇢̊ is constant on C ⇥ [0, 1].

Proof. The first assertion is classic, so we leave it to the reader as an exercise. Let x, y 2 C and
let a, b 2 [0, 1]. ⇢̄(x) = ⇢̄(y). Since x, y 6= ⇢̄(x), U⇢̄l(x),x,a = U⇢̄l(x),x and U⇢̄l(x),y,b = U⇢̄l(x),y.
Also since x, y are connected in T \{⇢̄(x)}, we have U⇢̄l(x),x = U⇢̄l(x),y. So U⇢̄l(x),x,a = U⇢̄l(y),y,b.
Therefore, ⇢̊(x, a) = ⇢̊(y, b).

For every ↵ 2 L, and " > 0 let B(↵, ") denote the open ball for dL of center ↵ and radius ".

Lemma 5.5.5. For every l > 0, for every↵ 2 L, ⇢̊l is constant on (T ⇥[0, 1])\B(↵, dL(↵, [0, l])/2).

Proof. We argue by contradiction. Let l > 0, ↵ 2 L, � = (y, b), � = (z, c) 2 T ⇥ [0, 1].
Assume that ⇢̊l(�) 6= ⇢̊l(�), and dL(�,↵) < dL(↵, [0, l])/2, and dL(�,↵) < dL(↵, [0, l])/2. Let
D = dL(↵, [0, l]). By the triangular inequality,

d(�, [0, l]) > D/2 ; d(�, [0, l]) > D/2 ; dL(�, �) < D. (5.11)

Moreover, since ⇢̊l(�) 6= ⇢̊l(�), by Lemma 5.5.4, y, z are disconnected in T \[0, l]. Hence,
Jy, ⇢̄l(y)J\K⇢̄l(z), zJ= ;. As a result, writing

S� :=
✓20
4
d(y, ⇢̄l(y)) +

X

i:Xi2Jy,⇢̄l(y)J
✓ic(UXi,� , UXi,�), (5.12)

and similarly for S� , we have dL(�, �) � S� + S� .
Also, for every Xi 2 Jy, ⇢̄l(y)J, ⇢̄l(y) and z are connected in T \{Xi} so UXi,� = UXi,⇢̊l(�).

Hence, by (5.12), (5.6), S� = dL(�, ⇢̊l(�)). and similarly for S� . Thus, since dL(�, �) � S� +S� ,

dL(�, �) � dL(�, ⇢̊l(�)) + dL(�, ⇢̊l(�)).

This contradicts (5.11).
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Lemma 5.5.6. For every 0 < r  s, ⇢̊r � ⇢̊s = ⇢̊s � ⇢̊r = ⇢̊r.

Proof. First since ⇢̊r have value in Lr ⇢ Ls and ⇢̊s is the identity on Ls, we have ⇢̊s � ⇢̊r = ⇢̊r.
Then, since ⇢̊r, and ⇢̊s are locally constant around each vertex of L\T ⇥ [0, 1], and since T ⇥ [0, 1]
is dense, it is enough to show that ⇢̊r � ⇢̊s = ⇢̊r on T ⇥ [0, 1].

Let (x, a) 2 T ⇥ [0, 1]. By definition of ⇢̄, ⇢̄r � ⇢̄s(x) is the vertex z in J0, ⇢̄sK \ [0, r] which
maximizes dT (0, z). Moreover, since T is a R-tree, K⇢̄s, xK ⇢ T \[0, s]. Hence, since r  s,
⇢̄r � ⇢̄s(x) is the vertex z in J0, xK \ [0, r] which maximizes dT (0, z), which is ⇢̄r(x). Finally by
definition of ⇢̊, we have ⇢̊r � ⇢̊s(x, a)� ⇢̊s(x, a)�(x, a). So,

⇢̊r � ⇢̊s(x, a) = (⇢̄r(x), U⇢̄r(x),x,a) = ⇢̊r(x, a).

5.5.4 Continuous extension of px to L

Lemma 5.5.7. Recall the notation pL := p⇥ 1x2µ[0,1]dx. The map

↵ 2 L 7! pL

 
[

l>0

{� 2 T ⇥ [0, 1], ⇢̊l(�) y ⇢̊l(↵)}
!

(5.13)

is well defined and coincide with px on T ⇥ [0, 1].

Remark. One may see each ↵ 2 L\(T ⇥ [0, 1]) as the "end" of the infinite branch (see Figure 5.7)
{pT ,L � ⇢̊l(↵), l 2 R+}, and the relations of T ⇥ [0, 1] may be extended to those missing points.

α

ρ̊l(α)

Figure 5.7: A simplified non compact ICRT, with a spinal representation of ↵ 2 L\(T ⇥ [0, 1]).
The infinite branch {pT ,L � ⇢̊l(↵), l 2 R+} is in red. (5.13) estimates p of the blue part, on the left.

Proof. First by Lemmas 5.5.2 and 5.5.6, for every l  l0, � 2 T ⇥ [0, 1] such that ⇢̊l(�) y ⇢̊l(↵)
we have ⇢̊l � ⇢̊l0(�) y ⇢̊l � ⇢̊l0(↵) so ⇢̊l0(�) y ⇢̊l0(↵). Thus ({� 2 T ⇥ [0, 1], ⇢̊l(�) y ⇢̊l(↵)})l>0

is increasing. Also, those sets are measurable (see Appendix 5.10). Hence (5.13) is well defined.
Next let ↵ = (x, a),� = (y, b) 2 T ⇥ [0, 1]. If there exists l > 0 such that ⇢̊l(�) y ⇢̊l(↵) then

by Lemma 5.5.2, � y ↵. Reciprocally, assume that � y ↵ and either x 2 R+ or x 6= y. Then
y ^ x 2 R+, ⇢̄x^y(x) = x and ⇢̄x^y(y) = y. Also, since � y ↵, we have Ux^y,y,b < Ux^y,x,a. So,

⇢̊x^y(y, b) = (x ^ y, Ux^y,y,b) y (x ^ y, Ux^y,x,a) = ⇢̊x^y(x, a). (5.14)

As a result, for every (x, a) 2 T ⇥ [0, 1],

{�,� y (x, a)} ⇢
[

l>0

{�, ⇢̊l(�) y ⇢̊l(x, a)} ⇢ {�,� y (x, a)} [ {x}⇥ [0, 1],

and the first inclusion is an equality when x 2 R+. Finally for every x 2 T \R+, p(x) = 0. (Indeed,
if ✓0 = 0,

P
✓i < 1 then p have support {Xi}i2N ⇢ R+. In the other case see Theorem 2.3.1.)

So px coincide with (5.13).
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Lemma 5.5.8. Let px denote (5.13). px is continuous around each vertex of L\{R+ ⇥ [0, 1]}.

Proof. Fix ↵ 2 L\{R+ ⇥ [0, 1]}. First, recall that the sets of (5.13) are increasing so, as l ! 1,

pL({� 2 T ⇥ [0, 1], ⇢̊l(�) y ⇢̊l(↵)}) ! px(↵).

Furthermore, recall that by Lemma 5.5.5 ⇢̊l is locally constant, hence for every l > 0,

lim inf
�!↵

px(�) � pL({� 2 T ⇥ [0, 1], ⇢̊l(�) y ⇢̊l(↵)}) !l!1 px(↵).

Let us show the other inequality. For every � 2 L let

S� :=
[

l>0

{� 2 T ⇥ [0, 1], ⇢̊l(�) y ⇢̊l(�)}.

Let l > 0. Let � 2 L such that ⇢̊l(�) = ⇢̊l(↵). Let (z, c) 2 S� . By Lemma 5.5.2 there exists r > l
such that ⇢̊r(z, c) y ⇢̊r(�). Let (y, b) = ⇢̊r(�). By Lemma 5.5.6, ⇢̊l(y, b) = ⇢̊l(�) = ⇢̊l(↵).

If y ^ z > ⇢̄l(y), then y and z are connected in T \{⇢̄l(y)}. So ⇢̄l(y) 2 J0, zK and U⇢̄l(y),y,b =
U⇢̄l(y),z,c. Also, ⇢̊l(y, b) = (⇢̄l(y), U⇢̄l,y,b). Hence, ⇢̊l(↵) = ⇢̊l(y, b)�(z, c).

If y ^ z  ⇢̄l(y), then by Lemma 5.5.6,

⇢̊y^z(y, b) = ⇢̊y^z � ⇢̊l(y, b) = ⇢̊y^z � ⇢̊l(↵) = ⇢̊y^z(↵).

Moreover, we have ⇢̊r(z, c) y (y, b) so by Lemma 5.5.3 (z, c) y (y, b). Then by (5.14), we have
⇢̊y^z(z, c) y ⇢̊y^z(y, b). Hence, ⇢̊y^z(z, c) y ⇢̊y^z(↵). And (z, c) 2 S↵.

To sum up, for all l > 0, and � 2 L such that ⇢̊l(�) = ⇢̊l(↵),

S� ⇢ S↵ [ {(z, c) 2 T ⇥ [0, 1], ⇢̊l(↵)�(z, c)}.

Let Il denote the right most set above. By Lemma 5.5.5, to show that lim sup�!↵ px(�)  px(↵),
it suffices to show that as l ! 1, pL(Il) ! 0. First since � is an order, and since for every l  l0,
⇢̊l(↵)� ⇢̊l0(↵), (Il)l>0 is decreasing. Then for every z 2 T , ⇢̄l ! z as l ! 1. So for every
(y, b) 6= (z, c) 2 T ⇥ [0, 1] such that y 6= z or z 2 R+, for every l large enough ⇢̊l(y, b) 6= ⇢̊l(z, c).
Thus, \l>0Il is included in a set of the form {z}⇥ [0, 1] with z 2 T \R+, or of the form {(z, c)}.
Finally recall that for every z 2 T \R+, p(z) = 0. Hence, pL(

T
l>0 Il) = 0. This shows the other

desired inequality and thus concludes the proof.

5.5.5 Some preliminary results on pl,x

For every ⌫, �-finite Borel measure on T and ↵,� 2 T ⇥[0, 1], let ⌫x(↵,�) denote ⌫x(�)�⌫x(↵).

Lemma 5.5.9. Almost surely for every l > 0, ↵,� 2 Ll = [0, l]⇥ [0, 1], |µl,x(↵,�)| � dL(↵,�).
(See Figure 5.8.)

Proof. Let ↵ = (x, a),� = (y, b) 2 [0, l] ⇥ [0, 1]. By symmetry we may assume (x, a) � (y, b).
By Lemma 5.10.1 (a), (b), {� 2 Ll, � x ↵} ⇢ {� 2 Ll, � x �}. Then writing

S := {� 2 Ll, � x �}\{� 2 Ll, � x ↵},

we have µl,x(↵,�) = µ(S).
For every z 2Kx ^ y, xK, c 2 (Uz,x,a, 1), we have x ^ z = z, and Uz,x,a < c = Uz,z,c. So

(x, a) y (z, c). Also, z and x are connected in T \{x ^ y} so z ^ y = x ^ y, and Uz^y,x,a =
Ux^y,x,a < Ux^y,y,b. Hence, (z, c) y (y, b). Therefore,

S1 := {(z, c) : z 2Kx ^ y, xK, c 2 (Uz,x,a, 1)} ⇢ S.
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α

β

0; 0

Figure 5.8: An informal proof of Lemma 5.5.9: ↵ � �. The set S = {�, � x �}\{�, � x ↵} is
red. (It can be obtained by turning clockwise from ↵ to �.) Its total length is µl,x(↵,�). Note that
this set contains a path between ↵ and �. This path have length at least dL(↵,�).

Similarly,
S2 := {(x ^ y, c) : c 2 (Ux^y,x,a, Ux^y,y,b)} ⇢ S,

and,
S3 := {(z, c) : z 2Kx ^ y, yK, c 2 (0, Uz,y,b)} ⇢ S.

Moreover S1, S2, S3 are disjoint. And writing c for the distance on the torus [0, 1], since for
every z 2Kx ^ y, xK, Uz,y,b = 0,

µ(S1) =
✓20
2
dT (x^y, x)+

X

i:Xi2Kx^y,xK
(1�Uz,x,a) �

✓20
4
dT (x^y, x)+

X

i:Xi2Kx^y,xK
✓ic(UXi,x,a, UXi,y,b).

Similarly, µ(S2) � µ{x ^ y}c(Ux^y,x,u, Ux^y,y,b), and

µ(S3) �
✓20
4
dT (x ^ y, y) +

X

i:Xi2Kx^y,yK
✓ic(UXi,x,a, UXi,y,b).

Finally, by sum, and since for every i 2 N, such that Xi /2 Jx, yK, UXi,x,a = UXi,y,b,

µ(S) � µ(S1) + µ(S2) + µ(S3) �
✓20
4
dT (x, y) +

1X

i=1

✓ic(UXi,x,a, UXi,y,b) = dL(↵,�).

Lemma 5.5.10. Almost surely for every ↵ 2 T ⇥ [0, 1], as l ! 1, pl,x(↵) ! px(↵).

Proof. When ✓0 = 0 and
P1

i=1 ✓i < 1, we have µ(R+) < 1. As a result, µl ! µ in total
variation. So pl1x2[0,1]dx ! p1x2[0,1]dx in total variation. The desired result follows.

When ✓0 6= 0 or
P1

i=1 ✓i = 1, some extra care is needed since (pl)l2R+ only converges
weakly. For every (x, a) 2 T ⇥ [0, 1], let S(x, a) := {� 2 T ⇥ [0, 1],� y (x, a)}. Let

S1(x, a) := {z 2 T \J0, xK, Ux^z,z < Ux^z,x,a}.

Note that S1(x, a) is a Borel set in (T , dT ) as an union of connected component (see Appendix
5.10). Moreover, by definition of y,

S1(x, a)⇥ [0, 1] ⇢ S(x, a) ⇢ (S1(x, a) [ J0, xK)⇥ [0, 1].

Hence, for every x, a 2 T ⇥ [0, 1]

pl(S1(x, a))  pl,x(x)  pl(S1(x, a) [ J0, xK), (5.15)
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and similarly,
p(S1(x, a))  px(x)  p(S1(x, a) [ J0, xK), (5.16)

Moreover, note that S1(x, a) is an open set of T as a union of open connected components.
Similarly, note that S1(x, a) [ J0, xK is a closed set since its complementary is a union of open
connected components. Furthermore, by Theorem 2.3.1, p(R+) = 0, and p has no atoms, so
p(J0, xK) = 0. As a result, by Portmanteau Theorem,

pl(S1(x, a)) ! p(S1(x, a)) and pl(S1(x, a) [ J0, xK) ! p(S1(x, a) [ J0, xK) = p(S1(x, a)).
(5.17)

The desired result follows by (5.15),(5.16), (5.17).

We now adapt Lemma 2.5.1 to estimate precisely the evolution of pl,x.

Lemma 5.5.11. Let UX := (UX,i)i2N. Almost surely (µ,Y,UX) satisfies the following property.
For all a large enough, conditionally on Fa := �(µ,Y, (Zi, UZ,i)i<a,UX), for every ↵,� 2 LYa

:
If µl,x(↵,�) � (log6 Ya)/Ya then with probability at least 1� 1/Y 5

a , for every b � a,
✓
1� 1

log Ya

◆
pYa,x(↵,�)  pYb,x(↵,�) 

✓
1 +

1

log Ya

◆
pYa,x(↵,�).

Remark. With ↵ = (0, 0), for all a 2 N, since pYa,x(0, 0) = 0, we have pYa,x(↵,�) = pYa,x(�).

Proof. By Lemma 5.5.3 (b), ↵ � �. So, by Lemma 5.10.1 (a), (b), {� : � y ↵} ⇢ {� : � y �}.
Then by construction for every i 2 N, conditionally on Fi, �i := (Zi, UZ,i) have law pYi

⇥ [0, 1].
Moreover, for every i � a, writing Ii :=]Yi, Yi+1]⇥ [0, 1], conditionally on Fi a.s.

• With probability pYi,x(x), �i y ↵. Then by Lemma 5.10.2, for every � 2 Ii, � y ↵.
• With probability pYi,O(x), ↵� �i. Then by Lemma 5.10.1 (d), for every � 2 Ii, ↵� �.
• With probability pYi,y(x), ↵y �i. Then by Lemma 5.10.1 (b), for every � 2 Ii, ↵y �.

And similarly for �.
Therefore, by Lemma 5.5.3 (a), and {� : � y ↵} ⇢ {� : � y �}, for every i � a, a.s.

P
�
µYi+1,x(↵,�) = µYi,x(↵,�) + µ(Yi, Yi+1]

��Fi
�
= pYi,x(↵,�),

and,
P
�
µYi+1,x(↵,�) = µYi,x(↵,�)

��Fi
�
= 1� pYi,x(↵,�).

As a result, (pYi,x(↵,�),Fi)i�a is a Pólya urn in the sense of Lemma 2.8.1. And we can
conclude exactly as in the proof of Lemma 2.5.1.

5.6 Construction and Hölder continuity of the contour path.

5.6.1 Construction of the contour path Cl on Ll.

Lemma 5.6.1. Recall that ⇠L denotes the metric equivalence on (L, dL). A.s. for every l > 0 there
exists a µ[0, l]-Lipschitz function Cl : [0, 1] 7! Ll such that for every ↵ 2 Ll, Cl(pl,x(↵)) ⇠L ↵.

Remark. Since by Lemma 5.5.3 (e), {px(↵),↵ 2 Ll} is dense, Cl is unique up to ⇠L.

Proof. A.s. for every l > 0 the following holds: Let Sl := {px(↵),↵ 2 Ll}. For every u 2 Sl,
we may chose Cl(u) 2 Ll such that px(Cl(u)) = u. Then by Lemma 5.5.9, for every ↵,� 2 Ll,

dL(↵,�)  |µx(↵)� µx(�)| = µ[0, l]|px(↵)� px(�)|. (5.18)

Thus for every ↵ 2 Ll, dL(↵,Cl(px(↵))) = 0. Also, by (5.18), Cl is µ[0, l]-Lipschitz on Sl.
Furthermore by Lemma 5.5.3 (e), Sl is dense. Thus, by compactness of (Ll, dL) (see Lemma 5.4.3),
Cl extends to a µ[0, l]-Lipschitz function on [0, 1].
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5.6.2 Construction of the contour path C.

For every f, g : [0, 1] 7! L, let d1(f, g) := maxx2[0,1] dL(f(x), g(x)). In this section we prove:

Proposition 5.6.2. (CYa
)a2N is almost surely a Cauchy sequence for d1.

Since L is a.s. compact, this directly implies that (CYa
)a2N converges uniformly, and we define

C as its limit. Our proof is mainly constructive, with several topological arguments along the way.
First, since almost surely as a ! 1, µ[0, Ya]Ya/(log6 Ya) ! 1, a.s. there exists for every

a 2 N large enough (la, na) 2 R+ ⇥ N such that

1  Ya
log6 Ya

µ[0, Ya]la  2 and 2nala = 1. (5.19)

we take (la, na) such that na is the largest possible.
Then for every a 2 N, let ↵a,0 := (0, 0), ↵a,na

= (0, 1) and for every 0 < i < na, let
↵a,i 2 LYa

such that
pYa,x(↵a,i) 2 [2ila, (2i+ 1)la]. (5.20)

↵a,i exists by Lemma 5.5.3 (e), and by Lemma 5.5.3 (d), we can sample ↵a,i in a measurable way.
Also note that for every a 2 N, since (0, 0) is the minimum for � and since (0, 1) is the maximum
for �,

pYa,x(0, 0) = 0 and pYa,x(0, 1) = 1.

Thus, by Lemma 5.5.3 (c) and (5.20), a.s. for every a 2 N large enough,

(0, 0) = ↵a,0 � ↵a,1 · · · � ↵a,na
= (0, 1). (5.21)

Next, by Lemma 5.3.1 (a), (b), a.s. as a ! 1, na = O(Y 2
a ). Also by Lemma 5.3.1 (c), a.s.

i2 = O(Yi), so a.s.
P1

a=1 Y
�3
a < 1. Therefore by the Borel–Cantelli Lemma and Lemma 5.5.11,

for every a  b large enough, and 0  i < na, by (5.19), (5.20),

la/2  pYb,x(↵a,i,↵a,i+1)  4la. (5.22)

In particular for every a  b large enough, (pYb,x(↵a,i))0ina
is strictly increasing. Hence we

may define  a,b : [0, 1] 7! [0, 1] such that for every 0  i  na,

 a,b(pYa,x(↵a,i)) = pYb,x(↵a,i),

and such that for every 0  i < na,  a,b is linear in [↵a,i,↵a,i+1]. And by (5.22),  a,b is strictly
increasing and continuous.

Lemma 5.6.3. Almost surely for every a 2 N large enough, ( a,b)b�a converges uniformly toward
a strictly increasing continuous function  a. And a.s. ( �1

a,b)b�a converges uniformly toward  �1
a .

Proof. By Lemma 5.5.10 a.s. for every a 2 N large enough, for every 0  i  na, as b ! 1,

pYb,x(↵a,i) ! px(↵a,i). (5.23)

So if  a is the function such that for every 0  i  na,

 a,b(pYa,x(↵a,i)) = px(↵a,i),

and such that for every 0  i < na,  a is linear in [↵a,i,↵a,i+1]. Then almost surely for every
a 2 N large enough, ( a,b)b�a converges uniformly toward  a.

Moreover, by (5.22) and (5.23), a.s. for every a 2 N large enough, for every 0  i < na,

la/2   a(pYa,x(↵a,i+1))�  a(pYa,x(↵a,i))  4la. (5.24)

Hence,  a is also a strictly increasing continuous function. Finally by (5.23), (5.24), and the
linearity, a.s. for every a 2 N large enough, ( �1

a,b)b�a converges uniformly toward  �1
a .
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Lemma 5.6.4. Almost surely for every a  b large enough,

d1(CYa
�  �1

a,b ,CYb
)  dH(LYa

,L) + 6 log6(Ya)/Ya.

Remark. This result does not depends on the choice of (CYa
)a2N, since they are unique up to ⇠L.

Before proving Lemma 5.6.4 let us explain why it implies Proposition 5.6.2.

Proof of Proposition 5.6.2. First by Proposition 5.4.6 a.s. dH(LYa
,L) ! 0. Hence, by Lemma

5.6.4 a.s.
lim
a!1

max
b�a

d1(CYa
�  �1

a,b ,CYb
) = 0.

Then by the triangular inequality, a.s.

lim
a!1

lim sup
b,c!1

d1(CYc
,CYb

)  lim
a!1

lim sup
b,c!1

d1(CYa
�  �1

a,c , CYa
�  �1

a,b).

Finally by Lemma 5.6.3 and continuity of CYa
the right hand side above is almost surely null.

Proof of Lemma 5.6.4. Almost surely for every a  b large enough, � 2 Lb the following holds:
Since � is an order, by (5.21) there exists 0  i < na such that ↵a,i � � � ↵a,i+1. Then recall
from Lemma 5.4.2 that ⇢̊Ya

(�) denote the projection of � on Lya . Then note that by Lemma 5.5.2,
↵a,i � ⇢̊Ya(�) � ↵a,i+1. Thus, by Lemma 5.5.3 (c),

pYa,x(↵a,i)  pYa,x � ⇢̊Ya
(�)  pYa,x(↵a,i+1). (5.25)

Also, since ↵a,i � � � ↵a,i+1,

pYb,x(↵a,i)  pYb,x(�)  pYb,x(↵a,i+1).

Then by applying  �1
a,b which is strictly increasing we get,

pYa,x(↵a,i)   �1
a,b � pYb,x(�)  pYa,x(↵a,i+1). (5.26)

Therefore by (5.25), (5.26), (5.20), and (5.19),

| �1
a,b � pYb,x(�)� pYa,x � ⇢̊Ya

(�)|  3la  6 log6(Ya)/(Yaµ[0, Ya]).

Then since by Lemma 5.6.1, CYa
is a.s. µ[0, Ya]-Lipschitz,

dL(CYa
�  �1

a,b � pYb,x(�),CYa
� pYa,x � ⇢̊Ya

(�))  6 log6(Ya)/Ya.

Also, by using the definition of Ca, we have, Ca � pYa,x � ⇢̊Ya
(�) ⇠L ⇢̊Ya

(�). Hence,

dL(CYa
�  �1

a,b � pYb,x(�), ⇢̊Ya
(�))  6 log6(Ya)/Ya.

Then using dL(⇢̊Ya
(�),�)  dH(LYa

,L) (see Lemma 5.4.2),

dL(CYa
�  �1

a,b � pYb,x(�),�)  dH(LYa
,L) + 6 log6(Ya)/Ya.

Finally by using the definition of Ca, we have � ⇠L CYb
� pYb,x(�), so,

dL(CYa
�  �1

a,b � pYb,x(�),CYb
� pYb,x(�))  dH(LYa

,L) + 6 log6(Ya)/Ya. (5.27)

To conclude the proof by (5.27), almost surely for every a  b 2 N large enough, writing
Sb := {pYb,x(�), � 2 LYb

},

max
x2Sb

dL(CYa
�  �1

a,b(x),CYb
(x))  dH(LYa

,L) + 6 log6(Ya)/Ya.

The maximum is then extended to [0, 1], by density of Sb (see Lemma 5.5.3 (d)), since CYa
, �1

a,b ,CYb

are almost surely continuous.
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5.6.3 Proof of Theorem 5.2.8

Recall that by Lemmas 5.5.7, 5.5.8, px extends to a function continuous at each point of L\(R+ ⇥
[0, 1]). We need to show that almost surely for every ↵ 2 L, C � px(↵) ⇠L ↵. To this end, by
continuity of px and C at L\(R+ ⇥ [0, 1]), and by density of R+ ⇥ [0, 1] (see Proposition 5.2.2
(a)), it is enough to show the desired result on R+ ⇥ [0, 1].

Almost surely for every ↵ 2 R+ ⇥ [0, 1] the following holds: First by definition of (Cl)l>0, for
every l large enough, Cl � pl,x(↵) ⇠L ↵. Then by Lemma 5.5.10, a.s. pl,x(↵) ! px(x). Hence,
since a.s. (Cl)l>0 converges uniformly toward C, as l ! 1,

Cl � pl,x(↵) ! C � px(↵))

Therefore, C � px(↵) ⇠L ↵.

5.6.4 Holder continuity of C: Proof of Theorem 5.2.10

The next result is more precise than Theorem 5.2.10, and we will use it in the next section to
estimate the Minkowski lower box dimension of L.

Lemma 5.6.5. Almost surely, for every n 2 N large enough, for every s, t 2 [0, 1],

dL(C(s),C(t))  13|s� t|E[µ[0, 2n]] + 13n62�n.

Proof. We keep the notations of Section 5.6.2. By taking b ! 1 in Lemma 5.6.4, by Lemma 5.6.3,
a.s. for every a large enough,

d1(CYa
�  �1

a ,C)  dH(LYa
,L) + 6 log6(Ya)/Ya.

Hence, by the triangular inequality, a.s. for every a large enough, for every s, t 2 [0, 1],

dL(C(s),C(t))  dL(CYa
�  �1

a (s),CYa
�  �1

a (t)) + 2dH(LYa
,L) + 12 log6(Ya)/Ya.

Moreover, by Lemma 5.6.1, CYa
is µ[0, Ya]-Lipschitz, and by (5.20), (5.24),  �1

a is 6-Lipschitz.
Thus,

dL(C(s),C(t))  6|s� t|µ[0, Ya] + 2dH(LYa
,L) + 12laµ[0, Ya]. (5.28)

Next, as a corollary of Lemma 2.4.5, a.s. for every n large enough, there exists a 2 N, such
that Ya 2 [2n, 2n+1]. So, a.s. for every n 2 N large enough, by (5.28), for every s, t 2 [0, 1].

dL(C(s),C(t))  6|s� t|µ[0, 2n+1] + 2dH(L2n ,L) + 12n62�n.

The desired result follows from Lemma 5.4.4 (b), and by Lemma 5.3.1 (a) (b).

Proof of Theorem 5.2.10. Let � > d. By (5.2), E[µ[0, 2n]] = o(2n(��1)). So, for every n 2 N
large enough, for every s, t 2 [0, 1] with 2�n�  |s� t|  13n62�n� ,

dL(C(s),C(t))  n72�n  � log(|s� t|)8|s� t|1/� .

Since � > d is arbitrary, the desired result follows.
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5.7 Fractal dimensions of the looptree

5.7.1 Definitions of the fractal dimensions

In this section X denotes a pseudo-metric space.

Definition. (Minkowski dimensions) For every " > 0, an "-set of X is a finite subset S of X
such that dH(S,X)  ". For every " > 0 let N" be the smallest size of a "-set of X . Define the
Minkowski lower box and upper box dimensions respectively by

dim(X) := lim inf
"!0

logN"

� log "
and dim(X) := lim sup

"!0

logN"

� log "
.

Definition. (Packing dimension) For every s � 0 and A ⇢ X let

P s
0 (A) := lim sup

�!0

(
X

i2I
diam(Bi)

s

����� {Bi}i2I are disjoint balls B(x, r) with x 2 A and 0 < r  �

)
.

and

P s(X) := inf

( 1X

i=1

P s
0 (Ai)

�����X ⇢
1[

i=1

Ai

)
.

Then P s is a decreasing function of s, and we define the packing dimension of X as

dimP (X) := sup{s, P s(X) < 1}.

Definition. (Hausdorff dimension) For every s, r � 0 write

Hs
r (X) := inf

diam(Ai)r

( 1X

i=1

diam(Ai)
s

�����X ✓
1[

i=1

Ai

)
.

The Hausdorff dimension of X is defined by

dimH(X) := sup

⇢
s, sup

r2R+
Hs

r (X) < 1
�
.

Remark. Although, the above dimensions are usually considered for metric spaces, it is easy to
check that they are exactly the same for a pseudo-metric space and for its quotient. For this reason,
the below results still apply here.

To compute the packing dimension and Hausdorff dimension we will use the following extension
of Theorem 6.9, and Theorem 6.11 from [70]. ([70] deals with subsets of Euclidian space, but the
same arguments hold for every pseudo-metric space.)

Lemma 5.7.1. Let p be a Borel probability measure on X and s 2 R+.
a) If p-almost everywhere lim sup(log p(B(x, ")))/(log ") � s as "! 0, then dimP (X) � s.
b) If p-almost everywhere lim inf(log p(B(x, ")))/(log ") � s as "! 0, then dimH(X) � s.

We have well-known inequalities (see e.g. Chapter 3 of Falconer [53]):

Lemma 5.7.2. For every pseudo-metric space X we have

dimH(X)  dim(X)  dim(X) and dimH(X)  dimP (X)  dim(X).

So we only need to upper bound dim(L), dim(L), and to lower bound dimH(L) and dimP (L).
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5.7.2 Upper bound on the Minkowski dimensions

To upper bound the Minkowski dimensions we use the contour path C. By Theorem 5.2.8 for every
↵ 2 L, C(px(↵)) ⇠L ↵. So dH(C([0, 1],L)) = 0. As a result, for every x > 0, {ix, 0  i  1/x}
is a "x-set of L, where "x := maxs,t |C(s)�C(t)|. So for every ↵ > 0, if C is ↵ Hölder continuous,

dim(L)  lim sup
x!0

log(1/x+O(1))

� log("x)
 lim sup

x!0

log(1/x+O(1))

(1 + o(1)) log(1/x↵)
= 1/↵.

Therefore by Theorem 5.2.10 a.s. dim(L)  d. Also,

Lemma 5.7.3. Almost surely for every ↵ > 1/dim(L), C is not ↵ Hölder continuous.

We now consider dim(L). By (5.2), there exists (ni)i2N such that E[µ[0, 2ni ]] = o(2ni(d�1+o(1))).
So by Lemma 5.2.10, a.s. for every i large enough, s, t 2 [0, 1] with |s� t|  2�ni/E[µ[0, 2ni ]],

dL(C(s),C(t))  13|s� t|E[µ[0, 2ni+1]] + 13n6
i 2

�ni  n7
i 2

�ni .

Therefore, using the same "-sets as before, a.s. as i ! 1,

dim(L)  lim inf
i!1

log(2niE[µ[0, 2ni ]])

� log(n7
i 2

�ni)
 ni(1 + d� 1 + o(1))

ni(1 + o(1))
 d.

5.7.3 The rebranching principle.

We want to lower bound the dimensions of L with Lemma 5.7.1. To this end, we morally needs to
lower bound the distance between two random vertices in L. In this section we show that it morally
suffices to lower bound dL((0, 0), (Y1, 0)). Our starting point is the rebranching principle, which
we use here as follows: Let by convention Y0 = 0.

Proposition 5.7.4. For every permutation � of {0} [ N, we have the following joint equality in
distribution,

(dT (Yi, Yj))i,j�0
(d)
=(dT (Y�(i), Y�(j)))i,j�0,

⇣
1Xk2JYi,YjK

⌘

i,j�0,k2N

(d)
=
⇣
1Xk2JY�(i),Y�(j)K

⌘

i,j�0,k2N
.

Proof. We briefly recall some discrete notions of Chapter 3. Let (Vi)i2N be a set of vertices. We say
that D = (d1, . . . , dn) is a (pure) degree sequence if

Pn
i=1 di = 2n� 2 and if d1 � d2 � · · · � dn.

For every degree sequence D = (d1, . . . , dn), we say that a tree T have degree sequence D if
T has vertices (Vi)1in and for every 1  i  n, Vi has degree di. For every degree sequence
D let TD denote a uniform tree with degree sequence D. Also let LD

0 , LD
1 ,. . . be the leaves of TD.

Those leaves are determinist since they are the vertices of degree 1. We root TD at LD
0 .

For every tree T , let dT denote the graph distance in T . Also, for every A,B,C 2 T , we write
(A, T ) 2 hB,Ci if A lies in the path between B and C in T . By Proposition 3.8.6 (b), and by
Lemma 3.8.1 (e), there exists (Dn)n2N some degree sequences, such that the number of leaves
and vertices of degree at least 2 diverges, and such that for every a, b 2 N the following weak
convergences hold jointly

(dTDn (L
Dn

i , LDn

j ))0i,ja�!(dT (Yi, Yj))0i,ja, (5.29)
⇣
1(Vk,TDn )2hLDn

i
,LDn

j
i

⌘

0i,ja, kb
�!

⇣
1Xk2JYi,YjK

⌘

0i,ja, kb
. (5.30)

The main principle behind the rebranching principle is that for every n large enough the laws
of the left hand sides of (5.29) and (5.30) are invariant under the permutation of the leaves. So by
limit the right hand sides must also be invariant under those permutations.
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Our goal is now to deduce from Proposition 5.7.4 an identity for dL. First let us introduce some
topological notions. Recall that a.s. p is a probability Borel measure on T . Let pL := p⇥1x2[0,1]dx.
Let BL be the product topology on T ⇥ [0, 1]. Let F := �(X,Y,Z, (UX,i)i2N, (UZ,i)i2N). Let BR
be the Borel topology on R. Finally, for every ↵ 2 T ⇥ [0, 1], " > 0, let B(↵, ") denote the open
ball of center ↵ of radius " for dL in T ⇥ [0, 1].

Keep in mind that we are using two levels of randomness. On the one hand, we work on a
completed probability space (⌦,F ,P). On the other hand, we work at ! 2 ⌦ fixed, on the random
probability space (T ⇥ [0, 1],BL, pL).

Lemma 5.7.5. Almost surely the following assertions hold:
(a) The map ↵,� 7! dL(↵,�) is (BL ⇥ BL,BR)-measurable.
(b) For every (x, u) 2 T ⇥ [0, 1], " > 0, the open ball B((x, u), ") is BL-measurable.
(c) For every " > 0, the map ↵ 2 T ⇥ [0, 1] 7! pL(B(↵, ")) is (BL,BR)-measurable.

Proof. Toward (a), for every i 2 N, the map y 2 T 7! UXi,y is continuous on T \{Xi}, since it
is locally constant. Then v 7! UXi,Xi,v is continuous. Hence (y, v) 2 T ⇥ [0, 1] 7! UXi,y,v is
(BL,BR)-measurable. By definition of dL, (a) follows by sum and composition.

Then by (a) the map (x, u), (y, v) 7! 1dL((x,u),(y,v))" is also (BL ⇥ BL,BR)-measurable.
(b),(c) follows by Fubini’s Theorem.

Next let M be the set of probability distribution on R+. We equip M with the weak topology.
Recall that M is a Polish space. Let BM be the Borel topology on M. For every probability
distribution ⌫ on T ⇥ [0, 1] BL-measurable we construct dL ? ⌫ 2 M as follows: Let ↵, � be two
random variables with law ⌫. By Lemma 5.7.5 (a), dL(↵,�) is a random variable (BL ⇥ BL,BR)-
measurable. Let dL ? ⌫ 2 M denote its probability distribution.

Lemma 5.7.6. Let ↵ be a random variable with law pL. We have:
a) For every i, j � 0, dL((Yi, 0), (Yj , 0)) is a random variable (F ,BR)-measurable.
b) Almost surely,

dL ?

 
1

n

nX

i=1

�Yi,0

!
�!

weakly
dL ? pL.

c) dL ? pL is a random variable (F ,BM)-measurable.

Proof. Toward (a), let i, j 2 N. Note that dT (Yi, Yj) is (F ,BR) measurable since by Algorithm 5.1
it is a sum of measurable random variables. Also by Algorithm 5.1, for every k 2 N, 1Xk2J0,YiK is
(F ,BR)-measurable. Then by the construction of the uniform angle function U in Algorithm 5.3,
either Xj /2 J0, YiJ so UXk,Yi,0 = 0, or Xj 2 J0, YiJ and then UXk,Yi,0 = UXk

. Hence UXk,Yi,0 is
(F ,BR)-measurable. Similarly, UXk,Yj ,0 is (F ,BR)-measurable. (a) follows by definition of dL.

Toward (b), recall that by Theorem 2.3.1, a.s. 1
n

Pn
i=1 �Yi

converges weakly toward p for the
weak topology on T . Thus, a.s. if (Vi)i2N is a family of independent uniform random variables in
[0, 1], 1

n

Pn
i=1 �Yi,Vi

converges weakly toward pL. Hence, a.s.

1

n2

nX

i=1

nX

i=1

�Yi,Vi
⇥ �Yj ,Vj

�!
weakly

pL ⇥ pL.

It directly follows by Lemma 5.7.5 that a.s.

dL ?

 
1

n

nX

i=1

�Yi,Vi

!
�!

weakly
dL ? pL. (5.31)
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Finally note that almost surely {Yi}i2N \ {Xi}i2N = ;. So almost surely for every i, j 2 N,

dL((Yi, 0), (Yj , 0)) = dL((Yi, Vi), (Yj , Vj)).

(b) follows from (5.31).
Toward (c), by (a) the left hand side of (b) is (F ,BM) measurable. So (c) follows from (b).

Next, for every f : R+ 7! R bounded continuous and M 2 M let f(M) :=
R
R+ f(x)dM(x).

Recall that M 7! f(M) is continuous. So, by Lemma 5.7.6 (c), f(dL ? pL) is (F,BR) measurable.

Proposition 5.7.7. For every bounded continuous function f : R+ 7! R,

E[f(dL ? pL)] = E[f(dL((0, 0), (Y1, 0)))].

Proof. By Lemma 5.7.6 (b) and by Portmanteau’s Theorem, it suffices to prove that for every
i 6= j, dL((Yi, 0), (Yj , 0)) has the same law as dL((0, 0), (Y1, 0)). Fix i 6= j. Since almost surely
{Yi}i2N \ {Xi}i2N = ;, by definition of dL, writing c for the distance on the torus [0, 1],

dL((Yi, 0), (Yj , 0)) = dT (Yi, Yj) +
X

k2N
✓kc(UXk,Yi

, UXk,Yj
). (5.32)

Then for every k 2 N with Xk /2 JYi, YjK, Yi and Yj are connected in T \{Xk} so UXk,Yi
=

UXk,Yj
. Moreover, by the construction of the uniform angle function U in Algorithm 5.3, note

that conditionally on (X,Y,Z), (c(UXk,Yi
, UXk,Yj

))k:Xk2JYi,YjK is a family of uniform random
variables in [0, 1/2].

As a result, by (5.32), conditionally on (X,Y,Z), dL((Yi, 0), (Yj , 0))� dT (Yi, Yj) is a sum
of uniform random variables in ([0, ✓k/2])k:Xk2JYi,YjK. And similarly for dL((0, 0), (Y1, 0)) �
dT (0, Y1). The desired result follows from Proposition 5.7.4.

5.7.4 Lower bound on the Hausdorff and Packing dimensions

To simplify the notations, let us write dL(0, Y1) for dL((0, 0), (Y1, 0)). Let

d
0 := lim inf

"!0

logP(dL(0, Y1) < ")

log "
; d

0
:= lim sup

"!0

logP(dL(0, Y1) < ")

log "
. (5.33)

Remark. Keep in mind that many inequalities get reversed since log is negative on (0, 1).

Lemma 5.7.8. Almost surely dimH(L) � d
0 and dimP (L) � d

0.

Proof. First note that T ⇥ [0, 1] ⇢ L, so

dimH(T ⇥ [0, 1], dL)  dimH(L) and dimP (T ⇥ [0, 1], dL)  dimP (L).

Then recall Section 5.7.3. For every n 2 N, let fn : x 7! max(min(1, 2 � 2nx), 0). Let ↵ be a
uniform random variable with law pL. We have by Proposition 5.7.7, for every n 2 N,

E[fn(dL ? pL)] = E[f(dL(0, Y1))]  P(dL(0, Y1) < 2�n+1).

Then by the Borel–Cantelli Lemma and Markov’s inequality, a.s. for every n large enough,

fn(dL ? pL)  n2P(dL(0, Y1) < 2�n+1).

Also, note that a.s. if ↵ is a random variable with law pL, so writing EL for the expectation with
respect to pL, EL(B(↵, 2�n))  fn(dL ? pL). Hence, by the Borel–Cantelli Lemma and Markov’s
inequality, a.s. pL a.s. for every n large enough,

B(↵, 2�n)  n4P(dL(0, Y1) < 2�n+1).

The desired result follows from Lemma 5.7.1.
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Lemma 5.7.9. Recall (5.2), (5.33). We have d
0 � d and d

0 � d.

Remark. Since a.s. dim(L)  d, dim(L)  d, by Lemmas 5.7.2, 5.7.8, we have d0  d and d
0  d.

Proof. In order to simplify the main proof, let us first deal with the case ✓0 > 0. By Lemma 5.3.1
(b), E[µ[0, l]] ⇠ ✓20l as l ! 1. So d = d = 2. Also, dL(0, Y1) � ✓20/4Y1 so for every " > 0,

P(dL(0, Y1)  ")  P(Y1  4"/✓20).

Then, since {Yi}i2N is a Poisson point process of rate µ[0, x]dx, as "! 0, by Lemma 5.3.1 (a),

P(Y1  ") = E[P(Y1  "|µ)]  "E[µ[0, "]] = O("2).

As a result, d0 � 2 = d and d
0 � 2 = d. So we may assume henceforth that ✓0 = 0.

Next, note that a.s. dL(0, Y1) =
P

0XiY1
✓ic(UXi

). Thus, writing for every n 2 N, �n :
x 7!

P
0XiY1

min(✓ic(UXi
), 2�n), we have dL(0, Y1)  �n(Y1). Then writing for every

n 2 N, "n := 16n2/E[µ[0, 2n]], we have, since x 7! �n(x) is increasing,

P(dL(0, Y1)  2�n)  P(�n("n)  2�n) + P(Y1  "n,�n(Y1)  2�n). (5.34)

Our proof consists in estimating both terms of the right hand side above.
Remark. Let us morally explain why we work with �n and not dL. We want to estimate, for " > 0
small, the typical dL-distance between two random vertices "-dT -close from each other. It appears,
that the few vertices "-dT -close from the vertices of high degrees X1, X2, . . . , tends to be dL-far
from each other. As a result, the moments of dL(0, Y1)1Y1" are highly biased toward the moments
of the typical dL-distance between two vertices "-dT -close from X1, X2, . . . . To avoid this bias,
we use (�n)n2N to truncate the dL-distance between the vertices dT -close from X1, X2, . . . .

Now, recall that (Xi)i2N are independent exponential random variables of parameter (✓i)i2N.
We get with elementary computations, for every 0  x  1, n 2 N,

E[�n(x)] =
1X

i=1

P(Xi  x)E[min(✓ic(UXi
), 2�n)] � 1

8

1X

i=1

✓ixmin(✓i, 2
�n). (5.35)

And, for every n 2 N,

E[µ[0, 2n]] =
1X

i=1

P(Xi  2n)✓i =
1X

i=1

(1� e�✓i2
n

)✓i 
1X

i=1

min(1, ✓i2
n)✓i. (5.36)

Hence, by (5.35) and (5.36), for every n 2 N, 0  x  1, E[�n(x)] � xE[µ[0, 2n]]2�n�3. In
particular, for every n 2 N such that "n  1, E[�n("n)] � 2n22�n. Also, note that �n is a sum of
independent random variables bounded by 2�n. So, by Bernstein’s inequality (see e.g. [32] Section
2.7 (2.10)) for every n 2 N with "n  1, P(�n("n)  2�n)  e�n2/6. Furthermore, by Lemma
5.3.1 (c), E[µ[0, 2n]] = O(2n). So, as n ! 1 with "n  1,

P(�n("n)  2�n) = O(n22�n/E[µ[0, 2n]). (5.37)

Toward upper bounding the right most term of (5.34), let us recall the construction of Aldous,
Camarri, Pitman [? ? ] of the ICRT in the simple case where ✓0 = 0. Let ((Ai,j)j�0)i2N be a
family of independent Poisson point processes of intensity (✓i)i2N on R+. By Lemma 2.2.1 that
there exists a coupling such that a.s.

((Xi)i2N, {Yi, Zi}i2N)= ((Ai,0)i2N, {Ai,j , Ai,0}i,j2N) .
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In particular Y1 2 {Ai,1}i2N So, by an union bound, for every x � 0,

P(Y1  x,�n(Y1)  1/2n) 
X

i2N
P(Ai,1  x,�n(Y1)  2�n)


X

i2N
P(Ai,1  x, ✓iUXi

 2�n)


X

i2N
x2✓2i min(1, 2�n/✓i).

Also, by directly adapting (5.36), we get for every n 2 N, E[µ[0, 2n]] � (1/4)
P1

i=1min(1, ✓i2n)✓i.
So, for every x � 0,

P(Y1  x,�n(Y1)  1/2n)  4x2E[µ[0, 2n]]2�n. (5.38)

In particular, since "n = 16n2/E[µ[0, 2n]],

P(Y1  "n,�n(Y1)  1/2n)  4"2nE[µ[0, 2n]]2�n = O(n42�n/E[µ[0, 2n]]). (5.39)

To sum up, by (5.34), (5.37), (5.39), we have as n ! 1 with "n  1,

P(dL((0, Y1)  2�n) = O(n42�n/E[µ[0, 2n]]). (5.40)

Finally, we have as n ! 1 with "n � 1, using, Y1  A1,1, (5.38), and "n = 16n2/E[µ[0, 2n]],

P(dL(0, Y1)  2�n)  P(Y1 > n2) + P(Y1  n2,�n(Y1)  2�n)

 P(A1,1 > n2) + P(Y1  n2,�n(Y1)  2�n)

= O(n2e�✓1n
2
+ n4E[µ[0, 2n]]2�n)

= O(n82�n/E[µ[0, 2n]]). (5.41)

The desired result follows from (5.40) (5.41) and the definitions of d, d in (5.2), and of d0, d0 in
(5.33).

5.8 Proof of Theorem 5.2.4

Recall the definition of G from (5.3). Note that G is continuous on any bounded interval of R+. We
need to prove that it extends to a continuous map on T . To this end, we use the chaining method.
Let F = �(µ,Y,Z). For all x 2 T , y 2 R+, recall that ⇢̄y(x) denote the projection of x on [0, y].
Also to simplify the notations, for every x, y 2 R+ let dG(x, y) := maxz2Jx,yK |G(x)�G(z)|.

Remark. Although dG is a (pseudo) distance on T , we will not study the topology of (T , dG).

Lemma 5.8.1. a) For every x, y random variables in R+
F-measurable and t � 0, almost surely

P
⇣
dG(x, y) > t

p
dT (x, y)

���F
⌘
 4e�t2/2.

b) For every x, y, t � 0,

P
⇣
dG(⇢̄y(x), x) > t2/

p
µ[0, y]

⌘
 5e�t2/4.
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Proof. Toward (a). Let � : [0, dT (x, y)] 7! Jx, yK be the geodesic from x to y. Note that by
definition of G, conditionally on F , G � � �G(x) is a brownian motion. So (a) directly follows
from standard results on Brownian motions.

Toward (b), by Lemma 2.4.7 for every x, y, t � 0,

P
�
dT (⇢̄y(x), x) > t2/µ[0, y]

�
 e�t2/4.

The desired result follows using (a) and an union bound.

We may assume below that ✓0 > 0 or
P1

i=1 ✓i = 1, since otherwise E[µ(R+)] < 1 and the
assumption of Theorem 5.2.4 is not satisfied. Then by Lemma 5.3.1 (a), we may define for n 2 N,
Xn as the unique real such that E[µ[0,Xn]] = en. The next result is adapted from Lemma 2.6.2,
which is used to prove the compactness of ICRT and upper bound its fractal dimensions.

Lemma 5.8.2. Almost surely for every n large enough:

max
x2[0,Xn]

|G(x)�G(⇢̄Xn�1(x))|  21 log(Xn)e
�(n�1)/2.

Proof. We first adapt the proof of Lemma 2.6.2, to morally deal with vertices far from {Yi}i2N.
For every n 2 N, and x 2 R+ let En(x) be the event dG(⇢̄Xn�1(x), x) > 20 log(Xn)e�(n�1)/2.
By Fubini’s Theorem, Lemma 5.8.1 (b) and µ[0,Xn�1] = en�1, we have

E
Z Xn

0
1En(x)dx

�
=

Z Xn

0
P (En(x)) dx  5Xn exp (�5 logXn) = 5X�4

n .

Furthermore by Lemma 5.3.1 (b), en = O(Xn) so
P

X�1
n < 1. Hence by Markov’s inequality

and the Borel–Cantelli Lemma, for every n large enough,
Z Xn

0
1En(x)dx < X�3

n .

Note that it implies that, for every n large enough, for every x 2 [0,X2n ], y 2 [0,X2n ], with
x 2 JpXn�1(y), yK and dT (x, y) � X�3

n ,

|G(x)�G(⇢̄Xn�1(x))|  20 log(Xn)e
�(n�1)/2, (5.42)

since otherwise for every z 2 Jx, yK we would have En(z).
Next, let ⇤n := ({Yi}i2N\[Xn�1,Xn])[{Xn}. Note that for x 2 [0,Xn], if there exists y 2 ⇤n

such that x 2 J⇢̄Xn�1(y), yK and dT (x, y) > X�3
n , then (5.42) holds. So, writing for y 2 ⇤n,

B(y,X�3
n ) for the closed ball of center y and radius ", and �n,y := J⇢̄Xn�1(y), yK \ B(y,X�3

n ),
it remains to estimate G on the set

S
y2⇤n

�n,y.
More precisely, by (5.42), it is enough to show that a.s. for every n large enough and y 2 �n,

Mn,y := max
x2�n,y

|G(x)�G(y)|  log(Xn)e
�(n�1)/2. (5.43)

To this end, note that for every y 2 �n, �n,y is a geodesic with extremities F-measurable, and of
length at most X�3

n . Thus, by Lemma 5.8.1 (a) and an union bound a.s.,

P
✓
max
y2�n

Mn,y > log(Xn)e
�(n�1)/2

����F
◆

 #�n4e
�X 3

n log(Xn)2e�(n�1)
. (5.44)

Then by Lemma 5.3.1 (b), en = O(Xn), and by Lemma 5.3.1 (c), #�n = O(X 2
n). Thus a.s. the

right hand side of (5.44) is summable. Finally (5.43) follows from the Borel–Cantelli Lemma.
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Proof of Theorem 5.2.4. Beforehand, let us rewrite the assumption. We have,

Z 1

X1

dl

l
p

E[µ[0, l]]
=

1X

n=1

Z Xn+1

Xn

dl

l
p
E[µ[0, l]]

�
1X

n=1

Z Xn+1

Xn

dl

le(n+1)/2
�

1X

n=2

logXn

e(n+9)/2
� logX1.

So the assumption implies that
P

logXne�n/2 < 1. (It is actually equivalent.)
Then for every n 2 N let Gn : x 2 T 7! G(⇢̄Xn�1(x)). Note that for every n 2 N, since G is

continuous on ([0, 2n], dT ), Gn is continuous. Moreover, by Lemma 5.8.2, a.s. for every n large
enough kGn �Gn�1k1  21 logXne�(n�1)/2. Therefore, by the assumption of Theorem 5.2.4,
{Gn}n2N is a.s. a Cauchy sequence of continuous function, and so converges uniformly toward a
continuous function G̃ on T . Finally note that G̃ extends G.

5.9 Proof and extension of Theorem 5.2.5

We consider (Di)2N independent random functions from [0, 1] to R independent with �(X, µ,Y,Z, U).
We assume that:

Assumption 5.1. For every i 2 N, Di(0) = 0 and E[Di(UXi
)] = 0.

Assumption 5.2. There exists  � 2 such that for every i 2 N, E [kDik1]  1, and

E[µ[0, l]] = O(l/2�1 log(l)�5). (5.45)

Remarks. The assumptions are not necessary, and our method may be extended to other functions.
However, they naturally appear in the study of field on D-trees: (we will give more details in [26])
• The first assumption is called locally centered. One can always split each Di, into a "constant"
u 7! 1u 6=0ci, and a centered function. However, dealing with constants require different techniques.
• The second assumption is an improvement of the so called 4 + " moment assumption. Indeed by
Lemma 5.3.1 (a), E[µ[0, 2n]] = O(2n), so when  > 4, (5.45) holds.
• In particular if µ corresponds to the ↵-stable trees, µ[0, l] ⇠ c.l↵�1, and we can consider  > 2↵.

Under Assumptions 5.1, 5.2, which are satisfied by (Bi)i2N (up to a constant), we have:

Proposition 5.9.1. Almost surely
P1

i=1

p
✓iDi(UXi,↵) converges uniformly on L.

For every n,m 2 N let

Sn,m :=
mX

i=n

p
✓iDi(UXi,↵).

To prove the uniform convergence, we need to show that almost surely as N ! 1,

�N := max
↵2L

max
n,m�N

|Sn,m(↵)| ! 0.

Note that for every n,m 2 N, |Sn,m(↵)| reach its maximum on
Sm

i=n{Xi}⇥ [0, 1] ⇢ R+ ⇥ [0, 1].
So,

�N = max
(x,u)2R+⇥[0,1]

max
n,m�N

|Sn,m(x, u)|. (5.46)

To show that a.s. �N ! 0 we use the chaining method (see Section 5.1.3): For every i 2 N, let

�N,i := max
Yi<xYi+1,u2[0,1]

max
n,m�N

|Sn,m(x, u)�Sn,m(Zi, UZi,Yi+1)|
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Then define MN by induction on ([0, Yi])i2N such that MN (0) = 0, and such that for every
i � 0, x 2]Yi, Yi+1],

MN (x) := MN (Zi) +�N,i. (5.47)

The triangular inequality implies by induction that for every i 2 N, for every x 2 [0, Yi], u 2 [0, 1],
maxn,m�N |Sn,m(x, u)|  MN (x), so

�N  max
x2R+

MN (x). (5.48)

Our method consists in estimating (�N,i)N,i2N, and then deduce from (5.47) and Lemma 5.3.2 an
estimate on maxMN .

To simplify the notations we write F := �(X, µ,Y,Z) and µN :=
P

i�N ✓i�Xi
.

Lemma 5.9.2. There exists C > 0 which depends only on  such that for every N, i 2 N, t > 0,

P (�N,i � t| F)  C

✓
µN (Yi, Yi+1]

t2

◆/2
.

Proof. We work conditionally on F . First for every x 2 (Yi, Yi+1] and j 2 N with Xj /2
{Zi}[ (Yi, x], Zi and x are connected in T \{Xj} so UXj ,Zi

= UXj ,x. Similarly, UZi,x = UZi,Yi+1 .
Also, by definition of U , for every j 2 N with Xj 2 (Yi, x), UXj ,x = UXj ,Yi+1 = UXj

. Also,
Ux,x,0 = 0. Therefore, for every n,m 2 N, and x 2 (Yi, Yi+1],

Sn,m(x, 0)�Sn,m(Zi, UZi,Yi+1) =
X

j2N:Yi<Xj<x

p
✓jDj(UXj

).

Moreover by definition of D, U and Assumption 5.1, (Dj(UXj
))j2N are independent and

centered. Also by Assumption 5.2, for every j 2 N, E[kDjk1]  1. So by Lemma 5.12.1, there
exists C > 0, which depends only on ", such that for every N 2 N, and t > 0, a.s.

P
✓

max
n,m�N

max
Yi<xYi+1

��Sn,m(x, 0)�Sn,m(Zi, UZi,Yi+1)
�� � t

����F
◆

 C

✓
µN (Yi, Yi+1]

t2

◆/2
.

(5.49)
Furthermore, for every x 2 (Yi, Yi+1], u 2 [0, 1], with x /2 {Xj}j2N, for every n,m 2 N,

Sn,m(x, u) = Sn,m(x, 0). And for every j 2 N,

max
n,m�N

max
u2[0,1]

|Sn,m(Xj , u)�Sn,m(Xj , 0)| = 1j�N

p
✓j max

u2[0,1]
Dj(u).

Then by Assumption 5.2, and by Markov’s inequality, for every j 2 N, t > 0,

P
✓p

✓j max
u2[0,1]

Dj(u) > t

◆
 (✓j/t

2)/2.

Therefore by an union bound, and by convexity of x 7! x/2, for every t > 0,

P
✓

max
n,m�N

max
Yi<xYi+1

max
u2[0,1]

|Sn,m(x, u)�Sn,m(x, 0)| � t

����F
◆


X

j�N

✓
✓j
t2

◆/2
1Yi<XjYi+1


✓
µN (Yi, Yi+1]

t2

◆/2
.

(5.50)

Finally the desired inequality follows from (5.49), (5.50), and an union bound.
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Lemma 5.9.3. A.s. for every n large enough, for every i 2 N with (Yi, Yi+1] \ [2n, 2n+1] 6= ;,

�1,i  �n := n2µ[0, 2n]1/2n/�n/2.

Proof. A.s. for every n large enough and i 2 N with (Yi, Yi+1] \ [2n, 2n+1] 6= ;, we have by
Lemma 5.3.1 (d)

µ(Yi, Yi+1]  log(Yi+1)
2/Yi+1  n2/2n.

Then by Lemma 5.3.1 (c), then (a) and (b), a.s. for every n large enough,

#{i 2 N, (Yi, Yi+1] \ [2n, 2n+1] 6= ;}  2µ[0, 2n+1]2n+1  9µ[0, 2n]2n.

Therefore, by Lemma 5.9.2 a.s. for every n large enough, writing En for the event that there
exists i 2 N such that (Yi, Yi+1] \ [2n, 2n+1] 6= ;, and such that �1,i > �n,

P(En|F)  9Cµ[0, 2
n]2n

✓
n2/2n

n4µ[0, 2n]2/22n/�n

◆/2
= 9Cn

�.

The desired result follows by the Borel–Cantelli Lemma.

Proof of Proposition 5.9.1. Recall that we need to prove that a.s. as N ! 1, kMNk1 ! 0. First,
by Lemma 5.3.2 a.s. for every n 2 N large enough, every x 2 [0, 2n+1] is separated from [0, 2n] by
at most 4n branches. So, by Lemma 5.9.3 a.s. for every n large enough, for every N 2 N,

max
x2n+1

MN (x)  max
x2n

MN (x) + 4n�n

Hence, a.s. for every n large enough, for every N 2 N,

max
x2R+

MN (x)  max
x2n

MN (x) +
1X

i=n

4i�i. (5.51)

Then note that for every i 2 N, (�N,i)N2N is decreasing. So by Lemma 5.9.2, since µ is a.s.
locally finite, a.s. as N ! 1, �N,i ! 0. Therefore a.s. for every n 2 N, as N ! 1,

max
x2n

MN (x) 
X

i:Yi2n

�N,i ! 0. (5.52)

Moreover by Lemma 5.3.1 (a), and by Assumption 5.2, a.s. as n ! 1,
X

i�n

4i�i =
X

i�n

4i3µ[0, 2i]1/2i/�i/2 ⇠
X

i�n

4i3E[µ[0, 2i]]1/2i/�i/2 ! 0. (5.53)

To conclude the proof, by (5.51),(5.52),(5.53) almost surely as N ! 1, kMNk1 ! 0.

5.10 Appendix A: Proof of Lemma 5.2.7, and measurability
Since the proofs of this section consist in checking some list of cases, we strongly advise the reader
to draw those different cases to make the reading less tedious. Also, we use the symbol ‡ to mean
that we proved that a case is absurd. Recall Sections 5.2.1, 5.2.5. Let (T , d, ⇢, u) denote a plane
R-tree. Let L := T ⇥ [0, 1]. Let ⌫ denote a �-finite measure on T .

First � is reflexive since for every ↵ 2 T ⇥ [0, 1], ↵�↵. Also all elements are comparable: For
every ↵ = (x, a),� = (y, b) 2 T ⇥ [0, 1] such that neither ↵y � nor ↵y �, Ux^y,x,y = Ux^y,x,y.
So x = x ^ y or y = x ^ y, since otherwise x, y would be connected in T \{x ^ y}. In the first
case ↵��. In the second case, ��↵.
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Proof that � is antisymmetric. Let ↵ = (x, a),� = (y, b) 2 T ⇥ [0, 1]. Assume that ↵ � � and
� � ↵, let us prove that ↵ = �. We have either:
• ↵y �, � y ↵: So ux^y,x,a < ux^y,y,b and ux^y,y,b < ux^y,x,a. ‡
• ↵y �, ��↵: By �O↵, y�x, uy,x,a = b. Then by x ^ y = y and ↵y �, uy,x,a < uy,y,b. ‡
• ↵��, � y ↵: This case is similar by symmetry. ‡
• ↵��, ��↵: x 2 J0, yK and y 2 J0, xK so x = y. Moreover, a = ux,y,b = b.

Toward proving that � is transitive, it is enough to show that:

Lemma 5.10.1. For every ↵ = (x, a),� = (y, b), � = (z, c) 2 T ⇥ [0, 1]:
(a) If ↵y �, � y �, then ↵y �.
(b) If ↵y �, �� �, then ↵y �.
(c) If ↵��, � y �, then ↵y � or ↵� �.
(d) If ↵��, �� �, then ↵� �.

Proof. Toward (a) (↵y �, � y �) note that x ^ y, y ^ z 2 J0, yK, so we have either:
• x ^ y 2 J0, y ^ zJ: So x ^ z = x ^ y. Also, y and z are connected in T \{x ^ y}, so ux^y,y,b =

ux^y,z,c. Then by ↵y �, ux^y,x,a < ux^y,y,b. So ux^z,x,a < ux^z,z,c and x y z.
• y ^ z 2 J0, x ^ yJ: Similarly, x ^ z = y ^ z, and uy^z,x,a = uy^z,y,b. Then by � y �, we have

uy^z,y,b < uy^z,z,c. So ux^z,x,a < ux^z,z,c and x y z.
• x ^ y = y ^ z:

• Either x ^ z = x ^ y, and then ux^y,x,a < ux^y,y,b and uy^z,y,b < uy^z,z,c. So ux^z,x,a <
ux^z,z,c. Therefore x y z.
• Or x^z 6= x^y, so x and z are connected in T \{x^y}. So ux^y,x,a = ux^y,z,c. However,
by ↵y �, ux^y,x,a < ux^y,y,b and by � y �, uy^z,y,b < uy^z,z,c. ‡

Toward (b), (↵y �, and �� �). We have either:
� x = y: By ↵y �, a < b. Also, by �� �, y 2 J0, zK, and uy,z,c = b > a. Thus, ↵y �.
� x 6= y, x ^ y = y: By ↵ y �, uy,x,a < uy,y,b = b. Also, by �� �, uy,z,c = b. Thus, x and z

are in different components of T \{y}, so x ^ z = y. Hence, ↵y �.
� x 6= y, x ^ y 6= y: y� � so y and z are connected in T \{x ^ y}, thus x ^ y = x ^ z and

ux^y,y,b = ux^y,z,c. Then by ↵y �, ux^y,x,a < ux^y,y,b. Hence, ↵y �.
Toward (c), we have ↵��, and � y � so x, y ^ z 2 J0, yK. Then we have either:

• y ^ z 2Kx, yK: So y, z are connected in T \{x}. Thus ux,z,c = ux,y,b. Then by ↵��, ux,y,b = a.
Hence ↵� �.

• y ^ z = x: x ^ z = x. By ↵��, ux,y,b = a, and by � y �, ux,y,b < ux,z,c. So ↵y �.
• y ^ z 2 J0, xJ: Then by x 2 J0, yK, x ^ z = y ^ z, and x and y are connected in T \{y ^ z}.

Thus uy^z,x,a = uy^z,y,b. Then by � y �, uy^z,y,b < uy^z,z,c. Hence, x y z.
Toward (d), (↵� y, �� �), we have either:

� x = y: By ↵��, b = ux,y,b = a so ↵ = � and ↵� �.
� x 6= y : By x� y and y� z, y and z are connected in T \{x}. So ux,z,c = ux,y,b = a, ↵� �.

Also by a simple symmetry argument, (change the angles by u 7! 1� u) by Lemma 5.10.1 (b),

Lemma 5.10.2. With the same notations, if �� �, � y ↵ then � y ↵.

Lemma 5.10.3. ⌫x, ⌫O, ⌫y are well defined.

Proof. First let M := {x 2 T , deg(x) > 2} [ {⇢}. M is countable since T is separable. Then
for every x 2 T , and a 2 [0, 1], let

Cx,a := {y 2 T \{x}, ux,y = a}.
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This set is open so measurable. Also, for every x 2 T , and a 2]0, 1[ let Cx,a :=
S

ba,b 6=0 Cx,b.
Define similarly, Cx,<a, Cx,�a, Cx,>a. Since T is separable all those sets are a countable union of
open set and so are measurable.

Then by simply rewriting the definition of x, for every ↵ = (x, u) 2 L,

{� 2 L,� y ↵} =

0

@
[

z2M\J0,xJ
Cz,<uz,x

⇥ [0, 1]

1

A [

0

@
[

z2M\J0,xK
{z}⇥ [0, uz,x)

1

A

[ ((J0, xJ\M)⇥ [0, 1/2)) [ ({x}⇥ [0, u)) [ Cx,<u.

So {� 2 L,� y ↵} is measurable as a countable union of measurable set. Similarly,

{� 2 L,↵y �} =

0

@
[

z2M\J0,xJ
Cz,>uz,x

⇥ [0, 1]

1

A [

0

@
[

z2M\J0,xK
{z}⇥ (uz,x, 1]

1

A

[ ((J0, xJ\M)⇥ (1/2, 1]) [ ({x}⇥ (u, 1]) [ Cx,>u,

is also measurable. Finally, {� 2 L,↵��} = Cx,u [ {(x, u)} is measurable.

Also for every ↵ 2 L,

{� 2 L : ��↵} =

0

@
[

z2M\J0,xK
{z, uz,x}

1

A [ ((J0, xJ\M)⇥ {1/2})

is measurable.

Lemma 5.10.4. {↵,� 2 L,↵��}, {↵,� 2 L,↵ y �} are measurable sets for the product
topology.

Proof. First note that
S

x,y2T Kx, yJ is dense on T , so since M is countable, {x 2 T , deg(x) = 2}
is dense. Then since T is separable, there is a countable dense set N of T , and we may assume that
N ⇢ {x 2 T , deg(x) = 2}. Moreover, note that for every x 6= y 2 T , Kx, yJ\(M [N ) 6= ;.

Then, let for z 2 T , C 0
z,0 := {(x, a) 2 T ⇥ [0, 1] : (x, a)�(z, 0), x 6= z}. The set

{↵,� 2 L,↵��} = {{x, a}⇥ {x, a}, x 2 T , a 2 [0, 1[} [
 

[

z2M[N
C 0
z,0 ⇥ Cz,1

!
,

is measurable as a countable union of measurable set.
Also, by considering several cases depending on the position of x ^ y, we get: (The two last

cases are here to deal with the cases where x 2 J0, yJ or y 2 J0, xJ.)

{↵,� 2 L,↵y �} = {{x, u}⇥ {x, v}, x 2 T , u < v} [

0

@
[

z2M,u2Q
Cz,<u ⇥ Cz,>u

1

A

[
 
[

z2N
{↵,↵y (z, 1/2)}⇥ {�, (z, 1/2)��}

!
[
 
[

z2N
{↵, (z, 1/2)�↵}⇥ {�, (z, 1/2) y �}

!
.

Thus {↵,� 2 L,↵y �} is measurable as a countable union of measurable set.
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5.11 Appendix B: Holder continuity of a Gaussian free field.

If (X, d) is a metric space, we call a Gaussian free field on X , a random function F : X 7! R+

such that for every x 2 X , F(x) is measurable, and such that for every x, y 2 X , F(x)� F(y) is a
Gaussian random variable with variance d(x, y).

Lemma 5.11.1. Let (X, d) be a metric space. Let F be a Gaussian free field on X . If F is almost
surely continuous and (X, d) have finite upper Minkowski dimension then almost surely F is Hölder
continuous with any exponent smaller than 1/2.

Proof. Since (X, d) have finite upper Minkowksi dimension, there exists k 2 N such that for every
n 2 N, there exists an,1, . . . , an,kn 2 X such that maxx2X d(x, {an,1, . . . , an,kn})  2�n.

For every n 2 N, let En denote the following event:

En :=
n
8i  kn, 8j  kn+1, d(an,i, an+1,j)  29�n ) |F(an,i)� F(an+1,j)|  kn2�n/2

o
.

By an upper bound, and by definition of a Gaussian free field, we have for every n 2 N,

P(En)  knkn+1e�(8kn2�n/2)2/(2.29�n) = k2n+1e�k2n2/218 .

Thus, since the right hand side is summable, by the Borel–Cantelli Lemma, almost surely for every
n 2 N large enough we have En.

The rest of the proof is deterministic. Assume that there exists N 2 N such that for every
n � N we have EN , and that F is continuous. Let x, y 2 X such that d(x, y)  2�N�9. Let
n 2 N such that 2�n+1 < d(x, y)  2�n. Since F is continuous we can consider m 2 N,m > n
such that for every z 2 X with d(x, z)  2�m, |F(x) � F(z)|  2�n/2, and similarly for y. Let
by induction xm+1, xm, xm�1, . . . , xn such that xm+1 = x, and such that for every m � i � n,
xi 2 {ai,1, . . . , ai,ki}, and d(xi, xi+1)  2�i. Define similarly ym+1, . . . , yn. We have

d(xn, yn+1) 
mX

i=n

d(xi+1, xi)+d(x, y)+
mX

i=n+1

d(yi, yi+1) 
mX

i=n

2�i+2�n+
mX

i=n+1

2�i  22�n.

So by the triangular inequality, then by definition of m and by En, En+1, . . . , Em,

|F(x)� F(y)| |F(xm+1)� F(xm)|+
m�1X

i=n

|F(xi+1)� F(xi)|

+ |F(xn)� F(yn+1)|+
m�1X

i=n+1

|F(yi)� F(yi+1)|+ |F(ym)� F(ym+1)|

2�n/2 +
m�1X

i=n

ki2�i/2 + kn2�n/2 +
m�1X

i=n+1

ki2�i/2 + 2�n/2

77!kn72�n/2

99!k
d(x, y)1/2

log(d(x, y))7
,

using d(x, y) � 2�n+1 for the last inequality. So, since (x, y) are arbitrary with d(x, y)  2�N�9,
F is almost surely Hölder continuous with any exponent smaller than 1/2.
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5.12 Appendix C: Supremum of empirical process.

Lemma 5.12.1. Let n 2 N,  � 2, (xi)in 2 Rn. Let (Xi)in be a family of independent centered,
random variables. For every k  n let Sk := x 2 R 7!

P
ik 1xxi

Xi. Assume that for every
i  n, vi := E[X

i ]
2/ < 1, and let V :=

P
in vi. Then for every t > 0,

Pn := P
✓
sup
in

kSik1 > t

◆
 C

⇣p
V /t

⌘
,

where C is a constant which depends only on .

Remark. By taking n ! 1, the previous lemma also holds when n = 1.

Proof. Fix  � 2. We work by induction with trivial initialization n = 0. Fix C 2 R+, which we
chose later. Assume that Lemma 5.12.1 holds for every m < n with the constant C. Let " > 0,
which we chose later. Let k 2 N be the smallest integer such that

P
ik vi �

1
2

P
in vi. Note that,

Pn  P
✓
sup
i<k

kSik1 > t

◆
+ P (kSkk1 > "t) + P

 
sup

k<in
kSi � Skk1 > (1� ")t

!
.

Then by induction, and by definition of k,

Pn  C
⇣p

V/2/t
⌘

+ P (kSkk1 > "t) + C
⇣p

V/2/((1� ")t)
⌘

. (5.54)

It remains to estimate kSkk1. To this end, first note that (|Sk(x)|)x2R is a sub-martingale, so
by Doob’s inequality,

P (kSkk1 > "t)  max
x2R

E[|Sk(x)|]
("t)

=
E[|

Pk
i=1Xi|]
("t)

. (5.55)

Furthermore by Marcinkiewicz’s inequality (see [32] Section 15.4), writing c := 2+1 (2)/2,

E
"�����

kX

i=1

Xi

�����

#
 cE

2

4
 

kX

i=1

X2
i

!/2
3

5 ,

and by Minkowski’s inequality

E

2

4
 

kX

i=1

X2
i

!/2
3

5  c

 
kX

i=1

E
h
(X2

i )
/2

i2/
!/2

= cV
/2.

Therefore, by (5.54) and (5.55),

Pn 
✓
C
1 + 1/(1� ")

2
+ c/"



◆⇣p
V /t

⌘
.

Finally some quick computations show that there exists C, " such that (C 1+1/(1�")
2 + c/")  C,

and the desired result follows by induction.

Remark. If  � 4, one may chose " = 1/3, C = 2.3c  4.9/2.
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We now prove an extension of Lemma 5.12.1, that will actually be used in [26] to study non
locally centered fennec on D-trees. We could also have used it to further extend Proposition 5.9.1.

Lemma 5.12.2. Let (�i)i2N 2 RN. Let (Xi)i2N be independent real random variables with density
(fi)i2N. Let a  b. Let S : x 7!

P1
i=1 �i(1Xix � P(Xi  x)). Assume that the previous series

converges uniformly on [a, b].
(a) Assume that (�i)i2N is decreasing. Let,

C :=
1X

q=1

|�2q | ; D := 2 log(2)
1X

q=1

q|�2q |

W :=
1X

i=1

�2i (b� a) max
axb

fi(x) ; E :=
1X

i=1

|�i|
i

(b� a) max
axb

fi(x).

For every t > 0,

P
 

sup
axb

|S(x)� S(a)| > 6
p
Wt+ (t+ 1)C +D + 2E

!
 e3�t.

(b) Let,

V :=
1X

i=1

�2i ; M := (b� a)max
i2N

max
axb

fi(x).

For every t > 0,

P
 

sup
axb

|S(x)� S(a)| > 7
p
V (t+M)

!
 e3�t.

Remarks. • Although the bound is written in a general setting, the bound is actually bad to deal with
the i such that |�i| is large and P(Xi 2 [a, b]) is small. To avoid this issue, we advise to replace, up
to reordering, (�i)i2N by (�i1Xi2[a,b])i2N, and have some a priori bounds on C,D,W,E or V,M .

Proof. We first explain explains why (b) follows from (a). In (b) we may assume up to reordering
that (�i)i2N is decreasing. First

p
Wt 

p
MV t 

p
V (t+M)/2. Then by Cauchy–Shwartz’s

inequality, E  M
p
V
�P1

i=1 i
�2
�1/2. Also by Cauchy-Shwartz inequality,

C  |�1|+ |�2|+
1

2
(|�3|+ |�4|) + · · · 

p
V

0

@1 +
1X

q=0

2q.(1/2q)2

1

A
1/2

=
p
3V

Similarly, D  3
p
V . Also we may assume t > 3 since otherwise the result is trivial so D  t

p
V .

(b) follows by sum.
Toward (a), for every i 2 N, let Ui : x 7! �i(1x�Xi

� P(Xi  x)). For every I ⇢ N let
SI =

P
i2I Ui. Also for every x 2 N let S<x :=

P
i<x Ui and let S�x :=

P
i�x Ui. Note that

for every I ⇢ N, x, y 2 R+, SI(x) � SI(y) is a sum of independent centered random variables.
Also for every i � 0, x  y 2 [a, b], q � 2,

E[ |�i(Ui(x)� Ui(y))|q]  |�i|qP (x  Xi  y)  |�i|q(y � x) max
z2[a,b]

fi(z).

So by Bernstein’s inequality (see e.g. [32] Chapter 2.8) for every I ⇢ N, x  y 2 [a, b], t > 0,

P
✓
|SI(y)� SI(x)| >

p
2(y � x)/(b� a)Wt+ tmax

i2I
|�i|

◆
 2e�t. (5.56)



5.12. APPENDIX C: SUPREMUM OF EMPIRICAL PROCESS. 173

Finally, since for every x 2 R, SI(x) is (Xi)i2I measurable, by Fubini’s theorem, (5.56) also holds
if x, y are random variables in [a, b] independent with (Xi)i2I .

Next, for every q � 0 let,

�q :=
�
a+ (b� a)k2�q, 0  k < 2q

 
[ ({Xi, 1  i < 2q} \ [a, b]),

and let pq : x 2 [a, b] 7! max{z 2 �i, x > z}. Fix 0  q  m, x 2 [a, b]. We have,

S<2q(x)�S<2q(pq(x)) =
X

i<2q

�i(1Xix�P(Xi  x))�
X

i<2q

�i(1Xipq(x)�P(Xi  pq(x)|pq(x)).

Then, since for every i < 2q, Xi /2 (pq(x), x],

S<2q(x)� S<2q(pq(x)) =
X

i<2q

�i (P(Xi  pq(x)|pq(x))� P(Xi  x)) .

Thus, by definition of (fi)i2N, and since |x� pq(x)|  2�q(b� a),

|S1<2q(x)� S<2q(pq(x))| 
X

i<2q

2�q(b� a)|�i| max
ayb

fi(y). (5.57)

Hence, writing �q for the right hand side above,

|S(x)� S(pq(x))|  �q + |S�2q(x)� S�2q(pq(x))|. (5.58)

Now fix t > 0. For all q � 0, i � 2q, note that Xi, pq(Xi) are independent with (Xi)i2{2q ,...,n}\{i},
and that Xi 2 [a, b] implies |pq(Xi)�Xi|  2�q(b� a). So by (5.56),

P
⇣
Xi 2 [a, b],

��S{2q ,2q+1,... }\{i}(pq(Xi))� S{2q ,2q+1,... }\{i}(Xi)
�� >

p
21�qWt+ t|�2q |

⌘
 2e�t.

Then, note that
��|S{2q ,2q+1,... }\{i}(pq(Xi))� S{2q ,2q+1,... }\{i}(Xi)|� |S�2q(pq(Xi))� S�2q(Xi)|

��  |�i|  |�2q |.

So, using (5.58),

P
⇣
Xi 2 [a, b], |S(pq(Xi))� S(Xi)| >

p
21�qWt+ (t+ 1)|�2q |+ �q

⌘
 2e�t.

We get a similar bound by replacing Xi above by x 2 [a, b] determinist. Hence, by an union bound,

P
⇣
9x 2 �q, |S(pq(x))� S(x)| >

p
21�qWt+ (t+ 1)|�2q |+ �q

⌘
 2q+2e�t.

So by writing tq :=
p
21�qW (t+ 2q log(2)) + (t+ 2q log(2) + 1)|�2q |+ �q,

P (9x 2 �q, |S(pq(x))� S(x)| > tq)  22�qe�t.

Finally by an union bound, we have the following event with probability at least 1� 24e�t:

8q � 0, 8x 2 �q, |S(pq(x))� S(x)|  tq. (5.59)

It remains to estimate supaxyb |S(x)� S(y)| under (5.59), which we now assume. First
since �0 ⇢ �1 ⇢ · · · ⇢ �m, for every q  r, pq � pr = pq. So for every x 2 �m, by (5.59),

|S(x)� S(a)| 
m�1X

q=0

|S(pq+1(x))� S(pq(x))| 
m�1X

q=0

tq.
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Also, since S(x) is a.s. càdlàg (right continuous with left limit) and continuous at b, and since
� :=

S
q�0 �q is dense on [a, b],

max
x2[a,b]

|S(x)� S(a)|  max
x2�

|S(x)� S(a)|.

Therefore it remains to estimate
P

q�0 tq. We have with elementary computations:

X

q�0

�q =
X

q�0

X

i<2q

2�q(b� a)|�i| max
ayb

fi(y)  (b� a)
X

i�1

2

i
|�i| max

ayb
fi(y) = 2E.

Then, X

q�0

(1 + (t+ 2q log(2)))|�2q | = (t+ 1)C +D

Also, note that the result is trivial if t < 3 so we may assume t � 3. Then, with basic analysis,
X

q�0

p
21�q(t+ 2q log(2)) 

p
t
X

q�0

p
21�q(3 + 2q log(2))/3  6

p
t

The desired result follows by sum.

Lemma 5.12.3. We keep the notations of Lemma 5.12.2. Let n 2 N. For every k  n, let

Sk : x 7!
kX

i=1

�i(1Xix � P(Xi  x)).

For every t > 0,

Pn := P
 
sup
kn

sup
axb

|Sk(x)� Sk(a)| > 42
p
V (t+M)

!
 e6�t.

Remark. By taking n ! 1, the previous result also holds if n = 1.

Proof. The proof is similar to the proof of Lemma 5.12.1. We work by induction with trivial
initialization n = 0. Assume that Lemma 5.12.3 holds for every m < n. For every real function
f let kfk[a,b] denote maxaxb |f(x)� f(a)|. Fix t > 0. We may assume t > 6 since otherwise
the result is trivial. Let U = 7

p
V (t + M). Let k 2 N be the smallest integer such thatP

ik vi �
1
2

P
in vi. Note that,

Pn  P
✓
sup
i<k

kSik[a,b] > 5U

◆
+ P

�
kSkk[a,b] > U

�
+ P

 
sup

k<in
kSi � Skk[a,b] > 5U

!
.

Then, using t > 6, by elementary computations 5U � 42
p

V/2(t+ 1 +M). Hence, by induction,
by Lemma 5.12.2, and by definition of k,

Pn  2.e6�(t+1) + e3�t  e6�t.

The desired result follows by induction.
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