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– Voilà ! C’est tout ce qu’y a ! Unisson, quarte, quinte et c’est marre ! Tous
les autres intervalles, c’est de la merde ! Le prochain que je chope en train de
siffler un intervalle païen, je fais un rapport au pape !

Père Blaise, interprété par Jean-Robert Lombard,
Kaamelott, Livre II, Épisode 55, « La Quinte juste », par Alexandre Astier.
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Scarlet sun, golden skies,
The scorching heat recedes.
Scarlet sun, golden skies,
The ground throbs beneath your feet.
The warm breeze ruffles the vultures feathers
While they fly for cover,
Scarlet sun, golden skies,
The scorching heat recedes.

[...]

Is it you, Electric Woman?
A being of power and steel...
Is it you, Electric Woman?
Oh god I cannot believe my eyes!

“Electric Woman”, Mind Trip EP, 2021, by Electric Mistress.
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Abstract

In binaural synthesis, providing individual HRTFs (head-related transfer functions)
to the end user is a key matter, which is addressed in this thesis. On the one hand, we
propose a method that consists in the automatic tuning of the weights of a principal com-
ponent analysis (PCA) statistical model of the HRTF set based on listener localization
performance. After having examined the feasibility of the proposed approach under vari-
ous settings by means of psycho-acoustic simulations of the listening tests, we test it on
12 listeners. We find that it allows considerable improvement in localization performance
over non-individual conditions, up to a performance comparable to that reported in the
literature for individual HRTF sets. On the other hand, we investigate an underlying ques-
tion: the dimensionality reduction of HRTF sets. After having compared the PCA-based
dimensionality reduction of 9 contemporary HRTF and PRTF (pinna-related transfer
function) databases, we propose a dataset augmentation method that relies on randomly
generating 3-D pinna meshes and calculating the corresponding PRTFs by means of the
boundary element method.
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Résumé

En synthèse binaurale, fournir à l’auditeur des HRTFs (fonctions de transfert rela-
tives à la tête) personnalisées est un problème clef, traité dans cette thèse. D’une part,
nous proposons une méthode d’individualisation qui consiste à régler automatiquement les
poids d’un modèle statistique ACP (analyse en composantes principales) de jeu d’HRTF
à partir des performances de localisation de l’auditeur. Nous examinons la faisabilité
de l’approche proposée sous différentes configurations grâce à des simulations psycho-
acoustiques des tests d’écoute, puis la testons sur 12 auditeurs. Nous constatons qu’elle
permet une amélioration considérable des performances de localisation comparé à des
conditions d’écoute non-individuelles, atteignant des performances comparables à celles
rapportées dans la littérature pour des HRTF individuelles. D’autre part, nous examinons
une question sous-jacente : la réduction de dimensionnalité des jeux d’HRTF. Après avoir
comparé la réduction de dimensionalité par ACP de 9 bases de données contemporaines
d’HRTF et de PRTF (fonctions de transfert relatives au pavillon de l’oreille), nous propo-
sons une méthode d’augmentation de données basée sur la génération aléatoire de formes
d’oreilles 3D et sur la simulation des PRTF correspondantes par méthode des éléments
frontières.
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Diverradenn

Evit ar sintezenn divskouarnel, pourchas d’ar selaouer HRTF (head-related transfer
functions e saozneg, da lavaret eo kevreizhennoù treuzdoug e diazalc’h ar penn) persone-
laet a zo ur gudenn a-ziazez, a zo kaoz outi en tezenn-mañ. Eus un tu, kinnig a reomp
un hentenn personeladur, a dalvez da gefluniañ, en un doare emgefreek, pouezioù ur pa-
trom statistikel PCA (principal component analysis e saozneg, da lavaret eo analizenn dre
elfennoù pennañ) HRTF. Ensellet a reomp greadusted an hentenn-mañ e meur a geflu-
niadur a-drugarez da zrevezadennoù psiko-klevedoniel, hag he amprouiñ a reomp gant 12
selaouerien. Stadañ a reomp eo gwellaet kalz o barregezh war al lec’hiadur klevedoniel
e-keñver doareoù selaou ha n’int ket hiniennek, betek barregezhioù damheñvel ouzh re
danevellet el lennegezh evit doareoù selaou hiniennek. Eus un tu all, ensellet a reomp
ar gudenn a-zindan-mañ : reduadur mentelezh ar strolloù HRTF. Da c’houde bezañ keñ-
veriet ganeomp reduadur mentelezh dre PCA 9 stlennvonioù kempred HRTF ha PRTF
(pinna-related transfer functions, da lavaret eo kevreizhennoù treuzdoug e diazalc’h ar
skouarn), kinnig a reomp un hentenn evit pinvidikaat ar stlennoù hag a zo diazezet war
ganedigezh dargouezhek stummoù skouarn 3D ha war drevezadur ar strolloù PRTF ken-
glot a-drugarez da hentenn an elfennoù bevenn (boundary element method, pe BEM, e
saozneg).





Résumé substantiel

Ces travaux de thèse ont été réalisés à Rennes au sein de l’entreprise 3D Sound Labs
et de l’équipe de recherche FAST (Facial Analysis, Synthesis and Tracking) de l’Institut
d’Électronique et de Télécommunications de Rennes (IETR, UMR CNRS 6164), située à
CentraleSupélec. Ces travaux s’inscrivent dans le projet principal de recherche et dévelop-
pement de cette première : apporter la synthèse binaurale individualisée au grand public.
Quand l’aventure 3D Sound Labs prit fin en février 2019 (à mi-chemin du doctorat), les
présents travaux de thèse furent poursuivis au sein de l’équipe FAST.

Notre système auditif nous permet de localiser les sources sonores environnantes grâce
à seulement deux canaux audio, perçus aux tympans gauche et droit. Pour ce faire, le
système auditif utilise divers indices de localisation : spectraux, temporels ou liés au
niveau sonore, monauraux ou interauraux. Ces indices proviennent des réflexions et de
la diffraction des ondes sonores entre leur émission et leur arrivée à nos tympans. Entre
d’autres termes, notre tête, torse et pavillons d’oreille effectuent un filtrage directionnel des
sons incidents. En reproduisant ces indices de manière adéquate dans les canaux droite et
gauche d’un casque ou d’écouteurs, il est possible de donner l’illusion d’une scène sonore
virtuelle (SSV) tri-dimensionnelle. Contrairement à la stéréo, cette technique, appelée
reproduction binaurale, permet la perception de sons provenant de toutes les directions
de l’espace, y compris en élévation.

D’autres techniques, telles que la synthèse de front d’onde ou l’ambisonie, permettent
le rendu de SSV 3D grâce à des haut-parleurs. Cependant, elles en nécessitent un grand
nombre, positionnés avec précision. De plus, comme pour toute technique de restitution
basée sur des haut-parleurs, le rendu est souvent dégradé par les réverbérations dues à la
salle environnante. En ce sens, la reproduction binaurale présente un avantage considé-
rable : elle n’a besoin que d’équipement courant et peu coûteux pour fonctionner, c’est-à-
dire un casque ou des écouteurs ordinaires. Ces derniers permettent de plus de s’affranchir
de l’effet de salle.

L’approche historique à la restitution binaurale, toujours d’usage, est d’enregistrer une
scène sonore au travers d’une paire de microphones placés dans les canaux auditifs d’une
personne ou d’un mannequin. Le signal audio bicanal est ensuite rejoué au casque. La
limitation majeure de cette technique est que le point de vue de l’auditeur sur la scène
sonore est déterminé par la position ou trajectoire de la paire de microphones durant
l’enregistrement, et ne peut être modifié après coup. Par exemple, lors de la restitution,
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si l’auditeur tourne la tête, la SSV suit ce mouvement (alors qu’une scène fixe serait plus
immersive).

Néanmoins, une autre approche, la synthèse binaurale, pallie à ce défaut en effectuant
le rendu de la SSV au moment de la restitution. L’idée est, pour chaque source sonore
virtuelle, de filtrer le signal mono par la paire de fonctions de transfert relatives à la tête
(d’acronyme anglophone HRTF1) adéquate, qui contient les indices de localisation cor-
respondant à la direction souhaitée. Grâce à cette technique, une SSV peut être adaptée
en temps réel aux mouvements de l’auditeur par le biais d’un système de suivi de la tête.
Mieux, une SSV complètement synthétique, c’est-à-dire constituée d’un certain nombre
de sources sonores virtuelles en mouvement dans l’espace 3D, peut être l’objet d’une resti-
tution binaurale. Cet aspect est primordial pour les jeux vidéos, et tout particulièrement
adapté aux contextes de réalités virtuelle et augmentée, dans lesquelles l’utilisateur porte
un casque et recherche l’immersion dans un environnement virtuel par la vision, le son et
le mouvement.

Les HRTF, issues du filtrage acoustique effectué par la tête, le torse et les oreilles,
dépendent non seulement de la position de la source sonore mais aussi de la morphologie
de l’auditeur, ce qui leur confèrent un caractère individuel. Cependant, la synthèse binau-
rale est généralement effectuée à partir d’un jeu d’HRTF générique, donc non-individuel.
Cela peut causer diverses dégradations dans la perception de la SSV, tels que des in-
versions avant-arrière, une perception erronée de l’élévation et/ou une faible impression
d’externalisation (cf Section 1.3.2, [Wenzel93 ; Kim05]).

En effet, comme nous le verrons en Section 2.3 du Chapitre 2, l’obtention d’HRTF
individuelles est loin d’être triviale. En particulier, la mesure acoustique, qui est la mé-
thode historique et état-de-l’art, est fastidieuse, coûteuse et inappropriée pour le grand
public. En effet, elle repose sur un dispositif de mesure coûteux et encombrant, installé
en chambre anéchoïque quand c’est possible. Alternativement, il est possible de simuler
numériquement ces sessions d’enregistrement à partir de scans 3D des pavillons d’oreille,
de la tête et du torse. Bien que de qualité professionnelle, les scanners sont en général faci-
lement transportables, et les sessions d’acquisition relativement courtes – de l’ordre de 15
minutes. Cependant, entre l’acquisition et le traitement des maillages 3D et la simulation
numérique, le procédé dans son ensemble prend un certain temps (de l’ordre de plusieurs
heures) et nécessite une puissance de calcul importante. De plus, la qualité objective et
surtout perceptive d’HRTF calculées ainsi reste à démontrer.

1Head-related transfer function

iv



Afin de proposer des solutions d’individualisation d’HRTF plus accessibles au grand
public (user-friendly dans la langue de Shakespeare), des méthodes moins directes ont été
proposées. Parmi celles-ci, deux catégories peuvent être distinguées : celles basées sur des
données morphologiques, et celles basées sur des retours perceptifs de l’auditeur. Dans
le cas du premier type de méthodes, un ou plusieurs clichés des pavillons d’oreilles, de
la tête et du torse sont réalisés, puis des mesures anthropométriques en sont tirées. Un
jeu d’HRTF personnalisé est ensuite déduit de ces mesures, la plupart du temps sur la
base d’un jeu de données jointes d’HRTF et d’anthropométrie. Concernant le second type
d’approches, l’auditeur est sollicité directement, soit en le faisant participer à des tests
d’écoute dont les résultats servent à personnaliser le jeu d’HRTF, soit en lui proposant de
régler lui-même les paramètres d’un modèle de jeu HRTF à l’oreille. Bien que l’approche
basée anthropométrie réponde bien à notre contrainte d’accessibilité au public (il est aisé
de prendre quelques photos à l’aide d’un smartphone), elle est basée sur des données
morphologiques lacunaires et, malgré les nombreux travaux sur le sujet, la qualité per-
ceptive de tels procédés d’individualisation reste à être démontrée (cf Chapitre 2, Section
2.3). D’autre part, l’approche basée sur des retours perceptifs a été sensiblement moins
étudiée. Il convient de noter que ce type de procédé requiert l’attention de l’auditeur
le temps d’une session de calibration des HRTF, ce qui est a priori plus exigeant pour
l’utilisateur que de prendre quelques photos à l’aide d’un smartphone. Néanmoins, aucun
équipement spécifique n’est nécessaire puisque le dispositif sur lequel est effectué le rendu
binaural (smartphone, ordinateur ou tablette) est en général suffisant. Par ailleurs, ce
type d’approche est guidé par une évaluation perceptive du jeu d’HRTF produit au fur et
à mesure de la calibration, contrairement aux méthodes basées anthropométrie qui elles
procèdent “à l’aveugle”. Cela ouvre par ailleurs la possibilité d’un compromis entre durée
de calibration et qualité perceptive du jeu d’HRTF proposé.

Pour les raisons évoquées ci-dessus, nous proposons donc en Chapitre 4 une méthode
d’individualisation indirecte basée sur des retours perceptifs de l’auditeur. Cette dernière
consiste à régler les poids d’un modèle statistique – d’analyse en composantes princi-
pales (ACP) – de jeu d’HRTF en magnitude à partir des performances de localisation
de l’auditeur. Contrairement à de nombreuses approches concurrentes, ce réglage est
effectué globalement, c’est à dire pour toutes les directions du jeu d’HRTF à la fois. Par
ailleurs, l’auditeur est sollicité pour l’évaluation perceptive des divers jeux d’HRTF qui
lui sont proposés au cours de la procédure, mais pas pour le réglage en lui-même des
poids du modèle, qui est réalisé de manière automatisée par l’algorithme d’optimisation
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de Nelder-Mead [Nelder65]. Dans les présents travaux, les tests d’écoute ont été restreints
au plan médian, où les différences interaurales de temps et d’intensité (d’acronymes an-
glais respectifs ITD et ILD) sont proches de zéro, nous permettant de nous concentrer
sur les indices spectraux monauraux, au cœur des problèmes perceptifs liés à l’absence
d’individualisation.

Dans un premier temps, la simulation psycho-acoustique des tests d’écoute grâce au
modèle auditif de Baumgartner et al. [Baumgartner14] nous a permis d’évaluer la faisabi-
lité de la procédure sous diverses configurations : 3 bases de données d’entraînement pour
l’ACP, et 5 nombres (compris entre 3 et 40) de composantes principales (CP) réglables.
Dans toutes les conditions testées sauf une, le procédé d’optimisation a convergé vers
un jeu d’HRTF qui donnait des erreurs de localisation significativement inférieures aux
deux jeux d’HRTF non-individuels évalués, c’est-à-dire le jeu d’HRTF moyen de la base
d’entraînement (condition initiale) et le jeu d’HRTF du mannequin Neumann KU-100.
L’erreur de localisation finale tendait à décroître avec le nombre de CP, en particulier pour
la base de données ARI, le taux d’erreur de quadrant (d’acronyme anglais QE) médian va-
riant de 15 % à 7.5 %, pour des CP de 3 à 40. En comparaison, toujours pour la base ARI,
les QE médians pour le jeu d’HRTF moyen et pour le KU-100 étaient respectivement de
23 % et 33 %, tandis qu’il était de seulement 6.3 % pour les jeux d’HRTF individuels. Bien
que la durée estimée de la procédure pour un auditeur réel était prohibitive quand plus
de 10 CP étaient utilisées, elle est apparue faisable (une ou deux heures environ) quand
seulement 3 ou 5 PC étaient conservées, cela permettant une amélioration substantielle
de la performance de localisation, quoique plus modeste qu’avec 10, 20 ou 40 PC.

Nous avons donc mis à l’épreuve cette faisabilité supposée en soumettant la procédure
de réglage à 13 auditeurs réels. Tirant parti des enseignements des précédentes simula-
tions, nous avons choisi d’utiliser le modèle d’HRTF entraîné sur la base ARI, limité à ses
5 premières CP. Les résultats ont excédé nos attentes, notre méthode ayant permis d’amé-
liorer considérablement et significativement la performance de localisation par rapport aux
deux conditions non-individuelles, jusqu’à une performance comparable à celles rapportées
dans la littérature pour des jeux d’HRTF individuels [Middlebrooks99b ; Middlebrooks00 ;
Baumgartner14]. En particulier, le QE médian pour les jeux d’HRTF customisés était de
6.2 %, tandis qu’il était de 31 % et 44 % pour les deux jeux non-individuels (moyen et
KU-100, respectivement).

La méthode sus-mentionnée, ainsi que nombre de méthodes d’individualisation indi-
rectes, reposent sur des bases de données d’HRTF, parfois couplées à des données morpho-
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logiques. Cependant, les jeux d’HRTF sont une donnée de haute dimensionnalité (jusqu’à
un demi million de degrés de liberté), alors que les jeux de données actuels n’incluent
que peu de sujets en comparaison (un peu plus de deux cent au maximum avec la base
ARI, cf Chapitre 2, Section 2.4). Il est donc souhaitable pour de telles applications de
réduire la dimension du problème, c’est-à-dire la dimension de l’espace des variations inter-
individuelles des jeux d’HRTF. C’est le problème que nous nous proposons d’examiner en
Chapitre 3. En particulier, en Section 3.2, nous étudions la performance en réduction de
dimensionnalité de l’analyse en composantes principales (ACP) sur les magnitude d’HRTF
provenant de 9 jeux de données. Remarquons ici que nous avons privilégié l’ACP plutôt
que d’autres techniques plus complexes d’apprentissage automatique. Ce choix est motivé
par une volonté de focaliser l’analyse statistique sur les variations inter-individuelles des
jeux d’HRTF, approche peu explorée jusqu’à présent dans la littérature. Puis, nous tour-
nant vers la morphologie (dont sont issues les HRTF) en Section 3.3, nous avons constaté
que la réduction de dimensionnalité par ACP fonctionne mieux sur 119 formes d’oreilles
3D que sur les 119 jeux de fonctions de transfert relatives à l’oreille (d’acronyme anglo-
phone PRTF2) correspondants. En conséquence, et afin de parer au manque de bases de
données d’HRTF de grande ampleur, nous proposons et implémentons en Section 3.4 une
méthode d’augmentation de données qui repose sur la génération aléatoire de formes 3D
d’oreilles et sur la simulation par méthode des éléments frontières des jeux de PRTF cor-
respondants. Ces travaux ont donné lieu à la publication d’article dans le Journal of the
Acoustical Society of America (JASA) [Guezenoc20a]. Le jeu de données résultant, com-
prenant un millier de maillages 3D d’oreille recalés et les jeux de PRTF correspondants,
est public et disponible sur le site web Sofacoustics3. Enfin, nous nous intéressons en Sec-
tion 3.5 à la performance en réduction de dimensionnalité de l’ACP lorsque entraînée sur
les jeux de PRTF de WiDESPREaD. En particulier, en comparant cette performance en
réduction de dimensionnalité avec celles obtenues pour d’autres bases de données d’HRTF,
nous avons constaté de meilleurs résultats avec WiDESPREaD, notamment en terme de
généralisation.

2Pinna-related transfer function
3https://sofacoustics.org/data/database/widespread/
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INTRODUCTION

This PhD was carried out in Rennes within the 3D Sound Labs company and the Facial
Analysis, Synthesis and Tracking (FAST) research team of the Institute of Electronics and
Telecommunications of Rennes (IETR, UMR CNRS 6164) located at CentraleSupélec.
It falls within the principal research and development project of the former: providing
individualized binaural synthesis to the public. After 3D Sound Labs closed its doors in
February 2019 (halfway through the PhD), this work was carried on within the FAST
team.

Our auditory system allows us to localize sound sources thanks to two audio signals
perceived at the left and right ear drums. To achieve that, the human auditory system
relies on monaural and interaural, spectrum-, time- and level-based auditory cues. These
cues originate in the reflections and diffraction of sound on its path from the sound source
to the ear drums. In other words, our head, torso and pinnae4 perform a directional
acoustic filtering of incoming sounds. By reproducing these cues appropriately in the left
and right channel of a headphone or earbuds, the brain can be fooled into perceiving a
three-dimensional virtual auditory scene (VAS). Unlike stereo, this technique, called bin-
aural reproduction, allows the perception of sound from every direction in space, including
along the vertical dimension.

Other techniques render 3-D VASs over loudspeakers, such as wave field synthesis or
high-order Ambisonics [Furness90]. However, these require a large number of carefully
positioned loudspeakers and, as any loudspeaker-based restitution, are often degraded by
the surrounding room. In this regard, binaural rendition has a considerable advantage: it
only requires a common and inexpensive piece of equipment to work, i.e. a standard pair
of headphones or earbuds. Moreover, room effect is ruled out of the equation.

The historical approach to binaural reproduction, still well-used to this day, is to
record a sound scene through a pair of microphones placed in a person or an anthropo-
morphic manikin’s ear canals. The two-channel audio signal is then played-back through
headphones. The main limitation of this technique is that the listener’s point of view on
the sound scene is determined by the position or trajectory of the pair of microphones at

4Pinna: latin for external ears.
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recording time, and cannot be modified afterwards. For instance, at the time of play-back,
if the listener turns his head, the VAS follows that movement (while a stationary scene
would be more immersive).

However, another approach called binaural synthesis overcomes this limitation, by
rendering the VAS at the time of play-back. The idea is, for every virtual sound source,
to filter the mono signal by the adequate pair of head-related transfer functions (HRTFs)
which include the localization cues that correspond to the desired sound direction. Using
this technique, a VAS can be adapted in real time to the listener’s orientation thanks to
a head-tracker device. More importantly, a completely synthetic VAS, i.e. constituted
of a number of virtual sound sources moving around the 3-D space, can be rendered
binaurally. This aspect is essential for video games, and is particularly suited for virtual
and augmented realities, contexts in which the user wears headphones and seeks 3-D
immersion through vision, sound and movement.

HRTFs, deriving from the acoustic filtering effect of one’s head, torso and pinnae,
depend not only on sound source position but on morphology, which makes them specific
to each listener. Nevertheless, binaural synthesis is generally performed using a generic
(non-individualized) HRTF set, which can cause discrepancies such as front-back inver-
sions, erroneous perception of the elevation and weak externalization (see Section 1.3.2,
[Wenzel93; Kim05]).

Indeed, as we will see in Section 2.3 of Chapter 2, the obtention of individual HRTFs
is far from trivial. For instance, the historical and state-of-the-art method to acquire
individual HRTFs, acoustic measurement, is cumbersome and unsuitable for an end-user
application. Indeed, it requires a heavy apparatus and an anechoic room, which makes
the setup untransportable. As an alternative, it has been proposed to numerically simu-
late these measurement sessions from 3-D scans of the listener’s pinnae, head and torso.
While professional-grade, the scanning equipment is generally easily transportable, and
the measurement session reasonably short – in the order of 15 minutes. However, be-
tween the scanning session, the processing of the 3-D meshes, and the simulation itself,
the process in its entirety takes a long time (in the order of several hours) and requires
considerable computing power. More importantly, the quality of such computed HRTFs
is still to be demonstrated.

Focusing on the user-friendly aspect of HRTF individualization, less direct methods
have been proposed to obtain individual HRTFs. Among these, two categories can be
distinguished: those based on morphological information, and those based on subjective
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feedback from the listener. In the first one, one or several pictures of the pinnae and/or
head and torso are taken and anthropometric measurements derived from them. Then,
a personalized HRTF set is inferred from the anthropometric data, most often based on
a dataset of both HRTFs and anthropometry. In the second category, the listener either
tunes the parameters of an HRTF set model while listening to it, or he participates in
listening experiments whose outcomes serve to personalize the HRTF set. While the
anthropometry-based approach answers well our constraint of user-friendliness – it is
indeed easy to take a few pictures with a smartphone, it is based on sparse morphological
information and, despite the quantity of work on the subject, the perceptual quality of
such individualization processes remains to be established (see Chapter 2, Section 2.3).
On the other hand, approaches based on perceptual feedback from the listener have been
less studied. Such individualization processes require the listener to be attentive for the
duration of a tuning session, which may be less practical than taking a few pictures with a
smartphone. They however require no specific equipment (a smartphone, a PC, a tablet:
any device on which the binaural synthesis is performed) and are actually based on a
perceptual evaluation of the resulting HRTFs. In other words, this family of approaches
do not go blindly about individualizing the HRTFs, they do it from some knowledge of
the perceptual result. Furthermore, a trade-off is possible between the cumbersomeness
of the process and the perceptual quality of the resulting HRTF set. In that sense, this
less-explored approach is particularly interesting, which is why we propose and evaluate
such a method in Chapter 4.

These user-friendly methods generally rely on databases of HRTFs, sometimes coupled
with morphological data. For instance, in the approach that we present in Chapter 4, we
propose to tune the parameters of a statistical model of HRTF set based on evaluations of
the listener’s localization performance. However, HRTF sets are a high-dimensional data
(up to half a million degrees of freedom), whereas current datasets include few subjects
in comparison (up to two hundred, see Chapter 2, Section 2.4). It is thus desirable for
such applications to reduce the dimensionality of the problem – that is the variations of
HRTF sets across individuals.

As a consequence, in Chapter 3, we explore the matter of reducing the dimensionality
of magnitude HRTF sets. In particular, in Section 3.2, we investigate the dimensionality
reduction performance of principal component analysis (PCA) on magnitude HRTFs from
various datasets. Let us point out that we chose PCA over more complex techniques
because we wanted to perform statistical modeling in a way that focuses on the inter-
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subject variations of HRTF sets, which has barely been studied in the literature so far. In
Section 3.3 we compare the dimensionality reduction performance of PCA on 119 pinna
3-D shapes with that of 119 matching sets of pinna-related transfer functions (PRTFs).
In Section 3.4, in order to alleviate the lack of large-scale HRTF datasets, we propose and
implement a data augmentation method that relies on random generations of ear shapes
and numerical simulations of the matching PRTF sets. This work has been published in
an article of the Journal of the Acoustical Society of America (JASA) [Guezenoc20a]. The
resulting dataset, comprising over a thousand 3-D ear meshes and matching PRTF sets,
was made available on-line on the Sofacoustics website5. In Section 3.5, we investigate the
impact on dimensionality reduction performance of using this augmented PRTF dataset,
which was published and presented at the 148th convention of the Audio Engineering
Society (AES) [Guezenoc20b].

This manuscript is organized as follows. In Chapter 1 and Chapter 2, we cover back-
ground notions regarding binaural synthesis and establish a state-of-the-art of HRTF
individualization techniques and databases. In Chapter 3, we deal with the statistical
modeling and dimensionality reduction of magnitude HRTF sets. Contributions in this
respect are five-fold. First, we present the constitution of a dataset of 119 3-D ear meshes
and matching simulated PRTF sets, named FAST. Second, we look into the capacity
of PCA to reduce the dimensionality of magnitude HRTF sets for FAST and 8 public
datasets. Third, focusing on FAST, we compare the dimensionality reduction perfor-
mance of PCA on its ear point clouds and on its matching magnitude PRTF sets. Fourth,
based on the results of these two studies, we present a data augmentation method that
relies on random generations of pinna meshes and numerical simulations of the correspond-
ing PRTF sets. Fifth, we study the impact on dimensionality reduction performance of
using this augmented PRTF dataset for training. Finally, in Chapter 4, we present a
low-cost HRTF individualization method which consists in tuning the weights of a PCA
model of magnitude HRTF set based on localization performance. First, we investigate
its feasibility under various configurations by simulating the localization tasks thanks to
an auditory model [Baumgartner14]. Second, the tuning procedure is submitted to 12
actual listeners.

5https://sofacoustics.org/data/database/widespread/
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Chapter 1

BACKGROUND

Thanks to only two audio signals perceived at the eardrums, the human brain is able
to capture the spatial characteristics of surrounding sound sources. This psycho-acoustic
process relies on auditory cues created by the alterations of sound on its acoustic path to
the eardrums. Such cues depend not only on the room and the position of the acoustic
source, but also on the listener’s morphology. By reproducing them over headphones or
ear-buds, it is possible, thanks to a process called binaural synthesis, to create a virtual
auditory environment that imitates natural sound localization.

In this chapter, we go over the fundamentals of human auditory localization and
binaural reproduction over headphone. First, we look into the mechanisms and auditory
cues involved in sound localization. Second, we introduce signal processing concepts used
to model these cues, namely the head-related transfer function (HRTF) and its derivatives,
the pinna-related and directional transfer functions (PRTFs and DTFs, respectively).
Third, we present binaural synthesis and discuss why it can and should be individualized.
Finally, several important HRTF models are reviewed.

1.1 Human Auditory Localization

The human brain relies on various auditory cues to localize surrounding sound. After
defining a listener-related coordinate system, we go over these interaural, monaural and
dynamic cues. Finally, we discuss the sensitivity and accuracy of the human auditory
localization system.

1.1.1 Coordinate System

Throughout this thesis, we will discuss the location of incoming sound sources relative
to listener perception. Hence, before going on, let us introduce tools and terminology to
describe spatial positions relative to the listener.

5



Chapter 1 – Background

Figure 1.1 – The head-related coordinate system used throughout this thesis and the
planes of interest named after standard anatomical terminology (source: [Richter19]). θ
and ϕ denote the azimuth and elevation angles, respectively.

The axis that goes through both ears is referred to as the interaural axis. The center
of the head and origin of the head-related coordinate system is usually defined as the
middle point of the interaural segment. In coherence with the standard anatomical terms
of location [Behnke12, Chap. 2], the vertical and horizontal planes that contain this axis
are called the frontal and horizontal planes, respectively. The vertical plane, orthogonal
to the interaural axis, that crosses it in the center of the head is called the median plane.
A plane parallel to the median plane is called sagittal plane.

The Cartesian axes used throughout this thesis are the following. The x-axis stands
for the front-back axis, defined by the intersection of the horizontal and median plane and
oriented frontward. The y-axis is the interaural axis, oriented towards the listener’s left.
Finally, the z-axis represents the up-down direction and is orthogonal to the horizontal
plane, oriented upward.

Several egocentric coordinate systems have been used in the literature that deals with
auditory localization. The most widespread one is the spherical system, which uses az-
imuth and elevation angles θ and ϕ and a distance parameter r defined by the distance
from sound source to origin. The convention adopted in this thesis is that azimuths range
from -180◦ to 180◦ (back to back) and elevations from -90◦ to 90◦ (bottom to top). The

6



1.1. Human Auditory Localization

Figure 1.2 – The interaural-polar coordinate system (source: [Morimoto84]). S: sound
source, O: center of the head / origin, r: distance between sound source and origin, θ:
azimuth, ϕ: elevation, α: interaural angle, β: rising or polar angle.

direction of zero azimuth and zero elevation is located in front of the listener.
An alternative is the interaural-polar system introduced by Morimoto and Aokata

[Morimoto84], deemed more adequate to sound localization. While the distance parameter
is the same as in the spherical system, the rising or polar angle β is defined as the angle
from the horizontal plane to the plane that contains the sound source and the interaural
axis. As for the lateral angle α, it is defined as the angle from the median plane to the
sagittal plane that contains the source.

1.1.2 Interaural Cues

Although early experiments on binaural hearing can be traced back to the late XVIIIth

century with Venturi (1796) and Wells (1792) [Wade08]1, Lord Rayleigh has arguably
laid the foundations of our modern understanding of sound localization at the end of the
XIXth century, with his “duplex” theory [Rayleigh07]. Experimenting with pure tones, he
determined that left-right discrimination can be imputed to two types of cues: interaural
time differences (ITDs) and interaural level differences (ILDs).

Interaural time difference For most directions, incoming sound waves reach one ear
before the other due to the distance between both ears and head diffraction. ITD varies
with source direction, starting at zero in the median plane area and reaching a maximum

1For a detailed account of the history of the study of binaural hearing, we advise to read Wade and
Deutsch’s work [Wade08].
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Chapter 1 – Background

on the left and right sides. This maximal value is of 709 µs on average, with a standard
deviation of 32 µs, for a population of 33 adult subjects [Middlebrooks99a].

ITD can be well approximated using geometric models. One of the first well-known
ones is the one by Woodworth [Woodworth54, Chap. 12]. Assuming a hard spherical head
and a far sound source located in the horizontal plane, the ITD is modeled as

ITD(θ) = ∆d(θ)
c

= r(θ + sin(θ))
c

, (1.1)

where ∆d is the path difference, r is the head radius, c the velocity of sound and θ ∈
[0, π2 ] is the azimuth. Other models have been proposed in order to generalize the model
to other frequency ranges [Kuhn77], sound source directions [Larcher97; Savioja99], or
more complex geometrical models such as a variable position of the pinnae [Busson06;
Ziegelwanger14a] and an ellipsoidal head shape [Bomhardt16c]. A more thorough state-
of-the-art of ITD models can be found in Baumhardt’s PhD thesis [Bomhardt17].

Interaural level difference For most incoming sound directions, acoustic pressure is
greater at the ipsilateral2 ear than at the contralateral3 one. The phenomenon is mostly
due to head diffraction. As the wavelength decreases (and frequency increases), the head
is more and more of an obstacle to sound waves, leading to larger ILDs. ILD varies with
sound direction, starting at zero in the median plane area and reaching maximal values in
lateral positions. For instance, Middlebrooks and Green report a maximal ILD of 20 dB
at 4 kHz and 35 dB at 10 kHz for an azimuth of θ = 90◦ [Middlebrooks90].

Perceptual importance of both cues The respective roles of ITD and ILD in lat-
eral perception vary with frequency. For frequencies below approximately 1.5 kHz, i.e.
wavelengths lower than the head width (14.5 cm on average4), ILDs are small and ITD
is the predominant cue [Rayleigh07; Wightman92; Macpherson02]. Above 1.5 kHz, ILD
becomes the predominant cue, as listener sensitivity to ITD decreases and ILD ampli-
tude increases (diffraction is stronger for smaller wavelengths) [Rayleigh07; Kulkarni99;
Macpherson02]. While the decrease in phase sensitivity is easily explainable in the case
of pure tones, where the interaural phase difference is ambiguous for small wavelengths

2On the same side of the head as the incoming sound source.
3On the side of the head opposite to the incoming sound source.
4Source: The DINBelg 2005 campaign of anthropometric measurements of the Belgian population

http://dinbelg.be/anthropometrie.htm.
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1.1. Human Auditory Localization

Figure 1.3 – Iso-ITD (in µs) and iso-ILD (in dB) contours of one human listener, on a
globe that represents the directions of incidence (source: [Wightman99]). The direction of
zero longitude/azimuth and zero latitude/elevation is faced by the listener, and the middle
of the interaural axis coincides with the origin (same head-related coordinate system as
in Figure 1.1).

[Rayleigh07], the psycho-acoustic mechanism remains unclear for signals with a larger
band. However, ITD seems to be more important than ILD for localization as long as
low-frequency phase information is present [Wightman92; Macpherson02].

1.1.3 Monaural Spectral Cues

While the perception of laterality is based on ITD and ILD, these cues are ambiguous
in certain directions. As can be seen in Figure 1.3, iso-ITD and iso-ILD curves loosely
correspond to circles contained by a sagittal plane, forming with the center of the head the
so-called “cones of confusion” [Blauert97, Chap. 2, Sec. 5]. As a consequence, elevation
and front-back discrimination can not be derived from ITD and ILD.

This information is provided to the human auditory system by monaural spectral cues.
More particularly, high-frequency content (> 4 kHz) is critical for sound localization along
the cones of confusion [Morimoto84; Hebrank74; Asano90].

At these frequencies, the peaks and notches caused by constructive and destructive
interference in the external ear are predominant spectral features, and vary considerably
with sound direction [Shaw68; Takemoto12] (see Figure 1.4) and pinna morphology. Using
numerical simulations, Takemoto et al. [Takemoto12] establishes a thorough analysis of
the link between resonances in the pinna and spectral patterns perceived at the ear canal
entrance.

9
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Figure 1.4 – Figure reproduced from [Takemoto12], illustrating resonances and anti-
resonances in the pinna responsible for notches in the magnitude spectra of PRTFs, for
an exemplary subject. The upper panel shows magnitude PRTFs in the median plane,
in dB. The lower panels show the matching distribution patterns of pressure nodes and
anti-nodes on the pinna. Arrows represent the source direction.
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To a lesser extent, low-frequency features generated by the head and torso (< 3 kHz)
can also sometimes convey useful cues for intra-conic localization [Asano90; Algazi01a].

1.1.4 Dynamic Cues

A complementary way to dispel the confusions that can occur on the sagittal planes
is movement. Indeed, when the listener turns his head relatively to the sound source
(or the other way around), the auditory cues are perceived for various subsequent posi-
tions, yielding precious additional information [Wallach40; Wightman99]. This is partic-
ularly useful to make up for poor spectral content or simply to improve localization (in a
static set-up, front-back confusions sometimes occur even with broadband spectral cues
[Bronkhorst95]). Furthermore, it would seem that dynamic cues override the monaural
spectral ones [Blauert97, Chap. 2, Sec. 5].

1.1.5 Perceptual Sensitivity and Accuracy

Now that we have identified the mechanisms and cues used by the human auditory local-
ization system, let us discuss its perceptual sensitivity and accuracy.

Interaural time difference In [Blauert97], Blauert summarizes the results of previous
lateralization studies. He reports just noticeable difference (JND) ITD values between
2 and 62 µs, depending on the sound level, stimulus and experimental protocol. In
addition, the JND in ITD has been found to increase with the azimuth. In a recent study,
using a protocol carefully selected based on previous work [Simon16], Andreopoulou et
al. [Andreopoulou17] report JND values ranging from 40 µs at an azimuth of 0◦ to 85 µs
at an azimuth of 90◦, in good agreement with previous research.

Interaural level difference In a study using pulse tones as stimuli, Mills [Mills60]
reports median thresholds for ILD between 0.5 and 1 dB depending on the frequency
(between 250 Hz and 10 kHz).

Spatial accuracy Many studies investigate the just noticeable difference in sound di-
rection, or “localization blur”, as summarized in [Blauert97, Chap. 2, Sec. 1].

In the horizontal plane, localization accuracy is best in the frontal position, steadily
decreases exponentially towards the sides, and increases again towards the rear [Mills58;
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Chapter 1 – Background

Figure 1.5 – Frequency response of a bank of 41 1-ERB-spaced 4th-order gammatone filters
between 20 Hz and 20 kHz.

Blauert97; Carlile97]. The order of magnitude of the localization blur in front, left-right
and back is of 4◦, 10◦ and 6◦ (according to Figure 2.2 of [Blauert97]).

In a study that includes various elevations, Carlile et al. report an average localization
error of 3◦ in azimuth and 4◦ in elevation for short broadband stimuli [Carlile97]. They
also notice that the errors are smaller in the anterior hemisphere.

Additionally, localization blur depends on frequency in both horizontal and median
planes, as reported by Mills in the case of pure tones [Mills58]. More generally, it de-
pends greatly on the stimulus: for instance, vertical imprecision in the frontal direction
is reported in studies mentioned in [Blauert97, Chap. 2, Sec. 1] to increase from 4◦ to 17◦

by changing the stimulus from a white noise to an unfamiliar voice.

Frequency resolution Due to how the cochlea treats sound, the frequency resolution
of the human auditory system is not uniform across the audible frequency range. Indeed,
each hair cell along the organ of Corti is tuned to a certain frequency that depends on its
location along the cochlea, resulting in higher sensitivity at low frequencies than at high
ones [Ehret78].

This processing effect of the cochlea can be approximated by the so-called “Patterson-
Holdsworth” filter bank [Patterson92], a bank of fourth-order gammatone filters whose
bandwidths follow the equivalent rectangular bandwidth (ERB) scale introduced by Glas-
berg and Moore [Glasberg90]. This filter bank is plotted in Figure 1.5.

In the case of auditory localization, Breebaart and Kohlrausch [Breebaart01] report
that smoothing non-individual spectral cues with a Patterson-Holdsworth filter bank does

12
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not produce audible artifacts, even when using first-order gammatone filters (which are
less selective than the fourth order ones). Furthermore, results from a study by Xie
and Zhang [Xie10], in which the magnitude of individual spectral cues of six subjects at
frequencies above 5 kHz is smoothed using a moving frequency window, suggest that a pre-
cision of 3.5 ERB for contralateral directions and 2 ERB elsewhere is sufficient. However,
in their 2010 study, Breebaart and Nater argue that magnitude spectral cues smoothed us-
ing a bank of overlapping 1-ERB spaced filters are advisable as a safe frequency resolution
for accurate sound localization [Breebaart10].

In the case of non-overlapping filters, the spacing must however be finer. Indeed,
according to the same study by Breebart and Nater, using non-overlapping 1-ERB spaced
filters instead of overlapping ones deteriorates the localization results. This is in accord
with results from a study by Rugeles and Emerit [Rugeles Ospina14], in which non-
individual magnitude spectral cues are filtered using a bank of non-overlapping filters.
Indeed, the results of the subjective evaluation with 12 subjects suggest that the 1

6
th-octave

scale (roughly equivalent to 0.7 ERB) is too coarse. In contrast, a bank of non-overlapping
1
12

th-octave filters seems not to produce audible alterations.

1.2 Modeling the Localization Cues

1.2.1 Head-Related Transfer Function

In the previous section, we presented different auditory cues used by the human auditory
system to localize sound. These cues were identified in early experiments and associated
to a corresponding spatial and/or frequency domain of perceptual influence. However,
taking a step back, these cues can be viewed as the result of the alterations of sound on
its path from the sound source to the left and right ear drums.

Under the traditional assumption of a linear and time-invariant system, these alter-
ations can be described by a left and a right transfer function, commonly called head-
related transfer functions (HRTFs) [Møller92, Chap. 2, Sec. 2]. A widely used definition
is the one proposed by Blauert in the case of a free-field environment:

“The free-field transfer function relates sound pressure at a point of mea-
surement in the auditory canal of the experimental subject to the sound pres-
sure that would be measured, using the same sound source, at a point corre-
sponding to the center of the head (i.e. at the origin of the coordinate system)
while the subject is not present.” [Blauert97, Chap. 2, Sec. 2]

13
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In the Fourier domain, this definition translates to the following equation:

HRTFfree−field(f) ∆= P (f)
Pref(f) , (1.2)

where P (f) refers to the Fourier transform of the sound pressure in the auditory canal,
and Pref(f) refers to the Fourier transform of the reference pressure defined by Blauert
i.e. the pressure at the origin in the absence of the head.

Throughout this thesis the term HRTF refers to this free-field definition. Its time-
domain equivalent is referred to as the head-related impulse response (HRIR):

HRIR = F−1(HRTF ), (1.3)

where F−1 denotes the inverse Fourier transform.
The fact that HRTFs are a function of frequency, sound source location, ear side and

listener can be a source of ambiguity in what is meant by terms such as HRTF, HRTFs
or HRTF set. Let us clarify the terminology employed in this thesis:

• HRTF : a filter, for a given sound source location, ear side and listener,

• Pair of HRTFs / HRTF pair : the left- and righ-ear filters for a given sound source
location and listener,

• Set of HRTFs / HRTF set: a collection of filters for a given listener, for various
sound source locations and ears.

The corresponding HRIR-related terms are to be understood in the same fashion.
Further on, HRTFs are denoted

H(λ)(f, r, θ, ϕ) ∈ C,

where λ ∈ {L,R} denotes the left or right ear, (r, θ, ϕ) ∈ R+ × [0, 2π] × [−π
2 ,

π
2 ] is the

position of the sound source in the azimuth/elevation coordinate system, and f ∈ R+ is
the frequency.

However, most often the dependency to distance r is not considered

H(λ)(f, θ, ϕ) = H(λ)(f, r0, θ, ϕ).
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Figure 1.6 – Exemplary HRTFs and HRIRs. Magnitude (top) and phase (middle) of the
HRTFs and corresponding HRIRs (bottom) of subject NH8 of the ARI dataset, for 3
horizontal directions of azimuths −90◦, 0 and 90◦.

Indeed, while range dependency can be simulated thanks to reverberation and/or atten-
uation, rotations in a virtual acoustical space (VAS) rely completely on the directional
variations of HRTFs. Furthermore, it is possible to extrapolate near-field HRTFs from
far-field (r0 & 1.5 m) measurements [Pollow14].

For simplicity, when the ear side is irrelevant, an HRTF H(λ)(f, r, θ, ϕ) is denoted
H(f, r, θ, ϕ).

1.2.2 Pinna-Related Transfer Function

As discussed in Section 1.1.3, the pinna is at the origin of complex acoustic resonances at
high frequencies that largely contribute to intra-conic5 localization.

5Intra-conic: within a cone of confusion.
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A number of studies have thus naturally focused on the component of HRTFs produced
by the external ear. It is usually referred to as pinna-related transfer functions (PRTFs),
or pinna-related impulse responses (PRIRs) in time-domain. Recorded or numerically
simulated using the same processes as HRTFs, only the influence of the external ear is
captured instead of that of a complete head and torso. PRTFs are defined and acquired
in the same fashion as HRTFs. However, in contrast with the latter, only the influence of
the external ear is captured, instead of that of a complete head and torso.

Methods to isolate the pinna vary. Although many studies use a mold of the pinna
encased into a support for measurements [Shaw68; Hebrank74], some record real human
ears after passing them through a hole in an isolation device [Spagnol11]. In the case of
numerical simulations, the 3-D morphology of the pinna is easily separated from the rest
of the body [Kahana06; Takemoto12; Bomhardt17].

1.2.3 Directional Transfer Function

A very widespread practice is to remove the diffuse component from the HRTFs, the
common transfer function (CTF), and to retain only the so-called directional transfer
functions (DTFs), as first proposed by Middlebrooks in 1990 [Middlebrooks90].

Commonly called diffuse field equalization (DFEQ), this process aims at uniformizing
HRTF measurements while preserving auditory localization by removing the part of the
HRTFs that does not vary with direction. Notably, it allows the removal of the ear canal
resonance, which can vary between the left and right ears and between measurements
sessions, seeing that it depends on the position of the microphone in the canal and/or the
depth of the ear plug when the ear canal is blocked [Shaw68]. Furthermore, DFEQ can
suppress undesired contributions from the measurement system (microphone, loudspeaker,
recording amplifier, etc).

If DFEQ was initially proposed for the purpose of acoustic measurement, it is also
useful for numerical simulations. While measurement imponderables are out of the picture
in the latter case, the ear canal resonance is still an issue, fluctuating between the left and
right ear and between subjects. Indeed, the depth at which the ear canal is blocked in the
3-D geometry and the position of the virtual microphone are both subject to variation.

DFEQ is written as follows:

DTF(f, θ, ϕ) = H(f, θ, ϕ)
CTF(f) . (1.4)
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Figure 1.7 – Exemplary CTF, computed from the HRTF set of subject NH8 of the ARI
dataset using the RMS averaging method.
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Figure 1.8 – Exemplary DTFs and DRIRs: diffuse-field equalized HRTF set of subject
NH8 of the ARI dataset. As in Figure 1.6, the magnitude (top) and phase (middle) of
the HRTFs and the corresponding HRIRs (bottom) are plotted for 3 horizontal directions
of azimuths −90◦, 0 and 90◦.
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In [Middlebrooks90], Middlebrooks defines the diffuse field as “one in which the sound
waves from all directions are of equal amplitude and in random phase”, as initially pro-
posed by Beranek [Beranek93]. Accordingly, the magnitude of the CTF is obtained by
averaging the magnitude HRTFs from all nd directions. It is often performed by com-
puting the root-mean-square (RMS) of the magnitude spectra [Middlebrooks99a; Rugeles
Ospina15]

|CTFrms(f)| =
√√√√ 1
nd

nd∑
d=1
|H(f, θd, ϕd)|2. (1.5)

Sometimes the averaging is performed in the log-magnitude domain [Majdak10; Baum-
gartner13; Guezenoc20a], which is equivalent to geometric averaging:

|CTFlog(f)| = 10
1
nd

nd∑
d=1

log10 |H(f,θd,ϕd)|
= nd

√√√√ nd∏
d=1
|H(f, θd, ϕd)|. (1.6)

Additionally, it can be desirable to weight the average in order to give a lesser weight
to measurement directions located in densely sampled areas and vice versa. A Voronoi
diagram [Augenbaum85] can be used to compute the weights.

While the definition of the magnitude spectrum of the CTF stems rather clearly from
the concept of diffuse field, the definition of its phase spectrum is less limpid. Indeed,
according to Beranek’s definition, the phase should be left indeterminate. To alleviate this,
Middlebrooks [Middlebrooks90] proposes to design the CTF as a minimum phase filter
– after having unsuccessfully tried to average HRIRs spatially, which resulted in ripples
corresponding to a delay-and-add spectral pattern. Considering the system as linear
and time invariant (a hypothesis that underlies the concept of HRTFs), they decompose
the phase of the diffuse field as a sum of a minimum-phase component and an all-pass
component [Oppenheim09, Chap. 5, Sec. 6]. They argue that the latter is the pure delay
from the entrance of the ear canal to the recording microphone, and that it should cancel
between the two ears when computing the ITD within a negligible uncertainty below
15 µs. They thus choose to set this delay to zero for convenience in computation. Using
this approach to DFEQ, they verify experimentally that the phase difference between
DTFs computed from measurements at two points of the same ear canal is limited to
a pure delay (which corresponds to the distance between the two points), and that the
difference in magnitude is close to zero.

Widely used in the community, this CTF phase design allows an easy computation of
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the phase spectrum of the CTF from its magnitude by means of the Hilbert transform H:

arg (CTF(f)) = H (− ln |CTF(f)|) . (1.7)

1.3 Binaural Synthesis

1.3.1 Binaural Reproduction Techniques

As we have seen above, certain auditory cues allow the listener to localize sound. By
incorporating these cues into the audio signals perceived at his ear drums, a two-channel
audio system is able to generate the illusion of a spatial sound scene.

Binaural recording and play-back The most direct manner to achieve this is binaural
recording and play-back: a sound scene is recorded through a pair of microphones placed
inside the ear canals of a person or of an artificial head. Later on, the recording is played
back through headphones or ear-buds. First experiments with binaural play-back date
back to as early as the late XIXth century. Nowadays, the process is used in a variety
of applications such as radio-phonic documentaries6, music recordings 7 or experimental
musical creations8.

Such recordings naturally include the spatial cues due to the propagation of sound
from its points of emission to the ear drums. However, the trajectory and orientation of
the listener in his virtual environment is immutable. Worse, if he rotates his head while
listening, the virtual auditory scene rotates with it, which is a major drawback in terms
of immersion (see Section 1.1.4). Furthermore, the auditory cues are tailored to the head
used for measurement whose morphology can be quite different from the listener’s. This
is cause to perceptual discrepancies, as we will see in Section 1.3.2.

Binaural synthesis An alternative approach made possible by last century’s techno-
logical advances is to incorporate the spatial auditory cues into the binaural signals not at
the time of recording but at the time of play-back, thus opening a new world of possibili-
ties. This process, called binaural synthesis [Wightman89b; Møller92], consists in filtering

6Example of audio documentary: [Casadamont18].
7Example of binaural music recording: [Rueff20].
8Example of experimental music creation: [KRoll18].
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the sound emitted by a given virtual sound source with the pair of HRTFs that corre-
sponds to its position. This allows the synthesis of whole audio scenes by placing various
sound sources at different locations in a virtual environment. This is an indispensable
quality for video games, and virtual and augmented reality applications, for instance.

In contrast with binaural recording, the HRTFs and thus the spatial auditory cues
can be adapted to the context of play-back. The HRTFs at play can be adjusted to the
listener’s position in real time, thus providing precious dynamic cues (see Section 1.1.4)
and/or individual HRTFs can be used instead of an artificial head’s (see Section 1.3.2 on
the importance of individualization).

Extension to loudspeakers: transaural Both binaural techniques can be adapted for
broadcast on loudspeakers thanks to transaural corrections. First proposed by Schroeder
in 1970 [Schroeder70] and refined later by Cooper and Bauck [Cooper89], the fundamental
principle is to cancel the cross-talk between the loudspeakers so that each ear drum
receives its own spatial cues without interference from the opposite ear’s. However, the
spatial auditory image is very sensitive to the listener’s position and orientation relatively
to the loudspeakers. Corrective strategies have been developed such as using more than
two loudspeakers [Baskind12] and/or adapt to the listener’s position via head-tracking
[Gardner97]. Transaural reproduction is out of the scope of this thesis.

1.3.2 Individualization - Impact on Perception

By definition (see Section 1.2.1), HRTFs describe the transformation of a sound wave on
its path from the free field to the ear drums. In free field, this transformation is due to the
interaction of the sound wave with the listener’s pinnae, head and torso. Hence, HRTFs
are in principle specific to each individual, due to their morphological origin.

In practice, using non-individual HRTFs instead of individual ones in binaural synthe-
sis has indeed adverse effects on the perceptual quality of a VAS. In particular, localization
within cones of confusion – based on monaural spectral cues – is subject to deterioration,
whereas lateral localization – based on ILD and ITD – is less affected.

Indeed, in a study where 16 subjects participated in localization tests with non-
individual static and free-field binaural synthesis, Wenzel et al. [Wenzel93] report a
deterioration in the capacity to resolve location along the cones of confusion, with higher
front-back and up-down confusion. In contrast, they note that lateral perception is more
robust to non-individual cues.
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Similar observations are made by Møller et al. [Møller96] when studying the lo-
calization performance of 8 subjects with real sound sources and both individual and
non-individual binaural recordings. They observe increased median-plane errors for non-
individual reproduction in comparison with individual reproduction – the latter being
reported to be on a par with real life. In particular, they identify a general trend for
frontal sources to be heard in the rear.

While the aforementioned work studied the impact of using either an individual or non-
individual HRTF set on localization performance, it did not attempt to isolate the various
localization cues involved. Romigh et al. [Romigh14] thus propose to decompose the
HRTFs into an ITD component and average, lateral and intraconic spectral components.
One by one, they replace each component of an individual HRTF set with its match
from a non-individual HRTF set (that of the KEMAR manikin) and study the resulting
localization performances. 9 subjects participated in the listening experiments. They
find that the intraconic spectral component encodes the most important cues for HRTF
individualization. In contrast, localization is only minimally affected by introducing non-
individualized cues into the other HRTF components.

Besides front-back confusions and erroneous elevation perception, non-individual bin-
aural synthesis can also cause discrepancies in the perception of externalization. In a
study where 5 subjects were asked to report the perceived direction and distance of a
virtual sound source synthesized (in the horizontal plane) thanks to both non-individual
and individual binaural synthesis, Kim et al. reports higher front-back confusion rate and
intra-cranial perception when using non-individual HRTFs [Kim05]. In contrast, no intra-
cranial perception is observed by Møller et al. in [Møller96]. However, these experiments
differ in the stimuli used for the listening experiments: Kim et al. use a wide-band white
noise whereas Møller et al. use a female voice. Indeed, using a narrow-band signal is
known to deteriorate localization performance compared to a wider-band signal, seeing
that the monaural spectral cues are then restricted to its frequency range.
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STATE OF THE ART

2.1 HRTF Modeling

In this section, we review various ways of modeling HRTFs, distinguishing three categories.
The first category concerns spectral models i.e. models related to the representation of
HRTFs as filters. In addition to understanding which spectral features are useful for sound
localization, these models were generally motivated by a concern for the reduction of the
computational load and latency of binaural engines. Indeed, generating a convincing
VAS potentially requires a large number of virtual sources, everyone of which needs to be
convoluted with a pair of HRTFs. In that context, reducing the size of the finite impulse
responses (FIRs) is critical.

The second category of models are related to the representation of HRTFs as frequency-
dependent directivity responses, typically called spatial frequency response surfaces (SF-
RSs) [Guillon08]. Rather than the variations of HRTFs along the frequency axis, it is their
variations with sound source position that are modeled. Such models are typically mo-
tivated by the need to generate continuously moving virtual sound sources, while HRTF
measurement grids are discrete and their resolution often below human localization ac-
curacy. Another motivation is to be able to recover a spatially dense HRTF set from a
sparse one, thus facilitating the acquisition of individual HRTF sets by means of acoustic
measurement.

The third category is statistical modeling. In particular, PCA has been widely used
in the community, although other machine learning techniques have been used as well.
As we will see, statistical modeling has been used as an alternative to more conventional
techniques in both cases reviewed above, modeling HRTFs as filters or as SFRSs. In ad-
dition, statistical modeling can be used to learn the inter-individual variations of HRTFs,
which is particularly relevant in a context of HRTF individualization.
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2.1.1 Filters

Minimum-phase filter and interaural time delay

A widespread and key HRTF model is the combination of a minimum-phase filter and a
pure delay often called time of arrival (TOA).

Principle For linear time-invariant systems – a hypothesis that underlies the concept of
HRTF, a transfer function can be decomposed into a minimum-phase and a unitary-gain
excess-phase component [Oppenheim09, Chap. 5, Sec. 6]. The latter can be decomposed
further into two unitary gain components: a linear phase one i.e. a pure delay, and an
all-pass one that contains the remaining phase information.

H = Hmin phase ·Hexc phase (2.1)
= Hmin phase ·Hlin phase ·Hall-pass. (2.2)

The minimum phase component Hmin phase is determined by the magnitude spectrum of
the all-phase filter H. While, by construction, its magnitude spectrum is that of the
original filter, its phase can conveniently be derived from the magnitude spectrum by
computing the Hilbert transform of the additive inverse of its logarithm [Smith07]:

|Hmin phase| = |H|,

arg (Hmin phase) = H (− ln (|H|)) .
(2.3)

The so-called minimum-phase processing concentrates a filter’s energy into the early part
of its impulse response (see Figure 2.1) while faithfully preserving the magnitude spectral
response.

In an objective study of measured HRIRs of 20 subjects in 30 directions of the hori-
zontal and median planes, Mehrgardt and Mellert [Mehrgardt77] observe that HRTFs are
nearly minimum phase up to 10 kHz. Following that early work, it has been very common
in the literature to approximate HRTFs as a combination of minimum-phase filters and
pure delays, hence neglecting the all-pass component. According to that approximation,
an HRTF H(f, θ, ϕ) is decomposed as follows:

H(f, θ, ϕ) = Hmp(f, θ, ϕ) · exp [−2πjf · τ(θ, ϕ)] , (2.4)
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Figure 2.1 – Exemplary HRIR (above) and matching minimum-phase impulse response
(below). The exemplary HRIR is that of the left ear of subject NH8 of the ARI dataset,
in the ipsilateral direction of 90◦ azimuth and 0 elevation).

where Hmp(f, θ, ϕ) is the minimum-phase filter and τ(θ, ϕ) is a pure delay, for all frequen-
cies f ∈ R+, azimuths θ ∈ [0, 2π] and elevations ϕ ∈

[
−π

2 ,
π
2

]
.

This approximation presents two major advantages. First, it permits a compact rep-
resentation of HRIR data as a combination of short finite impulse responses (FIRs) and
pure delays, thus reducing the computational load of binaural rendering. Second, it is
highly convenient on a psychoacoustic level: the magnitude spectra and the pure delays re-
spectively correspond to the spectral and ITD localization cues, allowing for independent
analysis and manipulation of both types of cues [Hoffmann08].

Perceptual relevance The perceptual relevance of this model is investigated in several
studies. Kistler et al. [Kistler92] compare the localization performances of 5 listeners with
their own HRTF sets in 36 virtual source directions, with or without minimum-phase-plus-
delay approximation. The similarity of the localization results between both conditions
lead them to conclude that the approximation is perceptually valid.

Rather than performing localization experiments, Hammershøi et al. [Sandvad94]
study directly the ability of 7 listeners to detect differences between measured and minimum-
phase-plus-delay HRTFs in a multiple choice experiment in 17 virtual source directions.
Their results show that some minimum-phase HRTFs are detected by some listeners,
without further insight about dependency on direction or listener.
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In another multiple choice experiment, Kulkarni et al. [Kulkarni99] compare the
capacity of 4 listeners to hear the difference between measured and minimum-phase-plus-
delay HRTFs, at 4 horizontal positions of azimuths 0, ±90◦ and 180◦. In agreement
with the results of [Kistler92], they find that some of the listeners were able to hear
the difference between some of the HRTFs, in particular in lateral directions. Indeed,
while no subject was able to discriminate between both HRTF sets at 0 and 180◦, the
discrimination rate was significantly greater than chance at ±90◦ for 2 of the 4 listeners.

Let us note that this is coherent with the observation by several authors [Algazi02;
Katz14] that HRIRs are bimodal in contralateral positions close to the interaural axis,
due to multiple-path propagation around the head. Such HRIRs are thus, to some extent,
non-causal and contradict the minimum-phase assumption.

Plogsties et al. [Plogsties00] confirm, by means of a multiple choice experiment with 12
listeners, that the removal of the all-pass component is inaudible for most HRTFs but can
be detected for some, in particular those that correspond to lateral directions. However,
with further scrutiny and work on the way the ITD is derived from the excess-phase
component, they show that the minimum-phase-plus-delay approximation is perceptually
transparent for every HRTF, provided that the ITD is properly calculated.

ITD estimation ITD estimation from measured HRIRs has indeed been the subject
of much work in the literature. While we shall not delve further into this question here,
we encourage the curious reader to refer to [Katz14] for a thorough comparative study
of the degree of variability between many of the most common ITD estimation methods,
and to [Andreopoulou17] for a perceptual assessment of which of these methods are the
most relevant for use in the minimum-phase-plus-delay approximation.

Further on, for simplicity, we use the terms “mag-HRTF”, “mag-DTF” or “mag-PRTF”
and to refer to the magnitude spectrum of an HRTF, DTF or PRTF, respectively.

Pole-zero modeling

In coherence with the physical interpretation of HRTFs as containing resonances and
reflections, the overall structure of mag-HRTFs exhibits several narrow-band peaks and
notches. Based on this observation, it has been proposed to approximate HRTFs using
pole-zero parameterizations [Asano90; Blommer97; Haneda99].

26



2.1. HRTF Modeling

In particular, Haneda et al. approximate the horizontal HRTFs of a dummy-head
using the so-called common acoustical poles and zeros (CAPZ) approach: each HRTF is
modeled thanks to 20 direction-independent poles and 40 zeros [Haneda99]. All-pole or
all-zero modeling have been used as well to avoid mutual cancellations of poles and zeros
[Sandvad94; AlSheikh09].

Spectral smoothing

Based on prior knowledge of the frequency resolution of the human auditory localization
system (see Section 1.1.5 for more details), the magnitude spectrum of an HRTF can
in principle be represented thanks to magnitude coefficients distributed in a logarithmic
manner along frequencies [Breebaart10].

Although most studies suggest that a magnitude value per ERB band is sufficient (i.e.
about 30 magnitude coefficients) [Breebaart10], other results tend to indicate that when
using non-overlapping filters the frequency scale should be as fine as a 1

12
th of octave which

is equivalent to about a third of ERB, i.e. about 120 magnitude coefficients.

2.1.2 Spatial Frequency Response Surfaces

So far, we have reviewed approaches to model magnitude HRTFs as filters, without looking
at their directional variations. An HRTF set, i.e. the set of HRTFs from all directions,
can however be viewed as a directivity response that depends on frequency. This mode
of representation is referred to as spatial frequency response surface (SFRS) [Guillon08]:

SFRS(f) =
{
H(f, θ, ϕ) | θ ∈ [0, 2π] , ϕ ∈

[
−π2 ,

π

2

]}
. (2.5)

Spherical harmonics

Spherical harmonics decomposition (SHD) is a popular method to model and approximate
SFRSs. Similarly to the Fourier transform in 1-D, SHD expands a function g : [0, 2π] ×[
−π

2 ,
π
2

]
7→ C into an infinite sum of weighted orthonormal basis functions called spherical

harmonics.

Continous SHD The SHD of SFRSs relies on the fact that, by applying the reciprocity
principle, HRTFs can be formulated as an acoustical radiation problem [Pollow14]. As-
suming that the Sommerfeld radiation condition is satisfied, the solution of the Helmholtz
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equation in spherical coordinates results in the expansion of the acoustic pressure field,
and thus of the HRTF H(f, r, θ, ϕ) at frequency f and position (r, θ, ϕ) as follows.

H(f, r, θ, ϕ) =
+∞∑
p=1

p∑
q=−p

apq(r, k)Y q
p (θ, ϕ) (2.6)

where k = 2πf
c0

is the wavenumber. Y q
p denotes the complex SH function of order p and

degree q, defined as

Y q
p (θ, ϕ) = (−1)q

√√√√(2p+ 1)
4π

(p− |q|)!
(p+ |q|)!P

|q|
p (cos θ)ejqϕ, (2.7)

where P |q|p is the associated Legendre polynomial. apq denotes the spherical expansion
coefficients

apq(r, k) = bpq(k)hp(kr), (2.8)

where hp(kr) is the spherical Hankel function of the first kind.
hp can be used for range extrapolation which allows to derive HRTFs for any given

distance r from measurements at a fixed distance r0 (usually r0 & 1.5 m) [Pollow14]. The
first spherical harmonic functions are plotted in Figure 2.2.

In practical applications, the infinite sum is truncated to a finite number of SHs
nsh ∈ N∗:

H(f, r, θ, ϕ) '
nsh∑
p=1

p∑
q=−p

apq(r, k)Y q
p (θ, ϕ). (2.9)

In order to avoid spatial aliasing, nsh must be limited to an upper bound nshmax , determined
by the number nd and distribution of the measurement points on the sphere of possible
directions:

nshmax =
⌊√

nd
γ
− 1

⌋
, (2.10)

where γ = 4 for an equiangular spatial sampling, γ = 2 for a Gaussian one and γ = 1 for
an hyper-interpolation one [Bomhardt17, Chap. 2, Sec. 5].

Due to the analytical definition of the SHs, SHD provides a continuous representation
of the HRTFs on the sphere. This characteristic facilitates real-time rotation of the VAS is
binaural synthesis. Additionally, it permits the spatial interpolation of sparsely measured
HRTF sets [Duraiswami04; Pollow14].

Depending on nsh, SHD can be used provide a compact representation of the spatial
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Figure 2.2 – Spherical harmonic functions Y q
p of order p = 0, . . . 3 and degree q =

−p, . . . p. Source: [Liu19a].

variations of an HRTF set. However, the lower nsh, the more smoothed the SFRSs.

The HRIR sets of the HUTUBS dataset, for instance, are included as 35-order SHDs
of the complex HRTF sets [Brinkmann19]. The nd = 440 directions of an HRTF set are
thus represented using 2 · nsh + 1 = 2 · 35 + 1 = 71 spherical harmonics coefficients apq.

Spherical wavelets

One of the limitations of SHD is that the basis functions are global, i.e. they take
significant values over the whole sphere. However, magnitude HRTFs typically include
sharp peaks and notches, important for intra-conic 1 localization. Accurately modeling
these local features implies using spherical harmonics up to a high order.

In order to provide more efficient SFRS modeling and compression, Hu et al. [Hu16]
proposed in 2016 to use local basis functions for spatial decomposition, in a fashion
inspired by the wavelet transform. More recently, they have further improved their spatial
decomposition scheme by using spherical wavelets based on the lifting scheme [Hu19]. The
first analysis functions of the spherical wavelets decomposition (SWD) are displayed in
Figure 2.3.

1Within a cone of confusion.
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Figure 2.3 – Analysis functions for the spherical wavelet transform based on the lifting
scheme [Hu19]. Left to right: scaling function of scale level 1, wavelets of scale level 1, 2
and 3. Source: [Liu19a].

2.1.3 Statistical Modeling

Statistical approaches can also be used to model HRTFs. Seeing that HRTFs are functions
of frequency, sound direction, ear side and subject, depending on how the data is presented
to the statistical analysis, a different kind of modeling is achieved.

Similarly to the aforementioned methods, HRTFs can be modeled as filters or as SF-
RSs. In addition, machine learning algorithms can be used to model the variations of
HRTFs between subjects, a particularly interesting feature in a context of HRTF individ-
ualization.

Principal component analysis

Principal component analysis (PCA) [Jolliffe02] has been particularly widely used to
model HRTFs in the literature, likely because of its low computational and algorith-
mic complexity. Moreover, PCA is a direct competitor to techniques such as pole-zero
modeling or SHD and SHW, as it can be used to decompose SFRSs or filters onto a basis
of orthogonal functions.

PCA is a statistical method that uses an orthogonal transformation to convert the
input data into a set of uncorrelated variables called principal components (PCs). The
transformation is defined so that the PCs are ordered by decreasing order of variance.
The first PC thus represents the most variability in the data, then each succeeding PCs
represents the most variability, under the constraint that it is orthogonal to the previous
PCs. The resulting vectors form a set of orthogonal basis functions.

PCA can thus be used to decompose HRTFs onto a set of orthogonal basis functions.
Furthermore, dimensionality reduction can be achieved by only retaining the first p PCs.

Let us consider a dataset of HRTFs of ns subjects, nf frequency bins and nd directions.
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For the sake of simplicity, we only consider the HRTFs from one ear. Let X ∈ CN×M be
the data matrix, where N ∈ N is the number of examples andM ∈ N the data dimension.

Spectral The most widespread approach is to perform a spectral decomposition of
the HRTFs. In this case, HRTFs are viewed as filters, whose variability is learned across
directions and subjects (when several are available) i.e. N = ndns andM = nf [Kistler92;
Middlebrooks92; Hu06; Fink15; Bomhardt16a; Mokhtari19]:

ndns

 X


nf

.

Performing PCA, Hwang et al. [Hwang08b] and Hugeng et al. [Hugeng10] have used the
same data formatting approach for HRIRs and minimum-phase HRIRs, respectively, thus
yielding a decomposition onto basis impulse responses rather than transfer functions.

Spatial As an alternative to spherical harmonics and wavelets decompositions (see Sec-
tion 2.1.2), statistical analysis can be used to model and provide a compact representation
of the spatial variations of HRTFs. Here, HRTFs are viewed as SFRSs whose variations
are learned across frequency bins and subjects (when there are several) i.e. N = nfns

and M = nd:

nfns

 X


nd

.

PCA performed in this context [Larcher00; Xie12; Takane15; Zhang20] is generally re-
ferred to as spatial PCA or SPCA.

Inter-individual A third and less explored way of performing statistical analysis is
to focus on the inter-individual variations of HRTFs. Indeed, while the aforementioned
approaches include contributions from various subjects (when available) in the statistical
analysis, the inter-individual variability is mixed with the spatial one (when modeling
HRTFs as filters) or with the spectral one (when modeling the HRTFs as SFRSs).

In particular, the set of HRTFs from all sound directions can be seen as a whole. In
this case, N = ns and M = nfnd, that is each sample of the data actually corresponds to
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a subject:

ns

 X


nfnd

.

To the best of our knowledge, there is little work in the literature in which PCA is
performed in the inter-individual fashion. In a quite extensive study [Hölzl14, Chap. 5],
Hölzl compares various manners of formatting HRTF data prior to PCA and their impact
on the number of PCs needed to retain a certain amount of information, including the
inter-individual approach presented above. In [Schönstein10] and [Schönstein12a], Schön-
stein et al. perform inter-individual PCA on HRTF sets from the LISTEN database in
order to reduce their dimensionality, as part of a method that aims at selecting a best-fit
non-individual HRTF set among a database based on anthropometric measurements (see
Section 2.3.3). Finally, Hold et al. [Hold17] perform PCA on log-magnitude HRTFs of 40
subjects, in order to study directional and frequencial areas of inter-subject variability.
In addition, they emphasize that using PCA as a dimensionality reduction technique can
contribute to de-noising HRTF data. However, they do not perform inter-individual PCA
on complete HRTF sets, but on horizontal- and median- planes subsets.

Direction-by-direction inter-individual Alternatively, inter-subject variations of HRTFs
can be studied direction by direction [Nishino07; Xu08]. In this case, N = ns andM = nf :ns

 X


nf

× nd times.

This allows the number of examples to be of the same order as the dimension of the data.
However, the critical downfall of this approach is that a different PCA must be performed
at each direction, resulting in nd (i.e. hundreds or thousands) statistical models, which is
hardly practical in most problems.

Other statistical modeling techniques

Other machine learning techniques have been used to model and reduce the dimensionality
of HRTFs. As in the case of PCA, statistical modeling can be performed on HRTFs seen
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either as filters, SFRSs or HRTF sets.

Independent component analysis Among linear techniques, let us mention indepen-
dent component analysis (ICA) [Larcher00; Liu19b] or high-order singular value decom-
position [Li13]. While Larcher et al. use it to model complex SFRSs [Larcher00], both
Liu et al. [Liu19b] and Li et al. [Li13] use it to reduce the dimensionality of HRTFs –
seen as HRTF sets – in a context of HRTF individualization based on regression from
anthropometric measurements.

Non-linear techniques Regarding non-linear approaches, Isomap [Grijalva16; Kapra-
los08] and locally linear embedding (LLE) [Duraiswami05; Kapralos08] have been applied
to SFRSs.

Local tangent space alignment (LTSA) has been used as well on binaural acoustic
data, with the aim of retrieving the latent two-dimensional manifold that corresponds to
sound source direction and/or head orientation. In that way, Aytekin et al. [Aytekin08]
reduce the dimensionality of HRTFs of human beings2 and echolocating bats, in order
to simulate the process of learning auditory localization for a living organism. Cues
based on head movement are also used. With the aim of providing a means for sound
localization for a two-ear robot, Deleforge et al. [Deleforge15], perform LTSA on a dataset
of binaural recordings of a human-like manikin head. Based on interaural level and phase
differences, they identify a two-dimensional non-linear manifold that corresponds to the
head’s orientation (or sound source direction, conversely).

Neural networks have come up recently in unsupervised HRTF modeling. In [Ya-
mamoto17] , Yamamoto et al. train a variational autoencoder on HRTFs seen as filters,
associated with directional information and personalization weights. For compression
purposes, Chen et al. [Chen20] propose to use a different approach and to train a convo-
lutional network on median-plane HRTF subsets, thus focusing on inter-individual varia-
tions.

Overall, as in the case of PCA, other machine learning techniques have rarely been
performed in a way that focuses on the inter-individual variations of HRTF sets. Here
as well, a likely cause is the small number of examples in currently available datasets
compared to the dimensionality of a whole HRTF set. The scarcity of data may even be
more of a problem with these more complex techniques.

2The 45 HRTF sets from the CIPIC dataset (see Section 2.4, [Algazi01c]).
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2.2 Evaluation of HRTF Sets

In a context of HRTF individualization, we seek to improve the quality of binaural syn-
thesis by modifying the HRTF set used for rendering. It is thus desirable to be able to
evaluate and compare HRTF sets objectively and subjectively.

2.2.1 Objective Metrics

Due to the time and cost of performing perceptual evaluations, objective metrics are a
necessity. They are however as diverse as there are ways of representing the signal (time-
or frequency-domain, magnitude or complex spectra, linear or logarithmic scale, cepstral
coefficients...). We herein present two metrics that have been commonly used in the
literature. For an extensive review of HRTF metrics, we advise the curious reader to refer
to [Bahu16a, Chap. 5].

Spectral distortion A rather widespread metric, the spectral distortion (SD) [Inoue05]
is the RMS of the difference between log-magnitude HRTFs and is expressed in dB. This
metric is sometimes referred to as spectral distance [Inoue05].

Let there be HB and HA two HRTF sets, and ∆GdB = 20 log10

(
|HB|
|HA|

)
the difference

between the corresponding log-magnitudes.

SD(θ, ϕ) =

√√√√√ 1
Nf

Nf∑
k=1
|∆GdB(fk, θ, ϕ)|2, (2.11)

where (θ, ϕ) is a direction, designated here by its azimuth and elevation.
In order to compare two HRTF sets, the SD is typically extended to all directions by

computing its RMS across directions

SDglobal =

√√√√ 1
Nd

Nd∑
d=1

SD(θd, ϕd)2 =

√√√√√ 1
Nd

1
Nf

Nd∑
d=1

Nf∑
k=1
|∆GdB(fk, θd, ϕd)|2. (2.12)

Prior to computing the SD, some [Huopaniemi99] resample the HRTFs to a logarithmic
frequency scale in order to better fit human perception.

Inter-subject spectral difference In order not to account for gain differences, Mid-
dlebrooks et al. [Middlebrooks99a] proposed a metric termed inter-subject spectral dif-
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ference (ISSD), expressed in dB2. At each direction (θ, ϕ), the HRTF is passed through
a filter-bank of Nb = 64 bands ranging from 3.7 to 12.9 kHz whose center frequencies are
logarithmically distributed. The ISSD is then computed as the variance of the difference
between the log-magnitude HRTFs in this logarithmic frequency scale:

ISSD(θ, ϕ) = 1
Nb

Nb∑
b=1

∆GdB(b, θ, ϕ)− 1
Nb

Nb∑
b=1

∆GdB(b, θ, ϕ)
2

. (2.13)

The ISSD is typically extended to all directions by averaging the local ISSD

ISSDglobal = 1
Nd

Nd∑
d=1

ISSD(θd, ϕd). (2.14)

There are some variants of the ISSD in the literature. For instance, it can be computed
from a linear frequency scale [Guillon08]. Additionally, a weighting of the contributions
of each frequency can be applied [Durant02].

2.2.2 Subjective Evaluation

Objective metrics can however not account for the full complexity of human auditory lo-
calization, and perceptual experiments are the ultimate test of binaural rendering quality.

Perceptual experiments are however far from trivial to implement. For instance, sub-
jective judgments are subject to inter- and intra-subject variability [Schönstein12b; An-
dreopoulou16]. As a result, subjective evaluations generally include many repetitions
of the same stimuli in order to be able to extract statistically significant information.

On another level, there is no absolute answer as to which type of criterion is to be used
to evaluate the perceptual quality of a binaural reproduction system in a given context.
The criteria found in the literature can however be divided into two categories: spatial
ones such as localization accuracy or sensation of externalization, and timbral ones such
as coloration or naturalness [Le Bagousse10].

We hereon provide a summarized state-of-the-art of the two main types of subjective
evaluations found in the literature: judgment and localization experiments. For an exten-
sive discussion on perceptual assessment of the quality of binaural spatial reproduction,
we encourage the reader to read [Katz19].
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Judgment experiments

A first type of approach is judgment experiments. Presented with one or several VASs,
the listener is asked to rate the renderings [Katz12; Brinkmann19] or to indicate a pref-
erence [Yamamoto17] in an A/B comparison, based on attributes defined by the exper-
imenters. These attributes can be global, or related to one of two categories: spectral
content (i.e. timbre, coloration) or sound source location [Le Bagousse10]. Brinkmann
et al. [Brinkmann19], for instance, asks 46 subjects to rate their measured and numer-
ical computed HRTF sets according to 12 criteria such as difference, low-, mid- and
high-frequency coloration, crispness, horizontal and vertical direction, distance, external-
ization and source extension. It is not trivial, however, to define the attributes so that the
underlying concepts are understood by the listener as the experimenters intended. Much
research has been carried out to establish a set of such attributes, which is reviewed
extensively in [Katz19, pp. 380-386].

Sometimes, the test is simply a discrimination task: the listener is asked to indicate
if he is able to hear a difference between two VASs. This is the case for instance in
[Langendijk99], where binaural synthesis is compared with real sound sources.

Overall, this approach has the advantage of being able to explore various perceptual
dimensions in spatial audio rendering quality. Moreover, the experiments can be shorter
and less tiring than localization ones. However, they are highly dependent on the definition
of the attributes and of the rating scales.

Localization experiments

In a context of spatial audio, it is only natural to test for localization accuracy i.e. the
accuracy of the perceived position of a given sound source. In that case, the listener
is presented with one or several sound sources in a virtual environment and is asked to
report the position at which he perceives them. In most cases, only the direction of the
sound source is evaluated, although sometimes it is rather the distance to the listener
that is under test [Kim05]. The historical and perhaps most widespread manner
in which binaural rendering has been evaluated is localization experiments, especially
in work related to HRTF individualization [Wightman89a; Mokhtari08; Middlebrooks00;
Seeber03; Shin08; Majdak10; Fink15; Liu19b].

This approach allows for a quantified and absolute evaluation of the perceptual results.
Furthermore, unlike some of the criteria used in judgment experiments, there is little
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ambiguity in what the listener is asked to judge.

Localization metrics Thanks to the quantitative nature of the results of localization
experiments, a number of localization metrics have been proposed. Some [Wightman89a;
Carlile97; Jin00] use the spherical correlation coefficient (SCC), a form of correlation
between actual and perceived sound source locations on the sphere of possible directions.
Others simply report a percentage of correct answers [Hu08]. However, most studies
use metrics based on the angular difference between actual and perceived sound source
direction.

Independently of the metric chosen, it is generally supplemented with the percentage of
front-back, up-down or hemispherical inversions, due to the recurrence of such phenomena
[Asano90]. These confusions are often removed or corrected prior to the computation of
the main metric [Carlile97; Middlebrooks99b; Martin01; Middlebrooks99b; Zhang20].

For instance, Middlebrooks et al.’s [Middlebrooks99b] set of metrics, is composed of a
quadrant error (QE), a lateral angle error (LE) and a local polar angle error (PE). Used
by a number of other studies since [Majdak10], and in particular by Baumgartner et al.
in their auditory model for localization prediction [Baumgartner14]. These metrics are
based on the lateral-polar coordinate system introduced by Morimoto et al. [Morimoto84]
(see Chapter 1, Section 1.1.1) and are defined as follows.

Let α(req)
d and β(req)

d be the requested lateral and polar angles and α(ans)
d,r β

(ans)
d,r be the

corresponding answers, for all tested sound directions d = 1, . . . D and all repetitions
r = 1, . . . R. QE is a percentage that accounts for intraconic errors of more than 90◦:

QE = 100 · card(Q)
D ·R

, (2.15)

where
Q =

{
(d, r) ∈ {1, . . . D} × {1, . . . R} |

∣∣∣β(ans)
d,r − β

(req)
d

∣∣∣ > 90◦
}
. (2.16)

PE is the RMS of the local polar angular error:

PE =
√√√√ 1

card
(
Q̆
) ∑

(d,r)∈Q̆

∣∣∣β(ans)
d,r − β

(req)
d

∣∣∣2, (2.17)

with Q̆ = {1, . . . D} × {1, . . . R} \ Q.
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As to the LE, it accounts for errors along the lateral dimension:

LE =

√√√√ 1
D ·R

D∑
d=1

R∑
r=1

(
α

(ans)
d,r − α

(req)
d

)2
. (2.18)

As a variant, the polar error can be computed without excluding the intraconic errors
a priori – which we do in Chapter 4. Implemented by Baumgartner et al. [Baumgart-
ner14] as part of their auditory modeling toolbox [Søndergaard13], the absolute polar
error (APE) is defined as follows:

APE =

√√√√ 1
D ·R

D∑
d=1

R∑
r=1

∣∣∣β(ans)
d,r − β

(req)
d

∣∣∣2. (2.19)

Localization versus judgment

In [Zagala20], Zagala et al. point out that there is a considerable lack of cross-comparison
of localization and judgment tasks in the literature. In order to alleviate that, they study
the link between rankings of 8 representative HRTF sets from the LISTEN database (pre-
viously identified in [Katz12]) according to two different types of perceptual evaluations:
a localization task, and a judgment task – similar to that of [Katz12] – in which the
listeners evaluate the overall rendering quality of two virtual trajectories, horizontal and
vertical. For each type of test, various metrics are covered. 28 subjects participated in
the experiment.

Overall, they observe that localization performances across HRTF sets are correlated
to overall quality of experience judgments. Notably, the best HRTF set selected according
to perceptual metrics for one given method exhibit a rating score better than a random
selection in the alternate method.

Looking into the various metrics related to each task, they report that some of the
metrics from the localization method correlated better to metrics from the quality evalu-
ation method than others: metrics such as the mean great circle error and mean unsigned
polar error should be preferred over the confusion rate or mean unsigned lateral error to
predict overall quality of experience.

Finally, studying the repeatability of the listeners’ answers, they find that raters who
were consistent in one task tended to be consistent in the other. What is more, consistent
raters tended to score best with the same HRTF sets in both methods, whereas incon-
sistent raters were more likely to score differently with each HRTF set depending on the
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method.

2.2.3 Localization Prediction

As we have seen, although subjective experiments are indispensable when evaluating an
HRTF set, they are delicate to implement due to several problems such as headphone
calibration, listener fatigue and variability of subjective answers. Furthermore, many
repetitions are needed to establish statistical significance, which is costly in time and
money. As to objective metrics, they allow for an inexpensive comparison of HRTF sets
but cannot account for the complexity of the human auditory system.

A compromise is reached thanks to auditory models that mimic the mechanisms of
sound localization to predict localization performance. While there were previous at-
tempts at modeling sound localization [Middlebrooks92; Langendijk02], we herein focus
on the widely popular Baumgartner model [Baumgartner14] which we use intensively in
Chapter 4.

The Baumgartner model

The Baumgartner model aims at predicting localization performance inside a sagittal
plane. It has been used in a large number of studies by different research teams [Geron-
azzo18; Brinkmann17; Braren19; Spagnol20; Zhang20]. One of the reasons for this popu-
larity is the fact that its Matlab code is freely available online in the Auditory Modeling
Toolbox3 (AMT) [Søndergaard13]. Another one is the fact that the results of this auditory
model have been verified against real localization experiments.

This function model is based on the hypothesis that a listener constructs an internal
template of his own HRTFs as the result of a lifelong learning process. The structure of the
model is displayed in Figure 2.4. For a given sagittal plane, the internal representation of
the spectral features is associated to matching corresponding polar angles. When listening
to a sound signal, its internal spectral representation is compared to the internal template.
The more similar the input signal is to the cues associated with a given direction, the
higher is the probability of perceiving sound coming from that direction. When listening
to a new target HRTF set, the input signal is created by convoluting a reference stimulus
(impulse) with the target HRTF.

3https://amtoolbox.sourceforge.net/
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Figure 2.4 – Structure of the Baumgartner sagittal-plane localization model (reproduced
from [Baumgartner14]).

Internal representation The internal representation is derived from the HRTFs as
follows. First, a DFEQ of the HRTFs is performed by geometric averaging (see Equa-
tions (1.4) and (1.6) and [Majdak10]). The resulting DTFs are then filtered by a 1-ERB-
bandwidth gammatone filter bank, aimed at simulating the frequency resolution of the
cochlea (see Chapter 1, Section 1.1.5), for frequencies ranging from 0.7 kHz to 18 kHz.

In order to simulate the effect of the dorsal cochlear nucleus (DCN), a positive gradient
is then extracted from the log-magnitude spectra. This model of the DCN derives from a
study on cats by Reiss and Young [Reiss05].

PG(D, b, β) = max
[
20 log10

(
|D(b, β)|
|D(b− 1, β)|

)
, 0
]
, (2.20)

where b = 2, . . . Nb denotes the frequency band, β ∈ [−90◦, 270◦] the polar angle and
D(b, β) ∈ C the corresponding DTF value.

Comparison Given a target sound signal emitted at polar angle β0, its internal rep-
resentation is compared to all templates (each associated with a polar angles β). The
underlying idea is that the listener will perceive the sound source at the angle associated
with the template representation closest to the target one.

The distance metric is computed by averaging across frequencies the absolute difference
between positive gradients:

dist(β, β0) = 1
Nb − 1

Nb∑
b=2
|PG(Dtemp, b, β0)− PG(Dtarg, b, β)| , (2.21)

where Dtemp and Dtarg denote the template and target DTFs respectively.
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Similarity estimation The distance is then translated into a similarity index (SI) SI
in a non-linear fashion by means of a sigmoid function:

SI(β, β0) = 1− 1
1 + exp (−Γ [dist(β, β0)− Sl])

, (2.22)

where Γ denote the degree of selectivity and Sl the sensitivity. These two parameters are
later tuned based on real localization results. The sensitivity parameter, in particular,
is designed to be individual, and accounts for inter-subject variability in localization
performance. The lower Γ and the higher Sl, the more sensitive the listener to spectral
variations and the more precise his localization.

Binaural weighting At this point of the process, spectral features were compared inde-
pendently for the right and left pinnae. Then, left and right similarity indices are combined
with binaural weighting. The weights vary with the lateral angle α ∈ [−90◦, 90◦] accord-
ing to sigmoid functions, based empirically on two studies [Morimoto01; Macpherson07]:


wL(α) = 1

1+e−
α
Ω
,

wR(α) = 1− wL(α),
(2.23)

where Ω is a parameter set to 13◦ in order to fit the experimental results of the aforemen-
tioned studies.

The SIs are then interpolated to match a regular sampling of the polar angles.

Sensorimotor mapping Between auditory perception and source source pointing, a
complex sensorimotor process takes place, which results in pointing hazards [Bahu16b].
These pointing hazards are modeled by Baumgartner et al. as a centered Gaussian scatter
which “smears” the answers. This scattering effect is defined in the elevation dimension
(coherent with the body frame) with a constant concentration. Projected into the polar
dimension, the concentration depends on the interaural angle and is expressed as follows:

κ(α) = cos2 α

ε2
, (2.24)

where α ∈ [−90◦, 90◦] is the lateral angle and ε is the scatter parameter defined in the
elevation dimension.
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Figure 2.5 – Probability mass vectors output by the Baumgartner model for subjects NH15
(left) and NH62 (right) of the ARI database, when predicting localization performance
with their own HRTF set. Their own personal selectivity parameters Sl (as reported in
[Baumgartner14]) are entered in the model and indicated above each plot.

Probability mass vector Finally, in order to obtain probabilistic predictions, the
similarity indices are normalized by the sum of the SIs on the sagittal plane:

P(β|β0) = SI(β, β0)∑
β

SI(β, β0)
. (2.25)

An example of probability mass vector is shown in Figure 2.5.

Alternatives and extensions

Recently, Barumerli et al. [Barumerli20] have proposed an extension of the Baumgartner
model to both lateral and polar dimensions, which is to be added to the AMT.

In her PhD thesis [Bahu16a, Chap. 6-7], Bahu proposes an alternative auditory model.
Indeed, the Baumgartner model is calibrated for each listener based on their localization
performance with their own HRTFs. When individual HRTFs are not available, the
individual sensitivity parameter can thus not be tuned and a generic setting must be used.
To alleviate this, Bahu’s model aims at predicting localization performances with non-
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individual HRTFs as well as individual ones, without having to tune the model parameters
individually. Furthermore, the model handles both angular dimensions.

2.3 HRTF Individualization Techniques

As we have seen in Chapter 1, using individual HRTFs in binaural synthesis is key to re-
producing accurate localization cues. Nevertheless, in most current applications a generic
HRTF set is used. Indeed, the historical and state-of-the-art method to capture individual
HRTFs, i.e. acoustic measurement, is cumbersome and inaccessible to the public. Hence,
a lot of work has been done over the course of the last decades to provide an alternative
to acoustic measurement.

In this section, we provide a survey of the various ways of obtaining individualized
HRTFs. Four categories are distinguished: acoustic measurement, numerical simulation
and indirect methods either based on morphological data or perceptual feedback. We pay
attention, in particular, to the perceptual assessment of the methods (see Table 2.1 for an
overview) and their user-friendliness, according to criteria such as user comfort, required
equipment and process duration.

2.3.1 Acoustic Measurement

As mentioned above, acoustic measurement is the historical and most straightforward
method to acquire HRTFs. It consists in placing microphones in the subject’s ear canals
and to record impulse responses from every direction of interest. Ideally, the measure-
ments are performed in an anechoic or semi-anechoic environment in order to acquire
free-field auditory cues. Indeed, HRTFs are by definition free-field transfer functions (see
Chapter 1). Furthermore, it is easier to control room reverberation a posteriori in a VAS
if the HRTFs are anechoic in the first place.

Measurement setup

A state-of-the-art measurement setup [Bomhardt16b; Rugeles Ospina16; Carpentier14;
Enzner08; Mokhtari08] typically features loudspeakers on one or several vertical arcs and
a turntable on which the subject stands or sits, though a variety of measurement setups
can be read of in the literature such as one or several loudspeakers moving around a
still subject [Langendijk99]. This is the main shortcoming of the method: the equipment
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Figure 2.6 – HRTF measurement setup used at Orange Labs: two vertical arcs and a
turntable on which the subject is seated. Picture reproduced from [Rugeles Ospina16].

is expensive and hardly transportable. A more detailed presentation of measurement
setups and their respective benefits and constraints can be found in Rugeles’s PhD Thesis
[Rugeles Ospina16, Chap. 3, Sec. 1].

Measurement time

Another major disadvantage of the method is the time needed to measure the HRTFs for
thousands of directions. Indeed, between a few minutes and a couple of hours depending
on the method, the subject is supposed to remain still for that duration, which is difficult
and highly uncomfortable.

The historical approach, which consists in measuring the HRIRs one direction at a
time, takes up to 1h45 on a modern setup such as the IRCAM’s [Carpentier14]. It
is however often sped up by means of interleaved multiple sweep sines, as proposed by
Majdak et al. in 2007 [Majdak07]. Using this method, Rugeles [Rugeles Ospina16] reports
a recording duration of 20 min on Orange Labs’ setup.

To further reduce the measurement time, Zotkin et al. [Zotkin06] propose in 2006 to
swap microphones and loudspeakers based on the acoustic reciprocity principle in order to
speed up the measurement session. Although this approach shows good agreement with
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Figure 2.7 – HRTF measurement setup used at the Technical University of Berlin by
Brinkmann et al. for the constitution of the HUTUBS database [Brinkmann19]. Picture
reproduced from [Brinkmann19].

more conventional measurements, it has disadvantages that are inescapable. Indeed, the
fact that the loudspeakers are near the subject’s ear drums leads to major constraints.
First, the size of the in-ear loudspeakers is highly constrained. Second, the sound level of
the impulses have to be kept low to preserve the subject’s audition, resulting in poor signal-
to-noise ratio, particularly at low frequencies. As a consequence, these disadvantages
outweigh the benefits of this approach [Matsunaga10]. Let us point out, however, that
this method has proven very useful in the context of numerical simulations, as we will see
in Section 2.3.2.

An alternative to conventional HRIR measurement is proposed in 2008 by Enzner
[Enzner08]. By means of adaptive filtering and a continuous azimuth-wise rotation of
the subject, this new paradigm allows the measurement time to be reduced down to
a few minutes (2 and 5 min for Rothbucher et al. [Rothbucher13] and Brinkmann et
al. [Brinkmann19], respectively). In an objective and subjective comparison with con-
ventional measurements, Rothbucher et al. [Rothbucher13] confirm the quality of such
measurements, reporting only a slight degradation in the signal-to-noise ratio, not audible
according to the subjective evaluation. This method was recently used by Brinkmann et
al. [Brinkmann19] to measure the HRIRs of 96 subjects for the HUTUBS database.

46



2.3. HRTF Individualization Techniques

Directional imprecision due to subject movement

Measurement time exacerbates another issue: as reported in 2010 by Hirahara et al.
[Hirahara10] the subject cannot stay completely still all the way through the measurement
session, which is a source of errors about the actual direction of the measured HRTFs.

Nevertheless, studies from 2010 and 2017 [Majdak10; Denk17] seem to have success-
fully limited the subject’s movements by giving him a visual feedback. Denk et al.
[Denk17], in particular, report the directional error to be imperceptible with HRTFs
measured using their setup.

Using the same principle of adaptive filtering as the one used for continuous-azimuth
HRIR measurements, Ranjan et al. [Ranjan16] propose an experimental method that aims
at avoiding this issue altogether by recording the HRIRs in a context of unconstrained
head rotations. However, the method was only tested on synthetic data derived from the
CIPIC dataset.

Reproducibility

Although acoustic measurement is the state-of-the-art method, it should not be considered
as perfectly accurate. Indeed, potential inaccuracies become apparent when looking into
the reproducibility of HRIR measurements.

Intra-database Measurements are subject to variations from one occurrence to the
other, even when the setup and the subject stay the same. In [Riederer98], Riederer
investigates thoroughly the influence of various factors on the repeatability of HRIR mea-
surements in a well-controlled environment. The factors under test include reflections
from the equipment, microphone placement, head position, clothes and hair. In ideal
conditions, i.e. a dummy head with built-in microphones, the author reports an excellent
agreement between two independent measurements (spectral differences below 1 dB). In
contrast, the factors under study are reported to induce non-negligible variations: up to
2 dB below 6 kHz and between 3 and 5 dB below 10 kHz. Moreover, as this factors
were studied one by one, larger variations are to be expected when they combine in real
measurement sessions.

Inter-database Much larger variations are observed between databases. For instance,
as part of the “Club Fritz” project, Andreopoulou et al. [Andreopoulou15] compare 12
different measurements from 10 laboratories of the HRTF set of the Neumann KU-100
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manikin. The same pair of microphones, built in the artificial head, was used in all the
measurements. Looking at the ITD, they report worrisome variations of up to 235 µs, well
above the JND (about 10 µs, see Chapter 1, Section 1.1.5). As to the magnitude spectrum,
considerable variations are observed: between 1.4 and 22 dB for the frontal position, and
between 2.5 and 19 dB for the rear one. Additionally, left-right asymmetries are noted as
well.

Perceptual assessment

For the last 30 years binaural synthesis with individual measured HRTFs has been exten-
sively compared with real free-field sound sources. The vast majority of studies on the
subject consist in localization experiments.

While some of such studies [Møller96; Langendijk99; Martin01] report equivalent lo-
calization performances, a number of others [Wightman89a; Bronkhorst95; Blauert98;
Carlile98] report worse localization performance with virtual sources than with real ones.
First, the confusion rate increases by a factor 2 with virtual sources [Wightman89a;
Bronkhorst95; Blauert98; Carlile98]. For instance, it goes from 6 % to 11 % for Wightman
et al. [Wightman89a], and from 21 % to 41 % for Bronkhorst [Bronkhorst95]. Second,
somewhat poorer vertical localization is observed with virtual sources than real ones
[Bronkhorst95; Blauert98]. For instance, Bronkhorst [Bronkhorst95] reports the vertical
variability to have increased from 8◦ to 13◦. In contrast, provided that confusions are
resolved, the horizontal accuracy – only related to the ITD – is equivalent with virtual
and real sources [Wightman89a; Bronkhorst95].

As to the cause of the observed degradations, no definite answer was found. As
Wightman et al. [Wightman89a] suggest, small dynamic clues (absent from their bin-
aural synthesis condition) could impact the real-source condition favorably. Bronkhorst
[Bronkhorst95], on the other hand, tends to attribute it to microphone positioning and
sound source position variability. Indeed, as we have seen in the two previous sections,
some inaccuracies are inevitable when measuring HRTFs, due to various factors including
microphone positioning or accidental movement from the subject.

2.3.2 Numerical Simulation

An alternative to measurements is to simulate numerically the propagation of acoustic
waves. Its main advantages over HRTF measurement are mobility and user comfort. In-
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deed, only a 3D scan of the listener is needed for individualization, which results in a
much less tedious acquisition session than acoustic measurement. Moreover, once the 3D
geometry is acquired, the simulation procedure is completely repeatable and free of mea-
surement noise. Thus, it holds a large potential to better understand the inter-individual
variations in HRTFs. Furthermore, a low-cost version can be made available to the end
user by using 2D-to-3D reconstruction techniques, thus reducing the acquisition require-
ments to a set of consumer-grade 2-D pictures [Kaneko16b; Ghorbal16; Mäkivirta20].

Methods

Thanks to the technological advances in terms of computing power, several research teams
proposed to numerically simulate HRTFs in the early 2000s. Three approaches can be
distinguished: the boundary element method (BEM) [Kahana99; Katz01; Otani03; Gr-
eff07] and the finite element method (FEM) [Kahana99; Huttunen07; Farahikia17] in
the harmonic domain, and the finite difference time domain method (FDTD) [Xiao03;
Mokhtari07; Prepelit,ă16] in the time domain.

To this day, the most popular technique is the fast-multipole-accelerated boundary
element method (FM-BEM) [Gumerov07; Kreuzer09; Huttunen13; Rui13; Jin14; Ghor-
bal17]. Introduced in 2007 by Gumerov et al. [Gumerov07], it owes its popularity to
competitive computing times and to the release in 2015 of the Mesh2HRTF open-source
simulation software by the Acoustics Research Institute (ARI) [Ziegelwanger15a]. This
is the technique used for numerical simulations in the present thesis (see Chapter 3, Sec-
tion 3.1).

Alternative approaches include a sped-up version of the FDTD called the adaptive
rectangular decomposition (ARD) [Meshram14], and the more exotic differential pressure
synthesis (DPS) [Tao03] and ray-tracing techniques [Röber06].

3D geometry acquisition

A major topic of interest for HRTF calculation is the accuracy of the 3D geometry of the
head, pinnae and torso, starting with acquisition. Let us note that the problem of 3-D
surface accuracy lies mostly in the pinnae. Indeed, their shape is complex – with various
convolutions and occlusions, and have an important impact on perceptually-sensitive high-
frequency HRTF content. In contrast, the head and torso are much simpler shapes and
are easier to acquire.
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(a) 3-D scan of a human subject (wide shot). (b) Close shot of the same mesh, edges appar-
ent.

(c) Log-magnitude HRTFs of the left and right ears, in the median (top) and horizontal (bottom) planes.

Figure 2.8 – Exemplary 3-D scan of a human subject acquired at 3D Sound Labs (a,
b) and corresponding HRTFs calculated by means of FM-BEM using the Mesh2HRTF
software (c).
The head and torso were acquired by means of a Microsoft Kinect, the pinnae by means
of the United Sciences eFit Scanner for a higher resolution (visible in (b)). Both meshes
were then merged.

50



2.3. HRTF Individualization Techniques

Often, the pinnae are scanned separately and more precisely than the rest of the
morphology, then combined with a rougher scan of the head and/or torso by a human
operator [Ziegelwanger14b; Kaneko16a; Brinkmann19]. In our experience, this step can
take up to dozens of minutes of manual labor.

MRI & CT Magnetic resonance imagery (MRI) [Mokhtari07; Jin14] and computerized
tomography (CT) scan [Turku08] have often been used to acquire pinnae, head and torso
geometries for HRTF calculation, especially in early work. While these methods have the
advantage of not being sensitive to occlusions, the 3-D surface is deduced from the data by
means of a segmentation process which may be a source of errors. In order to attain better
accuracy, some [Reichinger13; Ziegelwanger14b; Kaneko16a] have performed CT scans of
negative impressions of the pinnae. These silicone or plaster molds being constituted of
high-contrast material, it is then easier to extract an accurate 3-D surface. Reichinger et
al. [Reichinger13] use this method as ground truth in their comparison of various scanning
methods.

Although interesting for research purposes, these hospital-grade scanning methods are
not suited for an end-user purpose, for obvious reasons of cost and accessibility.

Structured light & laser scanners Structured light- or laser- based devices are a good
alternative. Indeed, they are much more practical, some of them being hand-held. Among
the numerous commercial options that exist, let us quote the eFit Scanner by United Sci-
ences4 – which we used in this thesis (see Chapter 3) – and the Artec Space Spider
Scanner5 (used to build the HUTUBS dataset [Brinkmann19]) regarding hand-held de-
vices, and the GOM ATOS-I6 Scanner (used to build the FABIAN dataset [Brinkmann17])
regarding stationary ones.

Photogrammetry Finally, benefiting from technical advances in the domain of pho-
togrammetry, a recent trend has been to reconstruct 3-D morphology from 2-D pictures.
Although, as we will see below, this technique is not very inaccurate, its holds an in-
escapable potential in its practicality: being able to acquire one’s 3-D shape thanks to
a few pictures or a video clip taken by means of a smartphone. Commercial applica-
tions have already emerged at Genelec [Mäkivirta20] and 3D Sound Labs [Ghorbal20],

4http://www.unitedsciences.com/efit-scanner/
5https://www.artec3d.com/portable-3d-scanners/artec-spider
6https://www.gom.com/
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both proposing to reconstruct 3-D morphology from 2-D pictures (a video for the former
and a few pictures for the latter) then calculating the corresponding HRTF set. Some
use rather conventional photogrammetry methods [Reichinger13; Brinkmann17] such as
structure-from-motion (SFM) [Mäkivirta20], whereas some rely on statistical modeling.
For instance, Ghorbal [Ghorbal20] fits a PCA model of 3-D ear shape onto a set of pictures,
while Kaneko et al. [Kaneko16b] perform a non-linear regression between 2-D pictures
and 3-D ear shape PC weights by means of a convolutional neural network.

Accuracy All these methods provide 3-D morphological scans, with different accuracies
and various impacts on the resulting HRTFs.

In [Reichinger13], Reichinger et al. compare the geometric accuracy of 6 scanning
approaches on the left and right pinnae of 3 human subjects and on plaster molds of
them. The 6 approaches under study are 2 hand-held laser scanners, a hand-held laser
scanner coupled to a depth sensor, a stationary and a hand-held structured light scanners,
and a photogrammetry commercial software7. In addition, CT-scanning of a silicone mold
of the pinna is considered as ground truth.

The authors report that the lowest deviations were achieved with two of the hand-
held laser scanners and the stationary structured-light one, and that photogrammetry
performed worse than all other scanners. In particular, large deviations tend to occur in
the narrow cavities of the pinnae. This is problematic, knowing the impact of resonances
in such cavities on the resulting PRTFs and HRTFs [Takemoto12]. On another note,
considerably lower variations from the ground truth are reported with plaster molds,
highlighting the challenge of scanning in vivo pinnae. Finally, the authors point out that
the scanning results depend on many factors such as the skill of the scanning operator,
and that the reliability of the processes ought to be further studied by repeating them.
However, that work does not study the impact of the geometrics inaccuracies on the
resulting HRTFs. It should be kept in mind that 3-D scanning and photogrammetry
technologies are subject to a rapid evolution, and that some of these results may be
outdated.

In a recent study, Dinakaran et al. [Dinakaran18] compare three state-of-the-art struc-
tured light scanning devices, including the Artec Space Spider and GOM ATOS-I, and
three low-cost alternatives: the Microsoft Kinect depth sensor, and two photogrammetric
methods, different from the one studied in [Reichinger13]. For each method, the FABIAN

7Agisoft PhotoScan 0.8.5 Build 1423: https://www.agisoft.com/
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Figure 2.9 – 3-D meshes of a human subject acquired with 6 different scanning meth-
ods by Dinakaran et al.. (a) GOM ATOS-I Scanner, (b) Artec Space Spider Scanner,
(c) Canfield Vectra M3 scanner, (d) Microsoft Kinect scanner, (e) Autodesk 123D (pho-
togrammetry smartphone app), and (f) Python Photogrammetry Tool. Reproduced from
[Dinakaran18].

dummy head [Brinkmann17] is scanned, then the corresponding HRTF set is computed.
The comparison is then done on three levels: geometric, acoustic, and perceptual, i.e.
on the meshes, on the HRTFs and on localization results predicted thanks to the Baum-
gartner auditory model (see Section 2.2.2 and [Baumgartner14]). The authors report
outstanding agreement between the three structured-light methods on all three levels of
comparison, including the pseudo-perceptual one, with differences of PEs and QEs below
0.4 % and 0.7◦, respectively. In particular, it is worth noting that the hand-held device
is on a par with the stationary ones. With the other methods, a notable loss of details
is observed, particularly in the fine structure of the pinnae. While this has only a minor
influence on the overall spectral shape of the HRTFs, this degradation has a strong impact
on the predicted localization performance: differences of PEs and QEs (see Section 2.2.2)
between 6◦ and 12◦ and between 4 % and 6 %, are reported, respectively.

Overall, although no conclusion can be drawn as to a potential absolute reference,
Dinakaran et al. demonstrates that 3 different structured light-based methods are in
excellent agreement. In particular, a hand-held device is shown to be as accurate as
stationary ones, which is a great point for practicality. According to both [Reichinger13]
and [Dinakaran18], photogrammetry methods seem to deviate considerably from other
scanning methods. In particular, Dinakaran et al. show that the geometric inaccuracies
result in high perceptual deviations. Photogrammetry is however an interesting low-cost
and user-friendly approach which may well improve in the future with technical advances.

Mesh grading Another major matter in HRTF calculation concerns the re-sampling –
also called mesh grading – of the 3-D geometry prior to simulation. Regarding BEM, in
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Figure 2.10 – Reference 3-D mesh (a), uniform grading with an average edge length of
2 mm (b), and progressive grading with an edge length ranging from 1 to 25 mm (c).
Reproduced from [Ziegelwanger14c].

particular, the surface mesh must be re-arranged so that it is regular enough and so the
edge lengths are small enough in regard to the simulation’s wavelength. As computing
time increases considerably with the number of mesh elements, the re-meshing resolution
is a trade-off between numerical accuracy and computing time.

Although the use of the six-elements-per-wavelength rule [Marburg02] has been widespread,
the Acoustics Research Institute has recently well contributed to the subject. Indeed, by
studying the effect of various average edge lengths (AEL) on the resulting HRTFs, objec-
tively and subjectively, Ziegelwanger et al. [Ziegelwanger15b] determine that the optimal
resolution for uniform re-meshing is an AEL of 1 mm.

Going further, in their 2016 study [Ziegelwanger16], they implement and compare
various re-meshing methods, demonstrating that a progressive approach is appropriate
and desirable. Indeed, making the mesh fine (AEL ' 1 mm) near the ear canal and
coarser the further away from it allows a factor-10 decrease in the computing cost of
FM-BEM simulation while maintaining HRTF accuracy. Their code was made available
on-line along with their HRTF simulation software Mesh2HRTF 8 [Ziegelwanger15a]. The
effect of both uniform and progressive mesh gradings are shown in Figure 2.10.

In the case of FDTD simulation, similar work has been carried out through the study of
the impact of the voxelization of a subject’s volumetric geometry on the resulting HRTFs
[Prepelit,ă16].

8https://sourceforge.net/projects/mesh2hrtf/.
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Computing time

Computing time used to be the main drawback of HRTF calculation. Indeed, up until 2007
[Huttunen07; Mokhtari07], computations of HRTFs on the whole audible frequency range
were scarce. For instance, in pioneering work by Katz et al. [Katz01] in 2001, the BEM
calculation of HRTF set is limited to a frequency range of 1 kHz to 5.4 kHz, and took 28
hours for 54 regularly-spaced frequencies and a single ear. The author extrapolates that,
using his setup, it would take more than 5 years to compute an HRTF set for frequencies
up to 20 kHz for both ears.

Computing times have however greatly been reduced since then. While the exponential
decrease in the cost of CPU power and RAM is certainly a major factor, several technical
advances have had a major part in this reduction.

One of these advances was the introduction by Gumerov et al. of FM-BEM in 2007
[Gumerov07]. In their 2010 study, Gumerov et al. [Gumerov10] report that the FM-BEM
computation of a single-ear HRTF set of a mesh that includes the torso takes 30 h for 117
frequencies ranging from 172 Hz to 20.155 kHz.

The work by Ziegelwanger et al. [Ziegelwanger16] on progressive mesh grading con-
stitutes another major step forward, as it reported to permit a factor-10 decrease in the
computing load (see previous paragraph).

The democratization of distributed computing on clusters over the last decade and
the constant increase in available computing power have further decreased the computing
times. Indeed, simulations in the harmonic domain such as the FEM or BEM are highly
distributable, as each frequency is simulated independently. Although in theory hundreds
of frequencies could be computed simultaneously, parallelization is generally limited by
high memory requirements (especially at high frequencies), as the memory is often shared
by the parallel threads. As early as 2007, Huttunen et al. [Huttunen07] distribute FEM
simulations on a PC cluster of 22 CPU cores and 44 GB total RAM. They report comput-
ing times ranging from a few tens of seconds at 20 Hz to 2.5 h at 20 kHz, and extrapolate
that a complete HRTF set with relatively low high-frequency resolution (500 Hz steps for
frequencies above 13 kHz) could be computed in a few days. By distributing FM-BEM
computations on a cluster of 5 PCs with 2-core CPUs, Kreuzer et al. [Kreuzer09] report
in 2009 to have computed a complete single-ear HRTF set in 5 hours for 100 frequen-
cies ranging from 200 Hz to 20 kHz. Recently, Fan et al. [Fan19] have implemented a
GPU-distributed version of conventional BEM and used it to compute HRTFs. Due to
limitations in global GPU memory, computations for a mesh with torso were limited to
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an upper frequency of 12 kHz. The authors report computation times of 5 to 7.5 seconds
per frequency and of 12.8 to 21.5 seconds per frequency for a mesh without and with
torso, respectively. It is however unclear whether these per-frequency computation times
are averaged over all frequencies, or if they correspond to a specific frequency.

With our own numerical simulation setup (see Chapter 3), the calculation of a complete
PRTF set by means of FM-BEM was distributed over 10 cores of a desktop workstation of
12 CPU cores and 32 GB of RAM. Not all 12 cores could be exploited due to limitations in
the memory, shared by all threads. The computation of one PRTF set from a pinna mesh
(up to about 55000 triangular faces at the highest frequency i.e. 16 kHz) was achieved in
1 hour, with computing times ranging from 4 s to 5 min per frequency. For a complete
torso – a substantially larger mesh (up to about 110000 triangular faces at the highest
frequency i.e. 16 kHz), using the same setup, the calculation of an HRTF set is distributed
on only 5 CPU cores and takes about 10 hours, with computing times ranging from 40 s
to 45 min per frequency.

Comparison with measurements

Several studies compare calculated HRTF sets to acoustically measured ones [Greff07;
Kreuzer09; Gumerov10; Ziegelwanger13; Brinkmann19] and agree on the following. While
the shapes of the spectral patterns are overall coherent and while there is good agreement
below 5 to 7 kHz, large mismatches are observed at higher frequencies. In particular, local
spatial-spectral features such as notches and peaks – known to be important features
for elevation perception – are impacted, being displaced (in space and/or frequency),
attenuated and sometimes absent [Greff07; Kreuzer09; Gumerov10].

Greff et al. [Greff07] compare two different calculations (carried out by different teams)
and a measurement of the HRTF set of a dummy-head manikin. They find that, in the
frontal position, the two calculated HRTF show minimal spectral variations between each
other, but both exhibit a frequency shift above 5 kHz compared to the measurement. In
terms of ITD, good agreement is obtained between all three methods.

Such deviations are also reported by Brinkmann et al. [Brinkmann19] in a larger-scale
study, in which the calculated and measured HRTF sets of 96 human subjects of the
HUTUBS database are compared. The authors report an average spectral difference of
less than 1 dB below 5 kHz and of up to 7 dB at 17.1 kHz. Differences in ITD are reported
to be lower than the JND of 20 µs for most sound source positions and subjects. Going
further, the authors asked 46 subjects to participate in a rating experiment which aimed
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at comparing both types of HRTF sets based on 12 criteria. The listeners were generally
were able to discriminate computed and measured HRTFs. In particular, large differences
in coloration were perceived, with emphasized high- and attenuated low-frequencies for
computed HRTFs. The authors note that, indeed, simulated HRTFs contain on average
more high-frequency energy than measured ones. Regarding localization, an elevation
shift of 12◦ upwards and an azimuth shift of 2◦ clockwise were reported. According to the
authors, the former might be partially explained by the high-frequency boost.

Beside [Brinkmann19], a few studies evaluate computed HRTFs perceptually [Turku08;
Ziegelwanger15b; Fan19]. However, among them, only one [Ziegelwanger15b] concerns in-
dividual HRTF sets of human subjects. In that study, Ziegelwanger et al. study various
simulation settings such as mesh grading or source position. They evaluate the local-
ization performance in the horizontal and median planes of 3 subjects presented with
their computed own HRTF set and their own acoustically measured one (from the ARI
database). With the setting that performed best, they report localization performances
with computed HRTF sets to be on a par with measured ones. However, these results
should be taken with caution seeing that only 3 subjects participated in the study.

Overall, the perceptual relevance of computed HRTFs remains to be demonstrated.
Indeed, notable spectral mismatches are generally observed between computed and mea-
sured HRTFs, potentially affecting features that are useful for vertical localization. Never-
theless, acoustic measurement is no absolute reference (see Section 2.3.1) and perceptual
assessment ought to be the ultimate criteria. However, perceptual studies are conspic-
uous by their scarcity and present mitigated results. While Ziegelwanger et al. [Ziegel-
wanger15b] report localization performances with computed HRTFs to be as good as with
measured ones, the study includes too few subjects to be really conclusive. Furthermore,
according to Brinkmann et al.’s [Brinkmann19] 46-subject rating experiment, listeners
consistently discriminate computed and measured HRTF, localize differently and report
a different timbre colorations.

2.3.3 Indirect Individualization based on Morphological Data

Though more convenient than acoustic measurement, HRTF calculation still requires
specialized equipment and non-negligible mesh processing and computing time. Hence,
based on the idea that the individual character of HRTFs derives from morphological
differences, many studies have explored the idea of a low-cost HRTF individualization
based on simple morphological data such as anthropometric measurements.
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Selection

One way to tackle the problem is to select the most suited non-individual HRTF set
among a database.

Using the 46-subject CIPIC database (see Section 2.4, [Algazi01c]), Zotkin et al.
[Zotkin02] propose to select the HRTF set associated with the anthropometric nearest
neighbor. The latter is determined based on 7 morphological parameters measured on a
picture of the pinna. According to their 6-subject localization experiment, for 4 of the
subjects, the elevation error is lower by 15-20 % with the best-fit HRTF set than with a
generic one (the HRTF set of a listener who did not participate in the experiment). How-
ever, for the 2 remaining subjects, the error is either lower by only 5 % or considerably
higher (by 73 %), highlighting highly variable performances. Averaging the results over
the 6 subjects ourselves, we find an elevation error decrease of only 0.7◦ with a standard
deviation of 3.1◦. Regarding the azimuthal dimension, we find a notable degradation,
with an average error increase of 3.3◦ (with a standard deviation of 3.3◦). The latter is
not commented by the authors but is somewhat expected, seeing that the HRTF selection
process relies on the dimensions of the pinna but not of the head. Overall, the localization
results are hardly conclusive and, as the authors point out, a larger-scale perceptual study
would be needed.

In [Schönstein10] Schönstein et al. propose to select an HRTF set among 37 from
the LISTEN database (see Section 2.4, [Warusfel03]) based on a set of 5 anthropomet-
ric parameters. To do so, a multilinear regression is performed between the 37 sets of
morphological measurements and a compact representation of the matching HRTF sets.
Two methods are considered to create this compact representation: PCA of linear mag-
nitude HRTF sets performed in the inter-individual fashion (see Section 2.1.3), and MDS
(multidimensional scaling) of global frequency scaling factors which are used to character-
ize spectral dissimilarity between HRTF sets as in [Middlebrooks99a]. To evaluate their
method, they compare its rankings of HRTF sets to a rating (bad/ok/excellent) of the
46 LISTEN HRTF sets established in a previous study [Katz12] by 45 of the subjects by
means of listening tests. In particular, they look at the proportion of excellent ratings in
the HRTF sets ranked among the first 10 by the method. With regard to that metric,
they find that their method outperforms the random selection of 10 HRTF sets for 26 out
of 37 subjects.

Recently, Yao et al. [Yao17] have proposed a concurrent method that relies on a
neural network trained to predict a perceptual score from anthropometric measurements.
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30 subjects were asked to rate 18 HRTF sets of the CIPIC database on a scale from 1 to 5
according to two criteria: front-back and elevation discrimination. The two rating scores
are then combined into one by computing the mean, thus giving a perceptual score for each
subject and HRTF set. A single- or double-hidden-layer neural network was then trained
to predict this localization score from 10 anthropometric measurements of the head and
pinnae. Thus, when presenting the neural network with a new set of anthropometric
measurements, one or several best-fit non-individual HRTF sets are presented to the user
based on the predicted perceptual score. Evaluating the method by means of a leave-one-
out cross-validation, they compare the performance of both neural networks with that
of Zotkin et al.’s approach. They find that the two former outperform the latter. In
particular, the “target” HRTF set (i.e. the one with the best perceptual score) is found to
be among the 3 predicted best-fit HRTF sets for 40 % of the 18 subjects for both neural
network methods, against 23.3 % for Zotkin et al.’s.

Adaptation

Complementary to the selection of a best-fit non-individual HRTF set in a database, a
generic HRTF set can be adapted to the user by means of rudimentary transformations.

Based on the idea that a variation in pinna size results in a frequency scaling of
the corresponding spectral features in the HRTFs from all directions, Middlebrooks et
al. [Middlebrooks99a; Middlebrooks00] propose a rough adaptation of a generic HRTF
set by means of a global frequency scaling. Three methods of determining the optimal
scaling factor are compared: best spectral match in terms of ISSD (see Section 2.2.1),
linear regression from 9 morphological measurements of the head and pinna, and tuning
by the listener. In [Middlebrooks99a], an objective comparison between the two former is
presented, for 33 subjects of a proprietary database. The authors report that the acoustic
optimal scaling factor could be retrieved from only pinna height and head width with a
correlation factor of 0.89 and RMS error of 0.069. In addition to a frequency scaling,
the ISSD can be further reduced by applying a head tilt to the HRTF set. On average
over all 990 pairwise comparisons, average ISSDs of 8.29 dB2, 6.18 dB2 and 5.37 dB2 are
reported for HRTF sets without adaptation, with scaling, and with scaling and head tilt,
respectively.

In the companion paper [Middlebrooks00], the listener-driven method is presented and
compared to the two former by means of localization experiments with 5 subjects. Three
non-individual HRTF sets are used for this comparison, chosen so as to span the range of
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optimal frequency scalings observed in their dataset of 33 measured HRTF sets. Regarding
the subjective tuning procedure, the listeners were randomly presented with virtual sound
sources located in the median plane. During each of 240 trials, knowing the sound source’s
position, they elected in an A/B comparison one of two scaled HRTFs according to criteria
of front-back discrimination, primarily, and elevation accuracy, secondarily. The process
lasted about one hour. A good agreement was obtained between the scaling factors
obtained via tuning and the acoustic ones, with a correlation of 0.89 and a RMS error
of 0.069. Regarding the perceptual assessment of scaled generic HRTF sets, a notable
decrease in quadrant error (QE, see Section 2.2.2) of more than half the difference between
own and raw generic is reported in 7 cases out of 9 (each of the 5 listeners listened to one
or two non-individual HRTF sets for a total of 9 cases). However, for the two remaining
subjects, the QE increases. Local angular accuracy is not evaluated.

Later on, other researchers [Maki05; Guillon08] also propose to apply a combination of
frequency scaling and rotation to adapt a generic HRTF set. In particular, Guillon et al.
[Guillon08] derives the frequency scaling and rotation parameters from 3-D scans of the
head and pinnae for 6 subjects. However, neither study include a perceptual evaluation
of the resulting HRTF sets.

Regression

The methods reviewed above aim at reducing perceptual discrepancies due to non-individual
HRTF sets by rudimentary means which do not embrace the full complexity of the inter-
individual variations of HRTFs. They thus cannot pretend to provide an HRTF set whose
perceptual quality would come close to individual conditions. Hence, a lot of work has
relied on statistical modeling and regression to synthesize individualized HRTF sets from
anthropometric measurements.

To this end, an approach that has widely been used since the early 2000s is to perform
a regression between a set of 8 to 93 heuristically-chosen morphological measurements
and the corresponding HRTF sets.

While most – especially early – work use multiple linear regression [Jin00; Hu06;
Huang09b; Hugeng10; Bomhardt16a; Liu19b] or other linear methods [Bilinski14] to link
the anthropometric and acoustic spaces, others use non-linear techniques such as sup-
port vector regression (SVR) [Huang09b] and neural networks [Hu08; Li13; Grijalva14;
Fayek17; Qi18; Zhang20]. Due to their high dimensionality, the HRTF sets are typi-
cally “compressed” prior to regression, by means of PCA [Jin00; Hu06; Hu08; Huang09a;
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Hugeng10; Bomhardt16a; Fayek17; Zhang20], independent component analysis (ICA)
[Huang09b; Liu19b], sparsity-constrained weight mapping (SWM) [Qi18], high-order sin-
gular value decomposition [Li13] or Isomap [Grijalva14].

Often, a subset of “key” morphological measurements is selected based on their statis-
tical relevance [Hu08; Huang09a; Zhang20] prior to regression. Sometimes, they are rep-
resented as weights of a statistical model such as PCA [Jin00] or factor analysis [Liu19b].
However, the number and choice of the parameters is limited by the dataset. In the vast
majority of cases, the dataset is CIPIC, which includes 27 heuristically-defined anthropo-
metric features, measured from a 2-D picture. It thus seems legitimate to question the
accuracy of these measurements and the choice of only 27 parameters, in particular for
a complex 3-D shape such as the pinna. This issue is however barely addressed in the
literature, although sometimes mentioned in the few studies in which a different dataset is
used: [Bilinski14] and [Bomhardt16a] and their respective 96 and 12 measurements made
from 3-D meshes, and [Jin00] and their 20 measurements made with a 3D stylus pen.

Regarding perceptual assessment, among the 15 aforementioned studies, 4 provide
localization experiments. In their first study based on multiple linear regression, Hu et al.
[Hu06] compare the localization performance of 5 subjects presented with their customized
HRTF set and with a non-individual HRTF set, that of CIPIC’s subject 003. The results
show a modest advantage for the customized condition, with an average rate of correct
answers of 79.2 % against 61 % and an average rate of front-back confusions of 10.8 %
and 11.7 %. The variance of these results is however not reported and only horizontal
positions are under test. In their later study based on a three-layer neural network, Hu
et al. [Hu08] perform a similar 5-subject localization experiment. They report a slightly
better result than the previous study, with average rates of correct answers of 75.2 % and
56.1 %, and front-back confusion rates of 9.7 % and 12.2 % for the customized and CIPIC
003 HRTF sets, respectively. In this study as well, the variance is not reported and only
horizontal positions are under test. Liu et al. [Liu19b] perform a 6-subject localization
experiment in 6 directions of the median plane for the customized and the KEMAR
HRTF sets. They report an improvement in localization with the customized condition
over the KEMAR one, with respective front-back confusion rates of 5.1 % and 10.6 % and
respective up-down confusion rates of 6.9 % and 10.2 %. Finally, Zhang et al. [Zhang20]
perform a localization experiment with 5 subjects for 3 directions of the median plane.
For all 3 directions, a statistically significant decrease in angular error is observed between
KEMAR and customized HRTF sets. A statistically significant difference in front-back
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confusions is observed only for one of the elevations (at 22.5◦), at the advantage of the
customized condition. Additionally, simulating localization experiments for all directions
of the median plane thanks to the Baumgartner auditory model, they report a statistically
significant improvement in angular error for all directions. As an order of magnitude, the
average front-back confusion rate and angular error drop from 16.32 % to 11.22 % and
from 17.71◦ to 13.93◦.

2.3.4 Indirect Individualization based on Perceptual Feedback

If methods for indirect individualization based on morphological data are practical for the
end user, it is doubtful that a few dozens heuristically-defined anthropometric measure-
ments can account for the full complexity of inter-individual HRTF variations. Further-
more, in practical applications, the acquisition of pictures or direct measurements of the
subject’s morphology is likely to be entrusted to the user, which is an additional source
of errors. As subjective perception is the ultimate judge of HRTF quality, an alterna-
tive approach is to provide low-cost individualization based on the listener’s perceptual
feedback.

Selection

A quite straightforward low-cost strategy that has been well explored in the literature
since the late 1990s is to help the listener select the best non-individual HRTF set among
a database [Seeber03; Iwaya06; Katz12; Zagala20]. While in these three approaches the
listener is presented with a sound source moving according to a known trajectory, they
differ on several aspects.

First, the selection processes are quite diverse. Seeber et al. [Seeber03], for instance,
present a 2-step selection of a best-fit non-individual HRTF set: the listener first selects
a subset of 5 HRTF sets among 12 according to a broad criterion of “spaciousness”,
then he chooses the best among the 5 according to criteria of “localization variance” and
“externalization”. On the other hand, Iwaya et al. [Iwaya06] propose a tournament-style
selection among 32 non-individual HRTF sets according to a criterion of accuracy of the
perceived sound source trajectory. Regarding Katz et al.’s study [Katz12], the approach
is more holistic and aimed at guiding further work on HRTF selection: 45 subjects were
asked to rate 46 HRTF sets from the LISTEN database [Warusfel03] (including their own)
as ok, bad or excellent. As in Iwaya et al.’s study, the rating criterion was the fidelity
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of the virtual sound source trajectory. Best-fit non-individual HRTF sets are thus the
ones rated as excellent. Tuning times for the procedures ranged from 15 min [Seeber03;
Iwaya06] to 35 min [Katz12].

Second, Seeber et al. and Iwaya et al. [Seeber03; Iwaya06] limit their studies to the
horizontal plane, where individualization is less important. Indeed, the lateral localization
cues are ITD and ILD, which are more robust to a lack of individualization (see Chap-
ter 1, Section 1.3.2). In contrast, in [Katz12] both vertical and horizontal trajectories are
presented to the listener.

Regarding perceptual assessment, all three studies perform localization experiments.
In a 10-subject experiment with sources on the frontal horizontal arc, Seeber et al. [See-
ber03] report an average azimuth error close to that observed with real sound sources
(difference of 1 %). In their evaluation with 7 subjects, Iwaya et al. [Iwaya06] com-
pare individual, best-fit non-individual, and worst-fit individual HRTF set. They report
front-back confusion rates of about 5 %, 7 % and 12 %, respectively, the difference be-
tween best- and worst-fit being statistically significant. Regarding Katz et al.’s [Katz12]
7-subject localization experiment for the individual, best- and worst-fit HRTF sets, they
report respective average front-back and up-down confusion rates of 20, 32 and 35 %, and
13, 15 and 19 %. While there is still an improvement from worst- to best-fit, unlike in
Iwaya et al.’s study, the best-fit performance is closer to the worst-fit one than to the
individual one. This difference might be partially explained by the fact that the individ-
ualization problem is harder when the vertical dimension is included. Also, Katz et al.’s
three-degree rating process might be less selective than a tournament approach.

Conjointly, in order to improve the relevance and duration of selection procedures, it
has been proposed to cluster a priori the database based on either objective [Xie15] or
perceptual [Katz12] criteria. In particular, Katz et al. [Katz12] show that for a particular
subset of 9 HRTF sets (out of 46), 89 % of the subjects would find at least one HRTF set
that he had rated as excellent.

Following up Katz et al.’s study, Zagala et al. [Zagala20] propose and compare two
different methods of subjective evaluation to rank the 8 representative HRTF sets previ-
ously identified in [Katz12]. The first method is a localization task while the second is
a judgment task similar to the one employed in [Katz12], which consists in rating global
preference of renderings of horizontal and vertical virtual trajectories. 26 listeners partic-
ipated in the experiments. As discussed in more details in Section 2.2.2, they find that
good agreement is obtained between both methods of ranking. The focus of the study
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is not on the perceptual performance of the top-ranked HRTF sets. Nonetheless, they
report in Appendix B that the best scoring HRTF sets of most subjects yield median un-
signed polar errors comparable to those obtained in another study with individual HRTFs
[Stitt19], and that the difference between worst- and best-fit non-individual HRTF sets
seem to be substantial. They also report that the mean unsigned lateral errors appear to
be generally comparable for the worst- and best-fit HRTF sets and for the results from
[Stitt19]. However, the statistics behind these statements are not provided, although lo-
calization errors for each subject are summarized in Fig. 7. The duration of both ranking
procedures were about 25 min.

Adaptation

Complementarily to the selection of a best-fit non-individual HRTF set among a database,
a non-individual HRTF set can be roughly adapted in the hope of reducing perceptual
discrepancies related to a lack of individualization.

Frequency scaling For instance, a generic HRTF set can be modified by means of a
global (i.e. identical for all directions) frequency scaling, as proposed by Middlebrooks et
al. [Middlebrooks99a; Middlebrooks00]. Three methods are proposed in [Middlebrooks00]
to determine the scaling factor: minimal spectral difference, regression from anthropome-
try and a procedure in which the listener tunes the scaling parameter by ear in about one
hour. The scaling factors obtained by all three methods are in good agreement and local-
ization experiments were performed, whose results are somewhat mitigated. For further
details on this study and its results, please refer to Section 2.3.3 where it is well covered.

Filter-design-based adaptation Other work [Tan98; Runkle00] have relied on the
tuning of filters to further adapt a generic HRTF set previously selected among a database.
For instance, Tan et al. [Tan98] asked 10 subjects to tune a 5-band filter applied to a
generic HRTF with instructions to reduce front-back confusions and elevation mismatch.
They report that, only 4 subjects out of 10 experienced front-back confusion after the
procedure, against 8/10 initially. The study presents several obvious limitations, starting
with a limitation to the frontal position which raises a major question: would the tuning
procedure need to be performed for each direction? Furthermore, very little informa-
tion is given on the tuning procedure (tuning time for instance) and on the localization
experiment.
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On another note, Runkle et al. [Runkle00] propose a framework in which a generic
HRTF set is adapted through filtering by a low-order pole-zero filter whose 16 parameters
are tuned by a generic algorithm based on perceptual feedback. The perceptual feedback
is the result of a subjective evalution performed at each iteration in which the listener
rates 8 HRTF sets. However, very little detail is given on the tuning procedure. For
instance, it is unclear how different directions are handled: are they tuned globally or
one by one? Which directions is the listener presented with during the tuning procedure?
Furthermore, results only concern the convergence of the algorithm. No objective or
subjective assessment of the produced HRTs is presented and no information is given
regarding tuning time. To the best of our knowledge, there is no follow-up publication
that would answer these questions.

Synthesis

Although they are able to somewhat reduce the perceptual discrepancies caused by a lack
of individualization, the aforementioned approaches are rudimentary and cannot claim to
embrace the full complexity of the inter-individual variability of HRTF sets. In contrast,
more ambitious approaches propose to synthesize an HRTF set from a statistical model,
whose parameters are tuned based on perceptual feedback from the listener.

Statistical-model-based tuning Among these, many consist in a tuning procedure in
which the listener is asked to tune by ear the weights of a PCA model of HRTFs [Shin08;
Fink15] or HRIRs [Hwang08a]. Only the first 3 to 5 PCs of the model are tuned in order
to limit tuning time. However, the duration of the tuning procedure is not reported in
any of the three studies. Let us note that, most likely because of the small size of the
46-subject CIPIC dataset (used by all three studies for training), the PCA is performed in
the spectral fashion defined in Section 2.1.3. As a consequence, a set of PCWs corresponds
to one transfer function (or impulse response), and thus the tuning must be performed
independently for every direction of interest. For Shin et al. and Hwang et al. [Shin08;
Hwang08a] these directions are in the median plane, whereas for Fink et al. [Fink15] they
are in the horizontal one. For the latter, a parameter controlling ITD amplitude is tuned
in addition to the 5 magnitude HRTF PC weights.

Regarding perceptual assessment, the three studies provide a localization experiment.
In Fink et al. [Fink15], only one subject participated in the subjective procedure and
subsequent localization experiment. They report the front-back confusion rate to be
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notably better with the customized HRTF set than with the average HRTF set of the
database: 36.25 % against 16.25 %. However, it should be noted that the average HRTF
set is somewhat unrealistic: the peaks and notches are smoothed out compared to a
“real” HRTF set, likely degrading useful spectral localization cues. Regarding Shin et
al. and Hwang et al. [Shin08; Hwang08a], the customized HRTF set is compared to
the individual one and to that of the KEMAR manikin. In the former study, for two
subjects out of 4, the front-back confusion rate is notably lower with the two former
HRTF conditions (between 6 % and 14 %) than with the latter (between 29 % and 43 %).
However, for the 2 remaining subjects, there is no clear trend. The latter study by Hwang
et al. shows a clearer trend regarding the front-back confusion rates of the KEMAR and
individual conditions. Indeed, for all 3 subjects, they are in the order of 20 % and 0-1 %
respectively. Regarding the customized condition, they report front-back confusion rates
close to the individual condition for two subjects (in the order of 1 % to 3 %), whereas
for the remaining subject it is quite high (13.3 %).

In these studies, the tuning is local, in the sense that it is performed independently
at each direction of interest. This poses a problem of tuning time, seeing that a high-
resolution HRTF set typically contains HRTFs for several hundreds of directions. To
alleviate this, in his Master’s thesis, Hölzl [Hölzl14] proposes a method to tune an HRTF
set globally. Like in the three aforementioned studies, the listener tunes by ear the weights
of a PCA model – built in the spectral fashion – of magnitude HRTFs. However, instead
of tuning the PCWs directly, the listener is asked to tune the coefficients of a spherical
harmonics representation (see Section 2.1.2) of the PCWs. Three training sets are used
in turn to build the PCA model: LISTEN, CIPIC and ARI.

This global approach was however not put in practice and thus there is no perceptual
assessment of the method. Let us note that, although this approach allows a global
tuning of an HRTF set, there is no guarantee that these tuning parameters (i.e. SHs of
PCWs) result in plausible HRTF spatial patterns. As mentioned by the author, if the SH
coefficients are tuned by the user with regard to certain directions, it is unknown whether
the tuning will be appropriate for other areas of the sphere.

Recently, in 2017, Yamamoto and Igarashi [Yamamoto17] propose a method that relies
on the modeling of HRTF sets thanks to a variational autoencoder neural network. The
tuning procedure consists in a gradient descent optimization of the network’s weights
where, at every iteration, the cost is derived from the user’s A/B rating of two HRTF sets
presented to him by the algorithm. Here as well, the database used to train the statistical
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model is CIPIC. In contrast with the aforementioned approaches, the parameters that
are tuned correspond to a complete HRTF set (all directions). The optimization thus
explores the space of the inter-individual variations of HRTF sets. The tuning procedure
is reported to last 20 to 35 min with about 100-200 pairwise comparisons.

In guise of perceptual assessment, after tuning, the 20 participants are asked to rate
HRTF sets pair by pair in a double-blind manner. The baseline condition is a best fit
non-individual HRTF set for each participant, selected among the database by means of
a previous rating test procedure. The authors report a statistically significant preference
of the customized HRTF set over the best-fit non-individual HRTF set for 18 participants
out of 20.

Conclusion

Overall, acoustic measurement remains the reference in individual HRTFs acquisition.
Indeed, it is the historical approach and the resulting HRTFs have been well compared
to real-life sound localization over the years. However, HRTF measurement is far from
being flawless. Indeed, it suffers from a lack of reproducibility which translates to large
variations in both ITD and magnitude spectra between different measurements setups,
but also between repetitions of the same measurements. In particular, when evaluating
a VAS generated thanks to individual measured HRTFs, a number of studies observe a
degradation of the localization performance compared to a real auditory environment. In
these studies, confusion rates are reported to increase by a factor 2 and elevation accuracy
to be somewhat degraded. Furthermore, this approach can not be proposed to the end
user: besides the uncomfortable nature of the acquisition process for the subject, the
measurement setup is delicate, expensive and, most of all, untransportable.

As an alternative, individual HRTFs can be computed from 3-D scans of the listener’s
pinnae, head and torso by means of numerical simulations of acoustic propagation. Unlike
measurement, the data acquisition step can be performed anywhere, in particular when
reconstructing 3-D morphology from 2-D pictures. Moreover, it allows to work around, or
at least to displace, the reproducibility issue: once the 3-D mesh is acquired, the rest of
the simulation process is deterministic. Be that as it may, the quality of computed HRTFs
remains to be demonstrated. Indeed, perceptual studies have been scarce and mismatches
have been reported in objective comparisons with measured HRTFs. Furthermore, be-
tween acquisition, 3-D shape preparation and the simulation itself, the process takes a
considerable amount of time (in the order of hours), which may be a serious limitation in

67



Chapter 2 – State of the Art

user-friendly applications.

Focusing on the user-friendly constraint, less direct approaches to HRTF individual-
ization have been proposed as well. Many of these approaches rely on anthropometric
measurements, either performed manually or derived from one or several 2-D pictures.
These morphological parameters can then be used to derive a personalized HRTF set in
a variety of ways, such as the selection of a best fit among a database, rough adaption
of a generic HRTF set, and linear or non-linear regression. While they have the merit
of proposing user-friendly HRTF individualization – taking a few pictures with a smart-
phone is indeed easy – the quality of the resulting HRTFs can be questioned. Indeed, it is
somewhat doubtful that a few dozen measurements can account for the full complexity of
the 3-D shape of the pinna and of its directional acoustic filtering effect. This seems to be
corroborated by the scarcity of perceptual evaluations of the more ambitious regression-
based methods. This scarcity could be partially explained by the fact that regression
methods rely on databases which, as we will see in Section 2.4, are small compared to the
dimensionality of HRTF sets.

Another family of user-friendly methods rely instead on perceptual feedback from the
listener: the user participates in subjective evaluations whose outcomes serve to provide
a personalized HRTF set. Methods to achieve this include selection of a best fit among
a database, rough adaptation of a generic HRTF set, and tuning of an HRTF model.
The two former are basic approaches that cannot claim to provide realistic individual
HRTFs, but have shown some perceptual improvement over non-individual conditions. In
contrast, the latter are more ambitious and propose to adapt models that embrace the
complexity of HRTF variations. Less explored, they often rely on statistical modeling and
thus on HRTF databases, whose small size may be an issue (see Section 2.4).

Percept-based methods may be a little less practical for the listener as they require
his attention and possibly more of his time. However, it requires little to no specific
equipment: the device on which the VAS is rendered (PC, tablet, smartphone etc.) is
enough in most cases. Furthermore, unlike other approaches, a perceptual assessment of
the produced HRTFs is performed throughout the process and even guides it. What is
more, a trade-off is thus possible between tuning time and perceptual quality. Hence, in
Chapter 4, we propose an HRTF individualization method which consists in tuning the
parameters of an HRTF statistical model based on the results of localization experiments.
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2.4 HRTF Databases

As we have seen in Section 2.3, many user-friendly HRTF individualization approaches
rely on HRTF statistical modeling and thus on databases. In this section, we review
the major HRTF databases. While we take a particular interest into the number of
subjects available, we review other important characteristics as well, such as the spatial
resolution of the measurements and the morphological data included. First, datasets of
acoustically measured HRIRs are presented. Then, datasets of numerically simulated ones
are reviewed. Finally, these surveys are discussed.

2.4.1 Acoustically Measured

Most HRIR datasets were built thanks to acoustic measurements (see Section 2.3.1 for
more details on the technique). In the following, we go over ten of them and their
characteristics, such as the number of subjects, their spatial resolution and the type of
morphological data included (if present).

In the early 2000s, one of the first freely available HRIR datasets was created by
the Center for Image Processing and Integrated Computing (CIPIC)9 [Algazi01c]. It
features HRIRs of 45 human subjects, measured in a regular room whose walls were
covered with absorbing materials. The spatial resolution of the measurements is of 5.6◦

in elevation, and 5◦ in azimuth for azimuth ranging from −45◦ to 45◦ and from 135◦ to
225◦ and of 10, 15 or 20◦ for more lateral positions. The dataset innovated by including
27 anthropometric measurements of the pinnae, head and torso for 43 subjects, measured
from pictures. Consequently, since then this dataset has been used in a wide variety of
work on HRTF individualization, particularly in the context of morphology-based low-cost
personalization processes. Subsequent anthropometric datasets have for the major part
followed the lead, using a set of measurements identical or similar to the one proposed in
CIPIC.

In the same period, another HRTF database named LISTEN was built at the Institut
de Recherche et Coordination Acoustique/Musique (IRCAM), [Warusfel03]. It comprises
HRIRs of 51 subjects that were recorded in a fully anechoic room with a lesser spatial
resolution of about 15◦ both in azimuth and elevation.

More recently, i.e. during the last half-decade, a number of datasets of measured HRTF
9The CIPIC dataset is available at https://www.ece.ucdavis.edu/cipic/spatial-sound/

hrtf-data/.
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sets have been issued. For instance, RIEC, a database with twice as many subjects (105)
as CIPIC and ARI, was published in 2014 by the Advanced Acoustic Information Systems
Laboratory at Tohoku University, and features HRIRs measured for 865 directions at a
distance of 1.5 m with azimuth and elevation resolutions of 5 and 10◦, respectively. The
dataset includes anthropometric measurements for 39 subjects as well as scans of the head
and torso. However, no detailed scans of the pinnae were provided.

The same year, a database of HRIR sets measured in a semi-anechoic room was intro-
duced by the Acoustics Research Institute (ARI) database [Majdak10], featuring a higher
spatial resolution than RIEC (azimuth resolution between 2.5◦ and 5◦ and elevation res-
olution of 5◦) and a comparable initial number of subjects. It has however been supplied
with new subjects ever since, reaching 201 in December 2019, thus making it the largest
HRTF database available to this day. CIPIC-like anthropometric measurements of 60
subjects are provided.

In 2014 as well, another high-resolution HRTF database, named BiLi10 (Binaural
Listening) [Carpentier14; Rugeles Ospina15], was released as the result of a collaboration
between IRCAM and Orange. It features HRIRs measured for 54 human subjects in an
anechoic chamber on a 1680-point Gaussian grid of radius 2.06 m. The Gaussian grid was
chosen for its convenience for measurements (practical with a vertical ark of loudspeakers
and an azimuth-wise rotating subject) and its adequateness to high-order Ambisonics, i.e.
SHD (see Section 2.1.2). Using that setup, the measurement of a complete HRIR set took
about 20 minutes, thanks to the use of overlapping exponential sweeps [Majdak07].

Another database of high-resolution HRIR sets, ITA [Bomhardt16b], was published in
2016 by a team from the University of Aachen. HRIRs were measured in a semi-anechoic
environment for 2304 points of a 1.2-meter-radius spherical azimuth/elevation equiangular
grid whose resolution was 5◦. The dataset includes high-resolution 3-D scans of the pinna
(obtained by MRI), 4 measurements of the head and 8 CIPIC-like pinna anthropometric
measurements made on the scans.

The SADIE dataset11 [Kearney15] includes HRIR sets of 18 subjects, measured in an
anechoic room at the University of York. However, as these measurements were intended
for the specific needs of 5th-order Ambisonics, the spatial resolution is quite low, with
only 170 directions across the 1.5 m-radius sphere.

More recently, in 2018, a new iteration was issued, the SADIE II dataset12 [Arm-
10The BiLi dataset is available at http://bili2.ircam.fr.
11The SADIE dataset is available at https://www.york.ac.uk/sadie-project/database_old.html.
12The SADIE II dataset is available at https://www.york.ac.uk/sadie-project/.
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Name Subjects fmax
(kHz)

Method 3-D Meshes Measured
HRTFs

Public

Pinnae Head Torso

SCUT
[Rui13]

56 16 FM-BEM Yes Yes Yes - -

SYMARE
[Jin14]

61 16 FM-BEM Yes Yes Yes Yes 10/61

Yamaha
[Kaneko16a]

30 24 FM-BEM Yes Yes Yes - -

HUTUBS
[Brinkmann19]

96 22 FM-BEM Yes Yes - Yes Yes

FAST
Sec. 3.1

119 16 FM-BEM Yes,
registered

- - - -

WiDESPREaD
Sec. 3.4

1005 16 FM-BEM Yes,
registered

- - - Yes

Table 2.3 – Public and private numerically simulated HRTF databases. fmax denotes the
maximum frequency in computations.

strong18], featuring HRIR sets measured in an anechoic environment for 18 human sub-
jects with a much higher spatial resolution than SADIE I. There are two types of mea-
surement grids depending on the subject, in order to adapt measurement time. Both grids
are of the spherical kind with an elevation resolution of 15◦. They differ in their azimuth
resolutions as the finest one’s is of 5◦ for a total number of directions of 2818 while the
coarser one’s is of 10◦ for a total number of directions of 2114. 7 subjects subjects out
of 18 were measured in 1.25 h using the first grid while the remaining 11 were measured
in 1 h with the other. A few additional measurement points are included to the spher-
ical grids in order to allow the perfect reproduction of 11 types of spherical harmonics
configurations.

2.4.2 Numerically Simulated

There also exists synthetic datasets, built by numerically simulating HRTF sets from 3-D
scans of listener morphology.

The SYMARE (Sydney York Morphological and Acoustic Recordings of Ears) database
is such a dataset and was issued as part of a collaborations between the Universities of
Sydney and York in 2014.

The dataset features HRTFs simulated by Fast-Multipole Boundary Element Method
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(FM-BEM) for 61 subjects as well as 3-D scans of the pinnae, head and torso used for
the simulations. Simulations were performed for frequencies up to 20 kHz when using
the head and pinnae, and up to 16 kHz when including the torso. Spatial resolution is
not an issue here. Indeed, as the reciprocity principle [Zotkin06] is easily applicable to
simulations, virtually any measurement grid can be chosen with only a marginal increase
in computing cost. The dataset also includes HRIRs measured in an anechoic chamber
with a low spatial resolution, on a grid of radius 1.2 m and average azimuth and elevation
resolutions of 10◦ in both cases. Only a sample of 10 subjects is freely available. In spite
of this, this dataset has been the reference of databases gathering both measured and
simulated HRTFs, up until very recently.

A team from the Technical University of Berlin, Huawei Technologies and Sennheiser
Electronic has issued the HUTUBS database13 [Brinkmann19] in 2019. It features both
measured and simulated HRTFs for 96 subjects, as well as pinnae and head 3-D meshes
and anthropometric measurements. The spatial resolution of the measurements is not
particularly high, with 440 directions on a 1.47 m-radius grid with average azimuth and
elevation resolutions of 10◦. The choice of measurement grid accounted for compatibility
with SHD up to the 17th order. Acoustical simulations were performed on shoulder-less
heads for frequencies up to 22 kHz.

There exists other databases of simulated HRTFs that are not accessible to the public.
For example, an article published by a team from the South China University of Technol-
ogy (SCUT) in 2013 [Rui13] presents the simulation by FM-BEM of the HRTF sets of 56
human subjects including near-field HRTFs, with distances ranging from 10 cm to 1.2 m.

Another example is the dataset mentioned by a research team from Yamaha in a 2016
article [Kaneko16a], which features the HRTF sets of 30 subjects, simulated by FM-BEM
based on a combination of high-resolution pinnae 3-D scans and rougher head-and-torso
ones.

Discussion

Over the past twenty years, a number of datasets have been built by measuring the HRIRs
of various human subjects, particularly in the last half-decade, period during which eight
out of the ten datasets mentioned above were issued.

While some of them (SADIE, LISTEN, SYMARE, HUTUBS) have a rather low spa-

13The HUTUBS database is available at https://depositonce.tu-berlin.de/handle/11303/9429.
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tial resolution (compared to the localization blur presented in Section 1.1.5), others can
be considered as having a high spatial resolution (SADIE II, ITA, BiLi). Sets of mea-
surements of the human morphology are included in several of them (CIPIC, LISTEN,
ARI, ITA and HUTUBS), a trend that was initiated by CIPIC and kick-started the active
field of user-friendly HRTF individualization based on anthropometry (see Section 2.3.3).
Sometimes, morphological information is included in the form of 3-D scans of the head,
torso and/or pinna as in RIEC, ITA, SADIE II, SYMARE and HUTUBS. However RIEC
and SADIE II do not include detailed scans of the pinnae and, while ITA does, it does
not feature head or torso meshes.

Independently of their quality, due to the heavy apparatus and time that are required
to make acoustic measurements, these databases are rather limited in terms of number
of subjects. Indeed, the largest one, ARI, features 201 which is twice more than its two
closest competitors in this area, RIEC and HUTUBS, who feature 105 and 96, respectively.
Most of the other datasets mentioned above comprise data for about 50 listeners (CIPIC,
LISTEN, BiLi, ITA) while both SADIE sets feature 18 and the public section of SYMARE
features only 10.

When studying the inter-individual variations of HRTF sets, this may be problem-
atic as the order of magnitude of the dimensionality of a high-resolution HRTF set
[Bomhardt16b] is half a million (129 frequencies× 2300 directions× 2 ears ' 6 · 105).

One could imagine turning to numerical simulations to create larger datasets of syn-
thetic HRTFs. While a few such datasets exist (SYMARE, HUTUBS, Yamaha and
SCUT), they are mostly private, HUTUBS being the only fully public one. Moreover,
none of them features more subjects than measured HRTF databases. Indeed, the largest
one, HUTUBS, includes simulated HRTFs for 96 subjects while ARI, RIEC and HUTUBS
include measured HRTFs for 201, 105 and 96 subjects, respectively. The fact that syn-
thetic datasets do not present more subjects than acoustical ones can be explained by the
fact that they still rely on the acquisition and edition of 3-D morphology of the subjects,
which is largely manual and time-consuming, and that simulations requires non-negligible
computing resources. An additional problem is the uncertainty of the perceptual rele-
vance of simulated HRTFs, making it possibly unworthy of the effort of building a large
database.

74



Chapter 3

DIMENSIONALITY REDUCTION AND DATA

AUGMENTATION OF HEAD-RELATED

TRANSFER FUNCTIONS

As we have seen in Section 2.3 of Chapter 2, an interesting approach to the matter of
user-friendly HRTF individualization consists in tuning the parameters of a statistical
model of HRTFs, either based on anthropometry or on perceptual feedback from the
listener – the latter being further explored in Chapter 4. Seeing that HRTF sets are a
data with hundreds of thousands of degrees of freedom (see Section 3.2 and Table 3.1),
it is important in that context to reduce the dimensionality of the problem. Indeed, in
the case of a perceptual feedback-based approach, for instance, a lower number of tuning
parameters allows for a more efficient exploration of the inter-individual variations of
HRTFs and thus a shorter and more comfortable tuning session for the listener.

However, currently available datasets are small compared to the dimensionality of the
data: the largest one, ARI [Majdak10], includes data for 201 subjects (see Chapter 2,
Section 2.4 for a review of HRTF databases). Furthermore, while work has been done
towards combining existing databases [Andreopoulou11; Tsui18; Spagnol20], such com-
posite databases can hardly attain the same level of homogeneity as a database made in
a single campaign.

In this chapter, we investigate the matter of the dimensionality reduction of magnitude
HRTF sets. To this end, we used principal component analysis (PCA). Choosing PCA over
more complex machine learning techniques, was motivated by the fact that we performed
the statistical modeling in a way that focuses on the inter-individual variations of HRTF
sets, which has barely been addressed in the literature (see Chapter 2, Section 2.1.3 for
more details).

Thus, we investigate in Section 3.2 the capacity of this inter-individual approach to
PCA to reduce the dimensionality of magnitude HRTF sets for 9 different datasets. These
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9 datasets include 8 public datasets and a proprietary dataset of 119 3-D ear meshes
and matching simulated PRTF sets, named FAST, which we present in Section 3.1. In
Section 3.3, we compare the dimensionality reduction performance of PCA on FAST
magnitude PRTF sets to that of matching ear point clouds. Based on the results of
this study, and in order to alleviate the aforementioned lack of large-scale datasets, we
present in Section 3.4 a data augmentation method that relies on random generations of
pinna meshes and on numerical simulations of corresponding PRTF sets. The resulting
1005-example dataset, named WiDESPREaD (Wide Dataset of Ear Shapes and Pinna-
related transfer functions generated by Random Ear Drawings) was made public and
available online1. Finally, in Section 3.5 we study the impact on dimensionality reduction
performance of training PCA with this augmented PRTF dataset.

3.1 The FAST Dataset: 119 Ear Meshes and Match-
ing Simulated Pinna-Related Transfer Functions

Most work presented in this chapter is based on a proprietary dataset of n = 119 3-D
scans of human left pinnae and matching 119 numerically simulated PRTF sets. We
hereon refer to it as the FAST dataset, after our research team.

In this section, we present the constitution of this dataset. First, we introduce a
basis dataset of 123 registered left ear meshes which was constituted in previous work by
Ghorbal et al. [Ghorbal19]. Then, we go over corrections that were applied to that first
dataset, including the removal of 4 problematic subjects. Finally, we describe in detail
how we complemented the n = 119 pinna meshes with matching PRTF sets by means of
boundary element method (BEM) simulations.

3.1.1 Ear Meshes

Acquisition & registration

For the major part, the dataset of ear meshes was constituted in previous work by Ghorbal
et al. [Ghorbal19]. First, 3-D scans of the left pinna of 123 human subjects were acquired
using a commercial structured-light based scanner, eFit by United Sciences. The acqui-
sition of one pinna took about 20 min. Then, the meshes were rigidly aligned by means

1https://sofacoustics.org/data/database/widespread/
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Figure 3.1 – Histogram of the scaling factors applied to the 119 ear shapes to normalize
them in size.

of the Procrustes method [Gower75]. Finally, the point clouds were registered: after this
step, every point cloud had the same number nv0 = 18887 of vertices, and the vertex
indexing was semantically coherent from one subject to the other. The main goal of reg-
istering the point clouds is to be able to study the variations in shape and to build a
statistical shape model (SSM) (see Section 3.3.1).

The registration process was semi-automatic: a human operator identified manually
a number of characteristic features on the mesh, then an algorithm derived a denser
sampling of the pinna surface, designed so that the newly created point clouds were
sampled in coherence with each other. A new set of triangular faces was defined from the
nv0 vertex indices.

Normalization in size

In addition, the pinna meshes were normalized in size and the scaling factors stored.
Indeed, this practice, common when it comes to SSMs [Cootes95], forces the statistical
model to learn complex variations in the shape of the pinnae at the exclusion of size.

A histogram of the scaling factors associated with the 1192 subjects of the final FAST
dataset are shown in Figure 3.1. The scaling factors are normally distributed with a
significance level of 1 % according to the Anderson-Darling test, with a mean value of
1.080 and a standard deviation of 0.065.

In the following, we note E = {e1, . . . en0} the set of n0 = 123 ear point clouds
whose x, y and z coordinates are concatenated into row vectors e1, . . . en0 ∈ R3nv0 , with

2Four of the initial 123 meshes were excluded during the registration fix step described just below.
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3nv0 = 56661. Thanks to the registration, the only change from one mesh to the other
resides in the coordinates of the nv0 vertices. Therefore, the term “ear shape” is hereon
used interchangeably with “ear point cloud”.

Registration fix & ear canal removal

In the initial dataset, there was a critical issue of registration in the meshes, localized in
the ear canal area. The registration was sometimes so wrong that a vertex located at the
tip of the ear canal for certain subjects was found in the concha for others (see Figure 3.2).
As a consequence, a SSM trained on this dataset would learn unrealistic deformations of
exaggerated amplitude.

Moreover, most of this area is constituted of artificial data. Indeed, the scanning device
could not acquire the ear canal down to the ear drum and closed the hole automatically.
Thus, we also wanted to erase this non-realistic part of the morphology before training
the SSM.

The straightforward and ideal solution to the registration issue would have been to
perform the registration of the 123 ear scans all over again. However, as mentioned above,
this step relies on manual annotation, which is tedious and lengthy: two to three weeks
of full-time work would have been required to process the whole dataset. Furthermore,
the defect is localized, moreover in an area where we would like to remove most of the
vertices. Hence, we devised a automated method to correct this defect in all 123 meshes
while respecting a major constraint: preserving registration.

Anchoring of the problematic vertices As a first step, we constrained the “dis-
placement” of the vertices in the ear canal neighborhood from one subject to the other.
To do so, we anchored these vertices to the average point cloud ē, whose registration we
deemed acceptable (see Figure 3.2), with

ē = 1
n0

n0∑
i=1

ei. (3.1)

For each mesh in the dataset and for every one of these vertices, we applied a linear
weighting that made the vertex closer to its match in the average point cloud. The
weights increased progressively from the edge of the ear canal to its end, so that the ear
shape progressively transitioned from the initial point cloud to the average (see Figure 3.3)
.
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(a) Average, front view (b) Subject HF, front view (c) Subject PB, front view

(d) Average, rear view (e) Subject HF, rear view (f) Subject PB, rear view

Figure 3.2 – Illustration of the registration issue, and the variability of the registration in
the ear canal area. Vertices expected to be at the tip of the ear canal are circled in red
for three exemplary meshes. The average shape (a, d) illustrates the expected behavior,
with the circled vertices well located at the end of the ear canal. Subject HF (b, e), in
contrast, constitutes an extreme example of the issue: the circled vertices are not even
located in the ear canal, but are in the concha. For subject PB (c, f) the registration issue
is present but milder, with the circled vertices slightly on the side of the ear canal.

79



Chapter 3 – Dimensionality Reduction and Data Augmentation of Head-Related Transfer
Functions

Figure 3.3 – Weights w(i) for all ē(i) in Ωc, displayed on the sub-mesh that corresponds
to Ωc

Let e be an ear point cloud of E. For all k = 1, . . . nv0 , we denote e(k) ∈ R3 its
kth vertex. The first step was to manually elect, on the average shape, the ear canal tip
vertex ē(ktip) ∈ R3 and a unitary vector uc ∈ R3 that defined the canal axis, passing
through ē(ktip). The ear canal neighborhood that we wished to constraint Ωc was then
defined as such:

Ωc = {k ∈ J1, nv0K | ‖ ē(k) · uc ‖< D} ∩ {k ∈ J1, nv0K | ‖ ē(k)− ē(ktip) ‖< D′} (3.2)

where D is a canal-axis distance parameter and D′ an Euclidean distance parameter,
manually tuned to 6.8 mm and 10.9 mm, respectively.

The weighting can then be written as:

∀k ∈ J1, nv0K, e(k) := α(k)e(k) + (1− α(k)) ē(k) (3.3)

where the weights are defined on the average shape:

α(k) =


sin2

(
ē(k) · uc

D

π

2

)
if k ∈ Ωc,

1 otherwise.
(3.4)
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However, for four of the meshes, the registration issue was beyond correction by means
of the aforementioned method. They thus were excluded from the final dataset, which
includes n = 119 pinna meshes of nv = 18176 vertices and 35750 triangular faces.

Deletion of the end of the canal Secondly, we removed the end of the canal i.e. the
vertices designed by their indices:

Ωt = Ωc ∩ {j ∈ J1, nv0K | ē(j) · uc < De} , (3.5)

where De is manually tuned to 2 mm.

3.1.2 PRTFs: Numerical Simulations

For all ear shape ei in E, we numerically simulated the corresponding PRTF set hi ∈
Cnf×nd , where nf and nd denote respectively the number of frequency bins and the num-
ber of directions of measurements. Simulations were carried out using the fast-multipole
boundary element method (FM-BEM) [Gumerov05], by means of the Mesh2HRTF 3 soft-
ware developed by the ARI team [Ziegelwanger15a; Ziegelwanger15b].

We denote ψ : R3nv 7→ Cnf×nd the process of going from a registered nv-vertex ear
point cloud to the corresponding simulated PRTF set, which is described in the rest of
the subsection.

Simulations were made for nf = 160 frequencies from 0.1 to 16 kHz, regularly spaced
with a step of 100 Hz. Let us denote F = {k · (100 Hz) | k = 1, . . . 160} this set of
frequency bins. The frequency resolution was chosen so that it was finer than the equiva-
lent rectangular bandwidth (ERB)-based frequency scale in most of the frequency range.
Indeed, the ERB scale is appropriate for HRTFs according to [Breebaart01] and the 100-
Hz-spaced linear scale is finer than the ERB scale for frequencies above 700 Hz, which
is more than sufficient in the case of PRTFs, who include little spectral variations below
4-5 kHz.

Mesh closing and grading

First, we derived the ear mesh from the ear point cloud by incorporating the 35750
triangular faces defined by the indices of the nv vertices, as explained in Section 3.1.1.

3https://sourceforge.net/projects/mesh2hrtf/

81

https://sourceforge.net/projects/mesh2hrtf/


Chapter 3 – Dimensionality Reduction and Data Augmentation of Head-Related Transfer
Functions

(a) Initial mesh (b) Closed ear canal (c) Closed mesh

Figure 3.4 – Pinna mesh of subject PB throughout the closing process. (a) Initial mesh
from the FAST dataset. (b) Closed ear canal. (c) Final closed mesh, after merge with
the cylindric basis.

Second, we closed the ear mesh by filling the canal hole based on our prior knowl-
edge of the boundary’s vertex indices, and then by stitching the resulting mesh onto a
cylindrical base mesh. Using such a small base mesh instead of one of a head and torso
has consequences: spectral features that are usually found in HRTFs are altered (head
shadowing effect is reduced to a smaller angular zone and shifted to higher frequencies) or
absent (ripples due to the torso). However, as we did not have at our disposal a dataset of
individual 3-D head and torso scans, in the latter case we would only have been able to use
a generic head and torso mesh, which would have mixed non-individual spectral features
with the individual pinna-related ones, at the cost of a great increase in required comput-
ing resources. These steps were scripted in Blender4 Python and performed automatically
using various Blender built-in mesh treatments.

Third, a re-sampling (also called grading) of the mesh was performed. This step is a
pre-requirement to any boundary element simulation: the mesh ought to be as regular
as possible and sampled finely enough with regard to the maximum simulated frequency.
A widely used rule of thumb is for the mesh to present a uniform vertex distribution,
equilateral triangles and at least six elements per wavelength. This rule is discussed in
detail by Marburg et al. in [Marburg02]. In our case, we used the progressive grading
approach proposed by Ziegelwanger, Kreuzer and Majdak in [Ziegelwanger16] and made
available on-line as an OpenFlipper5 [Möbius10] plug-in, which makes the mesh finer near

4https://www.blender.org/
5http://www.openflipper.org/
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Figure 3.5 – Simulation-ready meshes derived from ear point cloud e1 for four mesh grading
configurations, each corresponding to a frequency band. Left to right: [0.1, 0.4 kHz], [0.5,
2.0 kHz], [2.1, 3.5 kHz] and [3.6, 16 kHz].

the ear canal (where the sound source is positioned) and progressively coarser elsewhere.
This considerably decreases the computing cost of the FM-BEM simulation compared to
uniform re-sampling, while maintaining numerical accuracy. In this case, we used the
cosine-based approach with the grading factor set to 10.

Additionally, in order to further reduce the computational cost, we adapted the mesh
grading step to each of four different frequency bands. At low frequencies, a uniform
re-sampling was enough due to the low number of required elements. It was performed
with target edge lengths of 10 and 5 mm, in the frequency bands [0.1, 0.4 kHz] and [0.5,
2.0 kHz], respectively. At higher frequencies, the re-sampling was progressive, with target
minimum and maximum edge lengths of 2 and 5 mm, and 0.7 and 5 mm, in the frequency
bands [2.1, 3.5 kHz] and [3.6, 16 kHz], respectively. An example of simulation-ready
meshes (each corresponding to a mesh grading configuration) is displayed in Figure 3.5.

Simulation settings

Reciprocity principle According to the reciprocity principle in acoustics, given two
points in space A and B, the pressure in B due a sound source located in A, pA→B is equal
to the pressure that would be observed in A if the sound source was located in B pB→A:

pA→B = pB→A. (3.6)

This is particularly interesting in the case of HRIR measurements. Instead of sequen-
tially measuring the responses in the ear canal to sound sources located in nd locations,
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Figure 3.6 – Spherical grid used for PRTF simulations: 2-meter-radius icosahedral
geodesic polyhedron of frequency 256 (nd = 2562 vertices).

a single sound source can be placed inside the ear canal while the pressure is measured
at the nd points of space at once [Zotkin06]. This approach collides however with several
problems related to the position of a loudspeaker near a person’s ear drum: limited sound
level of the impulse, small size and directivity of the loudspeaker [Matsunaga10].

In a context of numerical simulation, on the contrary, none of these problems are
encountered. Hence, the reciprocity principle can be employed in order to considerably
reduce the computing cost of simulating an HRTF set and to make measurements on an
arbitrarily dense grid – a widespread practice [Katz01; Kreuzer09; Jin14].

Measurement grid In practice, a few triangular faces located on the ear canal plug
were assigned a vibrant boundary condition (making them the sound source), while virtual
microphones were disposed around the pinna mesh. The spherical measurement grid,
centered on the pinna, was a 2-meter-radius icosahedral geodesic polyhedron of frequency
256 (nd = 2562 directions), displayed in Figure 3.6. Let D be this measurement grid.

Not studied in the rest of this thesis but included in the WiDESPREaD dataset
(see Section 3.4), PRTF sets were calculated on additional measurement grids: another
icosahedral geodesic polyhedron of radius 1 m, and equiangular polar grids with an angular
resolution of 5◦ (nd = 2522 directions) of respective radii 2 m, 1 m, 0.5 m and 0.2 m.

Boundary conditions Except for the few vibrating triangles mentioned above (see
Figure 3.7), the boundary condition was set to fully reflective (infinite impedance) every-
where on the mesh. This choice was mostly due to a technical constraint: the release of
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Figure 3.7 – Boundary conditions applied to subject PB’s pinna mesh, graded for fre-
quencies up to 16 kHz. Red: sound source (vibrant boundary condition). Gray: infinitely
reflective.

Mesh2HRTF that we used (v0.1.3, released in June 2018) did not handle other boundary
conditions properly. This is nonetheless in agreement with the literature. Indeed, Katz
[Katz00], by means of impedance tube measurements, finds that the absorption coeffi-
cient of the human skin (measured at different positions of the body) is close to that of
a fully rigid material for frequencies between 1 and 6 kHz. To the best of our knowledge,
there is no measurement of the impedance of the human skin at higher frequencies, likely
because of the limited frequency range of impedance tube measurements: up to 6 kHz
for standard devices, although a recent experimental device proposed by Kimura et al.
[Kimura14] appears to allow measurements up to 13 kHz.

Regarding the cylindric basis mesh, it might have been desirable to make it fully
absorbing in order to remove its contribution to the PRTFs. In Figure 3.11 (in which
the horizontal-plane PRIRs of an exemplary subject are plotted), this contribution can
be observed in the form of a multiple wavefront for azimuths between −180◦ and −30◦,
which corresponds to the propagation of sound around the basis mesh. In any case,
this phenomenon is limited to the contralateral hemisphere, where PRTF data has little
meaning in the absence of the head.

Post-processing

The output of the FM-BEM calculations is the Fourier transform of the pressure field
P (f, θ, ϕ) at each point (θ, ϕ) of the measurement grid D and at each simulated frequency
f ∈ F . As D is spherical, the radius is not considered here.
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Figure 3.8 – Numerically simulated PRTF set of subject PB just after derivation from the
pressure field (see Equation (3.7)). The corresponding mesh and location of the vibrating
sound source are displayed in Figure 3.7. Log-magnitude PRTFs are plotted in the median
(left) and the horizontal (right) planes.
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Figure 3.9 – CTF computed from the numerically simulated PRTF set of subject PB,
used for its DFEQ.

86



3.1. The FAST Dataset: 119 Ear Meshes and Matching Simulated Pinna-Related Transfer
Functions

Figure 3.10 – Numerically simulated PRTF set of subject PB after post-processing (gen-
eration of a constant component and DFEQ). Log-magnitude PRTFs are plotted in the
median (left) and the horizontal (right) planes.

Figure 3.11 – PRIR set of subject PB after post-processing: first 2.6 ms (128 samples) of
the horizontal-plane PRIRs.
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According to the reciprocity principle, the pressure P (f, θ, ϕ) is identical to the pres-
sure that would be observed if the sound source was in (θ, ϕ) and the microphone in the
ear canal.

Derivation from the pressure field First, according to Equation (1.2), PRTFs H
were directly derived from the pressure field:

H(f, θ, ϕ) = P (f, θ, ϕ)
Pref(f) , (3.7)

for all (θ, ϕ) ∈ D and f ∈ F , where Pref(f) is the reference pressure i.e. the pressure that
would be observed in the origin if the pinna was absent.

Constant component Second, a constant component was added: the PRTFs were
padded in frequency zero using the 100-Hz complex values: for all (θ, ϕ) ∈ D,

H(f = 0, θ, ϕ) := H(f = 100 Hz, θ, ϕ). (3.8)

Diffuse-field equalization Third, a diffuse field equalization (DFEQ) of the PRTF set
was performed (see Chapter 1, Section 1.2.3 for further detail on DFEQ).

For all frequency bins f ∈ F and for all directions (θ, ϕ) ∈ D,

H(f, θ, ϕ) := H(f, θ, ϕ)
c(f) , (3.9)

where c(f) ∈ C denotes the CTF. The magnitude of the CTF was obtained by com-
puting the Voronoi-diagram-based weighted average of the log-magnitude spectra of H
over all directions of D, then by deriving the corresponding minimal phase spectrum (see
Section 1.2.3).

As can be seen in Figure 3.12, the magnitude spectrum of the CTF change substantially
from one pinna to the other. In particular, the central frequencies of the various peaks
and notches – omni-directional resonances – are variable. This highlights the interest of
performing a DFEQ, even on synthetic PRTF sets of the same dataset.
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Figure 3.12 – Magnitude CTFs of three exemplary PRTF sets of the FAST dataset (prior
to DFEQ), each computed from a different pinna.

Conclusion

In this section, we have presented the FAST dataset, a dataset of 119 3-D pinna meshes
and matching PRTF sets computed by means of BEM simulations.

This dataset has the advantage of including both auditory and morphological data.
Furthermore, the pinna meshes are registered, which makes them particularly suited for
various applications such as statistical analysis, easy extraction of anthropometric mea-
surements and/or regression between morphology and transfer functions. Finally, it in-
cludes data for more subjects than most public HRTF datasets, being surpassed only by
ARI’s 201 (see Chapter 2, Section 2.4).

However, the dataset does not include head and torso 3-D morphologies nor their
auditory filtering contributions to HRTFs. Yet, the pinnae have a vast influence on the
spectral features involved in the perceptual problems that arise from a lack of individ-
ualization [Asano90]. Furthermore, they are arguably the most complex component of
HRTF-impacting morphology (i.e. pinnae, head and torso) in terms of shape, inter-
individual variability and influence of physical changes on auditory filtering.

Finally, let us note that the pinnae were normalized in size and that the PRTF sets
were derived from them. However, as we stored the scaling factors, the ear meshes can
easily be re-scaled. Additionally, a close approximation of the corresponding PRTFs sets
can be obtained by applying matching frequency scalings to the PRTF sets.

3.2 Dimensionality Reduction of HRTFs

In this section, we investigate how PCA performs at reducing the dimensionality of mag-
nitude HRTF sets from 9 different datasets, including FAST. We start by explaining
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how we performed PCA to learn inter-subject variations and reduce their dimensionality.
Then, we compare the various datasets under the light of how PCA performed at reducing
dimensionality. In particular, we compare some of these results to the literature.

3.2.1 Principal Component Analysis of Log-Magnitude HRTFs

We focus hereon on the magnitude spectra of HRTFs, leaving the matter of ITD indi-
vidualization out of the scope of this work. Indeed, lateral perception is more robust
to a lack of individualization [Wenzel93]. Furthermore, a set of ITDs is a data of lower
dimensionality, as it corresponds to one value per direction, against at least a few dozens
for the magnitude spectra. For a state-of-the-art on approximating and modeling ITDs,
the curious reader can refer to Bomhardt’s PhD thesis [Bomhardt17].

In matters of dimensionality reduction, PCA is usually an indispensable first step.
Indeed, it is a statistical analysis tool that can help better understand the dataset before
moving on to more complex approaches. Furthermore, it is a simple, low-complexity
technique that has proved its usefulness in a wide variety of dimensionality reduction
problems. Its main limitation lies in its inability to describe non-linear manifolds.

Looking into the literature, PCA is effectively the most popular machine learning
approach to model HRTFs. Yet, let us mention that other techniques have been used
as well, such as independent component analysis (ICA) [Larcher00; Huang09b; Liu19b],
High-Order SVD [Li13] for linear techniques, and Isomap [Kapralos08; Grijalva16] and
locally linear embedding (LLE) [Duraiswami05; Kapralos08] for non-linear ones. Neural
networks have only come up very recently for unsupervised HRTF modeling [Yamamoto17;
Chen20]. However, these approaches rarely learn inter-subject variations only, often mix-
ing in directional variations.

In Section 2.1.3, we discussed the various ways in which HRTF data can be formatted
prior to PCA. Regarding our HRTF individualization problem, the inter-individual one
seems most adequate as, in that case, PCA only learns variations between subjects. How-
ever, it is worth noting that it has rarely been used in the literature [Hölzl14; Hold17],
likely because of the limited size of currently available datasets (≤ 201) compared to the
dimensionality of the data (order of magnitude between 104 and 106, see Table 3.1).

In the following, we detail how we used PCA to reduce the dimensionality of magnitude
HRTF sets.
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Pre-processing

Prior to PCA, all HRTF sets went through a small pre-processing step. First, we re-
sampled the HRIRs to a sampling frequency of 32 kHz, that is a maximum frequency of
16 kHz. Indeed, most listeners cannot hear content at higher frequencies. Second, we
performed a diffuse-field equalization of the HRTF sets. The magnitude spectrum of the
CTF was computed by performing a Voronoi-diagram-based average of the log-magnitude
HRTF sets (see Section 1.2.3).

The spatial grids of 3 HRTF sets from the ARI database differed slightly from that
of the other 198 HRTF sets. Rather than tampering with the data by interpolating the
HRTFs, we cast aside these 3 HRTF sets.

Data formatting

Let us consider a dataset of n DTF sets measured or simulated on a spherical or hemi-
spherical grid D of nd directions and on a frequency range F of nf bins

{
H

(λ)
i (f, θ, ϕ) | i = 1, . . . n, λ ∈ {L,R}, f ∈ F, (θ, ϕ) ∈ D

}
(3.10)

the dataset of DTFs. In the case of PRTFs (i.e. for the FAST dataset), data in the
contralateral hemisphere has little meaning due to the unrealistic contribution of the
cylindric basis mesh in that area. Yet, we are dealing here with the matter of reducing
the very high dimensionality of HRTF sets. Hence, in order to emulate the more general
matter of HRTFs, in what follows PRTF and HRTF sets are not restricted to the ipsilateral
hemisphere, unless indicated otherwise.

Following the aforementioned pre-processing step, we focused on the magnitude spec-
tra of HRTFs. The logarithmic scale was chosen for its coherence with human perception.
Furthermore, considering that HRTFs from left and right ears are largely symmetrical,
and that the FAST dataset only contains left-ear data, we restricted this study to left-ear
HRTFs. For all i = 1, . . . n, f ∈ F and (θ, ϕ) ∈ D, let there be such a mag-HRTF

Gi(f, θ, ϕ) = 20 · log10

∣∣∣H(L)
i (f, θ, ϕ)

∣∣∣ (3.11)

and
G = {Gi(f, θ, ϕ) | i = 1, . . . n, f ∈ F, (θ, ϕ) ∈ D} (3.12)

the corresponding mag-HRTF dataset.
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As we have reviewed in Section 2.1.3, there are several ways of performing PCA on
HRTF data depending on whether the variations to be learned are along frequencies,
directions and/or subjects. As mentioned above, we hereby consider the inter-individual
PCA approach described in Section 2.1.3. Hence, the mag-HRTFs from the nd directions
were concatenated into a row vector gi ∈ Rnfnd for each subject i = 1, . . . n

gi =
[
Gi(f1, θ1, ϕ1) . . . Gi(fnf , θ1, ϕ1) . . . Gi(f1, θnd , ϕnd) . . . Gi(fnf , θnd , ϕnd)

]
. (3.13)

The n row vectors were then stacked into the data matrix

XG =


g1
...

gn

 ∈ Rn×nfnd . (3.14)

Principal component analysis

Let there be ḡ = 1
n

n∑
i=1

gi the average mag-HRTF set and

X̄G =


ḡ
...
ḡ

 ∈ Rn×nfnd (3.15)

the matrix constituted of the average mag-HRTF set stacked n times. Finally, let ΓG ∈
Rnfnd×nfnd be the covariance matrix of XG:

ΓG = 1
n− 1

(
XG − X̄G

)t (
XG − X̄G

)
. (3.16)

The PCA transform is then written as

YG =
(
XG − X̄G

)
UG

t, (3.17)

where UG is obtained by diagonalizing the covariance matrix ΓG

ΓG = Ut
GΣG

2UG. (3.18)

In the equations above, ΣG
2 ∈ R(n−1)×(n−1) is the diagonal matrix that contains the
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eigenvalues of ΓG, σG1
2, σG2

2, . . . σGn−1
2, ordered so that σG1

2 ≥ σG2
2 ≥ · · · ≥ σGn−1

2

ΣG
2 =


σG1

2

. . .
σGn−1

2

 , (3.19)

and UG ∈ R(n−1)×nfnd is an orthogonal matrix that contains the corresponding eigenvec-
tors uG1 , uG2 , . . . uGn−1 ∈ Rnfnd

UG =


uG1
...

uGn−1

 . (3.20)

The eigenvalues denote how much variance in the input data is explained by the corre-
sponding eigenvectors.

In the equations above, we implicitly set the number of principal components (PCs)
to n− 1, because all PCs after the (n− 1)th are trivial, i.e. of null associated eigenvalue.
Indeed, the number of examples n is lower than the data dimension nfnd and the data is
centered, thus

r = rank
(
XG − X̄G

)
≤ n− 1. (3.21)

Hence, the rank of the covariance matrix does not exceed n− 1 either:

rank (ΓG) ≤ min (r, r) = r ≤ n− 1. (3.22)

Dimensionality reduction

PCA can be used as a dimensionality reduction technique by retaining only the first p PCs
and setting the weights of the discarded PCs to zero [Jolliffe02], where p ∈ {0, . . . n−1}:

Ỹ(p)
G =


yG1,1 . . . yG1,p 0 . . . 0
... . . . ... ... . . . ...

yGn,1 . . . yGn,p 0 . . . 0

 , (3.23)

where yGi,j is the value of matrix YG at the ith row and jth column for all i = 1, . . . n
and j = 1, . . . n− 1.

The choice of the p first PCs (rather than another subset of p PCs) is motivated by
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the fact that, by construction, a given PC represent more variation in the dataset than
the next one.

Approximated data can then be reconstructed by inverting Equation (3.17):

X̃(p)
G = Ỹ(p)

G UG + X̄G. (3.24)

Cumulative percentage of total variation

A simple but useful metric to evaluate the capacity of a PCA model to reduce dimension-
ality is the cumulative percentage of total variation (CPV) [Jolliffe02, Chap. 6, Sec. 1].

CPVG(p) = 100 ·
 p∑
j=1

σGj
2

 /
n−1∑
j=1

σGj
2

 , (3.25)

and p ∈ {1, . . . n− 1} is the number of retained PCs.
The CPV is closely related to the dimensionality reduction-related mean-square re-

construction error (MSE) of the training set [Jolliffe02, Chap. 6, Sec. 1]. This relation
can be expressed as follows:

CPVG(p) = 100 ·
1− MSE(X̃(p)

G ,XG)
MSE(X̄G,XG)

 , (3.26)

where
MSE(A,B) = 1

q

1
r

(A−B) (A−B)t , (3.27)

for all A,B ∈ Rq×r and q, r ∈ N∗. Let us note that the MSE of two log-magnitude HRTF
sets thus expressed is equal to their squared global SD (see Equation (2.12), Section 2.2.1).

By definition, the CPV increases from 0 to 100 % as a function of the number of
retained PCs p (see Figure 3.13). A common criteria to choose how many PCs should be
retained is to set an arbitrary threshold of CPV, and to select the lowest value of p that
allows the CPV to overcome the threshold. As noted by Jolliffe in [Jolliffe02, Chap. 6,
Sec. 1], despite the simplicity of this criteria its seems to work well in most cases, although
the CPV threshold should be treated with flexibility and adapted to context. In particular,
he notes that “attempts to construct rules having more sound statistical foundations seem
[...] to offer little advantage over the simpler rules in most circumstances”. The study
by Hölzl [Hölzl14, Chap. 5] against which we compare our results, in particular, uses
this CPV-based criteria to evaluate dimensionality reduction performance, with a CPV
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Subjects
ns

Data dim.
nfnd

Directions
nd

Freq. bins
nf

ARI 198 133300 1550 86
FAST 119 412482 2562 161
RIEC 105 147915 865 171
HUTUBSmeas 96 41360 440 94
HUTUBSsimu 96 162620 1730 94
LISTEN 51 31977 187 171
BiLi 55 144480 1680 86
ITA 46 209902 2233 94
CIPIC 45 52718 1226 43

Table 3.1 – Number of subjects and data dimensionality for each dataset under study.

threshold of 90 %.

3.2.2 Cumulative Percentage of Total Variation of 9 Datasets

Hereon, we provide an overview of the dimensionality reduction performance of inter-
individual PCA on one PRTF dataset, FAST, and 8 HRTF datasets: ARI, RIEC, mea-
sured HUTUBS, simulated HUTUBS, LISTEN, BiLi, ITA and CIPIC. The CPV curves
that correspond to PCA on each dataset are plotted in Figure 3.13.

Datasets under study

While a description and review of the datasets under study is available in Chapter 2, we
hereby summarize in Table 3.1 the number of subjects and the dimensionality of the data
i.e. the dimensions of the data matrix XG.

The spatial and frequency resolutions of the HRTF sets vary greatly between datasets
(see Chapter 2). Data dimensionality varies accordingly, ranging from 31977 (LISTEN) to
412482 degrees of freedom (FAST). Regarding the number of subjects, four of the datasets
under study include about 50, two (HUTUBS and RIEC) about 100, FAST 119, while
ARI has 200. Let us point out that we left out 3 ARI HRTF sets (subjects NH10, NH22
and NH826) because their measurement grids differed from the rest of the dataset.
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Figure 3.13 – CPV as a function of the number of the retained PCs p for each dataset
under study.
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Hölzl’s p90 Our p90 # PCs
ARI85 59 66 84
CIPIC 36 35 44
LISTEN 38 37 50

Table 3.2 – Number of PCs p90 required to reach a CPV of 90 % according to Hölzl’s study
and ours. As a reference, the total number of non-trivial PCs, i.e. n − 1, is displayed in
the last column.

Comparison with the literature

In his Masters thesis [Hölzl14, Chap. 5] Hölzl compares various manners of formatting
HRTF data prior to PCA, including the inter-individual approach used in the present
work. The criteria used by Hölzl to evaluate the dimensionality reduction performance of
PCA in the various configurations under study is the number of PCs required to reach a
CPV of 90 %:

p90 = min {p ∈ {0, . . . n− 1} | CPV(p) ≥ 90%} . (3.28)

Results for the configuration that corresponds to our proposed approach (inter-individual
formatting, left ear only, log-magnitude HRTFs, no smoothing) can be found in the first
row and last column of Tables C.1, C.2 and C.3 of [Hölzl14], for the ARI, CIPIC and
LISTEN datasets, respectively. We hereby report these results in Table 3.2 for comparison
with our own. Please note that in Hölzl’s study, an older version of the ARI dataset was
used which included only 85 subjects. As we could not find this older release of ARI, we
performed PCA on a 85-subject subset of the latest version of the ARI dataset, in order
for our results to be somewhat comparable. We refer to this subset as ARI85 in what
follows.

Overall, we observe good coherence between our study and Hölzl’s. In particular, we
observe very close results for the CIPIC and LISTEN datasets (a difference of only one
PC from one study to the other). With the ARI dataset, we can note a difference of
p90 of about 10 % (66 in our case versus 59 in Hölzl’s). However, it seems reasonable to
attribute this difference to our approximation of the ARI dataset used by Hölzl, in view
of the very good coherence of our results with the two other datasets.
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Figure 3.14 – Number of PCs p90 required to reach a CPV of 90 % for each dataset under
study, displayed as a function of the number of subjects. Circles: acoustically measured
datasets. Diamonds: numerically simulated datasets. Square: re-scaled FAST dataset.

Overview across datasets

The p90 calculated for each datasets is plotted in Figure 3.14, as a function of the number
of subjects. The circles stand for datasets obtained though “classical” acoustical mea-
surements, while the diamonds correspond to datasets constituted by means of numerical
simulations.

Remarkably, all points are mostly aligned. In particular, performing a linear regression
on acoustically measured datasets gave an excellent fit, with a coefficient of determination
R2 = 0.998 (for slope and offset parameters of 0.73 and 2.21, respectively).

Comparing the two HUTUBs datasets, one can note that, in spite of a higher data
dimensionality (due to a denser spatial grid), the simulated one needs less PCs to retain
90 % of the total variance. A likely explanation is that acoustic measurement is more
prone to variations from one session to the other, even for a motionless manikin [An-
dreopoulou15], which could induce increased variability in the dataset. While the 3-D
morphology acquisition procedure may be variable from one acquisition to the other, the
simulation itself is perfectly consistent across subjects. The fact that HUTUBS HRTFs
were simulated from heads without torso may account for some decrease in variability as
well.

The only other simulated dataset, FAST, also falls below the straight line. It how-
ever seems to be more of an outlier than HUTUBS (19 % below the line, against 7 %
for HUTUBS). While the simulation approach probably explains part of it, two other
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hypotheses are plausible. The first one is the fact that the ear shapes used for simulation
were normalized in size, which corresponds to a normalization in frequency scaling of
the PRTF sets. However, by re-introducing the frequency scaling factors in the PRTF
sets, and performing PCA on this rescaled version of the FAST dataset, we found that
the p90 is higher only by 1 PC. A second one is that contributions from the head and
torso are absent from the PRTFs, thus reducing variability compared to full-morphology
measurements or simulations. This reduced variability should be more prominent in the
contralateral hemisphere and at low frequencies. Thus, we look below into the impact
of leaving out these particular spatial and frequency ranges from PCA on the p90 of all
datasets.

Despite the considerable variety in data dimensionality (spatial sampling, notably)
and HRTF acquisition conditions, the number of PCs required to retain 90 % of total
variation, p90, increases in an approximately linear fashion with the number of subjects
contained in the datasets. The measured datasets fit very well this linear trend, while the
FAST and, to a lesser extent, the simulated HUTUBS datasets, lie slightly out of it. Both
of them were simulated instead of measured, and were generated from 3-D geometries
that excluded the torso (HUTUBS) or both the torso and head (FAST).

Effect of restricting the spatial and frequency ranges

As we have seen above, the magnitude PRTF sets from the FAST dataset seem to present
a lesser inter-individual variability than other HRTF datasets. This difference is likely due
to the absence of contribution from the head and torso in the PRTFs. We herein study
the effect on the p90 of leaving out of PCA spatial or frequency ranges where contribution
from the pinna is less prominent: the contralateral hemisphere and frequencies below
4 kHz.

Frequency range Restricting the frequency range to frequencies above 4 kHz had little
to no effect on the p90. The p90 remained identical for most datasets and decreased only
by 1 for the three datasets which exhibited change, that is ARI, ARI85 and LISTEN.

It appears that data in the lower frequency range (where only the torso and head
contribute to directional filtering) correspond to a very small proportion of the variability
between magnitude HRTF sets of a given dataset. This is coherent with the fact that
spectral features of HRTFs at these low frequencies are rather “smooth”, unlike the sharp
peaks and notches caused by the pinna, whose central frequencies and gains are very
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Figure 3.15 – Number of PCs p90 required to reach a CPV of 90 % for each dataset
under study when HRTF sets are restricted to the ipsilateral hemisphere, displayed as a
function of the number of subjects. Circles: acoustically measured datasets. Diamonds:
numerically simulated datasets.

variable between individuals.

Ipsilateral hemisphere As can be seen in Figure 3.15, restricting the PRTF and HRTF
sets to the ipsilateral hemisphere had a notable impact on the p90 of all datasets, decreasing
it by 6 to 13 %. For all datasets, leaving the contralateral filters out of the statistical
analysis reduced the total variance in the training set, thus decreasing the number of PCs
required to represent a given percentage – 90 % – of that variance.

The previously observed linear trends was preserved by the reduction of the spatial
grid: a linear regression on acoustically measured datasets yielded an excellent fit, with a
coefficient of determination R2 = 0.995 (for slope and offset parameters of 0.62 and 4.1,
respectively).

The FAST PRTF dataset remains an outlier to that linear trend, but is somewhat
closer to it. This can be explained by the fact that the contribution of the cylindric
basis mesh (more prominent in the contralateral hemisphere) is not subject to variation
between subjects. In contrast, other datasets include the contribution of a head and/or
torso whose shape varies between individuals.

Overall, restriction to higher frequencies had almost no effect, and restriction to the
ipsilateral hemisphere reduced the variability of all datasets while mostly preserving the
previously observed trends. Although contralateral data has little meaning in the case of
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PRTFs, removing the contralateral hemisphere reduces for all datasets the dimensionality
of the data by half and removes a substantial part of the variability (p90 decreased by 7 %
for the FAST PRTF dataset). Thus, in order to stay close to the more general matter
of reducing the dimensionality of HRTF sets, we hereon consider PCA models built on
unrestricted spatial and frequency grids.

3.2.3 Reconstruction Error Distribution

In the previous section, we looked into the number of PCs required to retain 90 % of the
variance of 9 datasets of HRTF or PRTF sets. However, the CPV does not inform us
on the type of information that is lost when reducing the dimensionality of magnitude
HRTF sets. Thus, we herein look into the distribution of that loss of information (i.e. the
reconstruction error) over the frequency and spatial domains for two models: the FAST
PRTF model and the ARI HRTF model.

Frequency dependency The dimensionality-reduced magnitude mag-HRTF set of ex-
emplary subjects from the FAST and ARI datasets are plotted in Figure 3.16, along with
the original mag-HRTF set and the difference between them in the dB domain. As can
be seen in that figure, the magnitude HRTF sets are somewhat “smoothed” by the di-
mensionality reduction process: progressive changes in gain across frequency bins and
directions are better reconstructed than sharper ones.

For both HRTF sets, reconstruction errors are low below 1 kHz, and at their largest
beyond 4-5 kHz, which is coherent with the average behavior observed in Figure 3.18.
Indeed, the root-mean-squared reconstruction error (across all subjects and directions)
increases with frequency. In contrast with the ARI HRTF model, this error is almost zero
for the FAST PRTF model for frequencies up to 4 kHz. This is coherent with the fact
that the pinna has little effect on HRTFs and PRTFs in that frequency range, and that in
the meshes used to compute the FAST PRTFs, only the pinna varies from one “subject”
to the other. There is a large increase of this error around 16 kHz, which is a side effect
of our pre-processing: re-sampling the HRTFs independently at each direction caused
them to have little coherence between directions and subjects at these high frequencies.
The data beyond 15 kHz thus has little meaning but, due to the aforementioned lack of
directional coherence, is “seen” as noise by the PCA i.e. associated to the very last PCs.

Finally, the reconstruction error for the FAST PRTF model is lower than that of
the ARI HRTF model, regardless of the frequency. This was expected, seeing that the
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reconstruction MSE with p = p90 corresponds to 90 % of the total variance and that the
total variance of the FAST PRTF dataset is lower than that of the ARI HRTF dataset:
13 dB2 (standard deviation 3.5 dB) and 18 dB2 (standard deviation 4.3 dB), respectively.

As can be seen in Figure 3.17, the distribution over the frequency range of the re-
construction error with p90 PCs is similar to that of the dataset’s variance, i.e. the
reconstruction error with p = 0 PCs.

Directional dependency The root-mean-squared reconstruction error with p90 (aver-
aged over all subjects and frequencies) is plotted as a function of direction in Figure 3.20
for both datasets. As can be seen in that figure and in the exemplary reconstructions
(see Figure 3.16), the error is more important in the contralateral hemisphere than in the
ipsilateral one, in particular for the ARI model.

By comparison, the spatial distribution of the root-mean-squared reconstruction error
for p = 0 – i.e. the variability – of each dataset is plotted in Figure 3.19. The variance
of the ARI mag-HRTF dataset is substantially larger in the ipsilateral hemisphere than
in the contralateral one. Indeed, head shadowing causes the magnitude of HRTFs to be
generally lower in the contralateral region than in the ipsilateral one. In contrast, this
shadowing effect is almost absent in PRTFs, and the variance of the FAST mag-PRTF
dataset is more uniformly distributed between both hemispheres.

Conclusion

In this section, we have investigated the dimensionality reduction performance of 9 PCA
models of log-magnitude HRTFs, trained on 8 public HRTF datasets and FAST.

Having checked that our results on the ARI, CIPIC and LISTEN datasets were co-
herent with the literature, we observed an interesting trend. Indeed, the number of PCs
required to retain 90 % of the information, p90, increases linearly with the size of the
dataset. This suggests that these datasets are too small to be representative of the space
of log-magnitude HRTF sets in general – by means of linear combinations. Otherwise, a
slowdown in p90’s increase would be observed.

In other words, if there exists a linear manifold representative of the inter-individual
variations of log-magnitude HRTF sets, currently available datasets are too small for
PCA to identify it. Although a non-linear manifold could exist, there are few examples
compared to the dimensionality of the data, possibly too few for a more complex, non-
linear machine learning technique. Under both hypotheses, a larger-scale dataset would
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(a) FAST model, subject PB, 72/118 PCs

(b) ARI model, subject NH08, 146/197 PCs

Figure 3.16 – Reconstruction of the mag-HRTF set of two exemplary subjects: (a) subject
PB from the FAST dataset with p90 = 72 out of 118 PCs, and (b) subject NH08 from
the ARI dataset with p90 = 146 out of 197 PCs. Left to right: original, reconstructed
and difference (in the dB domain) between original and reconstructed magnitude HRTF
sets. All magnitude HRTF sets are plotted for directions of the median (first row) and
horizontal planes (second row).
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(a) FAST model, 0/118 PCs
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(b) ARI model, 0/197 PCs

Figure 3.17 – Reconstruction RMSE as a function of frequency for (a) the FAST PCA
model with 0/118 PCs, and (b) the ARI PCA model with 0/197 PCs.
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(b) ARI model, 146/197 PCs

Figure 3.18 – Reconstruction RMSE as a function of frequency for (a) the FAST PCA
model with p90 = 72/118 PCs, and (b) the ARI PCA model with p90 = 146/197 PCs.
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(a) FAST model, 0/118 PCs

(b) ARI model, 0/197 PCs

Figure 3.19 – Reconstruction RMSE as a function of direction for (a) the FAST PCA
model with 0/118 PCs, and (b) the ARI PCA model with 0/197 PCs.
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(a) FAST model, 72/118 PCs

(b) ARI model, 146/197 PCs

Figure 3.20 – Reconstruction RMSE as a function of direction for (a) the FAST PCA
model with p90 = 72/118 PCs, and (b) the ARI PCA model with p90 = 146/197 PCs.
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be desirable.

3.3 Compared Dimensionality Reductions of Ear
Shapes and Matching PRTF Sets

In the previous section, we studied the dimensionality reduction performance of PCA
on log-magnitude HRTF sets from various datasets, including the FAST one. Results
suggested that current datasets include too few examples for PCA to be able to find a
linear subspace representative of log-magnitude HRTF sets in general.

In this section, we deal with the preliminary study of the FAST dataset that led to
designing a data augmentation method. Taking advantage of the fact that the FAST
dataset includes registered pinna meshes, we investigated whether PCA performs better
at reducing the dimensionality of 3-D ear morphology than of matching computed PRTF
sets.

First, we study the ability of PCA to reduce the dimensionality of the 119 log-
magnitude PRTF sets. Second, we present how we performed PCA on the corresponding
119 ear point clouds. Third, we compare the dimensionality reduction performances of
both PCA models, as well as the statistical distribution of their respective PCs. Finally,
we draw the conclusions that led us to propose the data augmentation scheme.

3.3.1 Principal Component Analysis of Ear Shapes

Let E = {e1, . . . en} be the set of n = 119 ear point clouds from the FAST dataset
whose x, y and z coordinates are concatenated into row vectors e1, . . . en ∈ R3nv , with
3nv = 54528.

In order to build a statistical shape model of the pinna, the ear point clouds were

gathered into a data matrix as follows. Let there be XE =


e1
...

en

 ∈ Rn×3nv the data
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matrix, ē = 1
n

n∑
i=1

ei the average ear shape and

X̄E =


ē
...
ē

 ∈ Rn×3nv (3.29)

the matrix constituted of the average shape stacked n times. Finally, let ΓE ∈ R3nv×3nv

be the covariance matrix of XE:

ΓE = 1
n− 1

(
XE − X̄E

)t (
XE − X̄E

)
. (3.30)

Similarly to the case of magnitude PRTF sets (see Section 3.2), we performed PCA
on the data matrix XE according to Equations (3.17), (3.18) and (3.20). The number of
non-trivial PCs is (n− 1) in this case as well, due to the fact that n < 3nv. From the set
of ear point clouds E described in Section 3.1.1, we classically constructed a statistical
3-D shape model of the pinna using PCA [Rajamani07].

Behavior of the first principal components

The behavior of the first principal components can be observed as follows.
For each PC of index j ∈ {1, 2, 3}, we set the jth PC weight to λσEj and all other PC

weights to zero, with λ ∈ {−5, −3, −1, +1, +3, +5} and reconstructed the corresponding
ear point cloud evj(λ) by inverting Equation (3.17)

evj(λ) =
(
0 . . . 0 λσEj 0 . . . 0

)
UE + ē. (3.31)

Meshes derived from these ear point clouds are displayed in Figure 3.21, colored with the
vertex-to-vertex euclidean distance to the average shape.

The first one seems to control vertical pinna elongation including concha height and
lobe length up to disappearance, as well as some pinna vertical axis rotation. The second
one seems to encode the intensity of some topography features such as triangular fossa
depth or helix prominence. It also has an impact on concha shape and vertical axis
rotation. The third PC seems to have a strong influence on concha depth, triangular
fossa depth as well as upper helix shape.
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Figure 3.21 – First three principal components (PCs) of the PCA ear shape model. Rows:
PC of index j ∈ {1, 2, 3}. Columns: Weight assigned to given PC, indicated in proportion
of its standard deviation σEj .

Behavior of the first principal components

Various log-magnitude PRTF sets that illustrate the behavior of the three first PCs were
reconstructed according to Equation (3.31).

They are plotted in Figure 3.22 for directions that belong to the median sagittal plane.
As it was expected, no variations are visible below 5 kHz: at these wavelengths the pinna
have little impact on sound propagation. Each PC appears to represent a different pattern
of change in anterior and posterior directions, although only the first one seems to have
a strong influence on directions above the head. However, it does not seem possible to
distinguish patterns that are limited to a certain range of directions and/or frequencies.
Interestingly, it seems that changes in the first PC weight results in a frequency shift in
the PRTFs. As the pinnae used to construct the model are normalized in size, this effect
likely corresponds to variations in the volume of the pinna’s interior cavities, such as the
concha or triangular fossa.
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Figure 3.22 – First Principal Components (PCs) of the PCA model of log-magnitude
PRTFs. Reconstructed PRTF sets are plotted in the median sagittal plane. Rows: PC.
Columns: Weight assigned to a given PC, indicated in proportion of its standard deviation
σ.
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Figure 3.23 – CPVS(p) as a function of the number of retained PCs p ∈ {0, . . . n−1} for
either PCA model. Circles: ear shape model (S = E). Dots: PRTF set model (S = Q).

3.3.2 Comparison of Both PCA Models

For all ear shapes ei ∈ E, let us denote hi = ψ (ei) ∈ Cnf×nd the corresponding PRTF
set, computed according to the process described in Section 3.1.

Additionally, let gi ∈ Rnfnd be the log-magnitude PRTF set derived from hi according
to the pre-processing step described in Section 3.2. Accordingly, let Ψ : R3nv 7→ Rnf×nd ,
defined by e 7−→ g = 20 · log10 (|ψ(e)|), be the process of deriving a log-magnitude PRTF
set from an ear point cloud, and let G = {g1, . . . gn} = {Ψ(e1) . . . Ψ(en)}.

PCA was performed on the 119 log-magnitude PRTF sets from the FAST dataset in
the inter-individual fashion described in Section 3.2. The number of non-trivial PCs is
(n− 1) in this case as well, due to the fact that n < nfnd.

Dimensionality reduction performance

As in Section 3.2, we use CPV to compare the dimensionality reduction performances of
both PCA models. CPVs for both models are plotted in Figure 3.23. While we previously
used a CPV threshold of 90 % as a basis for comparison with the literature, we hereon
prefer a more selective threshold of 99 %.

A first notable result is that, for the ear shape model, the 99 %-of-total-variance
threshold is reached for p = 80 retained PCs, i.e. only p

n−1 = 80
118 = 67.8 % of the

maximum number of PCs.
In other words, the 118-dimensional linear subspace of R3nv = R56661 defined by the

n = 119 pinnae of our database can be described using only 80 parameters while main-
taining a ‘reasonable’ reconstruction accuracy, in the sense of a vertex-to-vertex MSE. In
the present example of a CPV of 99 %, this accuracy corresponds to a MSE of 1 % of its
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maximum value. Indeed, for a CPV of 99 %, Equation (3.26) gives us:

MSE(X̃(p99)
E ,XE) =

(
1− CPVE(p99)

100

)
·MSE(X̄E,XE)

= 0.01 ·MSE(X̄E,XE).
(3.32)

More importantly, PCA appears to be largely more successful at reducing the dimen-
sion of ear shapes ei than that of magnitude PRTF sets calculated from the same ear
shapes gi = Ψ(ei). Indeed, the PRTF CPV is substantially lower than the ear shape
CPV for any number of retained PCs. For instance, the 99 %-of-total-variance threshold
is reached for 112 PCs out of 118 for the PRTF model against 80 out of 118 for the ear
shape one.

Statistical distribution

Going further in our comparison of both PCA models, we looked into the statistical
distribution of the data in both 118-dimensional PCA subspaces.

To do so, we tested the PCs of each model for multivariate normal distribution using
Royston’s test [Royston83], performed on the columns of the PC weights matrix YS,
where S ∈ {E,G} denotes the dataset.

The outcome of the test was an associated p-value of 0.037 in the case of ear point
clouds, and 0.000 in the case of mag-PRTF sets, where the p-value refers to the null
hypothesis that the distribution is not multivariate normal. In other words, the ear
model’s PC weights can be considered to be multivariate-normally distributed with a
significance level of 3.7 %, while its PRTF counterpart’s fail the test for any significance
level.

Conclusion

We found that PCA performs largely better at reducing the dimensionality of the 119
3-D ear shapes than of the log-magnitude PRTF sets derived from them. In particular,
in contrast with the case of log-magnitude PRTF sets, PCA allowed us to identify an
80-dimensional linear subspace in which the 119 training examples can be represented
while retaining 99 % of the information. Moreover, the ear point cloud PC weights follow
a multivariate normal distribution.
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Overall, the ear shape PCA model seems more suited than its PRTF counterpart for
the random generation of new data.

3.4 Dataset Augmentation

Based on the conclusions drawn in Section 3.3, we devised and implemented a method to
augment the FAST dataset that uses the space of 3-D ear morphology as a back door to
randomly generate new examples (see Figure 3.24 for an overview). This method allows
the generation of new data (pinna meshes and matching PRTF sets) from existing data,
based on the statistical distribution of the latter. Such a process is commonly referred
to as “data augmentation” in the field of machine learning, and is used to overcome
the recurring problem of limited dataset size in applications that require a lot of data –
generally neural-network-based.

In the present section, we introduce this process and the resulting dataset, named
WiDESPREaD (a wide dataset of ear shapes and pinna-related transfer functions). First,
we explain how we used the PCA model of ear shapes presented in Section 3.3 to randomly
generate over a thousand ear meshes. Then, we go over how PRTF sets were derived from
those meshes by means of FM-BEM calculations. Finally, we take a look at a few examples
from the augmented dataset.

3.4.1 Random Generation of Ear Meshes

The statistical ear shape model learned from dataset E and presented in Section 3.3.1 can
be used as a generative model. By construction, the model’s PCs (i.e. the columns of YE)
are of zero mean and are mutually uncorrelated, i.e. statistically independent up to the
second order. Furthermore, as we have shown in Section 3.3, the columns of YE follow a
multivariate normal distribution. They are thus mutually statistically independent (up to
any order) and follow respective normal probability laws of zero mean and σEj standard
deviation N (0, σEj), where j ∈ {1, . . . n−1} represents the PC index. As a consequence,
a new statistically realistic ear point cloud can be conveniently generated by randomly
drawing a vector of PC weights according to the distribution of probability observed in
the FAST dataset.

To constitute the WiDESPREaD dataset, an arbitrarily large number N of ear shapes
e′1, . . . e′N ∈ R3nv were thus randomly generated as follows. First, for all i = 1, . . . N ,
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Figure 3.24 – Overview of the data augmentation process.
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Figure 3.25 – The respective 119 and 1005 ear point clouds of the FAST (black crosses)
and WiDESPREaD (blue dots) datasets, displayed in the space of the three first PCs.

a PC weights vector yEi = (yEi,1 , . . . yEi,n−1) ∈ Rn−1 was obtained by drawing the
(n−1) PC weights yEi,1 , . . . yEi,n−1 independently according to their respective probability
laws N (0, σE1), . . .N (0, σEn−1). All (n − 1) PC weights were retained so as to follow
the distribution observed in the initial dataset without introducing any bias related to
dimensionality reduction. By construction, the N generated PC weights vectors populate
the space of Rn−1 in a manner that is statistically realistic with regard to what we have
observed on real data, that is our dataset of ear point clouds from 119 human subjects.
This is illustrated in three dimensions in Figure 3.25, where the pinna PC weight vectors
of both the FAST and WiDESPREaD datasets are plotted in the space of the three first
PCs.

Second, the corresponding ear shapes were reconstructed by inverting Equation (3.17)

X′E = UEY′E + X̄E, (3.33)
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where Y′E ∈ RN×(n−1) is the matrix whose rows are the N PC weights vectors

Y′E =


y′E1
...

y′EN

 =


y′E1,1 . . . y′E1,n−1
... . . . ...

y′EN,1 . . . y′EN,n−1

 , (3.34)

and X′E ∈ RN×3nv is the data matrix whose rows are the N ear shapes e′1, . . . e′N ∈ R3nv

X′E =


e′1
...

e′N

 . (3.35)

Quality check

At the end of the ear shape generation process, meshes were derived from the point
clouds as in the case of the FAST dataset (see Section 3.1.1). We then verified that the
meshes were not aberrant and that they were fit for numerical simulation: any mesh that
presented at least one self-intersecting face was left out.

In total, 24 % (320 out of 1325) of the meshes were discarded. Performing the Roys-
ton’s multivariate normality test on the 1325 randomly drawn ear PC weights then on the
1005 remaining ones, we observed a decrease in the significance level of the test from 4.8 %
to 0.8 %: it appears that the statistical distribution of the ear PC weights was somewhat
degraded by the selection process. However, when looking into the distribution of each
PC of the selected ear shapes separately (using the Shapiro-Wilk univariate normality
test with a significance level of 5 %), we observe that the 9 rejected PCs account only for
3.7 % of the total variance.

For simplicity, we consider further on that N is the number of retained meshes i.e.
N = 1005.

3.4.2 Numerical Simulations

Finally, PRTF sets were numerically simulated from the ear shapes of the new set E ′

according to the process described in Section 3.1.2

h′i = ψ (e′i) , ∀ i = 1, . . . N. (3.36)

116



3.4. Dataset Augmentation

While virtually any number of pinna meshes could have been generated, the size of
WiDESPREaD was limited by the computing resources required to calculate the PRTF
sets from the pinnae. Indeed, calculating the N = 1005 PRTF sets from meshes of about
55000 triangular elements required a total of 40 days of 24 hours, on a workstation that
features 12 CPU and 32 GB of RAM.

3.4.3 Visualization of the Augmented Dataset

By means of a visual review, we verified that the synthesized ear shapes and PRTF sets
looked realistic. The first 10 pairs of ear shapes and PRTF sets of the WiDESPREaD
dataset are displayed in Figure 3.26. We can see that the ear shapes are very diverse and
that the PRTF sets vary accordingly.

Conclusion

Our study of a joint dataset of 119 pinna ear meshes and matching simulated PRTF
sets, FAST, resulted in our designing of what is, to the best of our knowledge, the first
approach to HRTF data augmentation in a context of individualization.

The resulting dataset, WiDESPREaD, is public and available online – kindly hosted
by the ARI team on sofacoustics.org6. With its 1005 pairs of registered pinna meshes
and corresponding computed PRTF sets, its is larger than any other currently available
HRTF datasets by an order of magnitude. Its vastness opens up new possibilities regarding
HRTF statistical modeling, user-friendly individualization and spatial interpolation from
sparse measurements.

On another note, it is uniquely interesting for applications that rely on morphological
data to provide individualized HRTFs. Indeed, it is the only HRTF dataset, to the
best of our knowledge, that includes 3-D meshes that are registered. This fact makes it
very easy to automatically extract various measurements from the meshes, a particularly
interesting feature for the active field of user-friendly HRTF individualization based on
anthropometry (see Chapter 2 for a review). It also facilitates linear and non-linear
regressions between 3-D ear point clouds and PRTF sets.

6https://sofacoustics.org/data/database/widespread/
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(a)

(b)

Figure 3.26 – Visualization of the first 10 artificial subjects of WiDESPREaD, designated
by their ID. (a) Meshes derived from the synthetic ear shapes e′1, . . . e′10. Color represents
the vertex-to-vertex euclidean distance to the generative model’s average ē. (b) Log-
magnitude PRTF sets 20 · log10(h′1), . . . 20 · log10(h′10) displayed in the median sagittal
plane.
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3.5 Dimensionality Reduction of the Augmented
PRTF Dataset

In this section, we investigate how using the augmented dataset, WiDESPREaD, to train
a PCA model of log-magnitude PRTF sets impacts dimensionality reduction performance.
We start by comparing its CPV with that of 10 PCA models from Section 3.2, trained on
various HRTF datasets including FAST. Going further, we then compare the results of
20-fold cross-validations performed respectively on the FAST and WiDESPREaD PCA
models.

3.5.1 Cumulative Percentage of Total Variation

Pre-processing and PCA of the WiDESPREaD log-magnitude PRTF sets was performed
as for the other HRTF datasets (see Section 3.2). Let us look into its CPV, as we have
done for other PCA models throughout this chapter, and compare it with that of other
HRTF datasets.

Comparison with FAST

In particular, let us compare the CPV of the WiDESPREaD model with that of FAST,
dataset from which it derives. CPVs of both log-magnitude PRTF PCAmodels are plotted
in Figure 3.27.

A first observation that can be made is that, for equal numbers of retained PCs, the
FAST CPV is lower than the WiDESPREaD one. In other words, to achieve a given
CPV, the WiDESPREaD model requires more PCs than the FAST one. For instance, to
retain 90 % of the variability, p90 = 321 PCs are required for the former, against p90 = 72
for the latter (see Figure 3.27). In that sense, this could be seen as a regression: more
PCs are needed to achieve a CPV of 90 %.

Yet, it actually corroborates our choice of augmenting the FAST dataset. Indeed, the
aim of our dataset augmentation method was to produce a large yet statistically realistic
population of PRTF sets, by using the more PCA-compatible ear shape space as a back
door. According to the aforementioned observation, the WiDESPREaD PCA model has
captured variations in magnitude PRTF sets that were not present in the initial dataset.
If that was not the case, using the space of ear shapes to generate new data by means of
PCA would have had little interest.
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Figure 3.27 – Cumulative percentage of total variation (CPV) of log-magnitude PRTF
PCA models as a function of number of retained principal components. Please note that
the WiDESPREaD curve is plotted for a limited range of p ∈ {0, . . . 400}, due to the
large difference in number of PCs between models. Top: FAST. Bottom: WiDESPREaD.

Furthermore, although the p90 of the WiDESPREaD model is larger than that of the
FAST one in absolute terms, it is much smaller relatively to the maximum number of PCs.
Indeed, for WiDESPREaD the p90

N−1 ratio is 321
1004 = 32 %, whereas for FAST it is p90

n−1 =
72
118 = 61 %. This can be interpreted as the larger dataset having more redundancy, thus
enabling PCA to store a same ratio of total information into less components relatively
to the number of training examples.

Comparison with other datasets

In order to replace these observations in a more general context, we herein extend our
Section 3.2 study to WiDESPREaD PRTFs. We thus compare the p90 – the number
of PCs required to reach a CPV of 90 % – of the WiDESPREaD log-magnitude PRTF
PCA model with those of 10 other models trained respectively on FAST and 9 public
HRTF datasets. To this end, similarly to Figure 3.14, we present in Figure 3.28 a scatter
plot of p90 as a function of the size of the dataset. Seeing that WiDESPREaD is much
larger than any other dataset, we also include models trained on randomly drawn sub-
sets of WiDESPREaD of sizes ranging from 100 to 800, denoted WiDESPREaD100, ...
WiDESPREaD800.
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Figure 3.28 – Number of PCs p90 required to reach a CPV of 90 % for WiDESPREaD,
5 WiDESPREaD subsets, FAST and 9 public HRTF datasets, displayed as a function of
the number of subjects. Circles: acoustically measured datasets. Diamonds: numerically
simulated datasets. Dots: WiDESPREaD subsets.

We can see in Figure 3.28 that WiDESPREaD’s p90 falls largely below the linear trend
followed by the smaller datasets: the p90 (301) is worth less than half the linear prediction
(731). As hoped, augmenting the FAST dataset has allowed us to reach a number of
subjects high enough to observe a slowdown in p90’s increase.

Overall, studying the CPV of WiDESPREaD and comparing it to that of FAST and
other HRTF datasets has given us indications that the WiDESPREaD model may perform
better at representing log-magnitude PRTF sets in general.

3.5.2 Cross-Validation

In order to assess and compare the capacity of the WiDESPREaD and FAST PCA models
to generalize to new examples, we performed a 20-fold cross-validation on each one of
them.

Method

Let us denote g(F)
1 , . . . g(F)

n ∈ Rnfnd , and g(W)
1 , . . . g(W)

N ∈ Rnfnd the log-magnitude
PRTF sets from the FAST and WiDESPREaD datasets, respectively. Additionally, let
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there be NF = n and NW = N .

Each dataset was equally divided into K = 20 sub-groups, each containing about
5 % of the subjects. Each sub-group of index k = 1, . . . K was then used in turn as a
validation set for a PCA model trained the subjects of the remaining K − 1 folds.

For all k = 1, . . . K and for all dataset S ∈ {F, W}, let there be IStrain(k) ⊂ {1, . . . NS}
and ISval(k) ⊂ {1, . . . NS} the sets of subject indices that constitute the kth fold’s training
and validation sets, respectively. For every fold, the number of training subjects is thus
N ′S = (K−1)

⌊
NS
K

⌋
, which is worth N ′W = 950 for WiDESPREaD and N ′F = 95 for FAST.

Let there be a fold k = 1, . . . K and a dataset S ∈ {F, W}. PCA was performed
on the data matrix XStrain(k) =

(
g(S)
i

)
i∈IStrain(k)

. Re-writing Equation (3.17) using this
notation, the PCA transform can be written:

YStrain(k) =
(
XStrain(k) − X̄Strain(k)

)
UStrain(k)

t. (3.37)

Examples from the validation set XSval(k) = (gSi)i∈ISval(k)
were then projected in the

training space as follows:

YSval(k) =
(
XSval(k) − X̄Strain(k)

)
UStrain(k)

t. (3.38)

Finally, the training and validation data matrices were reconstructed from the PC
weights. The number of PCs retained for reconstruction, m, varied in {0, . . . N ′S}.
Thus, using the same notation as in Equation (3.23) and according to (3.24), training and
validation sets were reconstructed according to the following equations:

X̃(p)
Strain(k) = Ỹ(p)

Strain(k)UStrain(k) + X̄Strain(k), (3.39)

and
X̃(p)
Sval(k) = Ỹ(p)

Sval(k)UStrain(k) + X̄Strain(k). (3.40)

The MSE reconstruction error was then averaged across all folds for both training sets

εStrain(p) = 1
K

K∑
k=1

MSE
(
X̃(p)
Strain(k),XStrain(k)

)
, (3.41)
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and validation sets

εSval(p) = 1
K

K∑
k=1

MSE
(
X̃(p)
Sval(k),XStrain(k)

)
. (3.42)

Results

The training and validation reconstruction errors for both FAST and WiDESPREaD PCA
models are shown in Figure 3.29.

In either case, we observe a decreasing mean-square training error εStrain(p) which
becomes null when all PCs are retained, which ensues from the definition of PCA.

When looking at the cross-validation errors, a first observation that can be made is
that, when all principal components are retained, the WiDESPREaD error (εWval(N ′W −
1) = 2.3 dB2) is much lower than the FAST one (εFval(N ′F − 1) = 6.0 dB2) 7 . This could
be expected, seeing that WiDESPREaD includes about 8 times more examples of the
same type of data than FAST. Indeed, approximating new data thanks to a PCA model
with all PCs retained is equivalent to a projection into the (N ′S − 1)-dimensional space
generated by linear combinations of the N ′S training examples.

More importantly, we can see that for any number of retained components p =
0, . . . N ′F − 1, the WiDESPREaD cross-validation error is lower than that of the FAST
model: εWval(p) ≤ εFval(p).

Let us imagine that we choose to retain p90 PCs – a typical way of choosing how many
PCs to retain (see Section 3.2 and [Jolliffe02, Chap. 6, Sec. 1]). Doing so for each model,
we would obtain for WiDESPREaD and FAST, respectively, average generalization errors
of 2.84 dB2 and 6.3 dB2, for values of p90 of 312 and 60. In that context, the reduced
WiDESPREaD model generalizes much better than the FAST one to new examples.

However, the WiDESPREaD model with p90 PCs thus holds 312 coefficients, which
may still be a lot for certain applications – the tuning of an HRTF model’s parameters
by the listener for instance (see Chapter 4). As a consequence, we may want to choose an
arbitrarily low number of PCs. For p = 10, for instance, the average generalization errors
for the WiDESPREaD and FAST models would be 7.7 dB2 and 8.6 dB2, respectively.
Hence, using the WiDESPREaD model would be an improvement over the FAST one in
this context as well.

Finally, it is worth noting that only 35 components (out of 949) are needed for the
7This is not visible in Figure 3.29 as we limited the x-axis range for both models to be on a comparable

range.
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Figure 3.29 – Training MSE (blue) and cross-validation (red) MSE for various numbers
of retained PCs p, for both FAST (top) and WiDESPREaD (bottom) datasets. While
the curves represent the average errors across subjects and folds, the error bars stand for
the standard deviation.
Please note that the WiDESPREaD curves are plotted for a limited range of p ∈
{0, . . . 400}, due to the large difference in number of subjects between models.
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WiDESPREaD cross-validation reconstruction error to subceed the lowest cross-validation
error ever attained in the case of the FAST dataset (εFval(N ′F−1) = 6.0 dB2), that is with
94 retained PCs (out of 94).

Conclusion

In this section, in order to investigate WiDESPREaD’s potential for PRTF dimension-
ality reduction, we have performed PCA on its log-magnitude PRTFs and compared its
dimensionality reduction performance with that of other PCA models of log-magnitude
HRTFs.

By comparing the CPV of the WiDESPREaD model with that of 10 log-magnitude
HRTF PCA models (previously studied in Section 3.2), we corroborated our choice of
augmenting the FAST dataset. Indeed, we seem to have sufficiently increased the number
of subject for PCA to be able to compress more observed variability into fewer PCs.
WiDESPREaD is thus the only dataset of the 10 models under study that is able to
clearly escape the linear trend observed with the smaller datasets.

These results suggest that the WiDESPREaD PCA model is more representative of
log-magnitude PRTF sets in general. Thus, in order to confirm it, we performed 20-cross-
validations of the FAST and WiDESPREaD models. We find that, indeed, much better
generalization is obtained with the WiDESPREaD model, regardless of the number of
retained PCs.

3.6 Conclusion & Perspectives

The contributions in this chapter are five-fold. First, we presented the constitution of a
joint dataset of 119 3-D registered meshes of human pinnae and matching simulated PRTF
sets. Second, choosing an inter-individual approach to the PCA of HRTFs – one that has
barely been covered in the literature, we studied and compared the dimensionality reduc-
tion performance of PCA on log-magnitude HRTF sets from 9 datasets including FAST.
This led us to the conclusion that current datasets are too small to be representative of
log-magnitude HRTF sets in general. Third, focusing on the FAST dataset, we compared
the dimensionality reduction performance of PCA on the ear point clouds and that of the
corresponding log-magnitude PRTF sets. We found that PCA-based dimensionality re-
duction performed considerably better in the space of 3-D ear morphology. Fourth, based
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on this result, we presented a data augmentation process that allows the generation of an
arbitrarily large synthetic PRTF database by means of random ear shape generations and
FM-BEM calculations. The resulting dataset of 1005 ear meshes and matching PRTF
sets, named WiDESPREaD, is public and freely available online8. Fifth and finally, we
compared the dimensionality reduction performance of PCA on log-magnitude PRTFs
from WiDESPREaD with that of other HRTF datasets, both on training and test data.
We found that the WiDESPREaD seems to generalize better to new data than any other
HRTF PCA model under study. In particular, much better generalization is obtained with
the WiDESPREaD model that with the FAST one, regardless of the number of retained
PCs.

Increasing the number of PRTF sets by generating new data in the ear shape space,
where linear modeling seems adequate, may allow us to better understand the complex-
ity of the link between morphology and HRTFs, as well as improve supervised and un-
supervised HRTF statistical modeling. In particular, non-linear machine-learning tech-
niques such as neural networks can benefit from the scalability of this synthetic dataset
generation, as they generally require a large amount of data. As it is, WiDESPREaD is
the first database, to our knowledge, with over a thousand PRTF sets and matching reg-
istered ear meshes. Although PRTFs are not complete HRTFs, they include an important
part of the information relevant to HRTF individualization and, as the dataset includes
about 5 times more subjects than any available HRTF dataset, it has great potential
to help develop and improve methods for HRTF modeling, dimensionality reduction and
manifold learning, as well as spatial interpolation of sparsely measured HRTFs.

Going further, it would be interesting to look for a potential non-linear manifold among
WiDESPREaD magnitude PRTF sets. For that purpose, non-linear machine learning
techniques such as locally linear embedding or neural networks could be used. Indeed,
thanks to its size, WiDESPREaD is more suitable such techniques than any other dataset.

The dataset augmentation process itself could be improved on several aspects. In
particular, including the contributions of a head and torso is an indispensable next step,
as it would allow us to produce complete HRTFs instead of PRTFs. This could be done by
randomly generating head and torso meshes in parallel of the pinnae, combining them then
numerically simulating the corresponding HRTF set. This would however considerably
increase the computing cost. Another option is to approximate complete HRTF sets by
including the acoustic filtering effect of the head and torso a posteriori into the PRTFs

8https://www.sofacoustics.org/data/database/widespread
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by means of structural composition [Algazi01b].
On another note, there is the pending question of the validity of numerically simulated

HRTFs (see Chapter 2). However, the simulation process being completely deterministic,
any upgrade could be easily included in the dataset augmentation method.

Finally, our generative ear model is quite rudimentary and may be further improved
either using a simple trick such as probabilistic PCA [Tipping99] or a more complex
machine learning technique altogether, although our work suggests that PCA fares rather
well on ear point clouds.
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Chapter 4

INDIVIDUALIZATION OF HEAD-RELATED

TRANSFER FUNCTIONS BASED ON

PERCEPTUAL FEEDBACK

4.1 Introduction

In Chapter 2, Section 2.3, we established a state of the art of HRTF individualization tech-
niques. In particular, we underlined how direct methods such as acoustic measurements
and numerical simulations are ill-suited for an end-user application. On the contrary, we
reported that indirect methods – either based on sparse morphological data or on per-
ceptual feedback from the listener – are designed to be user-friendly. In this thesis, we
focus on the second – and less-explored – kind of indirect methods: the ones based on
perceptual feedback. Indeed, they have the advantage of relying on a perceptual assess-
ment of the quality of the produced HRTF set throughout the individualization process.
Furthermore, they require no specific equipment and can allow a trade-off between tuning
time and perceptual quality.

As detailed in our state of the art, a popular approach among such methods is to select
a best-fit non-individual HRTF set among a database [Seeber03; Iwaya06; Katz12] and/or
to adapt a non-individual HRTF set so as to improve localization performance [Tan98;
Middlebrooks00; Runkle00]. These methods are however rudimentary and cannot claim
to embrace the full complexity of the inter-individual variations of HRTF sets. In contrast
with these, a more ambitious alternative has been to synthesize an HRTF set by means
of a statistical model whose parameters are tuned based on perceptual feedback [Shin08;
Hwang08a; Hölzl14; Fink15; Yamamoto17].

In this chapter, we present and evaluate such a method, which consists in tuning the
parameters of a PCA model of magnitude HRTF set based on the outcome of listening ex-
periments. The parameters are optimized by means of a Nelder-Mead simplex algorithm,
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Optimization HRTF
model Φ Listening test

Model
parameters w

HRTF set
h = Φ(w)

Cost derived from perceptual score J(h)

Figure 4.1 – General architecture of the HRTF tuning method.

based on a cost function directly derived from localization error.

Optimization Rather than letting the listener tune the model parameters himself as
in [Shin08; Hwang08a; Hölzl14; Fink15], an optimization of the model parameters is
performed by an algorithm – as in [Yamamoto17]. The listener is only prompted for
subjective evaluation. While the former has the advantage of letting the listener decide
what the best tuning duration/HRTF quality trade-off is, the latter gives us more control
on the optimization scheme, seeing that it is performed by the algorithm instead of being
entrusted to a human subject whose behavior is hardly predictable.

HRTFmodel In most similar work, the underlying model of HRTFs [Shin08; Hwang08a;
Hölzl14; Fink15] is PCA-based. Interestingly, Yamamoto et al. [Yamamoto17] differed
and used a variational autoencoder neural network to model the magnitude HRTFs. In the
present work, we model the magnitude HRTFs by means of the inter-individual approach
to PCA introduced in Chapter 2, Section 2.1.3 – which focuses on the inter-individual
variations of magnitude HRTFs. Indeed, PCA was not performed in this fashion in any of
the aforementioned PCA-based studies. Thus, for the same reasons as the ones invoked
in Chapter 3, we use PCA to model magnitude HRTF sets, before potentially moving on
to more complex unsupervised learning techniques.

With this particular way of performing PCA on HRTF data, a set of parameters (the
PC weights) corresponds to a collection of magnitude HRTFs over the whole sphere – a
mag-HRTF set as per the definition proposed in Chapter 1, Section 1.2.1. What is more,
the PCs encode the inter-individual variations of HRTF sets. In our proposed method, the
mag-HRTF set is thus tuned globally, as in [Hölzl14] or [Yamamoto17]. However, unlike
Hölzl [Hölzl14], who used a SHD of the PC weights of a spectral PCA model of magnitude
HRTFs, here the spatial patterns that underly our model’s PCs were statistically inferred
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from the training data.

Listening tests In the present work, the listening tests are localization tasks and the
cost is derived from a localization error metric. Indeed, localization tasks allow for an
absolute and quantitative rating of the perceptual quality of an HRTF set, as opposed
to judgment tasks were an HRTF set is rated relatively to other HRTF sets according
to a certain set of criteria (see Chapter 2, Section 2.2.2). This absolute character is
particularly convenient in the present context: it allows to carry out independently the
perceptual evaluation of every new HRTF set presented to the listener throughout the
optimization process. Furthermore, according to Zagala et al. [Zagala20], localization
performance appear to be also a good predictor of overall preference based on virtual
sound trajectories.

The perceptual evaluations were restricted to directions of the median-plane, where
ILD and ITD are almost null, allowing us to focus on monaural spectral auditory cues,
which are the core problem in HRTF individualization (see Chapter 1).

The present chapter is laid out as follows. First, we detail the HRTF individualization
method. Second, we present a preliminary experiment, in which the localization tasks
were simulated by means of an auditory model. Third, the HRTF tuning method is
evaluated in an actual listening experiment with 12 participants.

4.2 Method

The general architecture of the tuning algorithm is laid out in Figure 4.1. At each itera-
tion, an HRTF set is generated by the HRTF model. Then, the HRTF set is presented to
the listener for a listening test which yields a perceptual score. Based on that score, the
optimization algorithm then updates the model’s parameters.

4.2.1 HRTF Model

As mentioned above, the HRTF model used in our implementation was a PCA model
trained in the inter-individual fashion, as in the work presented in Chapter 3. In this
sub-section, we go over the process Φ of reconstructing a complex two-ear HRTF set
h ∈ R2nfnd from a set of PC weights w ∈ Rp.
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Let N be the number of training subjects and

X =


g1
...

gN

 ∈ RN×nfnd

the training data matrix. The PCA transform is expressed according to Equation (3.37)
(see Section 3.3 for more detail):

Y =
(
X− X̄

)
Ut, (4.1)

where U ∈ R(N−1)×nfnd is the transform matrix. The rows of U are the (N − 1) eigen
vectors u1, . . . uN−1 ∈ Rnfnd that correspond to the PCs:

U =


u1
...

uN−1.

 (4.2)

Log-magnitude HRTF set

Conversely, let there be a row vector w ∈ Rp of weights for the first p ∈ {0, . . . N − 1}
PCs. The corresponding log-mag-HRTF set g ∈ Rnfnd is reconstructed as follows

g = wŨ(p) + ḡ, (4.3)

where

Ũ(p) =


u1
...

up

 (4.4)

is the sub-set of the transform matrix U that corresponds to the p first eigen vectors.

Complex two-ear PRTF set

By construction, g contains left-ear log-magnitude HRTFs G(L)
dB (fi, θj, ϕj) for all frequen-

cies fi = f1, . . . fnf and all directions (θj, ϕj) = (θ1, ϕ1), . . . (θnd , ϕnd):

g =
[
G

(L)
dB (f1, θ1, ϕ1) . . . G(L)

dB (f1, θnd , ϕnd) . . . G
(L)
dB (fnf , θ1, ϕ1) . . . G(L)

dB (fnf , θnd , ϕnd)
]
. (4.5)
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Corresponding left-ear minimal phase HRTFs H(L) were obtained by deriving minimal
phase filters from the magnitude spectra

H(L)(f, θ, ϕ) = G(L)(f, θ, ϕ) · exp
[
jH

(
− ln

(
G(L)(f, θ, ϕ)

))]
, (4.6)

where G(L)(f, θ, ϕ) = 10G
(L)
dB (f,θ,ϕ) is the linear magnitude.

The left-ear HRTFs were then mirrored with regard to the median plane to constitute
right-ear HRTFs

H(R)(f, θ, ϕ) = H(L)(f,−θ, ϕ). (4.7)

Although in a more general context ITD would need to be tuned along with the
magnitude HRTF model and the corresponding TOAs combined with the minimum-phase
filters, it is irrelevant here, in the case of median-plane localization tests – where the ITD
is close to zero.

Overall, Φ(w) = h ∈ C2nfnd , with

h = [H(L)(f1, θ1, ϕ1) . . . H(L)(f1, θnd , ϕnd) . . . H(L)(fnf , θ1, ϕ1) . . . H(L)(fnf , θnd , ϕnd) . . .
H(R)(f1, θ1, ϕ1) . . . H(R)(f1, θnd , ϕnd) . . . H(R)(fnf , θ1, ϕ1) . . . H(R)(fnf , θnd , ϕnd)].

(4.8)

4.2.2 Cost Function

The tuning process can be formulated as an optimization problem, where we seek to
minimize a localization-error-based cost function J :

w̃ = argmin
w∈Rp

[J(Φ(w))] , (4.9)

where p ∈ N∗ is the number of model parameters.
The cost function was composed of two components Jloc and Jreg:

J = Jloc + Jreg. (4.10)

Localization error cost

The former, Jloc, is directly related to the localization error.
For the present application, we use the absolute polar error (APE) which is the ex-
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pectation of the absolute error in elevation

ε(h) = 1
Nϕ

Nϕ∑
k=1

Nϕ∑
l=1

Ph(ϕk | ϕl) · |ϕk − ϕl|. (4.11)

The cost was then computed by normalizing the APE, by dividing it by the APE that
would be observed for random answers εchance

Jloc(w) = ε (h)
εchance

= ε (Φ(w))
εchance

. (4.12)

Regularization cost

The second term, Jreg, is a regularization cost that encourages the PCWs to be in a
“plausible” range, i.e. that discourages extreme values.

We based the cost on a multivariate normal probability density function whose mean
in the null vector and whose covariance matrix is the diagonal matrix composed of the
variances associated with each PC Σ2

G′ , multiplied by a factor α ∈ R+, used to control
the harshness of the constraint.

The probability density is then normalized by its maximum value, i.e. its value in the
null vector.

Jreg(w) = 1−
ρ0,(αΣG′ )

2(w)
ρ0,Σ2

G′
(0) , (4.13)

where ρµ,Σ2 : Rp 7→ [0, 1] designates the multivariate probability density function of mean
µ ∈ Rp and covariance Σ2 ∈ Rp×p, defined by

ρµ,Σ2(x) = 1
(2π) p2

exp
[
−1

2(x− µ)tΣ−2(x− µ)
]
. (4.14)

In the following experiments, α was tuned manually to 6.

4.2.3 Optimization Algorithm

To solve the optimization problem, we used the Nelder-Mead simplex method [Nelder65].
This general-purpose approach is appropriate to the present case, where the cost

function is provided by a black box system, that is a human subject participating in
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Figure 4.2 – Regularization cost Jreg in two dimensions (p = 2) for α = 6 and Σ =
1 0

0 1

.

a localization experiment. Indeed, the Nelder-Mead algorithm is aimed at minimizing a
scalar-valued non-linear cost function of Rp without any derivative information, explicit
or implicit.

Furthermore, according to Lagarias et al. [Lagarias98], the method is parsimonious
in cost function evaluations, a desirable trait in our case where limiting the number of
subjective evaluations is desirable in order to limit the duration of the tuning procedure.

Initialization The optimization process was initiated with PC weights set to zero,
which corresponds to the average log-magnitude HRTF set ḡ.

Convergence The optimization process was considered to have converged when the
absolute difference of two subsequent evaluations of the cost function subceeded a lower
bound of 10−3:

|J(w[n+ 1])− J(w[n])| < 10−3, (4.15)

where n ∈ N+ denotes the iteration. If that criterion was not reached before, the process
stopped at 500 iterations. These parameters were tuned manually after a number of trials
and errors.
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4.3 Simulated Listening Tests

4.3.1 Auditory Model

To simulate localization tasks, we used the Baumgartner auditory model for median-plane
localization [Baumgartner14], described in more details in Section 2.2.3 of Chapter 2.
Given two sets of median-plane HRTFs, e.g. the listener’s own h0 and the one listened
to h, the model outputs a map of response probabilities. The result is a probability
mass vector (PMV). This PMV contains, for all elevations ϕ and ϕreq, the probability
that the listener’s answer is ϕ given that the requested elevation is ϕreq. We denote this
probability Ph(ϕ|ϕreq).

The code, included in the freely available Auditory Modeling Toolbox1, also includes
tools to compute common localization error metrics from the probabilities, such as the
quadrant error (QE) and polar error (PE) presented in Section 2.2.2 of Chapter 2.

4.3.2 Configurations

Several configurations of the tuning method were explored.

Datasets

Three of the HRTF datasets studied in Chapter 3, WiDESPREaD, FAST and ARI, were
used in turn to build the model of HRTF magnitudes. Each time, approximately 95%
of the log-magnitude HRTF sets were used to train the PCA model. The remaining 5%
were then used as targets for the tuning process.

The WiDESPREaD dataset was chosen because of its large number of examples. As
we have seen in Chapter 3, it allows the PCA model to generalize well compared to other
datasets. As WiDESPREaD was generated by augmenting the FAST dataset, the latter is
a good comparison point. Finally, the FAST and WiDESPREaD datasets are composed of
synthetic PRTF sets, simulated from pinnae normalized in size. It thus seemed desirable
to also perform the tuning procedure on a more conventional dataset, made of acoustically
measured HRTFs. We chose ARI in particular for its size, the good spatial accuracy of
its HRTF sets, and its popularity among the community.

1http://amtoolbox.sourceforge.net/
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Number of principal components

Different numbers of tuning PCs were studied. The higher the number of parameters to be
tuned by the Nelder-Mead optimization algorithm, the higher the number of evaluations
of the cost function and thus of virtual localization experiments. With in mind the
goal of simulating real localization experiments and thus to keep the tuning time as low
as possible, the number of PCs was kept arbitrarily low. Hence, we tested the tuning
procedure for 3, 5, 10, 20 and 40 retained PCs.

4.3.3 Results

In Figures 4.3, 4.4 and 4.5, we report the localization errors (the APEs, QEs and PEs,
respectively) obtained at the beginning and at the end of the tuning process for each
dataset and for the various numbers of PCs under test. In addition, we include a ground
truth (GT) localization error which corresponds to the case where the “virtual listener”
(VL) is presented with his own HRTF set. Finally, for each number of PCs under study,
we also provide a reduced ground truth localization error which corresponds to the VL
being presented with the approximation by the reduced PCA model of his own HRTF
set. This log-magnitude HRTF set is also the best fit of the reduced PCA model to the
target in terms of MSE. A baseline condition is included as well for the ARI dataset case:
the HRTF set of a Neumann KU-100 manikin, commonly used in the literature to generate
a generic non-individual VAS. For coherence with the ARI dataset, the KU-100 HRTF
set measurement used in this work is the one made at the ARI as part of the Club Fritz
project [Andreopoulou15]. Seeing that the baseline, initial and ground truth localization
errors do not depend on the number of PCs, they are plotted only once. The results are
reported as box plots in order to represent statistical variation across test subjects.

Additionally, an exemplary outcome of the optimization process is displayed in Fig-
ure 4.6. For ARI subject NH825 and p = 20 tuning PCs, the initial, final, reduced-GT
and GT mag-HRTF sets are plotted for directions of the median plane, as well as the
corresponding localization PMVs output by the Baumgartner model.

Ground truth – comparison with the literature

Before going on, let us compare the GT localization errors that we obtained in the ARI
case to those reported in [Baumgartner14]. In that work, Baumgartner et al. used the
auditory model to predict the localization performance of 23 listeners from the ARI dataset
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(a) WiDESPREaD

(b) FAST

(c) ARI

Figure 4.3 – Localization error outcome of the simulated tuning experiments: notched box plots
of the APEs of the baseline (KU-100), initial, final (Final p), reduced ground truth (GT p) and
ground truth (GT) for all numbers p = 3, 5, 10, 20, 40 of retained PCs. Each subplot corresponds
to a dataset condition: WiDESPREaD (a), FAST (b) and ARI (c). The horizontal dotted line
shows the localization error associated with random answers.
On each box, the central red mark indicates the median, the bottom and top edges of the box
the quartiles. Whiskers extend to the most extreme data points not considered as outliers, which
are plotted as red crosses, and defined as the values that are away from the top or bottom of
the box by more than 1.5 times the interquartile range. Two medians are significantly different
at the 5 % significance level if their notches do not overlap [Mathworks18].
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(a) WiDESPREaD

(b) FAST

(c) ARI

Figure 4.4 – Localization error outcome of the simulated tuning experiment: notched box plots
of the QEs of the baseline (KU-100), initial, final (Final p), reduced ground truth (GT p) and
ground truth (GT) for all numbers p = 3, 5, 10, 20, 40 of retained PCs. Each subplot corresponds
to a dataset condition: WiDESPREaD (a), FAST (b) and ARI (c). The horizontal dotted line
shows the localization error associated with random answers.
On each box, the central red mark indicates the median, the bottom and top edges of the box
the quartiles. Whiskers extend to the most extreme data points not considered as outliers, which
are plotted as red crosses, and defined as the values that are away from the top or bottom of
the box by more than 1.5 times the interquartile range. Two medians are significantly different
at the 5 % significance level if their notches do not overlap [Mathworks18].
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(a) WiDESPREaD

(b) FAST

(c) ARI

Figure 4.5 – Localization error outcome of the simulated tuning experiment: notched box plots
of the PEs of the baseline (KU-100), initial, final (Final p), reduced ground truth (GT p) and
ground truth (GT) for all numbers p = 3, 5, 10, 20, 40 of retained PCs. Each subplot corresponds
to a dataset condition: WiDESPREaD (a), FAST (b) and ARI (c). The horizontal dotted line
shows the localization error associated with random answers.
On each box, the central red mark indicates the median, the bottom and top edges of the box
the quartiles. Whiskers extend to the most extreme data points not considered as outliers, which
are plotted as red crosses, and defined as the values that are away from the top or bottom of
the box by more than 1.5 times the interquartile range. Two medians are significantly different
at the 5 % significance level if their notches do not overlap [Mathworks18].
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Figure 4.6 – Exemplary outcome of the optimization process, for subject NH825 of the ARI
dataset and 20 tuning PCs. The baseline (KU-100), initial, final, reduced ground truth
(GT 20) and ground truth (GT) magnitude HRTF sets are shown on the first and second
rows, for directions in the median and horizontal planes, respectively. The corresponding
PMVs are plotted on the second row. Matching APEs are 66.1◦, 61.5◦, 39.2◦, 43.3◦ and
34.0◦, respectively.
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who were presented with their own HRTF sets, which they compare to the outcome of
actual localization experiments.

We report in Figure 4.7, in the form of notched boxplots, the simulated and actual
QEs and PEs from Table I of [Baumgartner14], alongside our own ARI GT QEs and
PEs, simulated for a random ARI subset of 9 virtual listeners presented with their own
HRTF set – also reported in subplot (c) of Figure 4.4 and Figure 4.5. Our own simulated
median QE and PE (6.3 % and 29◦, respectively) are somewhat lower than the simulated
QE and PE from [Baumgartner14] (9.7 % and 32◦). The difference in medians appears
to be significant for local angular errors (PEs), but it is not the case for quadrant errors.
Possible explanations for this modest mismatch include the fact that we used a fixed
sensitivity parameter in the auditory model, while they tuned it for each individual.
Also, we considered a different and smaller subset of the ARI dataset.

Compared to actual localization errors with individual HRTF sets found in the lit-
erature, our simulated GT for ARI virtual listeners is in rather good agreement. In a
study by Middlebrooks [Middlebrooks99b, Figure 13], in which 11 listeners participated
in actual localization experiments, the author reports a median QE of about 4 % and a
median PE of about 27◦ with individual HRTF sets. In a similar study by Middlebrooks
et al. [Middlebrooks00], the QEs for 5 listeners having listened once or twice to their own
HRTF set (for a total of 9 cases) are reported in Figure 3 and correspond to a median
QE of about 8 %. In [Baumgartner14], Baumgartner et al. report median QE and PE
for the actual localization experiments of 9.6 % and 34◦, respectively (see Figure 4.7). It
is worth noting that the outcome of these experiments are, by construction, in excellent
agreement with the aforementioned simulated localization errors from the same study: the
sensitivity parameter of the auditory model had been tuned individually for each listener
in order to fit the results of the actual experiments. Our median QE in the simulated
ARI GT condition is comprised between the median QEs reported in [Middlebrooks99b]
on the one hand, and [Middlebrooks99b] and [Baumgartner14] on the other hand, and
our median PE is comparable to that of [Middlebrooks99b] and slightly lower than that
of [Baumgartner14].

Differences between datasets

When comparing datasets, we can see that all localization errors are higher in the FAST
and WiDESPREaD cases than in the ARI case. In particular, the median ground truth
APEs are largely and significantly higher for FAST and WiDESPREaD (49◦ and 54◦)
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Figure 4.7 – Boxplots comparing the QEs (left) and PEs (right) that we simulated for
9 ARI virtual listeners with their own HRTF set (GT ARI) with the ones reported by
Baumgartner et al. in [Baumgartner14] for both simulated (Baum. Simu.) and actual
(Baum. Actual) localization experiments of 23 listeners.
On each box, the central red mark indicates the median, the bottom and top edges of
the box the quartiles. Whiskers extend to the most extreme data points not considered
as outliers, which are plotted as red crosses, and defined as the values that are away
from the top or bottom of the box by more than 1.5 times the interquartile range. Two
medians are significantly different at the 5 % significance level if their notches do not
overlap [Mathworks18].

than for ARI (29◦). In terms of QEs, the median GT errors are of 20 % and 22 % for
FAST and WiDESPREaD against 6.3 % for ARI, a significant difference of more than
a factor 3. As discussed above, the latter is of the same order of magnitude (although
somewhat lower) than QEs reported in [Baumgartner14] for both simulated and actual
localization tasks with individual HRTF sets. In contrast, the GT simulated localization
performances for FAST and WiDESPREaD are much poorer than the usually expected
localization performance with individual HRTFs.

It would seem that the absence of head- and torso-related spectral features in PRTFs
cause the Baumgartner model to yield considerably higher localization errors than what
would be obtained in similar conditions with HRTFs, even when a PRTF set is designated
as the internal template – i.e. the individual HRTF set – of the virtual listener.

Initial and baseline conditions

The initial median APE (54◦) is notably lower than the baseline KU-100 one (66◦), al-
though not significantly so. It is somewhat surprising, seeing that the initial condition
corresponds to the average log-magnitude HRTF set of the ARI dataset. Indeed, in such
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an HRTF set the spectral features are smoothed and the peaks and notches useful to
elevation perception and front-back disambiguation are shallower and less sharp than the
ones found in a measured HRTF set, such as the KU-100 one (see Figure 4.14).

As we have seen above, simulated ARI GT localization tasks seem to yield localiza-
tion errors that are in good agreement with the outcome of actual localization tasks with
individual HRTFs found in the literature. In Figure 13 of [Middlebrooks99b], in addition
to localization errors with individual HRTF sets, Middlebrooks reports the outcome of
localization tasks with non-individual HRTF sets (those of other participants in the ex-
periment): the median QE in the latter condition is about 19 % and the median PE about
41◦. Similarly, in [Middlebrooks00], Middlebrooks et al. report in Figure 3 the QEs of
5 subjects having listened to the HRTF sets of one or two other participants, for a total
of 9 non-individual conditions, and a median QE of about 33 %. Our initial condition,
a non-individualized VAS based on an average HRTF set, yields simulated localization
performance comparable to the first study with a median QE of 23 % and a median PE
of 37◦. In contrast, our baseline KU-100 condition, a generic non-individualized VAS
based on the HRTF set of a manikin, results in significantly poorer simulated localization
performance, with a median QE and a median PE of 31 % and 43◦, respectively. This
median QE is nevertheless comparable to that of the second study.

Regarding the FAST and WiDESPREaD datasets, the initial localization perfor-
mances are much poorer than with the ARI dataset, with median QEs and PEs of 31 %
and 41◦ for the former and 31 % and 43◦ for the latter, all significantly lower than the
ARI initial median QE and PE.

Optimization outcome

General trends For all datasets, we observe that the tuning procedure significantly
decreased the median APE and QE compared to initialization (training set’s average log-
magnitude HRTF set). The only exception occurred with FAST and 3 tuning PCs, in
which case the standard deviation is very high, although the median is indeed lower than
the initial APE by 19 %. In the case of the ARI HRTF model, for instance, the QE
decreased in median from 23 % to between 7.5 % (for p = 40) and 15 % (for p = 3),
depending on the number of PCs p – against a ground truth median QE of 6.3 %.

For all datasets, the localization errors – APE, QE and PE – tend to decrease with
the number of PCs. The decrease is the most important between the Initial and Final 3
conditions, and is significant in terms of APE and QE for the WiDESPREaD and ARI
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datasets. The decrease gets however more modest when more PCs are retained. In
particular, there seems to be a plateau for FAST and WiDESPREaD when the number
of PCs exceeds 5.

Nevertheless, for all datasets, when at least p = 20 PCs are retained (p ≥ 10 for
WiDESPREaD, p ≥ 3 for FAST), the difference between the median final APE (re-
spectively QE) and the median ground truth APE (respectively QE) is not statistically
significant. In the particular case of the FAST dataset, due the high variability of the
localization error results in all conditions, the difference between the median Final p and
ground truth APE, QE and PE is not significant for any p ∈ {3, 5, 10, 20, 40}.

Interestingly, the median final APE for a given p is generally lower than the APE of
the corresponding projected GT – excepted for the WiDESPREaD dataset when p ≥ 20,
where the difference in median APEs is lower than 0.5◦. This difference is not significant
for any p or dataset. Nevertheless, it seems to exhibit some capacity of the optimization
process to overcome – in terms of localization performance – the projection of the listener’s
own HRTF set in the space of the p first PCs.

Number of iterations and cost function evaluations

The number of iterations required to converge for all three datasets and all 5 numbers of
PCs are reported in box plots in Figure 4.8. The corresponding number of evaluations
of the cost function – i.e. the number of virtual localization tasks – are reported in the
same fashion in Figure 4.9.

A first observation that we can make is that the number of iterations needed to con-
verge is very consistent from one dataset to the other, for all numbers of PCs. Moreover,
the number of iterations increases with the number of tuning parameters, which could be
expected seeing that more tuning parameters means more dimensions to explore for the
optimization algorithm.

Before going on, let us establish a rough estimate of the time that one cost function
evaluation could take in real life, i.e. with a human subject participating in a localization
experiment. Let us say that reporting the perceived direction for one stimulus (binaural-
ized at a given direction) would take 2 seconds. Then, for 27 positions in the median plane
(elevations between −45◦ and 225◦ with a 10◦ step) and 2 repetitions at each position,
one localization experiment would take 27× 2× 2 s = 108 s = 1.8 min.

As mentioned above, in order for the difference between the final and ground truth
median APE (or QE) to be non-significant, at least 20 PCs are needed in the ARI case.
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Figure 4.8 – Boxplots of the number of iterations needed to converge, as a function of the
number of tuning PCs for the WiDESPREaD (top), FAST (middle) and ARI (bottom)
datasets.
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Figure 4.9 – Boxplots of the number of cost function evaluations needed to converge, as a
function of the number of tuning PCs for the WiDESPREaD (top), FAST (middle) and
ARI (bottom) datasets.
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However, the conditions with 20 and 40 PCs require many iterations to converge: the
median numbers of iterations are about 200 (193, 180 and 194) and about 400 (407, 427
and 418), respectively. The matching median numbers of cost function evaluations are
about 300 (308, 305 and 305) and about 600 (620, 616 and 620), which would roughly
correspond to tuning times of 300× 1.8 min ' 9 h and 600× 1.8 min ' 18 h, which are
highly impractical.

In contrast, for the conditions with 3 and 5 PCs, convergence is reached in about 20
(medians of 20, 22 and 20) and 40 (medians of 38, 38 and 41) iterations, respectively. This
corresponds to about 30 (medians of 34, 34.5 and 34) and 70 (medians of 68.5, 68 and 37.5)
cost function evaluations, i.e. respective total tuning time estimates of 30×1.8 min ' 1 h
and 70 × 1.8 min ' 2 h. Despite being long, such sessions of localization experiments
may be feasible for a real listener, in particular if less than 27 positions are tested in the
localization task.

As discussed above, the final median APE, QE and PE in those conditions are sig-
nificantly higher that the ground truth ones. However, the final median APE, QE and
PE are also significantly lower than the initial and baseline conditions. It thus appears
that such tuning sessions would offer partial but substantial individualization in terms
of localization performance. In the ARI case with p = 5 PCs, for instance, the distance
to the median ground truth APE (29◦) is reduced by more than half (56 % = 40◦−54◦

29◦−54◦ )
between initialization (median of 54◦) and convergence (median of 40◦). When looking at
the baseline KU-100 condition (median APE of 66◦) which corresponds to a standard non-
individualized VAS, the distance to the median ground truth APE is even more largely
reduced, by 70 % = 40◦−66◦

29◦−66◦ . Regarding quadrant errors, the improvement rates are very
similar: 54 % = 14%−23%

6.3%−23% between the Initial and Final 5 conditions, and 69 % = 14%−31%
6.3%−31%

between the KU-100 and Final 5 conditions.

Evolution throughout optimization

The evolution of the APE (QE, respectively) throughout the optimization process is
shown for all test virtual listeners in Figure 4.10 (Figure 4.11, respectively). In general,
the median APE and QE decrease with the number of iterations. However, sometimes
the APE and QE can slightly increase, due to the regularization scheme having found a
solution less extreme in terms of PCWs at the cost of a small increase in APE. This has
a particularly strong impact on the median behavior of the APE and QE in the FAST
case, due to the small number (5) of virtual listeners and large inter-individual difference
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Figure 4.10 – APE throughout the first 50 iterations of the optimization process in all
conditions for all test subjects (light gray). Median and quartiles of the APE across
subjects are plotted as continuous and dashed red lines, respectively. The median and
quartiles of the ground truth are plotted as horizontal blue lines, continuous and dashed,
respectively. Finally, the median and quartiles of the baseline condition are plotted as
horizontal green lines, continuous and dashed, respectively. The horizontal dotted line
shows the localization error associated with random answers.
Top to bottom row: p = 3, 5, 10, 20 and 40 PCs. Left to right column: WiDESPREaD,
FAST and ARI datasets.
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Figure 4.11 – QE throughout the first 50 iterations of the optimization process in all con-
ditions for all test subjects (light gray). Median and quartiles of the QE across subjects
are plotted as continuous and dashed red lines, respectively. The median and quartiles of
the ground truth are plotted as horizontal blue lines, continuous and dashed, respectively.
Finally, the median and quartiles of the baseline condition are plotted as horizontal green
lines, continuous and dashed, respectively. The horizontal dotted line shows the localiza-
tion error associated with random answers.
Top to bottom row: p = 3, 5, 10, 20 and 40 PCs. Left to right column: WiDESPREaD,
FAST and ARI datasets.
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in localization error from initialization to convergence. The decrease in median APE and
QE appears to be slower for WiDESPREaD than for the other datasets, due to an early
stagnation phase whose duration varies from subject to subject. For WiDESPREaD, the
decrease gets slower when the number of PCs increases, but this behavior is not clear for
the other datasets.

In the case of the ARI dataset, the median APE and QE decrease quickly within the
first dozen iterations before pursuing the decrease more slowly. For instance, after 10
iterations the median QE is between 12 % and 14 % for any number of PCs p, i.e. about
or below the median QEs of the Final 3 and Final 5 conditions. As a consequence, even if
20 or 40 PCs were to be retained for the tuning process, similar localization performance
would be obtained after 10 iterations than with only 3 or 5 PCs.

At first glance, using many PCs thus appears to be desirable for practical HRTF tuning
applications: it provides similar localization performance as with 3 or 5 PCs within the
first dozen iterations of the optimization process, but allows the listener to spend more
tuning time to further improve the rendering if he desires. However, a given number of
iterations does not correspond to the same tuning time depending on the number of PCs
p. The latter corresponds in fact to an offset in the number of localization tasks to be
performed. Indeed, by construction, the Nelder-Mead’s algorithm performs during the
first iteration p + 1 cost function evaluations. For instance, for p = 40 PCs, 35 more
localization tasks are to be performed during the first iteration than for p = 5 PCs. In
our simulations, in the ARI case, 10 iterations corresponded to about 19 (between 18 and
20) localization tasks for p = 5 PCs, against about 50 (between 49 and 51) for p = 40
PCs. The corresponding estimated tuning times are 34 min and 90 min, respectively, a
considerable difference for comparable localization performances.

4.4 Actual Listening Tests

For the tuning experiments with actual listening tests, we used the HRTF model trained
on the ARI dataset, previously used in the tuning simulations (see Section 4.3). In-
deed, unlike WiDESPREaD and FAST which are PRTF datasets, it includes the filtering
contributions of the head and torso.

Aiming at a tuning session of about one hour, we set the number of tuning PCs to
5. As a reminder, we roughly estimated in Section 4.3 that the time needed to reach
convergence with 5 PCs was 2 hours in median. With 5 PCs and the ARI HRTF model,
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the localization performance was substantially and significantly improved compared to
initialization and to the baseline condition, although it remained significantly higher than
ground truth performance. After some informal trials of the tuning procedure, in order to
reduce the duration of each localization task, we limited the median-plane test positions
to 8 polar angles, at roughly every 30◦ and all present in the measurement grids of the
ARI HRTF sets: {−30◦, 0, 30◦, 60◦, 120◦, 150◦, 180◦, 210◦}.

4.4.1 Localization Task

Subjects

12 listeners (5 female and 7 male) participated in the experiment and were aged between
24 and 37 years old (28 on average). 9 were naive listeners with no experience with
listening tests and 2 were experienced with localization experiments. All participants
reported having normal hearing.

Localization task

Each listener participated in a rather large number of localization tasks (between 20 and
88). Due to the iterative nature of the tuning process, the listener is presented with a
single HRTF set by localization task.

For the localization task, the listener was presented with each one of the 16 stimuli.
After listening to a given stimulus as many times as he wanted, he reported his answer
then moved on to the next one. There was no time limit for answering, although swift
answers were encouraged due to the large numbers of HRTF sets to be evaluated in one
session.

The participant was asked to report the perceived angle on a 2-D interface (see Fig-
ure 4.12). Such an exocentric method is known to be less accurate and less intuitive than
an egocentric one [Bahu16a, Chap. 4; Katz19, pp. 359-361]. However, all directions are
equally easy to report, while with egocentric methods the rear positions are more difficult
to evaluate accurately, due to bio-mechanical limitations. Furthermore, it is materially
easier to set up, as it does not require an additional tracking device for the head, hands
or any other object used for pointing. Finally, this allowed us to use as is a user interface
previously developed at 3D Sound Labs.
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Figure 4.12 – Screenshot of the 2-D graphical user interface used to report the perceived
direction of the stimuli in the median plane.
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Stimuli presentation

The test stimuli that we used were a sequence of three white noise bursts of 40 ms,
separated by silences of 30 ms [Andreopoulou17; Zagala20]. To avoid artifacts, each noise
burst was faded in and out linearly in 2 ms. While white noise was chosen in order to
include spectral cues over the whole audible frequency range, the bursts were kept short
in order to limit the duration of the tests, to limit auditory fatigue and to encourage
intuitive answers.

During each localization task – which corresponded to one HRTF set, and one cost
function evaluation in the optimization scheme – the virtual sound source was presented
at 8 different polar angles (−30◦, 0, 30◦, 60◦, 120◦, 150◦, 180◦ and 210◦), twice each, for
a total of 16 stimuli, presented in random order.

The binauralized stimuli were played over a pair of Sennheiser HD 650 open circum-
aural headphones, via an Alesis iO2 sound card, and at a sampling rate of 48 kHz.

We performed no headphone equalization (HpEq) before presenting the binauralized
stimuli. Indeed, while it is generally admitted in the literature that performing individual
HpEq yields better VAS quality, such an equalization is independent of sound direction,
thus being equivalent to source filtering, and has not been shown to have a significant
impact on sound localization [Engel19].

Protocol

A session of localization experiments went as follows. After welcoming the participant,
an operator (the author) read them instructions for the series of localization tasks. These
instructions were also provided in the form of a written document.

It was explained to the listener that he or she was about to participate in about twenty
listening tests. In each listening test, he or she would be prompted 16 times to indicate
the perceived direction of an auditory stimulus.

Each stimulus was presented once by the software, and the listener could replay it any
number of times before giving his answer. The user interface allowed to cancel an answer
and go back to a previous one – if the participant had clicked by error, for instance.

The participant was asked to perform localization tasks during one hour, but could
perform longer if he or she wanted. He or she was strongly encouraged to take breaks to
limit auditory fatigue, at the end of every localization tasks if needed. In practice, most
participants took one long break of about 10-15 min.
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Orally, the operator indicated that it was normal to feel that the task was difficult
and to not be able to localize some of the stimuli – free-field median-plane localization
is harduous, especially with non-individual HRTF sets. In such cases, the listeners could
give a random answer. Informally, intuitive responses were encouraged.

The sound level was set for listener comfort prior to the localization tasks, then re-
mained untouched for the rest of the session.

In addition to the localization tasks that were part of the optimization scheme, local-
ization performance with the baseline HRTF set (that of the Neumann KU-100 manikin,
as measured by the ARI team) was evaluated by means of a localization task before the
tuning session itself.

4.4.2 Results

Localization performance

We herein compare the localization performances in three HRTF set conditions: baseline,
initial and final. The baseline is the HRTF set of the KU-100 manikin as measured by the
ARI. The initial condition is the HRTF set that was evaluated at the initialization of the
tuning process. It corresponds to the average of the training set for the PCA HRTF model
(all PC weights set to zero). The final HRTF set is the customized HRTF set provided
by the proposed method. It corresponds to the solution retained by the Nelder-Mead
simplex algorithm based on the various cost function evaluations throughout the tuning
session.

The order of these evaluations was fixed for all subjects and not randomized, due to
the constraints of the tuning method. Indeed, the perceptual evaluation of the baseline
was performed before the start of the tuning session, and that of the initial condition
was performed just after, when the tuning process started. As to the final condition, its
perceptual evaluation occurred later throughout the tuning session.

Initial and baseline conditions Similarly to what was observed and discussed in the
case of the simulated localization tasks (see Section 4.3), the initial median APE (71◦) is
lower than the KU-100 one (76◦). However, the difference between both median APEs
is here not significant and is only of 76 − 71 = 5◦, against 66 − 54 = 12◦ in simulations.
The difference between initial and baseline median APEs is mostly explained by the –
non-significant – difference in quadrant error: the initial and KU-100 QEs are 34 % and
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(a) APE

(b) QE

(c) PE

Figure 4.13 – Localization error outcome of the real tuning experiment during the tuning
phase: notched box plots of the APEs (top), QEs (middle) and PEs (bottom) of the
baseline (KU-100), initial and final (Final 5) conditions. The horizontal dotted line shows
the localization error associated with random answers.
On each box, the central red mark indicates the median, the bottom and top edges of
the box the quartiles. Whiskers extend to the most extreme data points not considered
as outliers, which are plotted as red crosses, and defined as the values that are away
from the top or bottom of the box by more than 1.5 times the interquartile range. Two
medians are significantly different at the 5 % significance level if their notches do not
overlap [Mathworks18].
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Figure 4.14 – Outcome of the tuning process for an exemplary subject. The KU-100
baseline, initial and final magnitude HRTF sets are plotted for directions of the median-
(top) and horizontal-plane (bottom) directions. Matching APEs are 70.1◦, 63.4◦, 28.4◦,
respectively.

Figure 4.15 – APE throughout the tuning process based on real localization tasks for the
12 participants (gray). Median and quartiles of the APE across subjects are plotted as
continuous and dashed red lines, respectively. The median and quartiles of the ground
truth are plotted as horizontal blue lines, continuous and dashed, respectively. Finally,
the median and quartiles of the baseline condition are plotted as horizontal green lines,
continuous and dashed, respectively.
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Figure 4.16 – QE throughout the tuning process based on real localization tasks for the
12 participants (gray). Median and quartiles of the QE across subjects are plotted as
continuous and dashed red lines, respectively. The median and quartiles of the ground
truth are plotted as horizontal blue lines, continuous and dashed, respectively. Finally,
the median and quartiles of the baseline condition are plotted as horizontal green lines,
continuous and dashed, respectively.

41 %, respectively. On the other hand, the tendency is reversed with the local angular
errors (PEs). Indeed, the median initial PE of 46◦ is greater than the KU-100 one of 43◦,
although not significantly so. Neither median PE differs significantly from the chance PE.
Let us note that the pointing method employed in these experiments is not very accurate,
and that the results in terms of local polar error, PE, are thus to be considered in this
light.

The initial and baseline localization errors were in general higher that those from
the simulations. Indeed, in both conditions, the median APE is significantly greater in
the actual experiments than in the simulated ones: 76◦ against 66◦ for KU-100, and 71◦

against 54◦ for the average HRTF set (initial condition). This trend is also found in QEs,
with 41 % against 31 % for KU-100 (significant), and 34 % against 24 % for the initial
HRTF set. Following the same trend, the actual median initial PE (46◦) is significantly
larger than the simulated one (37◦). In contrast, the actual median KU-100 PE (43◦) is
equal to that of the simulations.

While the median QE of our initial condition (34 %) is comparable to the results
of [Middlebrooks00] with non-individual human-subject HRTF sets (about 33 %), it is
higher than the median QE reported in [Middlebrooks99b] in similar conditions (19 %).
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The median QE is larger in the KU-100 condition (41 %) than in both studies. In terms
of median PE, our initial (47◦) and KU-100 (39◦) conditions are respectively somewhat
higher and comparable to the results of [Middlebrooks99b] (about 41◦). These differ-
ences may be due to the different nature of the non-individual HRTF sets (mathematical
average of measured HRTF sets / measurements of a manikin / measurements of other
human subjects) or to differences in localization experiment methodology. In particular,
in contrast with [Middlebrooks99b], in the present study the listeners did not go through
any training phase before participating in the localization tasks. Indeed, Majdak et al.
[Majdak10] find that training allows substantial improvement localization performance in
an individualized VAS. For instance, the QEs that they reported in Table 4 are 21±19 %
(average ± standard deviation) and 22 ± 21 % in the two conditions without training,
against 11 ± 7.8 % in the condition with training, which they found comparable to the
7.7± 8.0 % of [Middlebrooks99b].

Optimization outcome Localization performance has generally been substantially im-
proved from the initial to the final HRTF set. As can be seen in Figure 4.13, the median
APE significantly decreased by almost a factor of two (from 71◦ to 38◦).

This decrease is mostly due to a large drop in QE. Indeed, the decrease in QE is
significant as well, and constitutes a drop by almost a factor 4 – from 34 % to 9.4 %. The
median final QE is the same as the median final QE (9.4 %) obtained in the ARI tuning
simulations with 20 PCs, that is four times more PCs than in the present experiment (see
Figure 4.4, Section 4.3). Moreover, the median final QE is in the order of the median QEs
obtained with individual HRTF in previous studies, such as 10 % [Baumgartner14], 8 %
[Middlebrooks00] and 4 % [Middlebrooks99b] (see Section 4.3 for more detail on these
studies and the associated QEs).

Regarding the local polar errors (PEs), we observe a less spectacular but statistically
significant decrease from the initial to the final condition: 46◦ to 38◦ in median. The final
median PE is however not significantly lower than the baseline KU-100 one (43◦).

Overall, the final localization performance is very good, with a median QE in the
order of that of individual HRTF sets as reported in previous studies [Middlebrooks99b;
Middlebrooks00; Baumgartner14], while the baseline and initial conditions seem to be
comparable or poorer than the one reported for non-individual HRTF sets in two of these
studies [Middlebrooks99b; Middlebrooks00]. This remarkably good result is likely partly
due to training. Indeed, although the listeners had no visual feedback, it is likely that
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they improved at the localization task over the course of their tuning session of 35 to
83 min. This would be a positive side-effect of the method. On another, the results might
be partly overestimated by the fact that the Nelder-Mead algorithm always retains the
best of all previously tested solutions. Indeed, this best solution might sometimes be more
due to variability in the participant’s answering that to the best suitability of the HRTF
set. The existence and extent of this behavior would require further scrutiny.

Tuning time

As indicated in Section 4.4.1, the intended duration for a tuning session was about one
hour. In practice, the operator adapted to the tiredness and motivation of the participants,
resulting in tuning session durations between 35 and 83 min, and a median of 56 min (see
Figure 4.17).

As can be seen in Figure 4.15, the APE generally decreased within the first 11 itera-
tions, then plateaued, decreasing in a slower fashion afterwards. Similarly, the QE gener-
ally dropped within the first 13 iterations before plateauing, as shown in Figure 4.16. It
is worth noting that the APE and QE sometimes re-increased, which was generally due
to the optimization process finding an HRTF set that minimized the regularization cost
(avoiding extreme PC weights) at the expanse of a small increase in APE.

At 6 iterations, the median APE and QE were already of 41◦ and 13 %, that is 92 %
and 88 % of the decrease observed between the median initial and final APE and QE,
respectively. Depending on the tuning experiment, these 6 iterations corresponded to a
median of 14 cost function evaluations (minimum and maximum of 11 and 23, respec-
tively), for a median tuning time of 21 min (minimum and maximum of 5.7 min and
43 min, respectively).

In the actual experiments, the average time spent per localization task over the tuning
session was on average (across listeners) 1.5 min, and ranged from 26s to 3.1 min. This is
rather consistent with the previous rough estimate of 2 s per answer (see Section 4.3) and
the consequent estimation of 1.2 min = 8×2×2 s per localization task. Experience did not
seem to be a very important factor in quickness to answer. Indeed, while, among the two
experienced listeners, one of them was among the fastest (44s), the other was just slightly
above average (1.2 min). On the other hand, although the two slowest participants – and
outliers in this regard – were naive listeners, the fastest was a naive one as well.
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Figure 4.17 – Scatter plot of the durations of the tuning sessions – breaks excluded – as
a function of the number of iterations, for all 12 participants.

Comparison with other HRTF individualization methods

As we have seen above, the proposed method allowed a significant and substantial reduc-
tion of localization errors compared to the baseline and initial HRTF sets, in about one
hour of listening tests. In particular, the quadrant error rate was reduced by almost a
factor 4 between initialization and the end of the tuning session. The final median QE
of 9.4 % is of the same order as those observed in localization experiments with individ-
ual HRTF sets [Middlebrooks00; Baumgartner14], while the baseline and initial HRTF
set yielded somewhat poorer performance (median QEs of 41 % and 34 %, respectively)
than reported with non-individual HRTF sets in [Middlebrooks99b] (median QE of about
19 %, 11 listeners, 21 non-individual conditions) and [Middlebrooks00] (median QE of
about 33 %, 5 listeners, 9 non-individual conditions). Let us compare these results to a
few other perceptual feedback-based HRTF individualization techniques. For more detail
on the studies mentioned below, please refer to Chapter 2, Section 2.3.

Selection Due the ever growing number and size of HRTF datasets, a common approach
has been to select a best-fit non-individual HRTF set among a database. Katz et al.
[Katz12], for instance, study the possibility of improving localization performance by
selecting a best-fit non-individual HRTF set by means of judgment tasks. In a first
experiment, 46 listeners each rated 46 HRTF sets from the LISTEN database (including
their own) on a 3-point rating scale (bad/ok/excellent) based on the fidelity of rendered
horizontal and vertical virtual trajectories. The duration of this task was approximately
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Precision (%) Front-back (%) Up-down (%) Combined (%)
KU-100 46 (12) 28 (9) 17 (8) 10 (7)
Initial 55 (14) 28 (12) 11 (9) 6 (7)
Final 76 (11) 8 (6) 15 (8) 1 (2)
Individual [Katz12] 63 (4) 20 (3) 13 (3) 4 (2)
Best [Katz12] 46 (3) 32 (3) 15 (3) 6 (2)
Worst [Katz12] 38 (3) 35 (3) 19 (2) 8 (2)

Table 4.1 – Comparison of the results of our localization experiments and that of Katz
et al. [Katz12] in terms of the classification employed in the latter: average precision,
front-back, up-down and combined rates (standard deviations in parentheses).

35 minutes. This allowed the authors to identify a subset of 7 HRTF sets which satisfied
most of the subjects. In a second experiment, 20 new listeners were asked to rate these
7 HRTF sets in a closely related judgment task, although it differed by the use of a
continuous rating scale (from “bad” to “good”). Based on these results, a worst- and a
best-fit HRTF set was identified for each subject.

The duration of this task was not reported. However, Zagala et al. [Zagala20] report
a ranking time of 27 min using a similar approach – based on the rating of horizontal and
vertical virtual trajectories – to rate the same 7 HRTF sets.

The worst- and best-fit non-individual HRTF sets were evaluated thanks to a localiza-
tion task. 10 of the subjects (randomly selected) evaluated the former while the 10 others
evaluated the latter. As a reference, 4 listeners (outside the aforementioned 20) evaluated
their own HRTF sets. The results of the localization experiment were analyzed by means
of the classification of errors introduced by Martin et al. [Martin01] (see Chapter 2, Sec-
tion 2.2.2). We reproduce these results in Table 4.1, alongside the same classification
applied to our own localization experiment results.

The localization performance in the individual condition was substantially superior
than in both non-individual ones, with average precision rates of 63 % against 46 % and
38 % in the individual, worst and best conditions, respectively, and average front-back
confusion rates of 20 % against 35 % and 32 %. The selection process seemed to allow an
improvement in localization performance, the average precision rate increasing by 21 %
between the worst- and best-fit non-individual HRTF sets.

In comparison, our proposed method appears to provide a greater improvement in
localization performance. The average precision rate increased by 65 % from the KU-100
to the final condition, and by 38 % from the initial to the final condition.
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The localization experiments in [Katz12] seem to have yielded higher localization errors
than our own in general – i.e. regardless of the various conditions. In particular, the
worst of our non-individual conditions, KU-100, is comparable to the precision rate of
the best-fit HRTF set in [Katz12], while our final precision rate (77 %) is notably greater
on average than that of the individual condition in [Katz12] (63 %). The authors note
as well than their individual condition presented poorer localization performance than a
previous study by Wightman et al. [Wightman89b].

Frequency scaling In [Middlebrooks00], Middlebrooks et al. propose a procedure in
which a non-individual HRTF set is adjusted by means of a frequency scaling (identical
for all directions), based on successive A/B judgments by the listener of various scaled
HRTF sets in terms of localization accuracy of median-plane virtual sources. The resulting
adapted non-individual HRTF sets were evaluated by means of a localization experiment
for 5 participants (out of 20), each listening to one or two non-individual HRTF sets, for
a total of 9 non-individual and scaled non-individual cases.

The tuning procedure took about one hour (including a 15-min training phase), and
the resulting median QE was of about 13 %, against 8 % and 33 % in the individual and
non-individual conditions.

In comparison, the proposed method seems to produce HRTF sets that provide better
localization performance (median QE of 9.4 %) in a similar amount of time. The median
QE obtained by Middlebrooks et al. is more comparable to the median QE that we
observed after 6 iterations of the optimization process, that is a median tuning time of
21 min.

Synthesis Finally, let us compare our proposed method to more closely related ap-
proaches, which aim at synthesizing a customized HRTF set based on perceptual feedback
from the listener.

Hwang et al. [Hwang08a] propose that the listener tune himself 3 PCWs of a spectral
(see Chapter 2, Section 2.1.3) PCA model of HRIRs. This is a local approach, in the sense
that the PCA model generates individual filters rather complete HRTF sets. The tuning
was thus performed independently at each of 7 directions of interest – in the median plane.
The tuning procedure was tested on three listeners, then its outcome was evaluated by
means of a localization experiment. Three HRTF sets were under study: the customized
one – produced by the individualization method, the listener’s own, and that of the
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Front-back (%)
KU-100 40 (12)
Initial 39 (14)
Final 12 (6)
KEMAR [Hwang08a] 23 (3)
Custom [Hwang08a] 6 (7)
Individual [Hwang08a] 0.4 (0.6)
KEMAR [Shin08] 29 (14)
Custom [Shin08] 10 (3)
Individual [Shin08] 12 (4)

Table 4.2 – Comparison of the results of our localization experiments and that of Hwang
et al. [Hwang08a, Table VII] and Shin et al. [Shin08, Table 1] in terms of average front-
back confusion rates (standard deviation in parentheses), as per the traditional definition
of front-back confusions by Wightman et al. [Wightman89b].

KEMAR manikin – a standard non-individual condition. Shin et al. [Shin08] propose a
closely related approach in which the listener tunes himself 5 PCWs of a spectral PCA
model of HRIRs. The performance of the resulting customized HRTF set is compared
to that of their own and KEMAR HRTF sets by means of a localization experiment in
which four listeners participated.

In both studies, front-back confusions were identified using the conventional definition
by Wightman et al. [Wightman89b]. We report these results in Table 4.2, alongside the
front-back confusion rates of our own localization experiments, calculated according to
the same definition. In both studies, the customized HRTF set yields a rate of front-back
confusion that is, on average, lower than the non-individual KEMAR condition by about
70 % (74 % = 100 · 23−6

23 for [Hwang08a], and 66 % = 100 · 29−10
29 for [Shin08]). According

to Hwang et al., the difference between the custom and KEMAR condition is significant.
This is comparable to the difference between both our non-individual conditions (both
KU-100 and initial) and our final condition, with reductions in the average front-back
confusion rate of 70 % = 100 · 40−12

40 and 69 % = 100 · 39−12
39 , respectively. In [Hwang08a],

the average front-back confusion rate with the custom HRTF set (6 %) is higher than
with the listener’s own HRTF set (0.4 %), but Hwang et al. report that the difference
is not statistically significant, while in [Shin08] the custom average front-back confusion
rate (10 %) is slightly lower than the individual one (12 %). While both studies present
comparable results for the KEMAR and custom conditions, there is a notable mismatch for
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the individual condition. Finally, the front-back confusion rates of both our non-individual
conditions (40 and 39 %) are notably higher on average than that of the KEMAR condition
of [Hwang08a] and [Shin08], possibly suggesting that our localization experiment protocol
yielded overall higher localization error.

Unfortunately, none of these studies reported the duration of the HRTF tuning pro-
cedure, although Hwang et al. indicated that they chose only 3 PCs precisely to keep
it reasonable – after having determined in a first experiment that reconstructing HRTFs
from 12 PCs yielded a localization performance indistinguishable from the original HRTFs.
Furthermore, in both studies the tuning procedure needs to be performed at each direc-
tion of interest, which would likely result in an unpractical total duration for the tuning
of even a sparsely spatially sampled HRTF set.

4.5 Conclusion & Perspectives

In this chapter, we proposed a method for low-cost HRTF individualization based on
perceptual feedback. It consists in tuning the parameters of a statistical model of magni-
tude HRTF set based on the localization performance of the listener. Unlike most other
similar approaches, the tuning is done globally, i.e. for all sound directions at once – a
critical feature if we are to achieve reasonable tuning times. Furthermore, the optimiza-
tion itself is performed by means of a Nelder-Mead simplex algorithm. The listener is
thus solicited for localization performance evaluation only, not for tuning of the HRTF
model’s parameters.

As a first step, simulated localization experiments by means of the Baumgartner audi-
tory model [Baumgartner14] allowed us to evaluate the proposed method under various
configurations – three different datasets (FAST, WiDESPREaD and ARI) and five dif-
ferent numbers of tuning parameters from 3 to 40. In all conditions except one, the
optimization process converged to a mag-HRTF set that significantly decreased localiza-
tion errors (APE, QE and PE) compared to the training set’s average HRTF set and to
a baseline: the Neumann KU-100 manikin HRTF set. When more than 20 PCs were
retained, the final localization errors (APE and QE) were not significantly different from
the ground truth. For example, in the case of the ARI dataset, the median QE was re-
duced from 23 % (with the initial average HRTF set) to between 7.5 % and 15 % (with
40 and 3 PCs, respectively) with the customized HRTF sets. Comparatively, the baseline
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non-individual (KU-100) and the individual HRTF sets yielded respective median QEs of
33 % and 6.3 %.

A large difference was observed between the FAST and WiDESPREaD PRTF datasets
on the one hand and the ARI dataset on the other hand: the simulated localization per-
formance were considerably higher in median in the former case in all conditions. Yet,
results for ARI in the ground truth and in the non-individual (average and KU-100) con-
ditions were consistent with localization errors reported in the literature with individual
and non-individual HRTF sets, respectively [Middlebrooks99b; Middlebrooks00; Baum-
gartner14]. It seems likely that the absence of head- and torso- spectral features in PRTFs
resulted in higher localization errors in the auditory model. As a consequence, we used
the HRTF model based on the ARI dataset in the subsequent tuning experiments with
actual listeners.

Regarding the duration of the procedure, the number of iterations required to converge
increased with the number of tuning parameters, quickly reaching values impractical for
a real-subject application: up to more than 500 iterations for 40 PCs, for a roughly
estimated tuning time of 18 hours for a real listener. With only 3 or 5 PCs, however, the
estimated tuning session duration was limited to one or two hours, whereas substantial
improvement in localization performance was achieved – although more modest than when
more PCs were retained. For example, with p = 5 PCs, the median APE was reduced by
56 % of the difference between initialization and ground truth.

While long, such sessions appeared to be feasible for a real listener, particularly if
the number of test directions were to be reduced compared to the 27 considered in our
estimation of total tuning time.

We put to the test this alleged feasibility as a second step by submitting the tuning
procedure to 12 real listeners. As a compromise between expected final localization per-
formance and tuning session duration, we retained 5 PCs for these experiments. The
results somewhat differed from the simulations. Indeed, the customized HRTF sets pro-
duced by the procedure yielded substantial improvement of the localization performance
compared to both non-individual conditions (average and KU-100 HRTF sets) in one hour
of listening tests in median, thus confirming the feasibility of the procedure in that time
frame. In particular, the median QE was reduced by nearly a factor 4 as a result of
the tuning procedure, for a final value of 9.4 %. This is a good rate of quadrant errors,
comparable to values reported in the literature for individual HRTF sets (10 %, 8 %,

166



4.5. Conclusion & Perspectives

4 %) [Baumgartner14; Middlebrooks00; Middlebrooks99b]. Yet, it does not appear that
this particularly low final QE is due to a general underestimation of localization errors
related to our localization experiment protocol. Indeed, the baseline and initial conditions
yielded comparable or poorer localization performance (median QEs of 41 % and 34 %,
respectively) than Middlebrooks et al. reported for non-individual HRTF sets (median
QEs of 19 % and 33 %) [Middlebrooks99b; Middlebrooks00].

This notably large reduction in localization errors may be partly due to some training
of the listener throughout the tuning session, which would represent a positive side-effect
of the method. It is also possible that the final localization performance is somewhat
overestimated due to the fact that the Nelder-Mead optimization algorithm systematically
retains the lowest evaluation of the cost function, which may be due not only to HRTF
set customization, but also to variation in the listener’s answering.

Although the tuning sessions were quite long (one hour in median), we observed that
most of the decrease in localization error (88 % and 92 % of total median decrease in QE
and APE, respectively) occurred within the first 6 iterations: in about 20 min, a final
median QE of 13 % was achieved. The present method thus offers flexibility in the form
of a trade-off between HRTF tuning duration and localization performance.

Comparing our results to that of other HRTF individualization techniques, it appears
that our proposed method improves localization performance substantially more than
the selection of a best-fit non-individual HRTF set among 7 representatives HRTF sets
[Katz12]. It however takes longer: one hour against 25 min [Zagala20]. The proposed
approach also appears to reduce localization errors more than the self-tuning of a global
frequency scaling parameter (in order to adapt a non-individual HRTF set to the user)
[Middlebrooks00] in a comparable amount of time. Finally, our procedure yields a reduc-
tion in front-back confusions comparable to that of a related method which consists in
tuning by ear the parameters of an HRTF PCA model in the median plane [Hwang08a;
Shin08]. The duration of the tuning procedure was not reported in either study. It should
be expected, however, to be substantially higher than ours, in particular when extended
beyond the median plane. Indeed, in contrast with our global approach, their tuning
procedure must be performed at each direction of the HRTF set.

Overall, in this chapter we proposed a method for low-cost HRTF individualization
based on localization tasks, allowing considerable improvement in localization perfor-
mance compared to non-individual conditions, up to a performance comparable to that
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of individual HRTF sets found in the literature. Its main disadvantage is the length of a
tuning session – one hour in median in the present experiments. In particular, extending
the method to directions beyond the median plane is likely to lengthen the localization
tasks. However, it offers flexibility in the form of a compromise between localization per-
formance and tuning time: in the present experiments, most of the decrease in localization
error occurred during the first 6 iterations, that is a median tuning time of 20 min.

As mentioned earlier, the large improvement in localization performance observed with
the proposed method may be partly due to factors other than HRTF set customization
itself, such as training for the localization task throughout the procedure. While this
would be a positive side-effect, it may be interesting in the future to investigate the
existence and part of such an effect in localization performance improvement throughout
the tuning session. Future work also includes evaluating the customized HRTF sets in
a separate listening test, so as to gain further understanding of their perceptual quality,
while escaping potential biases such as the aforementioned selection bias of the Nelder-
Mead algorithm. Moreover, sound source directions other than the ones used for tuning
should be evaluated.

Going further, the proposed approach ought to be extended to positions beyond the
median plane. While it already produces a whole-sphere magnitude HRTF set, it does so
only based on median-plane localization performance. ITD thus needs to be included in
the HRTF model. For instance, an ITD model could be tuned alongside the magnitude
HRTF set model. This would allow, on the one hand, the production of an HRTF set that
includes ITD and, on the other hand, the tuning of the HRTF set based on localization
tasks at positions throughout the whole sphere. In order to limit tuning time, an impor-
tant subject of study would be the identification of a minimal viable spatial sampling of
the sphere for the tuning procedure to work.
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CONCLUSION & PERSPECTIVES

Summary

The work presented in this thesis falls within the context of binaural synthesis, a technol-
ogy that allows the rendering of immersive audio in headphones or earbuds. In contrast
with loudspeaker-based techniques (such as wave field synthesis), an inescapable advan-
tage of binaural synthesis lies in its simplicity of implementation. Indeed, only a standard
pair of headphones and a little computing power are needed to summon a convincing vir-
tual audio scene (VAS). Thanks to the omnipresence of smartphones, tablets and laptops,
and to the democratization of virtual and augmented realities (VR and AR), binaural
synthesis has known a growing popularity. Providing an optimal experience to the lis-
tener, which involves using individual head-related transfer functions (HRTFs), is thus
more and more important. However, in most applications a generic set of HRTFs is used.
Indeed, providing individualized HRTFs to the public has proved challenging and remains
an open issue, which this thesis addresses.

Background / state of the art

In Chapter 1 and Chapter 2, we provided background knowledge to the work presented
in this thesis. In the former, notions regarding human auditory localization, localization
cues and binaural synthesis were introduced. In the latter, we laid down a state of the art
on various subjects such as HRTF modeling, evaluation, individualization and databases.
In particular, we established in Section 2.4 a state of the art of contemporary HRTF
databases, noting that they include very few subjects (less than 201) compared to the di-
mensionality of an HRTF set (in the order of 104 to 105 degrees of freedom, see Table 3.1).
Furthermore, we presented in Section 2.3 a survey of HRTF individualization techniques,
which was the subject of an article presented at the 145th Audio Engineering Society
Convention [Guezenoc18]. Four approaches were distinguished: acoustic measurement,
numerical simulation, and less direct yet user-friendly methods either based on morpho-
logical data or perceptual feedback. We remarked that, with respect to constraints of
user-friendliness and perceptual assessment of the resulting HRTFs, the latter approach
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represents a particularly interesting option.

HRTF Individualization based on perceptual feedback

In Chapter 4, we presented such a method which consists in tuning the weights of a PCA
model of magnitude HRTF set based on listener localization performance. Unlike many
approaches, the tuning is performed globally i.e. for all directions at once. Furthermore,
the listener is prompted for subjective evaluation but is not asked to tune the model, the
optimization being performed by a Nelder-Mead simplex algorithm [Nelder65]. In the
present work, the listening tests were restricted to the median plane, where the ITD and
ILD are almost zero, thus focusing on the monaural spectral cues which are the most
crucial for HRTF individualization (see Chapter 1, Section 1.3.2).

As a first step, psycho-acoustic simulation of the listening tests by means of an audi-
tory model (see Chapter 2, Section 2.2.3 and [Baumgartner14]) allowed us to perform a
preliminary evaluation of the proposed method under various settings: 3 different training
datasets for the PCA model, and 5 different numbers of tuning parameters ranging from 3
to 40. Testing these different configurations would have represented a prohibitive amount
of time with actual subjective evaluation. In all conditions except one, the optimization
process converged to a mag-HRTF set that yielded localization errors significantly lower
than the two non-individual HRTF sets under test, i.e. the training set’s average and
the HRTF set of the Neumann KU-100 manikin. The final localization error tended to
decrease with the number of PCs, notably for the ARI dataset: the final median QE
varied from 15 % to 7.5 % for 3 to 40 PCs. In comparison, for the same dataset, the
median QEs for the average and KU-100 HRTF sets were 23 % and 33 %, respectively,
whereas it was 6.3 % for the individual HRTF sets. While the estimated duration of
the tuning procedure was prohibitive when many PCs were used for tuning, it appeared
feasible (about one or two hours) when only 3 or 5 were retained, while substantial yet
more modest localization performance improvement could be obtained.

We thus put to the test this alleged feasibility by submitting the tuning procedure
to 12 actual listeners. Based on the results of the previous tuning simulations, we used
the mag-HRTF model trained on the ARI dataset, limited to its first 5 PCs. The results
somewhat differed from the simulations. Indeed, we found that the proposed method
allowed considerable and significant improvement in localization performance over non-
individual conditions, up to a performance comparable to that of individual HRTF sets
reported in the literature [Middlebrooks99b; Middlebrooks00; Baumgartner14], with a
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median quadrant error rate of 9.4 % for the customized HRTF sets. In comparison, the
two non-individual conditions, i.e. the average and KU-100 HRTF sets, yielded respective
median QEs of 34 % and 41 %, respectively.

Comparing our results to that of other HRTF individualization techniques, it appears
that our proposed method improves localization performance substantially more than
the selection of a best-fit non-individual HRTF set among 7 representatives HRTF sets
[Katz12]. It however takes longer: one hour (in median) against 25 min [Zagala20]. The
proposed approach also appears to reduce localization errors more than the self-tuning
of a global frequency scaling parameter (in order to adapt a non-individual HRTF set
to the user) [Middlebrooks00] in a comparable amount of time. Finally, our procedure
yields a reduction in front-back confusions comparable to that of a related method which
consists in tuning by ear the parameters of an HRTF PCA model in the median plane
[Hwang08a; Shin08]. The duration of the tuning sessions was not reported in the latter
studies, but should be expected to be considerably higher than ours: in contrast with
our global approach, their tuning procedure must be performed at each direction of the
HRTF set.

Although the main weakness of the proposed approach is the duration of a tuning
session – one hour is far too high for a practical consumer-grade application, it can be
largely decreased at the cost of a minimal increase in localization error. Indeed, within
the first 20 minutes (in median), 88 % of the total decrease in median QE and and 92 %
of the total decrease in APE was already achieved. Even though such a duration is not
negligible, a playful calibration phase (in the form of a small video game, for instance)
may very well make it acceptable, if not fun, to the end-user. Furthermore, this duration
is of the same order as that of one of the simplest perceptual-feedback-based methods,
i.e. selecting a non-individual HRTF set among a representative subset, while yielding
substantially better localization performance.

Dimensionality reduction and data augmentation of HRTFs

As mentioned above, HRTF sets are a high-dimensionality data. It is thus highly desirable
for the aforementioned approach – and many other statistical model-based ones – to
reduce the dimensionality of the problem, i.e. the inter-individual variations of HRTF
sets. In Chapter 3, we investigated this matter of HRTF dimensionality reduction and
data augmentation.

In particular, in Section 3.2, we studied the dimensionality reduction performance
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of PCA on log-magnitude HRTF sets from 9 datasets including FAST, using an inter-
individual approach that has barely been touched on in the literature. Corroborating the
initial observation that current HRTF datasets are small compared to the dimensionality
of the data, we found that they are indeed too small to be representative of log-magnitude
HRTF sets in general, which constitutes another contribution of this thesis.

In Section 3.3, we turned to 3-D morphology, and compared the respective dimension-
ality reduction performances of PCA on ear point clouds and on log-magnitude PRTF
sets computed from them. We found that PCA performs considerably better at reduc-
ing the dimensionality of the former. Based on this, we presented in Section 3.4 a data
augmentation process that allows the generation of an arbitrarily large synthetic dataset
of PRTFs by means of random 3-D ear shapes generations and FM-BEM numerical sim-
ulations. The resulting dataset, named WiDESPREaD2, comprises over a thousand reg-
istered pinna meshes and matching computed PRTF sets, and is freely available online3.
This work constitutes one of the major contributions of this thesis and was published in
the Journal of the Acoustical Society of America [Guezenoc20a].

In Section 3.5, the dimensionality reduction performance of PCA on WiDESPREaD
log-magnitude PRTF sets was compared to that of other datasets. We found that such
a model generalizes much better to new data, suggesting that a satisfactory number
of examples was reached by means of 3-D morphology-based data augmentation. This
final contribution was published and presented at the 148th Audio Engineering Society
Convention [Guezenoc20b].

Perspectives

Despite the progress that has been made during this thesis, much work remains to be
done towards HRTF individualization for the public. In particular, the approach that we
proposed in Chapter 4 – tuning a statistical model of HRTF set based on localization
performance – is a proof of concept that ought to be taken further.

Beyond the median plane Firstly, for the HRTF sets produced by our proposed
method to be audible at directions beyond the median plane, it needs to include ITD.
This could be done, for example, by tuning an ITD model based on lateral localization

2A Wide Dataset of Ear Shapes and Pinna-related transfer functions based on Random Ear Drawings
3https://sofacoustics.org/data/database/widespread/
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error, alongside the magnitude HRTF model.
Furthermore, while the proposed approach produces a whole-sphere magnitude HRTF

set, it does so based only on median-plane localization performance. It thus remains
to be determined if and how well these magnitude HRTFs generalize to other cones of
confusions in terms of intra-conic localization performance.

Regardless, in the future, the tuning should be based on positions beyond the median
plane, in order to tune an ITD model and to possibly improve localization performance
within lateral cones of confusions. Hence, in order to limit tuning time, an important
subject of study should be the identification of a minimal viable spatial sampling of the
sphere for the tuning procedure to work.

Further perceptual assessment To further establish the relevance of our proposed
method, performing a separate subjective study may be desirable. Indeed, the localization
tasks performed throughout the procedure were constrained in terms of duration and
allowed a limited number of repetitions of the stimuli and test directions. Furthermore,
this would allow us to evaluate the customized HRTF sets at positions other than the ones
the tuning was based on. In particular, as discussed in the previous paragraph, provided
that we include the listener’s ITD, we could evaluate how the tuning generalizes to lateral
cones of confusions.

On another level, the large improvement in localization performance that we observed
in this work may be partly due to factors other than HRTF set customization itself, such as
listener training throughout the tuning procedure. While this would constitute a positive
side-effect, it may be interesting to investigate the existence and part of such an effect
in localization performance improvement throughout the tuning session. Furthermore,
evaluating the customized HRTF sets in a separate subjective study might allow us to
avoid potential biases due, for example, to the Nelder-Mead algorithm.

HRTF model Finally, the model of magnitude HRTF set may be further improved.
For instance, auto-encoder neural networks may be able to encode the inter-individual
variations of magnitude HRTF sets into fewer parameters than PCA, resulting in a lower
tuning duration. This would be the case, for instance, if the magnitude HRTF sets
spanned a non-linear manifold of their high-dimensional space.

A secondary but nonetheless interesting advantage of neural networks is that there is
a lot of freedom in the choice of the error metric that underlies their training – unlike
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PCA which is inherently based on the mean squared error. One could thus imagine
using an HRTF metric that is based on psycho-acoustics, such as the average difference
between positive gradients of magnitude spectra that underlies the Baumgartner model
(see Section 2.2.3), for example.

However, neural networks generally require a lot of data and, as we have seen in
Chapter 3, currently available HRTF datasets are small compared to the dimensional-
ity of the data. In this regard, the method that we proposed for randomly generating
PRTF sets – and the resulting 1000-example dataset – may prove useful. However, in
the future, supplementing the PRTFs with the contribution of a head and torso remains
an indispensable next step in order to obtain “listenable” HRTFs. Although this could
be approximated a posteriori by means of structural composition [Algazi01b], the ideal
solution would be to include a statistical shape model of the head and torso into the data
generation process (at the cost of much additional computing power). Finally, seeing
that the quality of state-of-the-art computed HRTFs is still in question (see Chapter 2,
Section 2.3), potential upgrades to HRTF numerical simulation ought to be included in
the approach.

One Last Perceptual Experiment

In order to address some of the points we raised concerning the perceptual evaluation of
our HRTF individualization method in the perspectives, we carried out a final campaign
of listening tests six months after the tuning experiment presented in Section 4.4 of Chap-
ter 4. 11 subjects out of the 12 from the first experiment participated in this new round
of perceptual evaluations.

Method

We performed a double-blind evaluation of the three HRTF set conditions: Initial (average
HRTF set), KU-100 and Final 5 i.e. customized HRTF set.

In order to be able to test sound source directions beyond the median plane, the
ITDs of the KU-100 HRTF set were injected into the two other HRTF sets – which
were minimum-phase. These ITDs were estimated using a threshold of -10 dB relative
to the maximum peak of the low-passed HRIRs (with a cut-off frequency of 3 kHz), an
approach among the most perceptually relevant according to the work by Andreopoulou
et al. [Andreopoulou17]. After this step, the three HRTF sets shared the same ITDs.
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In this experiment, the HRTF sets were evaluated at 16 sound source directions, which
were different from ones used in the tuning experiment, at the exception of the frontal
and rear directions (elevations of 0 and respective azimuths of 0 and 180◦). 8 were located
in the median plane, with elevations of −15◦, 0, 20◦, 70◦, 110◦, 160◦, 180◦ and 195◦, while
the other 8 were slightly lateralized, in the ±10 later-angle cones of confusion, equally
distributed to the left and to the right of the listener. Their elevations (identical for both
left and right cones of confusion) were −30◦, 40◦, 140◦ and 210◦. Listeners were asked
to report the slightly lateralized positions onto the median plane, using the same 2-D
interface as in the first experiment.

In one localization task, 32 stimuli – two repetitions for each one of the 16 positions
– were presented in random order. In each of two successive blocks of evaluation, the 3
HRTF set conditions were presented in random order.

Results

The localization errors for the three HRTF sets are reported in box plots in Figure 4.18.
A first observation we can make is that the localization performances associated with

both non-individual conditions are in overall coherence with the results of the tuning
experiment. Indeed, the median KU-100 and initial APEs are 73◦ and 74◦, against 76◦

and 71◦ in the first experiment. Regarding QEs, the median QE of the initial condition
is identical in both experiments (34 %), while the median QE of the KU-100 HRTF set is
lower (not significantly) in the second experiment (30 % against 41 %). As to the median
PEs, they are comparable to chance in all cases, which was somewhat expected since the
exocentric method that we used for sound localization reporting is not the most accurate
(see Section 4.4.1 of Chapter 4 and [Bahu16a, Chap. 4; Katz19, pp. 359-361]). Overall,
it seems that there was little to no effect of training between the first experiment (in
which the KU-100 and initial conditions were evaluated at the beginning of the tuning
procedure) and the second experiment.

In contrast, when looking at the customized HRTF set condition, we observe that
the median APE and QE (65◦ and 30 %, respectively) are significantly larger in the
second experiment than in the first one (38◦ and 9.4 %, respectively). Furthermore, the
median PE for the customized condition is significantly lower than chance in the first
experiment, while it is close to chance (like the KU-100 and initial conditions in both
experiments) in the second experiment. It thus seems that the systematic selection by
the Nelder-Mead simplex algorithm of the solution with the lowest localization error led
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to an underestimation of that error in the first experiment, and that it had an influence
on the statistical significance of the previously observed drop in localization error.

However, the overall trend is preserved: the localization error with the customized
HRTF sets is lower than with the KU-100 or average HRTF sets. Indeed, the median
APE and QE for the customized HRTF sets are 65◦ and 30 %, respectively, against 73◦

and 34 % for KU-100, and 74◦ and 34 % for the average HRTF set. Unlike in the first
experiment, this difference is not statistically significant, due to considerable variability
between subjects and blocks.

Further work

This last perceptual experiment highlighted the fact that the proposed HRTF tuning
method can be further improved. In particular, it seems that the variability in listener
answering should be taken into account in the optimization process, so as to avoid the
selection of a good performance that could be more due to chance than to the HRTF set
at hand itself.

Using another type of perceptual evaluation altogether might help to reduce variability
in answering, to reduce tuning time, and to improve listener comfort. Indeed, locating
a static non-reverberated sound signal within a cone of confusion is an arduous task,
which was often reported by the participants in the listening experiments. An interesting
alternative is a task that consists in rating a horizontal and/or vertical virtual trajectory.
Indeed, it has been shown by [Zagala20] that ranking HRTF sets using this method
correlates well to ranking HRTF sets based on localization tasks. Furthermore, judging
a trajectory is arguably more playful and user-friendly than reporting the location of a
number of static stimuli. However, in this type of listening tests, HRTF sets are evaluated
relatively to one another, which would require to adapt the optimization process. For
instance, the evaluations could take the form of A/B comparisons, which would likely feel
easier and more comfortable to the listener than absolute judgments.
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(a) APE

(b) QE

(c) PE

Figure 4.18 – Localization error outcome of the second perceptual evaluation: notched
box plots of the APEs (top), QEs (middle) and PEs (bottom) of the baseline (KU-100),
initial and final (Final 5) conditions. The horizontal dotted line shows the localization
error associated with random answers.
On each box, the central red mark indicates the median, the bottom and top edges of
the box the quartiles. Whiskers extend to the most extreme data points not considered
as outliers, which are plotted as red crosses, and defined as the values that are away
from the top or bottom of the box by more than 1.5 times the interquartile range. Two
medians are significantly different at the 5 % significance level if their notches do not
overlap [Mathworks18].
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Appendix A

ABBREVIATIONS

APE Absolute polar error
BEM Boundary element method
CAPZ Common acoustical poles and zeros
CTF Common transfer function
DFEQ Diffuse-field equalization
DTF Directional transfer function
ERB Equivalent rectangular bandwidth
FDTD Finite difference time domain
FEM Finite element method
FM-BEM Fast-multipole boundary element method
HRTF Head-related transfer function
HRIR Head-related impulse response
ICA Independent component analysis
ILD Interaural level difference
ITD Interaural time difference
JND Just-noticeable difference
PCA Principal component analysis
PRTF Pinna-related transfer function
PRIR Pinna-related impulse response
QE Quadrant error
PE Polar error
SFRS Spatial frequency response surface
SH Spherical harmonic
SHD Spherical harmonics decomposition
SWD Spherical wavelets decomposition
TOA Time of arrival
VAS Virtual acoustic scene
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WiDESPREaD Wide dataset of ear shapes and pinna-related transfer functions gene-
rated by random ear drawings
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Titre : Individualisation de la synthèse binaurale par retours perceptifs d’auditeur

Mot clés : audio spatiale, synthèse binaurale, individualisation, HRTF

Résumé : En synthèse binaurale, fournir
à l’auditeur des HRTFs (fonctions de trans-
fert relatives à la tête) personnalisées est un
problème clef, traité dans cette thèse. D’une
part, nous proposons une méthode d’indivi-
dualisation qui consiste à régler automatique-
ment les poids d’un modèle statistique ACP
(analyse en composantes principales) de jeu
d’HRTF à partir des performances de locali-
sation de l’auditeur. Nous examinons la fai-
sabilité de l’approche proposée sous diffé-
rentes configurations grâce à des simulations
psycho-acoustiques des tests d’écoute, puis
la testons sur 12 auditeurs. Nous constatons
qu’elle permet une amélioration considérable
des performances de localisation comparé

à des conditions d’écoute non-individuelles,
atteignant des performances comparables à
celles rapportées dans la littérature pour des
HRTF individuelles. D’autre part, nous exami-
nons une question sous-jacente : la réduction
de dimensionnalité des jeux d’HRTF. Après
avoir comparé la réduction de dimensionalité
par ACP de 9 bases de données contem-
poraines d’HRTF et de PRTF (fonctions de
transfert relatives au pavillon de l’oreille), nous
proposons une méthode d’augmentation de
données basée sur la génération aléatoire de
formes d’oreilles 3D et sur la simulation des
PRTF correspondantes par méthode des élé-
ments frontières.

Title: Binaural Synthesis Individualization based on Listener Perceptual Feedback

Keywords: spatial audio, binaural synthesis, individualization, HRTF

Abstract: In binaural synthesis, providing
individual HRTFs (head-related transfer func-
tions) to the end user is a key matter, which
is addressed in this thesis. On the one hand,
we propose a method that consists in the au-
tomatic tuning of the weights of a principal
component analysis (PCA) statistical model of
the HRTF set based on listener localization
performance. After having examined the fea-
sibility of the proposed approach under vari-
ous settings by means of psycho-acoustic sim-
ulations of the listening tests, we test it on
12 listeners. We find that it allows consider-
able improvement in localization performance

over non-individual conditions, up to a per-
formance comparable to that reported in the
literature for individual HRTF sets. On the
other hand, we investigate an underlying ques-
tion: the dimensionality reduction of HRTF
sets. After having compared the PCA-based
dimensionality reduction of 9 contemporary
HRTF and PRTF (pinna-related transfer func-
tion) databases, we propose a dataset aug-
mentation method that relies on randomly gen-
erating 3-D pinna meshes and calculating the
corresponding PRTFs by means of the bound-
ary element method.
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