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“ Psychohistory was the quintessence of sociology; it was the science of human behavior
reduced to mathematical equations. The individual human being is unpredictable, but the
reactions of human mobs could be treated statistically. [...]

The Three Theorems of Psychohistorical Quantitivity:

- The population under scrutiny is oblivious to the existence of the science of Psychohis-
tory.

- The time periods dealt with are in the region of 3 generations.

- The population must be in the billions for a statistical probability to have a psychohis-
torical validity.

”

Isaac Asimov, Foundation, 1942
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Interactions in Information Spread

by Gaël POUX-MÉDARD

Since the development of writing 5 000 years ago, human-generated data gets
produced at an ever-increasing pace. This rate has been greatly influenced by tech-
nical innovations, such as clay tablets, papyrus, paper, press, and more recently the
Internet. At the same time, new methods designed to handle and archive these
growing information flows emerged: clay archives (Nippur, Mari), early libraries
(Alexandria, Rome’s Tabularia, Athens’ Metroon), religious scriptoriums (abbeys,
monasteries), modern libraries and, more recently, machine learning. Each of these
archival methods aims at easing information retrieval.

Nowadays, archiving is not enough anymore. The amount of data that gets gen-
erated daily is beyond human comprehension, and appeals for new information re-
trieval strategies. Instead of referencing every single data piece as in traditional
archival techniques, a more relevant approach consists in understanding the overall
ideas conveyed in data flows. To spot such general tendencies, a precise comprehen-
sion of the underlying data generation mechanisms is required.

In the rich literature tackling this problem, the question of information inter-
action remains nearly unexplored. Explicitly, few works explored the influence
of anterior human-generated data on ulterior data creation mechanisms. In this
manuscript, we develop a panel of new machine learning methods that explore this
specific aspect of online data generation.

First, we investigate the frequency of such interactions. Building on recent ad-
vances made in Stochastic Block Modelling, we explore the role of interactions in
several social networks. We find that interactions are rare in these datasets.

Then, we wonder how interactions evolve over time. Earlier data pieces should
not have an everlasting influence on ulterior data generation mechanisms ; an ad
may exert a short-term influence on buying behaviours, but would have no influence
on them a decade later for instance. We model this using dynamic network inference
advances on social media datasets. We conclude that interactions are brief and that
their intensity typically decays in an exponential fashion.

Finally, as an answer to the previous points, we design a framework that jointly
models rare and brief interactions. Doing so, we exploit a recent bridge between
Dirichlet processes and Point processes. We improve on this advance and discuss
the more general Dirichlet-Point processes. We argue that this new class of models
readily fits brief and sparse interaction modelling. We conduct a large-scale applica-
tion on Reddit and find that interactions play a minor role in this dataset.

From a broader perspective, our work results in a collection of highly flexible
models and in a rethinking of core concepts of machine learning. Consequently, we
open a range of novel perspectives both in terms of real-world applications and in
terms of technical contributions to machine learning.
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Chapter I

Introduction

I.1 General considerations

With the advent of the Internet, society realized that starting a manuscript as “With
the advent of the Internet” is a banality at best, and obsolete at worst. It has now
been thirty years that the amount of available online data grows exponentially. It
has been twice as much that tools to automatically handle large corpora began to
be developed. The impact of the Internet on societies is now a well-established fact.
We know that large flows of data stream through it every second. We know the im-
portance of developing automated means to make sense of these massive datasets.
We know how crucial the understanding of the underlying mechanisms from which
data emerges is. Or do we?

I.1.1 About these large flows of data

Most Internet users have at least an idea of how little of the total information flows
appears on their usual platforms, be it Facebook, Reddit, Twitter, or any user gener-
ated content platform. Understanding the voices of 5 billion Internet users is not a
human task. What most Internet users do not know, however, is how much data this
represents. As an analogy, think of this child’s dream of reading every book on the
planet –which was eventually doomed after the invention of the press. Taking the
200,000 million books stored at the British Library as a good estimate of the available
literature, such a task would imply reading roughly 5,000 books a day for 80 straight
years. This amount of information represents a rough estimate of 150 terabytes of
textual data. The task seems colossal, even by automated means – the largest textual
model to date GPT-3 is trained on 45TB of text data. However, confronting today’s
reality, the same amount of textual data gets published on Twitter over the course of
a year and a half. It remains a pretty long time, given the same amount of text gets
sent over Whatsapp every single day. Moreover, these numbers are for text only and
do not account for other types of content, such as audio, video, or images.

I.1.2 About the automated means to make sense out large corpora

To “make sense out of the data” can have various interpretations depending on the
studied object. It is often used as a shortcut in scientific articles’ abstracts. A quick
query on any scientific search engine shows this expression systematically refers to
a different aspect of data modelling: understanding tumour growth from medical
reports, boosting a company’s value from utility data, identifying depression in a
pile of text messages, provoking Internet buzzes, etc. The common feature of these
examples is that data are used as a means of an application. To “make sense” out
of large datasets is to be understood as “make them usable” or “describe them in-
depth”. Being able to gather 150TB of Whatsapp messages a day is useless unless
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FIGURE I.1: A cartoon illustrating how the interaction between previous events can condi-
tion present events.

we have an application for it –be it descriptive or applied, medical or commercial,
etc. Making sense of datasets boils down to extracting elements of interest from
them. A lower-level description of “making sense” of it implies defining numerical
quantities to compare data elements to each other. One of such quantities that will be
extensively discussed in this manuscript is entities’ group membership; a favoured
way to describe datasets is to group its elements into clusters and analyse data at
a more tractable level. Clusters containing different data elements are likely to tell
different stories.

I.1.3 About understanding underlying data-generation mechanisms

This point makes use of the two previous ones. We would like to develop models
that explain the emergence of data. For instance, I tweeted this news about the last
Disney movie because I wanted to, as the result of a free choice. However, there
likely is more to it. I may have tweeted because I heard a Disney song in a super-
market, because a Facebook friend talked about it a few days earlier, because I felt
like eating popcorn in the dark after seeing an ad on TV and went to see a random
movie, or because someone got influenced on her side and asked me to go. This
decision has certainly been influenced by these previous exposures and their inter-
actions (see Fig. I.1) –the extent of this influence appeals to philosophical notions
about free will that are not discussed in the manuscript. Either way, the decision
could be explained by underlying influence mechanisms –advertisement, social rela-
tions, hunger, social relations again. At the scale of individuals, understanding these
processes is intractable. However, at the scale of 5 billion Internet users, statistics
may be sufficient to accurately model what happens under the hood. This is what
we call information spread. A piece of influence travels from one person to the other
(people talking), from a media to a person (people browsing the Internet), or from
a media to a media (news replication). Understanding the underlying mechanisms
of information spread can be considered from the angle of individual transmissions:
who/what spread what to who/what. On this matter, many works have modelled
how pieces of information spread from one entity to another. Understanding these
mechanisms is crucial for moderation purposes. For instance: how to surgically stop
the spread of fake news by blocking a few spreader accounts, or by diffusing a denial
from strategic spreaders?; how to nudge populations towards healthier behaviours
by broadcasting the right content on the right platform at the right time –which was
a central objective of Obama’s Nudge Unit?; how to advertise a product using se-
lected spreaders (or influencers in this case) that maximize buys?; etc.
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FIGURE I.2: Independent spread assumption — Pieces of information spread and replicate
independently from each other.

I.2 Motivations

The point about understanding underlying data-generation mechanisms is the one
driving the present work. As stated in the title, we propose to explore how inter-
actions play a role in information spread. A rigorous definition of the interactions
considered in this manuscript will be given further in the introduction (Section I.3.3);
the key point here is that “interacting” is opposed to “independent”. That said, it ap-
pears that most works on information spread consider spreading entities that are
independent of each other. This is poorly illustrated in Fig. I.2.

I.2.1 Most existing models do not consider information interaction

Independent Cascade model

A seminal work that illustrates this paradigm is called the Independent Cascade
model (Kempe, Kleinberg, and Tardos, 2003). In this literature, a node (or user) is
said to be infected when she acts on a piece of information (retweeting a tweet, liking a
post, commenting on news, etc.). In this work, an initial set of users is infected, mean-
ing they act as initial spreaders for a given piece of information (e.g., a virus, a news,
a tweet, etc.). Each spreader has a single chance to infect each of its neighbours in
a network. After deciding whether each node gets infected by its contagious neigh-
bour(s), the time goes forward, and the process repeats. Another model proposed
in (Kempe, Kleinberg, and Tardos, 2003) is the Linear Threshold model. The pro-
cess is roughly the same, except that a node gets infected after repeated exposures
to contagious neighbours. At each time step, the viral charge of a node increases
according to its neighbour’s infection status, and to the strength of the link between
them. In these processes, each node is infected conditionally to its links to other
nodes in the network, but not according to the cascade of infections flowing through
the network. Two cascades spreading simultaneously on a network are assumed to
be independent.

Extensions and other independent-spreading models

Several more recent works could have illustrated that most research is oriented to-
wards considering independent cascades spreading on networks. In (Saito et al.,
2009), the authors propose to extend (Kempe, Kleinberg, and Tardos, 2003) to model
the diffusion process in continuous time (instead of considering time steps). In (Lar-
remore et al., 2012), the authors propose the avalanche cascade model, where one
piece of information spreads from a single node. This work has been extended in
(Poux-Médard, Pastor-Satorras, and Castellano, 2020) to highlight the importance of
network structure in the description of independent diffusion processes. In (Bouri-
gault, Lamprier, and Gallinari, 2016), the authors propose to embed spreaders in a
latent space and to model information diffusion as heat diffusion in this latent space.
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More elaborate models have been proposed to model diffusion processes. Some pro-
pose to consider nodes’ metadata in the modelling (Saito et al., 2011), other to model
the spreading processes according to the spreading content (Barbieri, Bonchi, and
Manco, 2012; Du et al., 2013), or to do both jointly (Lagnier et al., 2013). In all these
works, spreading processes are independent of each other.

Inferring the network from independent cascades

Reversing the problem, several works proposed to infer the underlying spreading
network from the infection cascades. In (Gomez-Rodriguez, Balduzzi, and Schölkopf,
2011), the authors develop the NetRate model that considers infection timestamps
to recover the underlying diffusion network using this single piece of information.
With InfoPath (Gomez-Rodriguez, Leskovec, and Schölkopf, 2013b), they extend
their previous method to model time-varying diffusion networks, and finally in
(Gomez-Rodriguez, Leskovec, and Schölkopf, 2013a) they generalize their previ-
ous works NetRate and InfoPath in a single survival analysis framework, as well
as several ulterior works based on their methodology –MoNet (Wang, Ermon, and
Hopcroft, 2012), KernelCascade (Du et al., 2012). The method has then been ex-
tended to consider the spreading entities’ content (Du et al., 2013; Barbieri, Manco,
and Ritacco, 2017). However, here again, each spreading process is modelled inde-
pendently from the others. Two cascades occurring jointly will not affect each other
i.e., there is no interaction between pieces of information.

I.2.2 Should we consider information interaction?

Before devoting –likely significant– efforts to consider information interaction in all
the models introduced in this section, we should first conclude on its importance
in spreading processes. Answering this question is the guiding thread of the whole
work described in this manuscript.

Studying the role of information interaction can be broken down into three main
parts –discussed at the very beginning of this manuscript. Firstly, we must define
and characterize information interactions in the large flows of data. How to spot
them, how to measure them, are there particular challenges to solve before being
able to study them, etc.? Secondly, we can develop usable models to make sense of
large datasets. Do we improve results on various tasks by considering interactions,
do they have a significant role in our corpora, etc.? Finally, once information inter-
actions have been characterized and shown to influence models’ results, come the
understanding of the unveiled mechanisms at stake. Providing interactions exist,
where do they occur, can we unveil unexpected interaction patterns, do these results
improve our understanding of spreading processes as a whole, etc.?

Providing insights on interactions through the lens of those guiding questions is
the overall motivation of this manuscript. If interactions indeed play a significant
role in information spread, the impact could be broad, as a whole class of infor-
mation spread literature would have to be rethought from the perspective of inter-
actions modelling. If interactions are shown to have lesser importance, our work
would spare ulterior efforts on this problem. However, as it is the norm in research,
we do not expect our conclusions to be so definitive and general. Therefore, our
motivation is mainly about providing a methodology and models for interaction in-
vestigation studies, as well as about glimpsing a global conclusion on interactions in
spreading processes with a case study.
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I.3 Landscape of information interaction modelling

At the end of his –seminal– PhD thesis on the dynamics of diffusion networks, M.
Gomez-Rodriguez states “we have assumed contagions to propagate independently. How-
ever, this is over-simplistic, as noticed recently (Prakash et al., 2012; Myers and Leskovec,
2012). It would be interesting to relax this assumption.” (Gomez-Rodriguez, 2013).

In this section, we review the main efforts that have been made for modelling
interactions in information spread. Our goal here is to brush a global landscape of
what is done on the topic without entering the technical specifics. This section does
not substitute to the more technical state-of-the-art that inaugurates each chapter of
this manuscript.

I.3.1 Theoretical studies

Several models have been proposed to investigate how information competes for
user attention. This first section will treat theoretical works. Authors essentially set
up the supposed rules for diffusion processes, simulate them, and compare them to
ground-truth observations; there is no learning from the data.

Information overload as the consequence of micro-interactions

An early work on the topic (Weng, Flammini, and al., 2012) develops the concept
of information overload. The overload is characterized by the entropy of the meme
topics a user has retweeted. A meme is a piece of information that carries a se-
mantic meaning on online platforms. Here, interactions are considered on a global
scale: we do not know which are the interacting pieces of information, but we ob-
serve the overall effect of the interaction, which is a user’s information overload.
The authors consider users have a given affinity regarding certain memes and are
exposed to them due to their ties to other people in a network. Affinity is defined
as the Maximum Information Path measure (Markines and Menczer, 2009). Finally,
the authors simulate a diffusion process accounting for both user interests and in-
formation overload on a synthetic Erdös-Renyi network (Erdős and Rényi, 1960). In
their experiments, they achieve to manually tune their model parameters and re-
cover aggregated measures that are similar to those observed on Twitter. This work
has been followed by a large-scale quantitative study to describe the role of infor-
mation overload (Gomez-Rodriguez, Gummadi, and Schölkopf, 2014). The authors
find that the maximum information processing rate for tweeter users (in 2010) is 30
tweets per hour, beyond which a user is said to be overloaded. Overloaded users
restrict their attention to specific information sources. The number of sources a user
is likely to retweet reaches a threshold once the number of followees gets large. This
study confirms the need for considering information overload in diffusion processes.
However, considering information overload does not allow to explain how the over-
load happens. Interactions here are considered on a global scale, but the underlying
agent-based interaction mechanisms remain unknown.

Modelling micro-interactions

Other works proposed to tackle information interaction modelling from a micro-
scopic perspective. The idea is to consider each piece of information individually
and observe how it relates to every other spreading entity. In (Beutel et al., 2012), the
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authors propose a diffusion model to infer information outbreaks under the assump-
tion of pair interaction between pieces of information. The proportion of nodes in-
fected by information A, by information B, and by both A and B at time t is described
using a set of differential equations –similar to SIR-like models. A node infected by
a given piece of information can inhibit this node’s sensitivity to the other one. They
illustrate it using web browser (e.g., Firefox, Opera, Chrome, etc.) adoption: in most
cases, one user will use one main browser at the time and will be much less likely to
download another one once infected. The competition between the spreading pieces
of information is accounted for on a global scale –no network is considered. The au-
thors derive some elementary properties of the process they defined and then show
their equations approach real-world users’ behaviour on the adoption of either Fire-
fox or Chrome as web browsers. To obtain these results, the interaction parameter
was tuned manually, as well as several other hyperparameters.

Modelling complex micro-interactions

Recently, the authors in (Zhu, Gao, and Zhang, 2020) proposed a complex model
to account for cooperation and competition among information on social networks.
This model considers interactions at a microscopic scale, meaning that the influ-
ence of each piece of information on the others is considered. The authors jointly
model several attributes: user affinity, information complexity, bot spreaders (nodes
that spread every information given to them), user memory, and social reinforce-
ment. The authors define ad-hoc rules to model a spread that could consider all
these parameters and specifically study the results of the simulations. The proposed
modelling reproduces some emergent effects from this micro-model. However, no
extensive comparison to real-world data is done.

We should learn models from the data

Note that we presented only a snapshot of current research on theoretical interaction
modelling which is sufficient for our demonstration. Several other models tackle
this problem in an analogous way (Wang et al., 2019). The fact that most works are
done in a theoretical framework is decisive in the motivation of the present work.
The models we just presented in this section first define the rules for interacting
processes, and then tune parameters to reproduce global-scale observations on syn-
thetic networks. However, a single effect can arise from several causes. The global
observed retweeting behaviour could arise from information interacting processes,
but it could also arise from other underlying processes –such as hidden ties from
other media sources for instance (Myers, Zhu, and Leskovec, 2012). If most of those
studies develop interesting models, we believe it is fundamental to follow the op-
posite process: first, we should learn the model from the data, and then analyse its
characteristics, instead of first defining an ad-hoc model and only then comparing
its results to the data. In the next section, we present works that tackle the problem
of information interaction modelling from a machine learning perspective.

I.3.2 Data-driven studies

Clash of the Contagion

To our knowledge, Clash of the contagions (Myers and Leskovec, 2012) is the ear-
liest attempt to learn the interaction intensity from the data. This work extensively
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refers to (Beutel et al., 2012), as it proposes to infer the pair-interaction parameter de-
scribed in the previous section. Their main motivation is the prediction of retweets
on Twitter. It estimates the probability of retweeting a piece of information given
the last tweets a user has been exposed to, according to their position in the Twitter
feed. To do so, they define a block-model trained on quadruplets (tweet A, tweet B,
∆t, tweet B retweeted?) where ∆t represents the time separation between A and B.
Tweets are first grouped into clusters –one different cluster at each time slice–, and
clusters interact with each other to determine whether yes or no the tweet B has been
retweeted by the exposed user. The authors conclude that most interactions between
tweets are weak, but that their overall effect cannot be neglected.

However, the method suffers various flaws. Most importantly, it is based on a
questionable hypothesis on the prior probability of a retweet (in the absence of inter-
actions). The probability of retweets in the absence of interactions is defined as equal
to the frequency of retweets. Interactions are defined on this ground. We show later
in this manuscript that this assumption does not hold, and thus makes conclusions
about information interactions sloppy. Other technical problems have been encoun-
tered during the replication of their results. Typically, the approach does not have
convergence guarantees and is ill-defined – typically because the model’s “probabil-
ities” are not constrained to be between 0 and 1. A note on our implementation to
alleviate some of these problems is provided in Appendix, Section II.1.

Correlated cascades

Another work that tackles interaction modelling from a machine learning point of
view proposed the Correlated Cascade model (Zarezade et al., 2017). In this work,
the authors define a marked Hawkes process to model how existing pieces of in-
formation condition the appearance of ulterior pieces of information in a network.
Explicitly, it models the rate at which each of two pieces of information flow through
the network’s edges depending on the (non-)presence of each information type. The
Hawkes process models the intensity of the flows between each user, and the inter-
action term is tuned by a hyper-parameter β.

The final aim is to infer the latent diffusion network of an interacting spread-
ing process. If the interaction parameter is not directly inferred as in (Myers and
Leskovec, 2012), its tuning indirectly relies on observation from the data, as it plays
a role in the inference of the diffusion network. The authors show that their model
allows recovering global processes on real-world spreading processes on Twitter. In
the conclusion, the authors formulate the open problem of learning several kernels
and the interactions intensity parameter β, that we address in our work.

Further learning-based studies?

In the previous section, we only presented a snapshot of the available works on in-
formation interaction modelling from a theoretical perspective. However, to the best
of our knowledge, the two models introduced in this section are quite an exhaustive
list of machine learning efforts investigating this problem. This concurs with an-
other recent survey on coevolution in information spread (Wang et al., 2019), which
only cites (Myers and Leskovec, 2012; Zarezade et al., 2017) as examples of learning
interactions in information spread.

On one hand, (Myers and Leskovec, 2012) proposes to model the interaction term
between pair interactions, does not consider continuous-time modelling, suffers var-
ious formulation flaws and arguable assumptions. On the other hand, (Zarezade et
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FIGURE I.3: Illustration of the definitions — Spreader, Information, Decision, and Interac-
tion.

al., 2017) models continuous-time processes and considers pair interactions but does
not infer the interaction parameter, which must be tuned. This leaves plenty of space
for our work to fit in. As we will discuss in the next section, we will fill these gaps
by developing a framework that models the interaction parameters, over continuous
times, and that can consider not only pair interactions but n-order interactions for a
reasonable computational cost.

I.3.3 Definitions

In the works introduced in the section above, words such as “interaction” or “in-
formation” can have many different meanings. For instance, interactions can take
place between users, pieces of information, a user and its environment, etc. In this
section, we give a strict definition of key concepts present we use throughout this
manuscript. In doing so, we frame our work into a specific research area. These
concepts are illustrated in Fig. I.3.

Spreader — An agent that is likely to spread a piece of information to other
spreaders. In the context of social media, spreaders are often referred to as users.
For instance: a tweeter user, a member of a friends/family group, a journalist, an
influencer, etc.

Information, or Entity — Any object that is susceptible to have an influence on
spreaders. It carries a semantic meaning. For instance: a tweet, a meme, a song, a
virus, a news article, etc.

Decision — The action of a spreader when facing an entity. The decision can
be endogenous (the spreader acts on the entity alone, e.g. by sharing it, liking it,
clicking on it, reacting to it, etc.) or exogenous (the spreader creates a new entity as
a consequence of the first one, e.g. a denial, an answer to a mail, to a tweet, etc.). A
diffusion is a set of individual decisions. For instance: a retweet cascade, an internet
buzz, a Youtube trend, etc.

Interaction — When the joint effect of several entities does not equal the sum of
their individual effect on spreaders. For instance, imagine a spreader that retweets
(decision of retweeting noted x) a tweet A given only A with 10% chance, retweets
the same tweet given only tweet B with 50% chance, but also retweets A given tweet
A and tweet B with a 15% chance. We say there is interaction between A and B,
because P(x|A)P(x|B) = 5% ̸= P(x|A, B) = 10%. In this example, this interaction
raises the decision probability by 5%. We sketch an illustration for this definition in
Fig. I.4.
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P(x|A)=a

A

A

B

B

B

B
P(x|A)=(1-a)

PA(x|B)=b

PA(x|B)=(1-b)

PA(x|B)=c

PA(x|B)=(1-c)

FIGURE I.4: Definition of an interaction — Probability tree for action x given the presence
of A and B. We always have the following relation P(x|A, B) = P(x|A)PA(x|B). Now if
b = c, we have P(x|B) = P(x|A)PA(x|B) + P(x|Ā)PĀ(x|B) = PA(x|B) = PĀ(x|B). The
independence relation follows: P(x|A, B) = P(x|A)P(x|B). If b ̸= c, the independence

relation does not hold; there is an interaction between A and B regarding x.

I.4 About this manuscript

I.4.1 Problematic

We formulate our problem in the following terms:

How to model interactions between pieces of information so as
to evaluate their impact on spreading mechanisms?
We decompose this guiding thread into four more specific questions:

Question 1 — How frequent are interactions?
Do significant interactions occur between each spreading entity individually? Or
are they rare? Can we define groups of interactions? How to model possibly rare
phenomena?

Question 2 — How persistent are interactions?
Do interactions last in time? How long does the influence of a piece of information
remain significant? How to unveil generic interaction temporal trends?

Question 3 — Can we efficiently model interactions?
Given an answer to our two first questions, can we develop a global model that
would account for possibly rare and brief interactions? Could such a model han-
dle large corpora? What challenges arise in its development, and how to overcome
them?

Question 4 — Do interactions play a significant role in spreading processes?
Provided we develop a way to efficiently model interactions, we can conclude on
the importance of interactions in real-world diffusion processes. In which corpus
is it relevant to consider information interaction? Do interactions play a significant
role in it? Do we unveil unsuspected interaction patterns?
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TABLE I.1: Contributions presented in this manuscript — Our contributions are listed
below in the order of their appearance in the text.

SIMSBM IMMSBM SDSBM InterRate PDP PDHP MPDHP
Chap. II Chap. II Chap. II Chap. III Chap. IV Chap. IV Chap. IV

Q1 Q1 Q1 Q2 Q3 Q2,Q3 Q1-Q4
Self-interactions x x x x x x x
Pair-interactions x x x x x x
N-interactions x x x x

Clustering x x x x x x
Discrete time x x x x

Continuous time x x x
Online inference x x x

I.4.2 Plan and contributions

Our contributions in this manuscript are multiple. Overall, we develop a method-
ology to investigate the role of interactions in spreading processes. In doing so, we
derive models that are based on radically different fields of machine learning. These
models are applied to interaction modelling but can serve much more global pur-
poses. All our contributions in terms of models are summarized in Table I.1.

I.4.2.a Chapter II – Stochastic Block Models (Question 1)

Publications — Section II.2.3: (Poux-Médard, Velcin, and Loudcher, 2021b)

In this chapter, we observe if there are regularities in the way interactions may hap-
pen by using recent advances in Stochastic Block Modelling (SBM). We assume that
subsets of pieces of information exhibit similar interaction patterns.

Section II.2.2 — We derive a global framework that generalizes several existing
Stochastic Block Models. It allows to consider an arbitrarily high number of labels
as an input, and an arbitrarily high order of interaction between them, to make pre-
dictions on multi-label outputs.

Section II.2.3 — We consider a special case of this global framework. We inves-
tigate the role of interactions on several social media datasets (Twitter, Reddit, and
Spotify). Our conclusions in this section are that most interactions are weak (or that
significant interactions are rare), but that they play a non-negligible role on global
scales. We emphasize the need for clustering pieces of information to unveil global
interaction patterns.

Section II.3 — The models developed in the previous section are highly flexible
but do not allow to model time. In this section, we will develop a simple way to
incorporate time in the models discussed previously in the form of a Dirichlet prior
on observations.

I.4.2.b Chapter III – Temporal diffusion networks (Question 2)

Publications — Section III.3: (Poux-Médard, Velcin, and Loudcher, 2021a)

In this chapter, we consider the temporal aspect of information interaction.

Section III — We develop a convex model that infers the temporal evolution of
interactions influence. Typically, given two entities at different points in time, our
model allows us to investigate how influential was the first entity concerning a pos-
sible action on the second one. The model, baptized InterRate, is convex and can be
run in parallel. We specifically apply InterRate to interaction modelling on Twitter.
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We find that the most significant interactions happen immediately after the appear-
ance of an influential piece of information. The overall conclusion of this section is
that interactions in spreading processes are brief. Typically, we find that the intensity
of interactions on Twitter decreases exponentially as time goes forward. Besides, we
find once again that most interactions are weak.

I.4.2.c Chapter IV – Dirichlet-Hawkes Processes (Question 3 and Question 4)

Publications — Section IV.4: (Poux-Médard, Velcin, and Loudcher, 2021c)

In this chapter, we report our steps towards a model that answers the challenges
raised in the two previous chapters.

Section IV.3 — We first take the Dirichlet Process (DP) as a base, and generalize
it as a special case of the Powered Dirichlet Process (PDP). Specifically, it allows to
control the importance of the “rich-get-richer” assumption.

Section IV.4 — We then use the PDP and the Dirichlet-Hawkes Process (DHP)
as a base to develop the Powered Dirichlet-Hawkes Process (PDHP). This model
can model intra-cluster temporal interaction, meaning that information groups self-
interact. It can also handle challenging situations where text is rare or where publi-
cation dynamics are intricate.

Section IV.5 — We extend PDHP to the Multivariate Powered Dirichlet-Hawkes
Process (MPDHP) to model intra- and extra-cluster temporal interactions. The main
output of this model is a temporal interaction network between clusters of docu-
ments.

Section IV.6 — Finally, we apply the MPDHP to a large-scale real-world Reddit
news dataset and conclude on the role of information interaction in its underlying
spreading processes.

TABLE I.2: Codes and datasets

Model Link External datasets

SIMSBM https://github.com/GaelPouxMedard/SIMSBM (Harper and Konstan, 2015)
(Gutiérres-Roig et al., 2016)

IMMSBM https://github.com/GaelPouxMedard/IMMSBM (Hodas and Lerman, 2014)
(Baumgartner et al., 2020)

SDSBM https://github.com/GaelPouxMedard/SDSBM
(Kumar, Zhang, and Leskovec, 2019)

(Clauss et al., 2021)

InterRate https://github.com/GaelPouxMedard/InterRate
(Bereby-Meyer and Roth, 2006)

(Hodas and Lerman, 2014)
(Cao and Sun, 2019)

PDP https://github.com/GaelPouxMedard/PDP (Clauss et al., 2021)
PDHP https://github.com/GaelPouxMedard/PDHP (Baumgartner et al., 2020)

MPDHP https://github.com/GaelPouxMedard/MPDHP (Baumgartner et al., 2020)

I.4.3 Reproducible research

“Non-reproducible single occurrences are of no significance to science”, in The Logic of Sci-
entific Discovery (Popper, 1935)
“We may say that a phenomenon is experimentally demonstrable when we know how to
conduct an experiment which will rarely fail to give us statistically significant results”, in
The Design of Experiments (Yates, 1935)
“Improving the reliability and efficiency of scientific research will increase the credibility of
the published scientific literature and accelerate discovery.”, in A manifesto for reproducible
science (Munafò et al., 2017)

https://github.com/GaelPouxMedard/SIMSBM
https://github.com/GaelPouxMedard/IMMSBM
https://github.com/GaelPouxMedard/SDSBM
https://github.com/GaelPouxMedard/InterRate
https://github.com/GaelPouxMedard/PDP
https://github.com/GaelPouxMedard/PDHP
https://github.com/GaelPouxMedard/MPDHP
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All the experiments presented in this manuscript are available on GitHub. The
repositories contain the datasets along with the Python implementation used for
running the experiments. Note that datasets which are not referenced here have
been gathered by us –Spotify, PubMed, Reddit. We reference the material used for
each of the models presented throughout this manuscript in Table I.2.
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Chapter II

Stochastic Block Models –
Interactions are rare

Abstract

A straightforward way to represent interactions is to embed them as a network.
Entities are nodes of this network, and interactions between these entities are link
between these nodes. These links can be of diverse types; they are labelled. The last
years have seen a regain of interest in stochastic block modelling of such labelled
networks, which canonical decomposition-based methods are not fit to tackle.

Section II.1, we first consider static stochastic block models and their use for in-
teraction modelling. Existing models are not fit for modelling interactions: the num-
ber of entities that can interact is limited and higher-order interactions are not al-
lowed, which is extremely restrictive when it comes to modelling highly interacting
systems.

Section II.2, to answer these limitations, we show in Section II.2.2 that most of
the state-of-the-art models are all special cases of a global framework, the Serialized
Interacting Mixed membership Stochastic Block Model (SIMSBM). This generaliza-
tion now allows modelling an arbitrarily large context as well as an arbitrarily high
order of interactions.

We then consider a special case of SIMSBM in Section II.2.3 to model interactions
between entities. This particular iteration is denoted by SIMSBM(2), or Interacting
Mixed Membership SBM (IMMSBM). We investigate the role of interactions between
entities (hashtags, words, memes, etc.) and quantify their importance in several real-
world datasets.

Section II.3, we introduce a simple way to incorporate dynamic modelling into
SIMSBM in the form of a temporal prior on the model’s parameters. The proposed
approach relies on the single assumption that dynamics are not abrupt. We demon-
strate the interest of our method on several synthetic experiments and four real-
world datasets.

Section II.4, we report our first conclusion: interactions are sparse. Significant
interactions take place only between a limited fraction of cluster pairs, and between
an even smaller fraction of entity pairs. However, their overall impact increases
the predictive accuracy of the models. This underlines the necessity of considering
clusters of entities to efficiently model such sparse interactions.

Published works:
• (Poux-Médard, Velcin, and Loudcher, 2022b) in Section II.2.2
• (Poux-Médard, Velcin, and Loudcher, 2021b) in Section II.2.3
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II.1 Introduction

II.1.1 Motivation

Social networks such as Facebook, Reddit or WhatsApp let individuals share and
compare ideas. Modelling the mechanisms of these exchanges can help us under-
stand why and how various pieces of information (e.g., hashtags, memes, ideas,
etc.) flow through communities. We refer to these pieces of information as enti-
ties. In particular, we suppose that entities can interact with each other. Someone’s
opinion on a given entity might be influenced by previous entities this person has
been exposed to; we say there is an interaction between entities. For instance, a
customer that bought a smartphone might be interested in side accessories such as
headphones or selfie sticks, but a customer that bought a smartphone and a camera
lens extension might be more interested in buying a professional camera. An ap-
proach without interactions would be less successful here, since each product can
lead to a greater number of different recommendations. Considering interactions
would narrow the field of possible outcomes. The same line of reasoning can be
applied to the prediction of retweets (user exposures to tweet A and tweet B affects
the retweet probability of C), music playlist building (which song should be added
to a playlist given the last songs a user listened to), detection of controversial posts
(which combinations of words trigger which answers), etc. Our goal is to infer such
underlying relations between entities.

Up to now, little work has been done on investigating the role of interacting en-
tities in users’ decisions (retweet, share, comment answer, etc.), or outcomes. Several
previous works on information diffusion theory consider a user acting on an isolated
piece of information (Pastor-Satorras et al., 2015; Poux-Médard, Pastor-Satorras, and
Castellano, 2020). On some occasions, theoretical frameworks have been developed
to investigate how the presence of concurrent pieces of information affects the ac-
tion a user exerts on them in a network (Beutel et al., 2012). However, a fundamen-
tal question that remains unanswered is how pieces of information interact in the
informational landscape.

II.1.2 Overview of the proposed approaches

Representing interactions as a network

A straightforward way to represent interactions is to embed them as a network.
Entities are nodes of this network, and interactions between these entities are link
between these nodes. Given interactions can give rise to various outcomes (e.g.,
retweet of A, like of B, etc.), there must be one link per possible outcome – the links
are labelled.

In real-world applications, the number of interacting entities can be considerable.
Modelling each individual labelled link between all of these entities is infeasible
in practice. However, the task becomes tractable if we suppose that sets of nodes
behave similarly with respect to other sets of entities. The idea is to infer such sets, or
clusters, and model only the labelled ties between those. A schematic representation
of these assumptions is proposed in Fig. II.1.
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Cluster 1

Cluster 2
Cluster 3

FIGURE II.1: Illustration of the stochastic block modelling — (Left) A set of 100 nodes is
densely connected. There is a total of 100x100 links between these nodes to model. The
SBM assumption is that sets of nodes behave similarly – here the nodes that share the same
background colour (Right) The SBM approach proposes to model only the relations between
these sets of nodes instead of each pair. In this case, it leaves us with 3x3 ties to model (we

count the self-ties), as well as the node’s membership.

Spotting regularities in the interactions

In general, clustering is a core concept of machine learning. Among other applica-
tions, it has proven to be especially fit to tackle real-world recommendation prob-
lems. A recommendation consists in guessing an outcome given a certain context.
This context can often be represented as a high dimensional set of input entities. On
retail websites, for instance, the context could be the ID of a user, the last product
she bought, the last visited page, the current month, and so on; the outcome would
be whether this user buys a given product. Clustering algorithms look for regular-
ities in these datasets to reduce the dimensionality of the input context to its most
defining characteristics. Continuing the online retail example, a well-designed algo-
rithm would spot that a mouse, a keyboard, and a computer screen are somehow
related buys and that the next buy is likely to be another computer device. Besides,
as stated before, subsets of users are likely to share a similar interest in a given prod-
uct if their buying history is similar. We can define such groups of people that share
similar behaviours using clustering algorithms; this is called collaborative filtering.
One of the most widely used approaches to perform this task efficiently relies on
tensor decomposition.

Tensor decomposition approaches

Tensor decomposition approaches provide a variety of efficient mathematical tools
for breaking a tensor into a combination of smaller components. One of the most
popular tensor decomposition methods is Non-negative Matrix Factorization (NMF).
Its application to recommender systems has been proposed in 2006 on Simon Funk’s
blog for an open competition on movie recommendation (Koren, Bell, and Volinsky,
2009). The underlying idea is to approximate a target 2-dimensional real-valued ob-
servations tensor D ∈ R+ I×J (a positive real matrix in this case) as the product of
two lower dimensional matrices W ∈ R+ I×K and H ∈ R+K×J such that D = WH.
This approach has seen numerous developments, such as an algorithm allowing its
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online optimization (Fung, Li, and Cheung, 2007; Cao et al., 2007). Thanks to its
low computational cost, this method is still today at the core of many real-world
large scale recommender systems. However, a major drawback of NMF is that it
can only consider two-dimensional data. Several extensions have been proposed to
consider n-dimensional data. A straightforward generalization of NMF is the Tensor
Factorization, that generalizes NMF to infer an n-dimensional matrix D ∈ RI×J×...

as the product of a core tensor C ∈ RK×L×... with n smaller matrices M1 ∈ RI×K,
M2 ∈ RJ×L, and so on, such that D = CM1M2...Mn (Karatzoglou et al., 2010). This
approach allows to consider a larger context as input data. Several variants have
been proposed based on similar ideas (Hidasi and Tikk, 2012; Bhargava et al., 2015).

Another popular decomposition method is the Singular Value Decomposition
(SVD) (Klema and Laub, 1980). It generalizes the concept of eigenvalue decompo-
sition to non-square matrices. As NMF, it has been used to a great extent in rec-
ommender systems. The idea is to approximate a positive real-valued matrix D ∈
R+ I×J by the product of three matrices U ∈ R+ I×K, S ∈ R+K×K and V ∈ R+K×J .
Geometrically, SVD can be interpreted as the decomposition of the initial transfor-
mation matrix D as the composition of 3 elementary operations: one scaling S and
two rotations U and V.

Yet another class of tensor decomposition is called Tensor rank or Canonical
Polyadic (CP) decomposition. It is at the base of several popular decomposition
methods that consider a sum of rank-one matrices instead of a product decomposi-
tion. In this case, an n-dimensional tensor is approximated as the sum of rank-one
tensors (Harshman, 1970; Carroll and Chang, 1970). Several extensions based on CP
have been proposed (Acar et al., 2010; Filipović and Jukić, 2015).

Limitations of tensor decomposition methods

All the decomposition methods introduced in the previous paragraph are based on
the linear decomposition of a real-valued tensor D, which makes them unfit to tackle
discrete problems. These methods can efficiently infer continuous outputs (the rat-
ing of a movie as in (Koren, Bell, and Volinsky, 2009) for instance, or the number of
buys of a product) but must be tweaked to consider discrete outputs (the next buy
on an online retail website for instance). In this case, a possible approach consists
in mapping all possible discrete outputs as a continuous variable. This is straight-
forward as in the case of movie ratings, because the set of possible ratings (1, 2, 3,
...) can be ordered on a continuous scale. However, for recommending one of sev-
eral products (mouse, keyboard, computer, ...), the mapping of possible outputs to a
continuous value is not trivial. To consider discrete data in decomposition methods,
we can add another dimension to the input tensor, whose size equals the number of
possible outputs. Then, the algorithm optimizes the model based on the frequency
of each of those items. This trick induces a strong bias and increases the complexity
of the algorithm.

Bayesian network modelling

To answer this problem, recent years have seen a growing interest in the literature
on Stochastic Block Modelling (SBM). The core idea is to represent the data in the
form of a network and apply Bayesian network inference methods to the resulting
graph. In particular, these methods assume a block structure. Each node of the net-
work is associated with a block, and blocks relate to each other through a latent block
interaction network, which can be labelled. The labels correspond to each possible
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FIGURE II.2: Illustration of the SIMSBM principle — Two input entities are embedded
as nodes, linked together by labelled edges. Edges represent the probability of an output
given a combination of nodes. Instead of directly modelling such links, we assume a block
structure to this network. Nodes belong to clusters to a certain extent, and only the labelled

links between these clusters are modelled.

output, and must not be mapped on a continuous scale, as in (Carroll and Chang,
1970; Klema and Laub, 1980; Koren, Bell, and Volinsky, 2009). This makes the model
fit to explicitly consider problems such as movie recommendation without the need
for mapping movies as an additional dimension in the observation tensor. Besides,
learning does not rely on linear algebra decomposition methods, but on Bayesian
learning. It provides greater interpretability of the results and relies on solid statis-
tical foundations; the model actually learns from the data. Besides, Bayesian mod-
elling allows us to incorporate a priori knowledge on the data –and we will make
extensive use of it in Section II.3.

We represent a schematic example of the type of Stochastic Block Model we con-
sider in this chapter in Fig. II.2. In this case, we have two input entities that are em-
bedded as nodes. They are linked together by labelled edges, which represent the
probability of an output given the entities’ combination. Instead of directly mod-
elling such links, we assume a block structure to this network. Nodes belong to
clusters to a certain extent, and only the labelled links between these clusters are
modelled.

We extensively review this class of models in the sections below and present our
proposed improvements to tackle interaction modelling. Explicitly, we first general-
ize the existing labelled stochastic block models so that they can model high order
interactions, arbitrary large input contexts, and provide predictions on as many out-
put labels as wanted (Section II.2). In a second time, we design a temporal plug-in
for our model. It allows to model temporal variations of the block model’s parame-
ters with high accuracy at a minimal cost –in terms of data needed, simplicity of use
and numerical complexity (Section II.3).
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II.2 Static interactions

II.2.1 State of the art, limitations, and contributions

II.2.1.a Modelling static interactions

Accounting simultaneously for multiple pieces of information is motivated by nu-
merous descriptive studies on multimodal networks structure (Sun and Han, 2012;
Shi et al., 2016; Huan et al., 2017; Rashed et al., 2020). Typically, in (Sun and Han,
2012), the authors study interaction between multiple entity types via a heteroge-
neous network representation and define clusters of entities based on the struc-
tural properties of the resulting graph. However, as pointed out by the authors,
this method is heavily influenced by the structural clustering method used –in this
case a meta-path-based clustering (Sun, 2011). Moreover, defining edge weights in
heterogeneous graphs is subjective and requires additional learning algorithms.

As seen in the introduction, several works proposed to model the diffusion of
information as the result of an interaction between entities (Beutel et al., 2012). Fol-
lowing a similar idea, (Myers and Leskovec, 2012) investigated interactions between
contagions on Twitter. The authors aim to find the interaction factors between differ-
ent tweets in activity feeds. Their findings suggest that interactions between tweets
play a determinant role in their retweet probability. The authors assume that there is
an inherent virality for every tweet (that is an inherent probability to be retweeted)
computed from the frequency of retweets, to which is added a small interaction term.

(Myers and Leskovec, 2012) paves the way to model interactions in information
spread but presents various limitations that we are alleviated by using Stochastic
Block Models. Firstly, the method proposed by the authors makes predictions solely
based on tweets that have been observed in the feed of a given user. It therefore
limits the application range of the model uniquely to systems based on the retweets
(or share) concept, where information has to appear first to be spread. This model
is hardly applicable to systems that are based on exogenous reactions (e.g., online
forums, playlist building and recommender systems) where information can appear
as a consequence of different entities (“Capital” + “Netherlands” → “Amsterdam”).
An SBM-based modelling allows outcomes that are different from the input entities.
Secondly, interaction is defined as a modulation of the frequency of retweets of a
given tweet in any context (i.e., P(X) = fX + ∆Pinter(X)). We argue this can lead
to false conclusions about interactions. Imagine that interactions lead to a shift of
∆P(X) on the actual virality VX of a retweet. This interaction happens in a fraction
s of all observations of a given tweet being retweeted. The virality VX,hyp as defined
in (Myers and Leskovec, 2012) equals the frequency of retweets: VX,hyp = VX(1 −
s) + (VX + ∆P(X))s = VX + s∆P(X), which is by construct larger than the actual
virality of a retweet by a term s∆P(X). Therefore, defining interaction according
to this quantity is wrong. Virality needs to be inferred by the model at the same
time as the contribution of interactions to be properly defined, which the proposed
SBM-based modelling allows.
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II.2.1.b Stochastic Block Models

Stochastic Block Models

As already stated, recent years saw a growing interest for Stochastic Block Models
(SBM) to tackle collaborative filtering problems in recommender systems (Godoy-
Lorite et al., 2016; Tarrés-Deulofeu et al., 2019; Poux-Médard et al., 2021). These mod-
els first cluster input entities together and then analyse how clusters relate to each
other. Each input entity can either be associated to one cluster (Single-Membership
SBM, or SBM) (Holland, Laskey, and Leinhardt, 1983; Guimera, Llorente, and Sales-
Pardo, 2012; Funke and Becker, 2019) or to a distribution over available clusters
(Mixed Membership SBM, or MMSBM) (Airoldi et al., 2008). While the single mem-
bership SBM has been successfully applied to a wide range of problems (Guimera,
Llorente, and Sales-Pardo, 2012; Guimerà and Sales-Pardo, 2013; Cobo-López, Godoy-
Lorite, and Duch, 2018; Funke and Becker, 2019), inference is done using greedy al-
gorithms, typically simulated annealing, making it unfit for large scale real-world
applications (Godoy-Lorite et al., 2016).

Mixed Membership Stochastic Block Models

The Mixed-Membership SBM (MMSBM) is a major extension of Single-Membership
SBM that has been proposed in the seminal work (Airoldi et al., 2008). In the frame
of collaborative filtering for recommender systems, (Godoy-Lorite et al., 2016) pro-
posed the Bi-MMSBM extension. This formulation generalizes the Matrix Factor-
ization model. In this approach, entities of different type (e.g., users and movies in
this case) are grouped into distinct clusters whose interaction result in an outcome
(e.g., a rating on a movie). This model has later been extended as the T-MBM to
consider triples of input entities instead of pairs (Tarrés-Deulofeu et al., 2019). It as-
sumes that all the entities in a given triplet are linked together by a given label. This
boils down to assuming data can be represented in the form of a tripartite network
instead of a bipartite network.

The need for a more global framework

However, the existing literature does not answer all the challenges inherent to inter-
action modelling.

First, these models allow considering only interaction pairs, which are arguably
not exhaustive enough to correctly model the interaction processes at stake (Steck
and Liang, 2021). As stated in the introduction, interactions can involve an arbitrar-
ily large number of entities. For instance, a Twitter user might want to retweet an
entity based on its content, but also on the previous tweets she has been exposed
to, the hour of the day, the last tweet she published, etc. No existing MMSBM vari-
ation proposes a solution for considering an arbitrarily large number of interacting
entities.

Second, none of the existing models consider the case where interacting entities
are of the same type. Entities of the same type carry the same semantic meaning (e.g.,
two movies are of the same type “movie”, but a movie and a director are of different
types). When considering input entities of the same type, permutation-invariant
clustering must be accounted for: the probability of an output given entities (A, B)
should not differ from the probability of this output given (B, A). This may not
hold when the order of entities’ apparition is considered, which is not the case here.



20 Chapter II. Stochastic Block Models – Interactions are rare

We consider as input an unordered set of entities, hence the need for permutation-
invariant modelling.

Considering the interaction between entities of the same type is novel and impor-
tant. When ignoring it, a user on Netflix is predicted to like a given movie because
she is partially part of the group that liked the movie A and partially part of the
group that disliked movie B, but all those groups are independent of one another
(Koren, Bell, and Volinsky, 2009; Godoy-Lorite et al., 2016). The friendship between
individuals is determined based on the independent groups of friends they belong
to, but not based on the joint belonging to various groups (Airoldi et al., 2008; Jamali,
Huang, and Ester, 2011). A drug might interact with another one, but the joint inter-
action of two drugs on a third one cannot be investigated (Guimerà and Sales-Pardo,
2013). Typically, in (Godoy-Lorite et al., 2016), embedding pieces of information of
the same type in a bipartite graph seems irrelevant: an entity should not interact
differently with another one (or belong to different clusters) because it is on the left
or the right side of this bipartite graph. Instead, we need to enforce a permutation-
invariant interaction.

II.2.1.c Contributions

In this section, we present the Serialized Interacting Mixed Membership Stochastic
Block Model (SIMSBM). The SIMSBM is a global framework that generalizes several
state-of-the-art models which tackle the problem of discrete recommendation by a
Bayesian network approach –including but not limited to (Airoldi et al., 2008; Koren,
Bell, and Volinsky, 2009; Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al., 2019) and
the IMMSBM model presented in Section II.2.3.

First, we present the proposed framework and develop an Expectation Maxi-
mization (EM) optimization procedure (Section II.2.2.a). Then, we review previous
works on Stochastic Block Models that are used in collaborative filtering and detail
for each one how to recover it as a special case of our framework (Section II.2.2.c).
Experiments are then conducted on 6 real-world datasets and compared to standard
baselines of the literature (Section II.2.2.d). We show our formulation allows us to
obtain better recommendations than existing methods either by adding layers to
the modelled multipartite graph or by adding higher-order interaction terms in the
modelling.

Then, we proceed to an in-depth study of a special case of the SIMSBM applied
to interactions modelling, named IMMSBM. We consider the case where two input
entities of the same type interact with each other and influence the probability of
an output (Section II.2.3.a). We consider four real-world datasets that are expected
to comprise underlying interaction processes: Twitter (entities are tweets and out-
comes are retweets), Reddit (entities are words in a post and outcomes are words in
an answer), Spotify (entities are songs in a user-generated playlist and outcomes are
songs added next) and PubMed (entities are symptoms and outcomes are diagnosed
diseases) (Section II.2.3.c). We compare to similar works that do not consider interac-
tions; we also discuss and discard a core assumption made in (Myers and Leskovec,
2012) on interaction modelling in information spread (Section II.2.3.d). We investi-
gate in detail the role of interactions in the proposed corpora. Finally, we conclude
that significant interactions between spreading entities are rare (Section II.2.3.e).

II.2.2 SIMSBM – A global MMSBM framework

This work has been published, see (Poux-Médard, Velcin, and Loudcher, 2022b)
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II.2.2.a SIMSBM – Serialized Interacting MMSBM

Overall idea

The goal of the SIMSBM is to recommend an output entity, that is one o in O possible
outputs entities, given a context –for instance, o can take any label in O = {1, 2, 3}.
To do so, it considers data in the form of a multipartite network. A multipartite
network is a generalization of the bipartite network (two layers of nodes with no
intra-connection within layers) to any number N of layers.

The network’s nodes are the context elements. They are called input entities fn,
each of which is one of Fn possible input entities –for instance, f1 can take one value
in F1 = {A, B, C}, f2 can take one value in F2 = {D, E, F}, etc. One hyper-edge
between the N input entities (or nodes) of a context represents the probability of a
given output entity o, that is P(o ∈ O| f1 ∈ F1, ..., fN ∈ FN).

The SIMSBM clusters input entities (or nodes) together and infers edges between
these clusters to form a smaller multipartite network. Each node fn is associated with
a certain extent to each cluster kn among Kn possible clusters for layer n. The adja-
cency matrix of this network is noted p(o ∈ O|k1 ∈ K1, ..., kN ∈ KN) –note the lower-
case p for the clusters-interaction network. This projection is illustrated in Fig. II.3.
The notations used throughout this section are given in Table. II.1.

Input data

Formally, input data of the SIMSBM is noted R◦. Its entries are tuples of form ( f⃗ , o).
The vector f⃗ = ( f1, ..., fN) represents a context, whose entries fn are the input entities
that can be one of Fn possible input entities; outputs are designated by o and can be
any of the O possible outputs. Each Fn and O are unordered sets containing the labels
each fn and o can take. Each input entity is represented as a node in a layer of the
multipartite network (circles in Fig. II.3). The number of layers of the multipartite
graph is then N = | f⃗ |; each layer n comprises Fn nodes. For each node in each
layer, the SIMSBM infers a vector θ⃗i ∈ [0, 1]K that represents its probability to belong
to each of K possible clusters (i.e., associate each circle to a distribution over the
squares in Fig. II.3).

Input entities are of a given type; entities of the same type carry the same seman-
tic meaning and are drawn from the same set of possible values. We note a( f ) the
function that associates an input entity f to its given type, and Ka( fn) the number
of available clusters for this type. Entities of the same type can interact with each
other but are forced to share the same cluster membership matrix. For instance,
consider a user rating a movie according to the pair of actors starring in it: the
context vector takes the shape (user, actor1, actor2). In this example, one entity is
of type “user”, and the two others are of type “actor”, and each of the three enti-
ties is embedded in its own layer of a multipartite graph. When creating clusters,
the SIMSBM enforces that the two layers of type “actor” share the same member-
ship matrix, while the layer accounting for the type “user” has its own membership
matrix. This structure is exactly the same as the one depicted in Fig. II.3. This is
needed to get results that are permutation independent, meaning in our example
that P(o|(user, actor1, actor2)) = P(o|(user, actor2, actor1)). Our formulation as a
multipartite network allows us to consider higher-order interactions, in contrast to
(Godoy-Lorite et al., 2016) which only considers pair interactions.
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ties of type f interact with each other as pairs and entities of type g do not interact with each
other. The membership of an entity fi of type f to a cluster Kn is encoded into the member-
ship matrix entry θ
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. The interaction between clusters is embedded in a multipartite net-
work, whose adjacency tensor is p. A weighted edge between several clusters and one out-
put represents the probability of this output given the context clusters –only two such edges
are represented here. In red, we represent the probability of o1 given f1 belonging to K1, f2

belonging to K1 and g1 belonging to L1, which is equal to θ
( f )
f1,K1

θ
( f )
f2,K1

θ
(g)
g1,L1

p(o1|K1, K1, L1).

Model parameters

The membership of an entity must sum to 1 over all the Ka( fn) available clusters,
hence the following constraint:

Ka( fn)

∑
k

θ
(a( fn))
fn,k = 1 ∀ fn (II.1)

Once the node membership is known, the SIMSBM infers the clusters multipartite
network, whose weighted hyper-edges stand for the probability of an output o given
a combination of clusters.

Note that there are two possible views on this: we can consider that each possible
o is associated with its own multipartite network, or that each o is a node in an
additional output layer, as in Fig. II.3. These views are strictly equivalent.

The hyper-edge corresponding to the clustered context k⃗ = (k1, ..., kN) associated
with the output o is written p⃗k(o) ∈ R

Ka( f1)
×...×Ka( fN )×O –it is one entry of the multi-

partite network’s adjacency matrix. Note that the clustered context k⃗ can take any
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TABLE II.1: Notations for the SIMSBM

fn An input entity, can take any value in Fn
Fn Set of possible input entities for layer n
f⃗ Context vector ( f1, ..., fN)
o Output entity, can take any value in O
N Number of input layers | f⃗ |
R◦ Data, a list of (N+1)-plets ( f1, ..., fN , o)
a( fn) type of entity fn
Ka( fn) Number of available clusters for type a( fn)

θ(a( fn)) Membership matrix for entities of type a( fn)
p(o) Clusters’ multipartite network for output o
K⃗ Every possible clusters permutation {(k1, ..., kN)}k1=1 to K1;...;kN=1 to KN

k⃗ One permutation of clusters indices (k1, ..., kN) ∈ K⃗
cv(x) Count of element x in vector v⃗
C fn Total count of fn in R◦

value among all the possible permutations K⃗ = {K1, ..., KN}K1=1,...,Ka( f1)
;...;KN=1,...,Ka( fN )

.
As we want SIMSBM to infer a distribution over possible outputs in a given context,
the edges of the multiparted graph are related by the following constraint:

∑
o

p⃗k(o) = 1 ∀⃗k ∈ K⃗ (II.2)

Finally, the probability of an output o given a context of input entities f⃗ can be writ-
ten as:

P(o| f⃗ ) = ∑
k⃗∈K⃗

p⃗k(o) ∏
n∈N

θ
(a( fn))
fn,kn

(II.3)

From Eq. II.3, we can define the log-likelihood of the model as:

ℓ := log P(R◦|θ, p) = ∑
( f⃗ ,o)∈R◦

log

(
∑
k⃗∈K⃗

p⃗k(o) ∏
n∈N

θ
(a( fn))
fn,kn

)
(II.4)

II.2.2.b Inference

In this section, we derive an Expectation-Maximization algorithm for inferring the
model’s parameters p, θ. Such an algorithm guarantees the convergence towards a
local maximum of the likelihood function (Neal and Hinton, 1998).

E-step

The derivation presented in this paragraph follows a well-known general derivation
of the EM algorithm, which can be found in (Bishop, 2006) for instance.

We recall that one entry of the dataset R◦ takes the form of a tuple ( f⃗ , o), where
f⃗ is the features input vector in which an output o has been observed. Each feature
in f⃗ is associated with a cluster. We note k⃗ ∈ K⃗ the set of latent variables accounting
for each cluster allocation of a given feature vector among the space of K⃗ possible al-
location combinations. The probability of an output given a combination of clusters
is given by p⃗k(o)
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The total log-likelihood (Eq. II.4) is expressed as the sum of each observation’s
individual log-likelihood: log P(R◦|θ, p) = ∑( f⃗ ,o)∈R◦ log P( f⃗ , o|θ, p). Without loss of
generality, we focus here on a single observation for clarity.

We assume a distribution Q(⃗k) on the latent variables associated with one ob-
servation in the dataset R◦; this distribution is yet to be defined. Because k⃗ takes
values in K⃗, we have ∑⃗k∈K⃗ Q(⃗k) = 1. Given this normalization condition, we can
decompose Eq.II.4 for any distribution Q(⃗k) as:

log P( f⃗ , o|θ, p) = log P( f⃗ , o, k⃗|θ, p)− log P(⃗k| f⃗ , o, θ, p)︸ ︷︷ ︸
This difference does not depend on k⃗

=
(

log P( f⃗ , o, k⃗|θ, p)− log P(⃗k| f⃗ , o, θ, p)
)

∑
k⃗∈K⃗

Q(⃗k)︸ ︷︷ ︸
=1

= ∑
k⃗∈K⃗

Q(⃗k) log P( f⃗ , o, k⃗|θ, p)− ∑
k⃗∈K⃗

Q(⃗k) log P(⃗k| f⃗ , o, θ, p)

= ∑
k⃗∈K⃗

Q(⃗k) log
P( f⃗ , o, k⃗|θ, p)

Q(⃗k)
− ∑

k⃗∈K⃗

Q(⃗k) log
P(⃗k| f⃗ , o, θ, p)

Q(⃗k)
(II.5)

In this equation, the first term of the last line is proportional to the expectation
of the complete log-likelihood P( f⃗ , o, k⃗|θ, p) with respect to the latent variables k⃗ –
minus the entropy of the distribution over k⃗. This explains the name “Expectation
step”.

We note that the second term in the last line of Eq.II.5 is the Kullback-Leibler (KL)
divergence between P(⃗k|·) and Q(⃗k), noted KL(P||Q). The KL divergence obeys
KL(P||Q) ≥ 0, and is null iif P equals Q. Therefore, the expectation of the complete
log-likelihood is interpreted as a lower bound on the log-likelihood log P( f⃗ , o|θ, p).

The goal of the E-step is to find the expression of Q(⃗k) that maximizes the ex-
pectation of the complete log-likelihood according to the latent variables k⃗, which is
the same as maximizing the lower bound of the log-likelihood log P( f⃗ , o|θ, p). Given
that the log-likelihood does not depend on Q(⃗k) and that KL(P||Q) ≥ 0, it is max-
imized when KL(P||Q) = 0, which occurs for Q(⃗k) = P(⃗k| f⃗ , o, θ, p). In this case,
the expectation of the complete log-likelihood equals the log-likelihood itself. Its ex-
pression reaches a global maximum with respect to the latent variables k⃗ for fixed
parameters θ and p.

Given the definition of the SIMSBM, the derivation of P(⃗k| f⃗ , o, θ, p) is straight-
forward (see Eq.II.4). The probability of one combination of clusters k⃗ among K⃗
possible combinations given an input features vector f⃗ and an output o is propor-
tional to p⃗k(o)∏n∈N θ

(a( fn))
fn,kn

. Therefore, we can write the now-known distribution

Q(⃗k), noted ω f⃗ ,o (⃗k), as:

ω f⃗ ,o (⃗k) := Q(⃗k) = P(⃗k| f⃗ , o, θ, p)

=
p⃗k(o)∏n∈N θ

(a( fn))
fn,kn

∑k⃗′∈K⃗ pk⃗′(o)∏n∈N θ
(a( fn))
fn,k′n

(II.6)
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By substituting Q(⃗k) and P(⃗k| f⃗ , o, θ, p) by ω f⃗ ,o (⃗k) in Eq. II.5, we get an expres-
sion for the log-likelihood which is maximized with respect to the latent variables.
Explicitly:

ℓ = ∑
( f⃗ ,o)∈R◦

∑
k⃗∈K⃗

ω f⃗ ,o (⃗k) · log

 p⃗k(o)∏n∈N θ
(a( fn))
fn,kn

ω f⃗ ,o (⃗k)

 (II.7)

The maximization step follows by maximizing Eq.II.7 with respect to the param-
eters θ and p, holding ω(·) constant.

M-step

We take back Eq. II.4 and add Lagrangian multipliers ϕ to account for the constraints
on θ. We maximize of the resulting constrained likelihood ℓc according to each latent
variable:

∂ℓc

∂θ
(a(m))
mn

=
∂

∂θ
(a(m))
mn

[
ℓ− ∑

i
ϕ
(a(i))
i

(
∑

k
θ
(n)
ik − 1

)]

⇔ ϕ
(a(m))
m = ∑

( f⃗ ,o)∈∂m
∑
k⃗∈K⃗

ck⃗im
(n)ω f⃗ ,o (⃗k)

θ
(a(m))
mn

⇔ θ
(a(m))
mn ϕ

(a(m))
m = ∑

( f⃗ ,o)∈∂m
∑
k⃗∈K⃗

ck⃗im
(n)ω f⃗ ,o (⃗k) (II.8)

The term ck⃗im
(n) arises because of the non-linearity induced by the interaction be-

tween input entities of the same type. Let im be the indices where entity m appears in
the input vector f⃗ . The corresponding entries of the permutation vector k⃗ are noted
k⃗im . Then, ck⃗im

(n) = |{1|⃗ki = n}i∈im | is the count of n in k⃗im . When n appears ck⃗im
(n)

times in a permutation comprising k⃗im , so will a term log θ
c ⃗kim

(n)
nm , whose derivative

is
c ⃗kim

(n)

θnm
, hence this term arising. Note that ck⃗im

(n) = 0 nullifies the contribution

of permutations k⃗ where n does not appear in k⃗im . Therefore, we can restrict the
sum over k⃗ in Eq. II.8 to the set ∂n = {⃗k|⃗k ∈ K⃗, n ∈ k⃗im}. We also defined the set
∂m = {( f⃗ , o)|( f⃗ , o) ∈ R◦, m ∈ f⃗im}.

Using Eq. II.1 and Eq. II.8, we compute ϕ
(a(m))
m :

Ka(m)

∑
n

ϕ
(a(m))
m θ

(a(m))
mn = ∑

( f⃗ ,o)∈∂m

Ka(m)

∑
n

∑
k⃗∈K⃗

ck⃗im
(n)ω f⃗ ,o (⃗k)

= ϕ
(a(m))
m = ∑

( f⃗ ,o)∈∂m
∑
k⃗∈K⃗

ω f⃗ ,o (⃗k)︸ ︷︷ ︸
=1 (Eq. II.6)

Ka(n)

∑
n

ck⃗im
(n)︸ ︷︷ ︸

=c f⃗ (m)

= ∑
( f⃗ ,o)∈∂m

c f⃗ (m) = Cm (II.9)

When summing over n, ck⃗im
(n) successively counts the number of times each n ap-

pears in k⃗im , which equals the length of k⃗im . Therefore ∑n ck⃗im
(n) = |k⃗im | = c f⃗ (m)

is the number of times input entity m appears in the entry ( f⃗ , o) considered, which
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does not depend on k⃗. Cm is the total count of m in the dataset. Note that this dif-
fers from the derivation proposed in (Tarrés-Deulofeu et al., 2019), where nonlinear
terms are not accounted for.

The derivation of the maximization equation for p is very similar. Let the set
∂s = {( f⃗ , o)|( f⃗ , o) ∈ R◦, o = s}. We solve:

∂ℓc

∂ p⃗r(s)
=

∂

∂ p⃗r(s)

[
ℓ− ∑

k⃗

ψ⃗k

(
∑

o
p⃗k,o − 1

)]
= 0

⇔ ψ⃗r = ∑
( f⃗ ,o)∈∂s

ω f⃗ ,o (⃗r)

p⃗r(s)

⇔ ∑
n

ψ⃗r p⃗r(s) = ψ⃗r = ∑
( f⃗ ,o)∈R◦

ω f⃗ ,o (⃗r) (II.10)

Finally, combining Eq. II.8 with Eq. II.9, and the two last lines of Eq. II.10, the maxi-
mization equations are:θ

(a(m))
mn =

∑( f⃗ ,o)∈∂m ∑⃗k∈∂n c ⃗kim
(n)ω f⃗ ,o (⃗k)

Cm

p⃗r(s) =
∑( f⃗ ,o)∈∂s ω f⃗ ,o (⃗r)

∑( f⃗ ,o)∈R◦ ω f⃗ ,o (⃗r)

(II.11)

From Eq. II.11 we see that for a given (Ka( f1), ..., Ka( fN)), one iteration of the EM
algorithm runs in O(|R◦|).

II.2.2.c SIMSBM generalizes several state-of-the-art models

The formulation of the SIMSBM allows a great flexibility on modelling choices. Now,
we develop how our formulation allows to recover several state-of-the-art models.
Throughout this section, we denote input entities of distinct types by different letters
(e.g., f1 is not of the same type as g1), and the model’s output as o. The set of corre-
sponding membership matrices for each type is noted as Θ = {θ( f ), θ(g), ...} and one
edge of the multipartite clusters-interaction tensor is noted (pk( f1),k( f2),...(o)) where
k( fi) is one of the possible cluster indices for an input entity of type f .

Nomenclature

We must define a nomenclature to refer to each special case of the SIMSBM –what
input entity types are considered, and how many interactions for each type. We
use the notation SIMSBM(number interactions type 1, number interactions type 2,
...). For instance, SIMSBM(2,3) represents a case where the SIMSBM considers two
types of input entities, with the first one interacting as pairs with other entities of the
same type, and the second one interacting as triples with entities of the same type.
The corresponding data has a shape ( f1, f2, g1, g2, g3, o) where f and g are the two
considered types.

MMSBM

The historical MMSBM has been proposed in (Airoldi et al., 2008) and is at the base
of most models discussed in this section. MMSBM takes pairs ( f1, o) as input data.
We can recover this model with our framework by setting Θ = {θ( f )}. The multi-
partite network then becomes “unipartite”, which is a simple one-layer clustering



II.2. Static interactions 27

of entities. The probability of an output is defined by entities’ cluster membership
only. The tensor p then takes the shape p f1(o). Using the SIMSBM notation, this
corresponds to SIMSBM(1).

Bi-MMSBM

The Bi-MMSBM has first been proposed in (Godoy-Lorite et al., 2016) and has since
been applied on several occasions (Tarrés-Deulofeu et al., 2019). In this modelling,
data is made of triplets ( f1, g1, o). Each entity is associated with a node on a side
of a bipartite graph ( fi’s on one side, gi’s on the other) and edges represent the
probability of an output o. We recover the Bi-MMSBM with our model by setting
Θ = {θ( f ), θ(g)} and the bipartite clusters network tensor (pk( f1),k(g1)(o)). This corre-
sponds to SIMSBM(1,1).

T-MBM

The T-MBM is a model proposed in (Tarrés-Deulofeu et al., 2019) that goes a step
further than (Godoy-Lorite et al., 2016) by adding a layer to the bipartite network
used to model quadruplet data ( f1, f2, g1, o). This model considers interactions be-
tween entities of the same type (as in Section II.2.3, see below) by clustering f1 and
f2 using the same membership matrix, but does not account for nonlinear terms. We
recover the T-MBM modelling by setting Θ = {θ( f ), θ(g)} and (pk( f1),k( f2),k(g1)(o)).
Our formulation allows to go further by adding an arbitrary number of layers to the
multipartite networks proposed in (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al.,
2019). This corresponds to SIMSBM(2,1).

IMMSBM

The IMMSBM we propose in Section II.2.3 models interactions between entities of
the same type to predict an output. The data takes the form ( f1, f2, o). Each input
entity is still associated with one node on either side of a bipartite graph, except
that here the membership matrix is shared between the two layers. The links be-
tween each pair of clusters represent the probability of an output o. We recover the
IMMSBM with our model by setting Θ = {θ( f )} and the bipartite clusters network
tensor (pk( f1),k( f2)(o)). Importantly, our formulation allows to consider interactions
between n input entities instead of simply pair interactions. This corresponds to
SIMSBM(2).

Indirect generalizations

We did not detail the generalization of other families of block models because our
algorithm does not readily fit these cases. However, it is worth mentioning that
MMSBM has been developed as an alternative to Single Membership SBM (Yuchung
and George, 1987) that allows more flexibility (Airoldi et al., 2008). Our model re-
duces to most existing SBM by modifying the definition of the entries of θ(n). In the
Single Membership SBM, Eq. II.1 reads θ

(n)
fn,k = δk,x where x is one of the Kn possible

values for k and δ is the Kronecker’s delta. This means the membership vector of
each input entity equals 1 for one cluster only, and 0 anywhere else. Therefore, the
optimization process is not the same as we described. In practice, optimization is
done with greedy algorithms such as the simulated annealing (Cobo-López, Godoy-
Lorite, and Duch, 2018; Poux-Médard et al., 2021).
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TABLE II.2: Datasets considered. The number of discrete values each input or output entity
type can take is given between parentheses. We also provide the number of clusters for each

entity type used in the experiments.

Type of the input entities # interactions Type outputs |R◦| # clusters
MrBanks 1 {Player (280), Situation (7), Gender (2), Age (6)} Situations: 3 User guess (2) 16k {5,5,3,3}
MrBanks 2 {Player (280), Situation (7)} Situations: 3 User guess (2) 16k {5,5}
Spotify {Artists (143)} Songs: 3 Artist (740) 50k {20}
PubMed {Symptoms (13)} Symptoms: 3 Disease (280) 2M {20}
Imdb 1 {User (2502), Casting (809)} Casting: 2 Rating (10) 1M {10,8}
Imdb 2 {User (2502), Director (255), Casting (809)} None Rating (10) 700k {10,10,10}

It has also been shown in (Godoy-Lorite et al., 2016)-Eq.7 that the Bi-MMSBM
model generalizes matrix factorization. Therefore, it follows that SIMSBM also gen-
eralizes it. The underlying idea is to remove the multipartite network tensor p and
define clusters that are shared by both sides of the bipartite network. This way,
clusters do not interact with each other because they are not embedded into a multi-
partite network; input entities on one side of the bipartite network belonging to one
cluster are solely linked to entities on the other side belonging to this same cluster.

II.2.2.d Experiments

Range of application

As shown in the previous section, our formulation generalizes several existing mod-
els from the state-of-the-art. Therefore, it is readily applicable to any of the datasets
considered in these works. This includes recommendation datasets (movies (Godoy-
Lorite et al., 2016), songs), medical datasets (symptoms-disease networks, drug in-
teraction networks (Guimerà and Sales-Pardo, 2013; Tarrés-Deulofeu et al., 2019))
and social behaviour datasets (social dilemmas (Cobo-López, Godoy-Lorite, and
Duch, 2018; Poux-Médard et al., 2021), e-mail networks (Godoy-Lorite, Guimerà,
and Sales-Pardo, 2016; Tarrés-Deulofeu et al., 2019)). In general, it applies to datasets
where there is a given number of input entities leading to a set of possible outputs.
In this section, we propose to illustrate an application of our model on 6 different
datasets.

Datasets

The MrBanks datasets has been gathered from a social experiment led in Barcelona
in 2013, detailed in (Gutiérres-Roig et al., 2016). The experiment takes the form of a
game where a player must guess whether a stock market curve will go up or down
at the next time step. To do so, she can access various pieces of information, from
which we selected the most relevant subset based on the description in (Gutiérres-
Roig et al., 2016; Poux-Médard et al., 2021): direction of the market on the previous
day (up/down), whether she guessed right (yes/no), and an expert’s advice who is
correct 60% of the time (up/down/not consulted). Those are the 7 interacting pieces
of information that define a situation. If the model considers pair interactions for
instance, a situation can be defined as “market went down and user guessed wrong”,
or “market went up and expert advised up”. A triplet interaction allows one to get
the full picture according to the selected pieces of information. In addition, we have
access to the player’s age and gender. The goal is to predict whether the user will
guess up or down given the available information.

For the Spotify dataset we collected user-made playlists on Spotify using the
Spotipy python API. Our goal is to predict which next artist the user will add to the
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TABLE II.3: Results for every dataset presented. The letters in superscript represent the
model SIMSBM generalizes in this particular configuration: MMSBM (Airoldi et al., 2008)=a;
Bi-MMSBM (Godoy-Lorite et al., 2016)=b; IMMSBM (Section II.2.3)=c; T-MBM (Tarrés-
Deulofeu et al., 2019)=d. The standard error on the last digits over all 100 runs is indicated
between parenthesis – 0.123(12) ⇔ 0.123 ± 0.012. The models presented in this chapter are
underlined. Overall, we see that our formulation allows to improve results on every dataset.

F1 P@1 AUCROC AUCPR RAP NCE

M
rB

an
ks

1

Pl
y,

Si
t(

3)
,G

en
,A

ge

SIMSBM(1,1,1,1) 0.7124(2) 0.6549(3) 0.7071(2) 0.7141(3) 0.8274(1) 0.1726(1)
SIMSBM(1,2,1,1) 0.7107(2) 0.6696(5) 0.7120(4) 0.7158(5) 0.8348(3) 0.1652(3)
SIMSBM(1,3,1,1) 0.7348(2) 0.7172(5) 0.7610(4) 0.7646(4) 0.8586(3) 0.1414(3)
TF 0.6795 0.6037 0.4702 0.4967 0.8019 0.1981
NMF 0.7178 0.6976 0.7232 0.7182 0.8409 0.1591
KNN 0.7023 0.6648 0.6859 0.6623 0.8324 0.1676
NB 0.6867 0.6382 0.6323 0.6250 0.8191 0.1809
BL 0.6795 0.6037 0.5000 0.5215 0.8019 0.1981

M
rB

an
ks

2

Pl
y,

Si
t(

3)

SIMSBM(1,1)b 0.7032(1) 0.6700(3) 0.7049(2) 0.7018(2) 0.8350(2) 0.1650(2)
SIMSBM(1,2)d 0.7032(2) 0.6679(5) 0.7028(4) 0.7010(4) 0.8340(3) 0.1660(3)
SIMSBM(1,3) 0.7290(3) 0.7067(6) 0.7547(5) 0.7530(6) 0.8533(3) 0.1467(3)
TF 0.6775 0.5953 0.5054 0.5259 0.7976 0.2024
NMF 0.7137 0.6908 0.7246 0.7128 0.8397 0.1603
KNN 0.7100 0.6699 0.7126 0.6856 0.8349 0.1651
NB 0.6802 0.6512 0.6329 0.6225 0.8256 0.1744
BL 0.6775 0.5953 0.5000 0.5181 0.7976 0.2024

Sp
ot

if
y

A
rt

is
ts

(3
)

SIMSBM(1)a 0.1741(4) 0.2155(7) 0.7908(6) 0.1603(3) 0.3827(4) 0.0786(3)
SIMSBM(2)c 0.3156(5) 0.3348(4) 0.7661(5) 0.2545(3) 0.4528(3) 0.0938(6)
SIMSBM(3) 0.3243(4) 0.3209(3) 0.7384(6) 0.2613(3) 0.4366(3) 0.1079(7)
TF 0.026 20 0.004 200 0.4805 0.015 90 0.096 20 0.1550
NMF 0.037 10 0.065 80 0.5650 0.040 30 0.1762 0.2557
KNN 0.3201 0.3009 0.7079 0.2400 0.3941 0.5212
NB 0.046 30 0.084 60 0.7005 0.057 60 0.2264 0.076 30
BL 0.026 20 0.053 20 0.5000 0.013 50 0.1879 0.096 90

Pu
bM

ed

Sy
m

pt
om

s
(3

)

SIMSBM(1)a 0.2915(2) 0.5576(4) 0.7475(1) 0.2658(1) 0.4641(1) 0.2033(1)
SIMSBM(2)c 0.3127(1) 0.5704(1) 0.7613(1) 0.2840(1) 0.4838(1) 0.1991(1)
SIMSBM(3) 0.3219(1) 0.5790(1) 0.7666(1) 0.2895(1) 0.4937(1) 0.1983(1)
TF 0.1607 0.1003 0.5605 0.1777 0.1370 0.5118
NMF 0.1606 0.029 30 0.5368 0.2158 0.2321 0.2959
KNN 0.2414 0.3251 0.6154 0.2324 0.2891 0.7730
NB 0.2600 0.1618 0.7054 0.2389 0.2036 0.3058
BL 0.1607 0.1003 0.5000 0.1026 0.2464 0.2834

Im
db

1

U
sr

,C
as

t(
2)

SIMSBM(1,1)b 0.3212(1) 0.2434(1) 0.6265(1) 0.2502(1) 0.4360(1) 0.3504(1)
SIMSBM(1,2)d 0.2546(1) 0.1006(38) 0.4998(3) 0.1509(1) 0.2928(42) 0.4527(51)
TF 0.2546 0.2300 0.4960 0.1485 0.4568 0.2702
NMF 0.1329 0.059 30 0.5007 0.1531 0.1549 0.8087
KNN 0.2578 0.1899 0.5489 0.1679 0.3290 0.5328
NB 0.2555 0.2351 0.5308 0.1607 0.4619 0.2596
BL 0.2546 0.2300 0.5000 0.1508 0.4605 0.2586

Im
db

2

U
sr

,D
ir

,C
as

t SIMSBM(1,1,1) 0.3896(1) 0.3437(2) 0.7593(1) 0.3293(2) 0.5705(1) 0.1654(1)
TF 0.2547 0.2238 0.5039 0.1513 0.4549 0.2636
NMF 0.1127 0.048 30 0.5005 0.1529 0.1406 0.8319
KNN 0.2596 0.1890 0.5501 0.1681 0.3268 0.5248
NB 0.2558 0.2373 0.5362 0.1617 0.4632 0.2571
BL 0.2547 0.2286 0.5000 0.1507 0.4598 0.2574
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playlist, given the previous artists he already added. We consider the last 4 artists
added by the user and their interaction to guess the next one. Note that it often
happens for an artist to be added several times in a row.

The PubMed dataset is made of medical reports we gathered using the PubMed
API. We use provided keywords to isolate symptoms and diseases in the text, as in
(Zhou et al., 2014). Our goal is to guess which diseases are discussed in the report
given the symptoms that are listed in the document. Our guess is that a combination
of symptoms helps narrow the set of possible diagnoses.

Finally, the Imdb datasets are provided and discussed in (Harper and Konstan,
2015). The original dataset comes with information about movies such as the lead
actors starring in them and the movie’s director. It also provides a list of users’
ratings on movies. We aim to predict which rating a movie will get according to
several combinations of parameters and their interactions: who directed the movie,
who played in it, who gave the rating, etc.

The datasets we consider here are summarized in Table II.2. 90% of each dataset’s
documents are used as a training set, and the other 10% are used as an evaluation
set. Each iteration of the SIMSBM is run 100 times on every dataset. The EM al-
gorithm stops once the relative variation of the likelihood falls below 10−4 for 30
iterations in a row. We present the average results over all the runs. The number of
clusters has been chosen based on the existing literature on similar datasets (Imdb
(Godoy-Lorite et al., 2016), MrBanks (Poux-Médard et al., 2021)) and heuristic meth-
ods (Section II.2.3.c) for demonstration purposes; dedicated work would be needed
to infer their optimal number for every dataset.

Finally, when SIMSBM is evaluated on a dataset containing more interactions
than it is designed to consider, the model is trained on the lower-order correspond-
ing dataset. For instance, imagine a dataset considering one type interacting three
times. This dataset is made of one observation only (1, 2, 3, o). A SIMSBM iteration
that considers pair interactions will then be trained on triplets (1, 2, o), (1, 3, o) and
(2, 3, o), and evaluation will be performed accordingly.

Baselines and evaluation

Evaluation is done by considering test set entries
(

f⃗ , otrue

)
. We ask the SIMSBM

to provide a probability for each possible output o ∈ O given the unobserved in-
put context f⃗ . We then compare the resulting probability distribution to otrue. We
evaluate our results according to the maximum F1 score, the precision at 1 (P@1),
the area under the ROC curve (AUCROC), the area under the Precision-Recall curve
(AUCPR, or Average Precision). Since the problem is about multi-label classification,
we consider the weighted version of these metrics –metrics are computed individu-
ally for each class, and averaged with each class’s weight being equal to the number
of true instances in the class. The presented results are averaged over all 100 runs.
We also consider the rank average precision (RAP) and the normalized covering
error (NCE, only here lower is better).1 We compare to several standard baselines:

• BL: the most naive baseline, where each output is predicted according to its
frequency in the training set, without any context.

• NB1: the Naive Bayes baseline assumes conditional independence between the
input entities and updates the posterior probability according to Bayes law.

1We used the sklearn Python library implementation.
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• KNN1: K-nearest-neighbours. The output probabilities for a given entities ar-
ray are defined according to a majority vote among the most similar entities
arrays.

• NMF1 and TF: Tensor Factorization baselines. For TF, we use the implemen-
tation provided by authors of (Karatzoglou et al., 2010). As discussed in the
introduction, to make these methods fit our problem, we have to define a con-
tinuous quantity to train the model. Instead of requiring an additional model
to map possible outputs into a continuous space, we train the model on the
frequency of outputs in a given context. Since NMF can only consider one en-
tity as an input, we consider each different context as an independent entity.
Outputs are added as an additional dimension to the data matrix instead of
being a proper objective –their frequency is now the objective. The TF baseline
is run for the same number of clusters as for the SIMSBM.

• MMSBM (Airoldi et al., 2008), Bi-MMSBM (Godoy-Lorite et al., 2016), IMMSBM
(Section II.2.3), T-MBM (Tarrés-Deulofeu et al., 2019): as discussed before, each
of these models are particular cases of SIMSBM. For presentation purpose, for
each model, we keep the SIMSBM notation and indicate in superscript which
of these it reduces to in this context. MMSBM=a; Bi-MMSBM=b; IMMSBM=c;
T-MBM=d.

II.2.2.e Discussion

We present our main results in Table II.3. In this table, we see that our formulation
systematically outperforms the proposed baselines, as well as the ones it general-
izes. In most cases, the possibility to add a layer or to consider higher-order interac-
tions improves the performance over the existing baselines (MMSBM, Bi-MMSBM,
IMMSBM and T-MBM). About the Spotify dataset, as stated before, artists are often
added to a playlist in a row, leading to the probability of the next artist being the
same as the one immediately before her to be higher. In this context, adding inter-
action terms adds noise to the modelling. This explains why the triple interactions
version of SIMSBM does not perform better than its pair-interactions (Godoy-Lorite
et al., 2016) or no-interaction (Airoldi et al., 2008) iterations.

We also ran SIMSBM on the datasets considered in (Godoy-Lorite et al., 2016)
and (Poux-Médard et al., 2021) in the corresponding model’s specifications and ob-
tained comparable results as theirs (provided in Appendix, Section I.1). In the case
of (Poux-Médard et al., 2021), the authors propose to describe a given situation in
form of a unique key, where each key is independent of the others. Interestingly,
the formulation with triple interactions improves the results on the same dataset the
authors provided. This is because the constituents of a situation are not independent
anymore but instead behave as elementary interacting pieces of context, which pro-
vides a more accurate description of reality: a situation is not considered as a whole
anymore, but instead as the combination of several pieces of information.

II.2.2.f Conclusion

In this section, we developed a global framework, SIMSBM, that generalizes sev-
eral models from the literature as particular cases, such as MMSBM, Bi-MMSBM,
IMMSBM and T-MBM. Our derivation accounts for the nonlinearity induced by the
interactions, which has not been taken into account in state-of-the-art works.
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This results in a highly flexible model that can be applied to a broad range of
problems, as shown through systematic evaluation of the proposed formulation on
several real-world datasets. In particular, we cited throughout the text several ex-
perimental studies conducted in medicine, social behaviour and recommendation
using special cases of our model; using alternative iterations of the SIMSBM frame-
work may help further improve the description and understanding of the interacting
processes at stake between an arbitrary greater number of input entities.

To summarize, we developed a framework that allows to consider MMSBMs for
any number of entity types that can have arbitrarily high-order interactions. This
answers the two challenges raised in Section II.2.1.b. We now propose to restrict
our study of interactions in information spread to a special case of the SIMSBM –the
IMMSBM.

II.2.3 IMMSBM – A study of pair interactions

This work has been published, see (Poux-Médard, Velcin, and Loudcher, 2021b).

About this section

As stated at the end of Section II.2.2, the IMMSBM introduced here is a special case of
the SIMSBM, noted SIMSBM(2). As such, the motivations and derivations detailed
in Section II.2.2.a are readily applicable to the case at hand.

In particular, Section II.2.3.a and Section II.2.3.b may seem redundant at first
glance. However, these sections’ argumentation is specifically focused on interac-
tion modelling. Besides, we present an alternative, simpler, derivation of the EM
algorithm for SIMSBM using Jensen’s inequality in Section II.2.3.b.

The novel results of SIMSBM(2), or IMMSBM, applied to interactions modelling
are discussed from Section II.2.3.c to Section II.2.3.e.

II.2.3.a IMMSBM – Interacting MMSBM

MMSBM to model interactions

In this section, we consider a specific iteration of the SIMSBM framework, referred
to as IMMSBM (for Interacting Mixed Membership Stochastic Block Model). Study-
ing interactions using a model built on the mixed-membership SBMs allows us to
assume that each entity does not have only one membership. This is in line with
what is expected for real-life situations, where entities can belong to several clusters
simultaneously (a song can be rock and blues, a word can be used in two topics,
etc.). The IMMSBM requires no prior information on the system and its numerical
implementation is possible via the scalable Expectation-Maximization algorithm de-
tailed in the previous section. The EM complexity scales linearly with the size of the
dataset. Our method offers a better predictive power than non-interacting baselines.

The goal of the model is to predict the most likely result of an interaction between
two entities (i and j in Fig. II.4). Typically, IMMSBM yields the probability of a
tweet getting retweeted given a user’s previous exposure to pairs of tweets, or the
product the most likely to be bought given item pairs in a user’s purchase history.
Another example about assisted medical diagnosis: observing the words “fatigue”
and “cough” in a medical report is more likely to imply the observation of “flu” than
“anaemia”, despite “anaemia” being often associated with the “fatigue” symptom.
The model will group data into clusters (each user’s membership is encoded in the
matrix θ, see Fig. II.4) that interact symmetrically with each other (interactions tensor
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K

K

Output probabilities

K

K x K

FIGURE II.4: Illustration of the model — (Left) Schema of IMMSBM for a single pair of
entities (i, j) (which could be “fever” and “cough” for instance). Input entities are grouped
into K clusters in different proportions; the proportion to which they belong to each cluster
is quantified by a θ matrix (dimension [I × K] where I is the input space). The clusters then
interact to generate a probability distribution over the output entities defined by the inter-
actions tensor p (dimension [K × K × O] where O is the output space). (Right) Alternative
representation of the IMMSBM as a graphical model. To generate each output, for each ob-
servation (i, j, x) in the set R◦, a cluster (k and l) is drawn for each input entity (i, j) from a
distribution encoded in the matrix θ. The generated output x is drawn from a multinomial

distribution conditioned by the previously drawn clusters k and l encoded in p⃗.

p), resulting in a probability over the possible outputs to appear (histograms Fig. II.4-
left). We have no prior knowledge of the content of the groups, and we need to set
the number of clusters K.

Model

We refer to the interacting entities as input entities (i, j) ∈ I2, and to an output as
x ∈ O. I is the input space (the entities that interact: products, symptoms, or songs
for instance) and O is the output space (the entities resulting from the interaction in
an answer, diagnosed diseases for instance). We illustrate in Fig. II.4-left how the
input space and output space are related according to IMMSBM: input entities are
clustered, and the interaction between those clusters yields a probability distribution
over the possible output. Note that I and O can be disjoint, unlike in (Myers and
Leskovec, 2012). In the case of retweet prediction, I accounts for tweets in a user’s
history, and O for retweeted tweets –that do not necessarily appear in the user’s
feed. As an alternative visualization, we present the graphical generative model of
the IMMSBM in Fig. II.4-right. The observed data then takes the form of triplets (i, j,
x) signifying that the combined presence of input entities i and j leads to the output
entity x.

We assume there are regularities in the studied datasets. Given subsets of inputs
may exhibit a similar behaviour. In the medical dataset example, if symptoms such
as “fever” and “pallor” often come in pairs, they are considered as similar regarding
the diagnosis. They belong to the same cluster. We define the membership matrix
θ associating each input entity with clusters in different proportions, such that θi is
a [1 × K] vector with ∑K

k θi,t = 1. Note that unlike in single membership stochastic
block models an entity does not have to belong to only one group (Funke and Becker,
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2019). Given the possible semantic variation of entities (polysemy of words in nat-
ural languages -e.g., “like”, “swallow”-, symptoms with various causes in medicine
-“headache”, “fever”-, etc.), an approach via a mixed-membership clustering is more
in line with reality.

We then define the cluster interactions tensor pk,l(Xk,l = x) whose dimensions
are [K × K × O] as the probability that the interaction between clusters k ∈ K and
l ∈ K gives rise to the output x ∈ O. By definition, ∑x pk,l(Xk,l = x) = 1 ∀k, l. The
role of those two quantities is schematized in Fig. II.4.

We choose to consider only one membership matrix θ for all of the inputs, instead
of one per input entry as in (Godoy-Lorite et al., 2016). It enforces the model to be
permutation-independent with respect to the input entities. Observation (i, j, x) is
equivalent to (j, i, x). This follows the idea of (Beutel et al., 2012) where it is assumed
that the interaction between two viruses is symmetric, meaning the interaction influ-
ences both viruses with the same magnitude. There is no need to consider a different
clustering for inputs i and j, which motivates the use of a single membership matrix
θ. This differs from other recent works on interaction modelling that do not con-
sider permutation-invariant clustering (Christakopoulou and Karypis, 2014; Steck
and Liang, 2021) or the non-linearity induced by symmetric interactions (Myers and
Leskovec, 2012; Tarrés-Deulofeu et al., 2019).

We now propose to define the entities interactions tensor Pi,j(Xi,j = x), repre-
senting the probability that the interaction between inputs i and j implies the output
x as:

Pi,j(Xi,j = x) = ∑
k,l

θi,kθj,l pk,l(Xk,l = x) (II.12)

For the sake of brevity, from now on we will refer to pk,l(Xk,l = x) as pk,l(x). We
define the likelihood of the observations given the parameters as:

P(R◦|θ, p) = ∏
(i,j,x)∈R◦

∑
k,l

θi,kθj,l pk,l(x) (II.13)

where R◦ denotes the set of triplets in the training set (input, input, output). Note
that the remaining triplets R \ R◦ are used as test set.

From the definitions above, it is straightforward to show that IMMSBM corre-
sponds to the special case SIMSBM(2), detailed in the previous section.

II.2.3.b Inference of the parameters

Expectation step

We detailed a general derivation of the E-step of EM algorithm for mixture models
in Section II.2.2.a. Here, we present an alternative (and quicker) derivation of the
E-step using Jensen’s inequality. The two methods yield identical results. Taking the
logarithm of the likelihood as defined in Eq. II.13, denoted ℓ, we have:

ℓ = ∑
(i,j,x)∈R◦

ln ∑
k,l

θi,kθj,l pk,l(x)

= ∑
(i,j,x)∈R◦

ln ∑
k,l

ωi,j,x(k, l)
θi,kθj,l pk,l(x)

ωi,j,x(k, l)

≥ ∑
(i,j,x)∈R◦

∑
k,l

ωi,j,x(k, l) ln
θi,kθj,l pk,l(x)

ωi,j,x(k, l)

(II.14)
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We used Jensen’s inequality to go from the 2nd to 3rd line. The inequality in
Eq. II.14 becomes an equality for:

ωi,j,x(k, l) =
θi,kθj,l pk,l(x)

∑k′,l′ θi,k′θj,k′ pk′,l′(x)
(II.15)

where ωi,j,x(k, l) is interpreted as the probability that the observation (i, j, x) is due
to i belonging to the group k and j to l, that is the expectation of the likelihood of the
observation (i, j, x) with respect to the latent variables k and l. Therefore, Eq. II.15
is the formula for the expectation step of the EM algorithm. As stated earlier, an
alternative derivation of the expectation step is discussed in (Bishop, 2006) and in
Section II.2.2.b.1.

Maximization step

This step consists in maximizing the likelihood using the parameters of the model θ
and p, independently of the latent variables. To take into account the normalization
constraints, we introduce the Lagrange multipliers ϕ and ψ. Following this, the
constrained log-likelihood reads:

ℓc = ℓ− ∑
i
(ϕi ∑

t
θi,t − 1)− ∑

k,l
(ψk,l ∑

x
pk,l(x)− 1) (II.16)

We first maximize ℓc with respect to each entry θmn.

∂ℓc

∂θmn
=

∂ℓ

∂θmn
− ϕm = 0

=∑
∂m

(
∑

l

ωm,j,x(n, l)
θmn

+ ∑
k

ωj,m,x(k, n)
θmn

)
− ϕm

=
1

θmn
∑
∂m

(
∑

t
ωm,j,x(n, t) + ωj,m,x(t, n)

)
− ϕm

⇔ θmn =
1

ϕm
∑
∂m

∑
t

ωm,j,x(n, t) + ωj,m,x(t, n)

(II.17)

where ∂m = {(j, x)|(m, j, x) ∈ R◦} stands for the set of observations in which the
entry m appears. Note that summing over this set in line 2 of Eq. II.17 implies
that the relation between two inputs entities is symmetric –if (i, j, x) ∈ R◦ implies
(j, i, x) ∈ R◦. Summing the last line of Eq. II.17 over n ∈ K then multiplying it by ϕm,
we get an expression for ϕm:

ϕm ∑
n

θmn = ϕm = ∑
∂m

∑
t,n

ωm,j,x(n, t) + ωi,m,x(t, n) = ∑
∂m

2 = 2 · nm (II.18)

Where nm is the total number of times that m appears as an input in R◦. Finally,
plugging back this result in Eq. II.17, we get:

θmn =
∑∂m

(
∑t ωm,j,x(n, t) + ωi,m,x(t, n)

)
2.nm

(II.19)
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Following the same line of reasoning for p, we get:

pr,s(l) =
∑∂l ωi,j,l(r, s)

∑(i,j,l′)∈R◦ ωi,j,l′(r, s)
(II.20)

The set of Eq. II.19 and Eq. II.20 constitutes the maximization step of the EM
algorithm. They hold only if the input entities interactions are symmetric (e.g., when
{(j, x)|(m, j, x) ∈ R◦} = {(i, x)|(i, m, x) ∈ R◦}), which is what we aimed to do. It is
worth noting that the proposed algorithm offers linear complexity with the size of
the dataset O(|R◦|) provided the number of clusters is constant, while guaranteeing
convergence to a local maximum.

Instantaneous derivation as a special case of SIMSBM

The EM equations we just derived could be directly retrieved, given that IMMSBM
is corresponds to the special case SIMSBM(2). We define the membership matri-
ces set Θ = {θ( f )}, the interaction tensor pk( f1),k( f2)(o) and consider data shaped as
( f1, f2, o). Plugging these into Eq. II.6 and Eq. II.11 yields identical expressions as
Eq. II.15, Eq. II.19 and Eq. II.20.

II.2.3.c Experiments

Datasets and evaluation protocol

We assess the performance of IMMSBM on 4 different datasets. The PubMed dataset
is built with 15,809,271 medical reports collected from the PubMed database as a
good approximation for human-disease network (Zhou et al., 2014). This dataset
is not explicitly about recommender systems but provides an intuitive way to un-
derstand how our recommendation approach works by suggesting likely diseases
given a collection of symptoms. The Twitter dataset with 139,098 retweets gathered
in October 2010 associated with the 3 last tweets in the feed preceding each retweet
(Hodas and Lerman, 2014). The task is to infer which tweets a user is the most likely
to retweet. A possible application would be a personalized recommendation of such
tweets in the “Trends for you” Twitter section. The Reddit dataset with the entirety
of posts in the subreddit r/news in May 2019 (225,485 message-answer relationships
in total). We aim at predicting the content of the answer given the incoming message.
A possible application would be similar to what Gmail does when suggesting auto-
mated answers to an email given keywords present in the message. Finally, Spotify
dataset is built with 2,000 music playlists associated with keywords “English” and
“rock” of random Spotify users. We predict the next song a user will add to a playlist
given this user’s history. A RS application would suggest a ranked list of songs to
the user is likely to add to a playlist. Each dataset is formed by associating every
pair of inputs in a message (i.e., a list of symptoms, a user’s feed, a Reddit post, and
a playlist’s last artists) with an answer (i.e., a disease, a retweet, a Reddit answer,
an artist added to a playlist). This is illustrated in Fig. II.5. The building process
of datasets is further detailed in Appendix, Section I.2, together with direct links to
access them for possible replication studies.

From the raw datasets, we form the test set by randomly sampling 10% of the
(message→answer) data entries. The 90% entries left are used as a training set. The
number of clusters is determined using the elbow method (see Fig. II.6). The number
of clusters considered for each corpus: 30 for PubMed, 15 for Twitter, 30 for Reddit,
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FIGURE II.5: Illustration of dataset generation — Each dataset is organized as a list of
message-answer pairs. Each message and each answer can comprise several entities (words,
URLs, etc.). We consider every possible pair of entities in the message, and link each of them

to each output in the answer to create our triplets dataset (i, j, x)

and 15 for Spotify. We perform 100 independent runs, each with independent ran-
dom initialization of the parameters θ and p. The EM loop stops once the relative
variation of the likelihood between two iterations is less than 0.001%.

Baselines

• Naive baseline – The naive baseline is simply the frequency of the outputs in
the test set. This naive classifier predicts the value of every output indepen-
dently of the inputs.

• MMSBM – We use the classical MMSBM as a second baseline. In this formu-
lation, interactions are not taken into account (Airoldi et al., 2008). Instead
of considering triplets (input, input, output), we consider pairs (input, out-
put). We then train this MMSBM baseline whose log-likelihood is defined
as ℓBL = ∑(i,x)∈R◦ ln ∑k θik pk(x) on the same datasets as in the main experi-
ments. We make 100 independent runs with random initialization and dis-
cuss the results of the highest likelihood run. This baseline provides a way
to quantify the importance of interactions by comparing to the case where
these are taken into account. We expect the baseline model to find results that
are equivalent to the diagonal probabilities of the main model (i.e., similar to
Pi,i(x) = ∑k,l θi,kθi,l pk,l(x)). This is because the diagonal Pi,i(x) is supposed
to account for the apparition of x given only the presence of i. Furthermore,
this model provides insight into the generalization of the assumption made in
(Myers and Leskovec, 2012), stating that the probability of an output is mostly
equal to the frequency of this output.

• Perfect modelling - Upper limit to prediction – We compare our results to an
upper limit to predictions. In most situations, the dataset simply does not al-
low for perfect performances. Consider as an example a case where the test set
contains twice the triplet (“fever”, “pallor”, “influenza”) and once the triplet
(“fever”, “pallor”, “anaemia”): a model yielding a single value for the input
pair (“fever”, “pallor”) cannot make a prediction better than 66%. In Ap-
pendix, Section I.3, we develop a general method to derive this upper limit
to predictions.
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FIGURE II.6: Choosing the number of clusters — Performance variations on all the metrics
for every dataset considered. Dashed blue line: upper limit to performances ; blue line:
IMMSBM ; yellow dashed line: MMSBM ; red line: naive baseline. Top left: PubMed ; top
right: Spotify ; bottom left: Twitter ; bottom right: Reddit. The vertical green line shows
the selected number of clusters; it is chosen using the AIC criterion, which matches with the

elbow of the various metrics considered.

Results

The metrics we use to assess the performance of our model are the max-F1 score,
the area under the receiver operating characteristic curve (AUCROC) curve and the
precision@10 (P@10). For all of these quantities, the closer to 1 they are, the better
the performance.

For evaluation, we adopt a guessing process as follows. For every pair of inputs,
we compute the probability vector for the presence of every possible output. Then
we predict all of the probabilities larger than a given threshold to be “present”, and
all the others to be “absent”. Comparing those predictions with the observations in
the test set, we get the confusion matrix for the given threshold. We then lower the
threshold and repeat the process to compute the various metrics.

We recall that we do not compare our approach to (Myers and Leskovec, 2012)
because its formulation does not allow us to make a prediction on exogenous out-
puts – when the output is not part of the input pair.

In Table II.4, we show the performances of our model compared with the base-
lines introduced in Section II.2.3.c.2. We see that IMMSBM outperforms the pro-
posed baselines in most cases. As expected, taking interactions between entities into
account leads to improved accuracy in the prediction of the test outputs. This corre-
lates to the conclusions drawn in (Myers and Leskovec, 2012), stating the importance
of interactions in real-world phenomenon modelling.

We notice however that accounting for interactions did not lead to a significant
improvement in performance over the two baselines on the Reddit corpus. The lack
of improvement can be imputed to the dataset itself. The Reddit dataset contains few
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TABLE II.4: Experimental results for the four metrics considered, from each model ap-
plied to each corpus. We see that our model outperforms the proposed baselines in every
dataset for almost every evaluation metric – the error bars overlap for the AUC (ROC) on
the PubMed corpus. The given error corresponds to the standard deviation over the 10 runs
– 0.123(12) ⇔ 0.123± 0.012. The naive baseline and upper limit results are constant over the
runs and therefore have no variance. The models presented in this chapter are underlined.

P@10 Max-F1 AUC ROC

Pu
bM

ed

Naive 0.212 0.160 0.863
MMSBM 0.627(2) 0.393(2) 0.911(0)
IMMSBM 0.656(1) 0.411(1) 0.911(2)
Up.lim. 0.668 0.450 0.936

Tw
it

te
r Naive 0.462 0.147 0.554

MMSBM 0.529(5) 0.254(5) 0.741(4)
IMMSBM 0.610(4) 0.349(6) 0.800(1)
Up.lim. 0.737 0.748 0.959

R
ed

di
t Naive 0.488 0.164 0.660

MMSBM 0.495(0) 0.177(0) 0.686(0)
IMMSBM 0.499(0) 0.181(0) 0.687(0)
Up.lim. 0.558 0.582 0.933

Sp
ot

if
y Naive 0.355 0.088 0.573

MMSBM 0.426(6) 0.167(3) 0.707(2)
IMMSBM 0.502(6) 0.228(5) 0.723(2)
Up.lim. 0.570 0.607 0.944

observations for every possible pair, due to the wide range of available vocabulary
of natural language (Loreto et al., 2016). Likely, the model has not been trained with
enough data to learn significant regularities in pair interactions. This can also be seen
during the building of the test set: approximately one-half of the pairs have never
been observed in the training set. As future perspectives, it might be interesting
to answer this problem by considering a corpus of pre-clustered entities instead of
independent named entities, hence reducing the vocabulary range and adding to the
regularity of the dataset.

Our results show that taking interactions between entities into account is partic-
ularly relevant in the case of the PubMed corpus (98.2% of the maximum reachable
precision@10 vs 93.8% for the non-interacting baseline). It seems reasonable to con-
sider that a diagnosis is better determined by joint observation of given symptoms,
and not only by the sum of their individual effect. The interaction aspect is espe-
cially relevant given the small number of observed symptoms (322) used to predict
the possible diseases (4,442).

For the Twitter corpus, we confirm the results of (Myers and Leskovec, 2012)
on the importance of interactions between URLs in their spread. Our model conse-
quently outperforms the non-interacting baseline.

Finally, our model performs better than the baselines on the Spotify dataset. In
particular, it achieves better prediction for the top-10 artists one would listen to
(+7.6%). A good P@10 precision is of key interest in the application of any model to
playlist building and recommender systems in general. Taking into account artists’
interaction clearly added to the level of prediction details.
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FIGURE II.7: Relative impact of interactions — Histogram of the relative impact of inter-
actions on the base virality of outputs. Overall, most interactions do not lead to any notable

change in the probability of an output.

II.2.3.d Discussion

Global impact of interactions

IMMSBM infers virality along with interaction terms and yields better results than
state-of-the-art methods (see Table II.4), which provides solid ground for analysing
the effect of information interaction. Close analysis of interactions between pieces
of information has been little considered in literature –what lexical fields, groups of
symptoms, musical genres, and kinds of tweets interact with each other. We can
evaluate the importance of interactions between entities based on inferred virality.
We study two quantities for each corpus: the overall relative impact of the interac-
tions on the probability of an outcome and the contribution of each pair of clusters
in the modification of outcome probabilities.

To evaluate the global impact of the interactions, we compute the relative change
of probability according to the inferred virality for each triplet (i, j, x), noted Vi,j,x and
average this quantity over all the triplets in the corpus. We note this quantity V̄:

V̄ =
1

|R◦| ∑
(i,j,x)∈R◦

|Pi,i(x)− Pi,j(x)|
Pi,i(x)︸ ︷︷ ︸

Vi,j,x

(II.21)

where Pi,j(x) = ∑k,l θi,kθj,l pk,l(x) denotes the probability of outcome x given the en-
tities i and j; as shown in the previous section, the diagonal elements Pi,i(x) account
for the virality of i on x.

First, we report in Fig. II.7 the distribution Vi,j,x over all triplets in every dataset.
In this figure, we plot the histogram of the relative impact of interactions on the base
virality of outputs. Overall, we confirm the conclusions of (Myers and Leskovec,
2012) that most interactions do not lead to any notable change in the probability of
an output. However, a non-negligible part of them leads to changes in probability up
to 500% the base virality. The overall impact of interactions if the weighted average
of this histogram, calculated in Eq. II.21. These results are shown in Fig. II.8.

For every corpus, the interaction between entities exerts a non-negligible over-
all influence V̄ on the probability of outputs. Those results confirm previous work
done on interactions modelling, stating the importance of taking interactions into
account when analysing real-world datasets (Myers and Leskovec, 2012). Interac-
tions increase the virality of an output by a factor of 2.58 in the PubMed corpus,
2.78 in the Twitter corpus, 1.73 in the Spotify corpus and 1.57 in the Reddit corpus.
Interactions have a greater effect on output probabilities for PubMed and Twitter
corpora, and a lesser role for the Spotify and Reddit ones. Besides, our model ap-
plied to a dataset where interactions do not play any role (V̄ = 0) reduces to the
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PubMed (V=158%) Reddit (V=57%)

Spotify (V=73%) Twitter (V=178%)

FIGURE II.8: Importance of interactions - Contribution of each pair of clusters Vk,l and
average impact of the interactions V̄ (on the right) in outcome probabilities for each corpus.
Clusters typically interact with a limited number of others; these interactions still play a

significant role in outcomes probabilities. The cluster have been annotated manually.

non-interacting MMSBM baseline. This metric therefore allows us to assert the im-
portance of the interactions in a given corpus.

Which clusters interact

To evaluate clusters pair-interaction, we consider the following quantity:

Vk,l =
∑(i,j,x)∈R◦ θi,kθj,l |pk,l(x)− Pi,i(x)|

∑(i,j,x)∈R◦ θi,kθj,l

This quantity is the weighted average of the absolute change in output probability
with respect to virality due to the interaction between every pair of clusters (k, l) for
each possible pair of entities. The results are shown in Fig. II.8. Clusters have been
annotated manually.

We see that most of the clusters do not interact with each other; the interactions
essentially take place between a limited number of clusters. Typically, a cluster in-
teracts significantly with only one or two other clusters in every corpus (“Vertigo”
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and “Speech disorder” in PubMed, “Students” and “Schools” in Reddit, etc.). We
also notice that in each corpus, the model forms some non-interacting cluster with
low values of Vk,l (“Neuropsychiatry” in PubMed, “Recent pop” in Spotify, etc.); for
those, the probability of an output is essentially equal to the virality of this output.
We also notice that the diagonal of the Vk,l matrices comprises low values. The in-
teraction of a group with itself leads to an output probability close to its entities’ vi-
rality. To picture how this makes sense, we can imagine diagnosing a disease based
on two ear-related symptoms (“earache” and “hearing disorders”): the diagnosis is
likely to be related to the ear as we would have guessed with only one symptom
(its probability equals the virality). Now imagine two symptoms of different kinds
(“earache” and “speech disorder”): the diagnosis is then likely to be related to the
brain and less to the ear, so the interaction lowers the base probability (virality) of
the “ear disease” output and increases the one of the brain disease.

Being able to see in detail the extent to which interactions exert an influence in
a corpus and between which categories they take place opens new perspectives in
research. Models that allow explaining the underlying mechanisms are of interest
for applied social sciences (Guimera, Llorente, and Sales-Pardo, 2012; Cobo-López,
Godoy-Lorite, and Duch, 2018; Poux-Médard et al., 2021).

Entropy of membership

We now consider the membership entropy of the entities. It measures how entities’
membership is spread over the clusters. When it is low, entities belong to a small
number of clusters to a great extent; when it is high, it means entities belong to
every cluster to roughly the same extent. We use the normalized Shannon entropy
of memberships of user i as a metric, noted S(m)

i :

S(m)
i =

1
log2

1
K

K

∑
k

θi,t log2 θi,t (II.22)

Here the lowest entropy reachable is 0, which corresponds to an entity belonging to
only one group ; the largest is 1 corresponding to belonging to every cluster evenly
(with probability 1

K ).
Overall, the entropy of memberships is low. The average entropy values per cor-

pus are: 0.320 for PubMed (equivalent to belonging on average to 2-3 clusters), 0.324
for Twitter (2 clusters), 0.561 for Reddit (6-7 clusters) and 0.364 for Spotify (2-3 clus-
ters). The small number of entities spread among clusters means that the clustering
done by our model is easy to interpret –which eased the manual annotation of the
clusters presented in the previous section.

II.2.3.e Conclusion

In most previous approaches to information spread, the effect of interactions be-
tween diffusing entities has been neglected. Here, we proposed an in-depth study
of the IMMSBM (corresponding to the special case SIMSBM(2)) that allows us to in-
vestigate the detail of interactions strength. Note that the aim of IMMSBM includes
but is not restricted to interaction modelling. Throughout this section, we also il-
lustrated the interest of IMMSBM for recommender systems (Spotify and PubMed
datasets).

Our conclusions specific to interactions in information spread come from the
Twitter dataset. We show that their effect is not trivial (average relative change of
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178%) and that taking them into account increases predictive performance (+0.06
AUCROC over the non-interacting baseline). However, these interactions appear to
be sparse: only 5 pairs of clusters out of 105 possible pairs seem to have significant
interactions. In most cases, virality seems to be enough to predict an output with
good accuracy.

However, all the models discussed in this section exhibit a major flaw: they are
all static. The data collected on Twitter and Reddit used in our experiments spans
approximately over a month. There is no a priori reason for the underlying inter-
action mechanisms to remain the same over this period. Slicing this data into time
intervals would provide deeper insights into the interaction mechanisms at stake
and their evolution over time.

II.3 Dynamic interactions

II.3.1 Introduction

Dynamic networks are powerful tools to visualize and model interactions between
different entities that can evolve over time. The network’s nodes represent the in-
teracting entities, and ties between these nodes represent an interaction. In many
real-world situations, the strength of the ties can vary over time –on music stream-
ing websites for instance, users’ affinity with various musical genres can vary greatly
over time (Kumar, Zhang, and Leskovec, 2019; Villermet et al., 2021). Such network
is said dynamic.

Now, every interaction does not have the same importance. A music listener can
like both Rock and Jazz, but might prefer one over the other. This person’s tie to each
musical genre does not have the same intensity; each tie is associated with a number,
representing the strength of the interaction. The network is said to be dynamic and
valued.

However, in many real-world situations, valued networks are not enough to fully
represent a given situation. The same music listener as before can have different
opinions on musical genres; she can like it, dislike it, be bored of it, like to listen to
it only in the morning, or at night, etc. Each of these relations can be represented
by its own tie in the network, each having its own value. The network is said to be
dynamic, valued and labelled.

Inferring dynamic, valued and labelled networks

Networks are high-dimensional objects, whose exact inference is a difficult prob-
lem –as stated in the previous section. Several ways to achieve this task have been
proposed, the Stochastic Block Models (SBM) family being one of the most popular
approaches, see Chapter II and (Holland, Laskey, and Leinhardt, 1983; Guimerà and
Sales-Pardo, 2013; Cobo-López, Godoy-Lorite, and Duch, 2018). The underlying as-
sumption is that certain sets of nodes behave similarly. They can be described using
a single mathematical object instead of individual ones: the so-called clusters. In-
stead of modelling every edge for every node in a network, only the edges between
these sets are modelled, which makes the task much more tractable. Each cluster is
then associated with a labelled edge, and each node is associated with a cluster. A
variant of SBM that allows more expressive power is called the Mixed-Membership
SBM (MMSBM), where each node can belong to several clusters in different propor-
tions at the same time (Yuchung and George, 1987; Airoldi et al., 2008; Godoy-Lorite
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FIGURE II.9: Users’ attachment to groups can vary over time — A music listener could
cyclically prefer Rock, Jazz, or Pop music (top), or listen to either of these without any
specific pattern (bottom). For 200 epochs each containing only 5 observations, our approach
(in red) infers any smooth dynamic membership pattern and does it more accurately than
static models (in green (Godoy-Lorite et al., 2016)) and models that consider each time slice

independently (in blue (Tarrés-Deulofeu et al., 2019)).

et al., 2016; Tarrés-Deulofeu et al., 2019). A major advantage of this model’s fam-
ily is that it yields readily interpretable results (interpretable clusters), unlike most
existing neural-network-based modelling of labelled networks (Fan et al., 2021).

Overview of the proposed approach

The goal of this section is therefore to provide a way to infer networks that are
dynamic, valued and labelled by assuming a block structure – by using a mixed-
membership SBM. After a careful review of dynamic network inference literature,
it seems that no prior work tackles such a task. Although some previous works
handle similar problems, their adaptation to the case at hand is not trivial. Besides,
the solution we propose here is conceptually much simpler than those present in
the literature. Last but not least, our method is readily pluggable into most existing
MMSBM for labelled and valued networks (such as SIMSBM and its special cases,
comprising the IMMSBM and each of (Airoldi et al., 2008; Godoy-Lorite et al., 2016;
Tarrés-Deulofeu et al., 2019)) as their temporal extension.

We develop an EM optimization algorithm that scales linearly with the size of
the dataset, demonstrate the effectiveness of our approach on both synthetic and
real-world datasets, and further detail a possible application scenario.
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II.3.2 State of the art and limitations

II.3.2.a Notations

We consider a network of I nodes and O labels. All the clustering models discussed
in this section can be represented using a matrix θ ∈ RI×K accounting for member-
ships over a set of K possible clusters for each of I nodes, and a block-interaction
matrix p ∈ RK×K×O linking each of K clusters to every of O labels. Both θ and p can
vary over time. The network is said to be unlabelled when O = 1, and binary (as
opposed to valued) if an edge can only exist or not exist.

II.3.2.b Dynamic unlabelled networks - Single-membership

Single-membership SBM considers a membership matrix such as θ ∈ {0; 1}I×K: each
membership vector equals 1 for one cluster, and 0 everywhere else. Literature also
speaks of “hard” clustering. The authors in (Xu and Hero, 2014; Xu and Hero, 2013)
proposed to model a binary unlabelled dynamic network using a label-switching
inference method along with a Sequential Monte Carlo algorithm (Jin et al., 2021).
Both the membership and the interaction matrices can vary over time, thus suppos-
ing two independent underlying Markov processes (Jin et al., 2021).

In (Yang et al., 2010; Tang and Yang, 2014), the authors propose to model a binary
dynamic and unlabelled network. The cluster interaction matrix p can vary over
time while keeping the memberships θ fixed over time. The entries of p are drawn
from a Dirichlet distribution and expressed as a Chinese Restaurant Process. This
process converges to a Dirichlet distribution and allows to infer a potentially infinite
number of clusters. This model is therefore non-parametric and inferred using an
MCMC algorithm.

A novel way of tackling the problem has been proposed in (Matias and Miele,
2017; Matias, Rebafka, and Villers, 2018), where the authors propose to model the
cluster interaction and membership matrices as Poisson processes, that explicitly
model the temporal dependency without slicing the time dimension into episodes.
The method allows to infer varying membership and interaction matrices for dy-
namic binary or valued networks, but their results have shown that allowing both
to vary simultaneously leads to identifiability and label switching issues (Funke and
Becker, 2019). This conclusion seems reasonable, given none of these SBM algo-
rithms can reach a global optimum in the likelihood function. During optimization,
a model with both membership θ and interaction p matrices is all the more likely to
get stuck into a local maximum if both can vary over time.

Finally, we can mention the existence of SBM variants that account for dynamic
degree-correction (Wilson, Stevens, and Woodall, 2019) or that enforce a scale-free
characteristic (Wu et al., 2019). However, all these methods consider unlabelled net-
works and consider a hard clustering which does not allow for as much expressive
power as the Mixed-Membership approaches.

II.3.2.c Dynamic unlabelled networks - Mixed-membership

Mixed-membership SBM considers a membership matrix such as θ ∈ RI×K, where
each membership vector is normalized to 1. Literature also refers to it as “soft”
clustering.

Similar to (Yang et al., 2010; Tang and Yang, 2014), a method for inferring dy-
namical binary unlabelled networks has been proposed in (Fan, Cao, and Da Xu,
2015). The membership vector of each piece of information is drawn from a Chinese
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Restaurant Process (CRP) according to the number of times a node has already been
associated with each cluster before. The resulting process yields a distribution over
an infinity of available clusters. The formulation as a CRP arises naturally because
the prior on membership vectors is typically a Dirichlet distribution; CRP naturally
converges to this distribution. The block-interaction matrix p does not evolve with
time. The article shows a complexity analysis that suggests the methods run with a
complexity of O(N2) which makes it unfit for large-scale real-world applications.

The work the most closely related to ours is (Xing, Fu, and Song, 2010). This
seminal work proposed the dMMSB as a way to model dynamic binary unlabelled
networks using a variational algorithm (Lee and Wilkinson, 2019). To do so, the au-
thors modify the original MMSBM (Airoldi et al., 2008) to consider a logistic normal
distribution as a prior on the membership vectors θ⃗i. This choice allows to model
correlations between membership vectors’ evolution (Ahmed and Xing, 2007). The
membership vectors are then embedded in a state-space model, which is a space
where we can define a linear transition between two time points for a given variable.
The authors define such a trajectory for the membership vectors as a linear function
of the previous time point. The trajectory is estimated and smoothed using a Kalman
Filter. This approach is the most closely related to ours, as it proposes to consider
the temporal dependency directly in a prior distribution over memberships, noted
P(θ).

However, this model is not fit for the task at hand. It considers unlabelled and
binary networks (Lee and Wilkinson, 2019), and extension to labelled and valued
networks is not trivial. The proposed optimization algorithm requires a loop until
convergence at each EM iteration, making it unable to handle large datasets. It is not
designed to let the clusters interaction matrix p depend on time, which we alleviate
here. And most importantly, it assumes a linear transition between time steps in the
state space, while we do not assume any kernel function in our proposed approach.
(Xing, Fu, and Song, 2010) has been extended to consider P(θ) as a logistic normal
mixture prior (Ho, Song, and Xing, 2011), which improves its expressive power.
However, it does not address the aforementioned points.

II.3.2.d Static labelled networks - Mixed-membership

Recent years saw a rise of Bayesian methods for inferring static valued labelled net-
works using MMSBM variants (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al.,
2019; Poux-Médard et al., 2021). Note that in (Tarrés-Deulofeu et al., 2019), the au-
thors consider a temporal slicing of the data and consider each slice as independent
from the others; a time slice is considered as a node in a tripartite network. We will
compare our approach to this modelling later. We do not present the details of these
works here, as we will develop their in-depth functioning in Section II.3.3.

The method we propose here uses these works as a base. This section focuses
on making the prior probability of both θ and p time-dependent to model these pa-
rameters’ dynamics. We provide a ready-to-use temporal plug-in for each of the
works we have just presented in this section and in Section II.2. It applies to dynam-
ical, valued, and labelled networks in a mixed-membership context, and inference is
conducted with a scalable variational EM algorithm.
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FIGURE II.10: Illustration of the SIMSBM(1), which is the base model coupled to the SDSBM
prior. Nodes are associated with clusters, and clusters are associated with labels. Ties be-

tween each entity represent a membership and can take values between 0 and 1.

II.3.3 SDSBM – Simple Dynamic labelled MMSBM

II.3.3.a Base model

In this section, we present the simplest form of a labelled MMSBM, or SIMSBM(1),
for demonstration purposes. We illustrate the structure of this model in Fig. II.10.
Its derivation trivially extends to (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al.,
2019; Poux-Médard et al., 2021), the IMMSBM, and any of the SIMSBM iterations
discussed Section II.2.2 (we detail our work’s inclusion in these more complex mod-
els in Appendix, Section I.6).

We consider a set of I nodes that can be associated with O possible labels on a
discrete time interval, or epoch, written t. We assume that nodes can be efficiently
represented as a mixture of K available clusters at each time step, each of which is
in turn linked to the labels. The membership of each of I nodes into each of the K
possible clusters at time t is encoded in the membership matrix θ(t) ∈ RI×K. One
vector θ

(t)
i represents the probability that i belongs to any of the K clusters at time t,

and is normalized as:
∑
k∈K

θ
(t)
i,k = 1 ∀i, t (II.23)

The probability of each cluster to be associated with each label at time t is encoded
in the matrix p(t) ∈ RK×O. An entry p(t)k (o) represents the probability that cluster k
is associated with label o at time t, and thus is normalized as:

∑
o∈O

p(t)k (o) = 1 ∀k,(t) (II.24)

Finally, the probability that a node i is associated with label o at time t (this can be
seen as the probability an edge between i and o exists at time t) is written:

P(t)(i → o) = ∑
k∈K

θ
(t)
i,k p(t)k (o) (II.25)
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Given a set R◦ of observed triplets (i, o, t), the model’s posterior distribution can be
written (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al., 2019):

P(θ, p|R◦) ∝ P(R◦|θ, p)∏
t

P(θ(t))P(p(t)) (II.26)

= ∏
(i,o,t)∈R◦

∑
k∈K

θ
(t)
i,k p(t)k (o)∏

t

(
∏

i
P(θ(t)i )∏

k
P(p(t)k )

)

Now, before we describe the optimization procedure, we must choose the priors
P(θ(t)) and P(p(t)).

II.3.3.b Simple Dynamic prior

We formulate the prior distribution over θ(t) and p(t) following a simple assumption:
the parameters at a given time are unlikely to vary abruptly at small time scales —
the apple does not fall far from the tree. It means an entry θ

(t1)
ik should not differ so much

from θ
(t2)
ik for every t2 close enough to t1. Such entries close to a reference time are

called temporal neighbours.
Our a priori knowledge on each entry θ

(t)
i and p(t)k is that they should not differ

significantly from their temporal neighbours. This is a fundamental difference with
(Xing, Fu, and Song, 2010), where the next parameters values are estimated using
a Kalman Filter that only considers the previous time step. Moreover, the authors
assume a linear transition function, while we do not make such a hypothesis. An il-
lustration of the proposed approach is given in Fig. II.11, where the prior probability
of a membership vector depends on its temporal neighbours (in white).

Dirichlet distribution

Since each entry θ
(t)
i and p(t)k is normalized to 1, we consider a Dirichlet distribution

as a prior, which naturally yields normalized vectors such that ∑n xn = 1. It reads:

Dir(x|α) = 1
B(α) ∏

n
xαn−1

n (II.27)

where B(·) is the multivariate beta function. In Eq. II.27, the vector α is called the
concentration parameter and must be provided to the model. Importantly to the
model introduced in this section, it allows to control the mode and the variance of
the Dirichlet distribution.

We consider a concentration parameter such as α = 1 + βα0, so that for β = 0
we recover a uniform prior over the simplex, and α > 1 so that the prior has a
unique mode. The most frequent value drawn from Eq. II.27 (or mode) is M(xn) =

αn−1
∑′

n(α
′
n−1) =

α0,n

∑′
n α0,n

. We recover a uniform prior for β = 0; the variance vanishes with

β ≫ 1 as 1
β . The effect of various values of β on the prior distribution is illustrated

in Fig. II.11.

Prior’s mode

Our main assumption states that θ
(t)
i and p(t)k do not vary abruptly. To enforce this,

we define their prior probability mode with respect to their close temporal neigh-
bours. The hyper-parameter β controls the variance of the prior –that is, how much
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FIGURE II.11: Prior probability on a membership vector for various values of β according
to temporal neighbourhood — Darker means higher probability. Projected on a simplex
tri-space (each of 3 axes ranges from 0 to 1). The white dots represent the temporal neigh-
bours of the considered 3D vector. Their average is given as ⟨θ⟩ using a uniform weight
function κ(t, t′) for illustration purpose. β controls the variable’s prior variance around its

neighbours.

it should impact the inference procedure. We express the Simple Dynamic prior
parameters for θ

(t)
i as:

α
(t,θ)
i,k = 1 + β

∑t′ ̸=t κ(t, t′)θ(t
′)

i,k

∑t′ ̸=t κ(t, t′)


︸ ︷︷ ︸

⟨θ(t)i,k ⟩

(II.28)

where κ(t, t′) is a weight function, and α(t,θ) corresponds to the concentration pa-
rameter for θ at time t. In following experiments, we define the weight function
as κ(t, t′) =

Nt′
|t−t′| , where Nt′ is the number of observations made at time t′, so that

temporal neighbours’ influence decrease as the inverse of temporal distance. We il-
lustrate the influence of this particular kernel function on the prior probability on
membership at all times in Fig. II.12. In particular we see that with this expression,
the prior probability variance collapses to 0 when the considered time is very close
to a temporal neighbour.

The mode of the prior over a variable is then the average value of its the tem-
poral neighbours weighted by κ(t, t′), noted ⟨θ(t)i,k ⟩. Note that this holds because

∑k⟨θ
(t)
i,k ⟩ = 1 ∀i, t. Besides, the prior variance is a decreasing function of β; when

β = 0 the prior is uniform over the simplex, and when β → ∞ the variance goes to
0, as illustrated Fig. II.11. The same reasoning holds for p(t)k , with prior parameters

α
(t,p)
k,o = 1 + β⟨p(t)k (o)⟩.
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FIGURE II.12: Prior probability’s variance on memberships at all times according to the
temporal neighbourhood — Variance of the prior over a membership entry (filled curves,
we represented 3 such entries as illustration) as a function of time, given some temporal
neighbours (black dots). This illustration considers an averaging kernel as κ(t, t′) = 1

|t−t′ | .

When inferring a parameter x(t) at a time t, the variance of its prior probability P(x(t))
depends on t relative to the temporal neighbours. Here for instance, the variance is null at

t = 2 because κ(t, t′) diverges, and so does α(t), hence the variance collapsing to 0.

Priors expression

Finally, we give the final log-priors on θ
(t)
i and p(t)k :

P(θ(t)i |{θ
(t′)
i,k }t′ ̸=t) ∝ ∏

k
θ
(t)
i,k

β⟨θ(t)i,k ⟩ (II.29)

P(p(t)k (o)|{p(t
′)

k (o)}t′ ̸=t) ∝ ∏
o

p(t)k (o)
β⟨p(t)k (o)⟩

We omitted the normalisation factor for clarity –it does not influence the inference
procedure. Note however that the dependence of each entry of θ

(t)
i and p(t)k raises

additional questions from a statistical perspective. It is unsure whether the specified
conditional distributions would allow to retrieve a global, joint probability distribu-
tion for all entries of those vectors. Therefore, our approach works as a penalization
of the likelihood function, but does not imply the existence of a statistical law on θ

(t)
i

and p(t)k .

II.3.3.c Inference

E step

We develop an EM inference procedure for maximizing the log-posterior distribu-
tion defined in Eq. II.26. The expectation step computes the expected probability of
a latent variable (here a cluster k) being chosen given each entry of R◦. Since such
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latent variables do not appear in the priors expressions, the expectation step remains
unchanged by the introduction of the Simple Dynamic Priors; in general, prior dis-
tributions do not intervene in the computation of the expectation step (Bishop, 2006).
The E step for such labelled networks has already been derived on many occasions.
Therefore, we give the expectation step equation without explicit derivation (full
derivation is however provided in Appendix, Section I.4, and in Section II.2.2.b.1
and Section II.2.3.b.1).

The expectation of the latent variable k given an observation (i, o, t) ∈ R◦, written
ω

(t)
i,o (k), is defined as:

ω
(t)
i,o (k) =

θ
(t)
i,k p(t)k (o)

∑k′ θ
(t)
i,k′ p

(t)
k′ (o)

(II.30)

Using this expression, we can rewrite the log-likelihood log P(R◦|θ, p) as (Bishop,
2006; Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al., 2019):

log P(R◦|θ, p) = ∑
(i,o,t)∈R◦

∑
k∈K

ω
(t)
i,o (k) log

θ
(t)
i,k p(t)k (o)

ω
(t)
i,o (k)

(II.31)

M step

Taking back the first line of Eq. II.26 and substituting with Eq. II.29 and Eq. II.31,
we get an unconstrained expression of the posterior distribution. We introduce La-
grange multipliers to account for the constraints of Eq. II.23 (ϕ(t)

i ) and Eq. II.24 (ψ(t)
i ),

and finally compute the maximization equations with respect to the model’s param-
eters. Starting with the membership matrix entries θ

(t)
i,k :

∂
(

log P(θ, p|R◦)− ∑i′,t′ ϕ
(t′)
i′ (∑k′ θ

(t′)
i′,k′ − 1)

)
∂θ

(t)
i,k

= 0

⇔ ∑
o∈∂(i,t)

ω
(t)
i,o (k)

θ
(t)
i,k

+
β⟨θ(t)i,k ⟩

θ
(t)
i,k

− ϕ
(t)
i = 0

⇔ ∑
o∈∂(i,t)

ω
(t)
i,o (k) + β⟨θ(t)i,k ⟩ = ϕ

(t)
i θ

(t)
i,k

⇔ ∑
o∈∂(i,t)

∑
k

ω
(t)
i,o (k)︸ ︷︷ ︸

=1 (Eq. II.30)

+β ∑
k
⟨θ(t)i,k ⟩︸ ︷︷ ︸

=1 (Eq. II.23)

= ϕ
(t)
i

⇔
∑o∈∂(i,t) ω

(t)
i,o (k) + β⟨θ(t)i,k ⟩

Ni,t + β
= θ

(t)
i,k (II.32)

where ∂(i, t) = {o|(i, ·, t) ∈ R◦} is the subset of labels associated with both i and t,
and Ni,t = |∂(i, t)| is the size of this set. Note that for β = 0 we recover the M-step
of standard static MMSBM models, see (Godoy-Lorite et al., 2016; Tarrés-Deulofeu
et al., 2019) and Section II.2.
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The derivation of the M-step for the entries p(t)k (o) is identical and yields (see
Appendix, Section I.5, for details):

p(t)k (o) =
∑(i,t)∈∂o ω

(t)
i,o (k) + β⟨p(t)k (o)⟩

∑(i,o,t)∈R◦ ω
(t)
i,o (k) + β

(II.33)

II.3.3.d Discussion

Easy to use

We briefly review some key points of the Simple Dynamic prior. Its introduction in-
duces minor changes in the existing works on MMSBM for labelled networks. Com-
pared to (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et al., 2019) and Section II.2, its
introduction boils down to simply adding a term β⟨x⟩ to the numerator of maxi-
mization equations, and the corresponding normalizing term β to the denominator.
This way, our approach is ready-to-use to make these models, and variants built on
them, dynamic –explicit derivations are provided in Appendix, Section I.6.

Flexible dynamic modelling

The prior allows us to consider that some parameters are dynamic and that others
are not. For instance, when several membership matrices are involved, as in (Godoy-
Lorite et al., 2016; Tarrés-Deulofeu et al., 2019)), setting β = 0 for some makes them
time-invariant (or universal). The SD prior also allows choosing whether the block-
interaction tensor p is dynamic.

In general, β does not have to be identical for every membership matrix, or even
every entry i of each of them. Moreover, it is not mandatory for β to be constant
over time. A dynamic parameter β(t) is especially relevant when epochs are not
evenly spaced over time; β(t) would typically lower the variance (by increasing)
when temporal neighbours are closer (right plot in Fig. II.11).

To summarize, β allows controlling the time scale over which variables may vary.
This allows greater modelling flexibility, allowing to jointly model universal vari-
ables (β = 0) and dynamical ones (β ̸= 0).

Tuneable temporal dependence

Finally, the choice of the averaging kernel function κ(t, t′) is important. It allows
choosing the range over which the inference of a variable should rely on its temporal
neighbours. A formulation as the inverse of time difference seems relevant: the
weight of a neighbour appearing at a time δt later should diverge as δt → 0, so that
continuity is ensured. Besides, it allows controlling the smoothness of the curve with
respect to time by tuning the weight function as κ(t, t′) = Nt′

|t−t′|a where a = 1, 2, ... for
instance, where Nt′ is the number of observations in the time slice t′.

Overall, the Simple Dynamic prior works by inferring the variables using both
microscopic and mesoscopic temporal scales. If a time slice t has very few observa-
tions but some of its neighbours have a greater number of them for instance; learning
the parameters at t is helped mostly by the population of its closest ( 1

|∆t| ) and most
populated (Nt′) epochs, and less influenced by further and less populated epochs.
This is what is illustrated in Fig. II.12.
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II.3.3.e Experiments

Synthetic data

In this section, we address several situations in which our method (abbreviated
SDSBM for Simple Dynamic MMSBM) could be useful. Experiments are run for
I = 100, K = 3 and O = 3, which are standard testing parameters in the literature
of dynamic networks inference (Fan, Cao, and Da Xu, 2015; Matias and Miele, 2017).
We choose to infer a dynamic membership matrix θ(t) and to provide a universal
block-interaction matrix p ∀t. Note that the model yields good performances when
p also has to be inferred, but due to identifiability and label-switching issues raised
in (Matias and Miele, 2017), there is no unbiased way to assess the correctness of the
inferred memberships values. An experiment where p is inferred jointly to θ is pro-
vided and discussed in Appendix, Section I.7. The expression we use for this matrix
p is given Eq. II.34. We systematically test two variation patterns for θ: a sinusoidal
pattern (Fig. II.9-top) and a broken-line pattern (Fig. II.9-bottom). Each pattern is
generated with a different coefficient for each item; the memberships still sum to 1
at all times.

p =

1 − s s 0
0 1 − s s
s 0 1 − s

 (II.34)

To the best of our knowledge, the only attempt to model dynamic parameters
in labelled valued and dynamic networks using a MMSBM is (Tarrés-Deulofeu et
al., 2019). In this work, each epoch is modelled independently from the others. We
refer to this baseline as the “No coupling” or “NC” baseline. For reference, we also
compare to a baseline that does not consider the temporal dimension and infers a
single universal value for each variable (classical MMSBM) (Godoy-Lorite et al.,
2016) and the models Section II.2.

We systematically perform a 5-fold cross-validation. The model is trained on
80% of the data, β is tuned using 10% as a validation set, and the model is evaluated
on the 10% left. We choose as metrics the AUCROC and RMSE on the real values of
θ (black line in Fig. II.9). The procedure is repeated 5 times; the error bars reported
in the experimental results represent the standard error over these folds.

SDSBM unveils complex temporal patterns

In Fig. II.13a., we consider 1,000 observations for each item i ∈ I and vary the num-
ber of epochs from 10 to 1,000. In the expression of p, s is set to 0.05. For both the
sinusoidal and line-broken memberships, the model shows better predictive per-
formances (in terms of AUCROC) than the proposed baselines. Interestingly, the
SDSBM performances remain stable as the number of epochs increases unlike the
NC baseline, which means it alleviates a bias of the temporal modelling proposed in
(Tarrés-Deulofeu et al., 2019). The RMSE with respect to the true parameters remains
low over the whole range of the tested number of epochs. The RMSE increases as
the number of epochs grows because the number of parameters to estimate increases
with it; this makes the inference more subject to local variations, which in turn me-
chanically increases the RMSE. Overall, SDSBM recovers dynamic variations of the
membership vectors with superior performance; a sample of the inferred dynamic
memberships is shown in Fig. II.9.
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FIGURE II.13: Results on synthetic data — (a.) SDSBM retrieves the correct dynamic mem-
berships and is little influenced by the data slicing. (b.) SDSBM works well on tiny datasets.

(c.) SDSBM retrieves correct dynamic memberships in challenging situations.
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SDSBM works with little data

A major problem that arises when considering temporal data is the scarcity of obser-
vations, because slicing implies reducing the number of observations in each slice.
This concern mostly arises in social sciences, where data retrieval cannot be au-
tomated and requires long-lasting human labour. Here, we demonstrate that our
method works in challenging conditions when data is scarce. In Fig. II.13b., we vary
the number of observations available for each item from 100 to 10.000, distributed
over 100 epochs. Thus, in the most challenging situation, there is only one obser-
vation per epoch used to determine I dynamic memberships over 3 clusters. In the
expression of p, s is set to 0.05. We see Fig. II.13b. that for both patterns, the pre-
dictive power of SDSBM remains high in such conditions. Moreover, the RMSE on
the true dynamic memberships in this case is fairly low and decreases rapidly as the
number of observations increases. When the number of observations is high, the
“no coupling” baseline (Tarrés-Deulofeu et al., 2019) reaches the performances of
SDSBM. This is because as the number of observations in each slice goes to infinity,
the models need to rely less on temporal neighbours. However, even for 10.000 ob-
servations per item (100 observations per epoch), SDSBM yields better results than
the proposed baselines. As an illustration, the results presented in Fig. II.9 have been
inferred using only 5 observations per epoch.

SDSBM handles highly stochastic interaction patterns

Finally, we control the deterministic character of the block-interaction matrix p by
varying s. We express such character as the mean entropy of p ⟨S(p)⟩ with respect to
its possible outputs: ⟨S(p)⟩ = 1

K ∑k∈K ∑o pk(o) log pk(o). The maximum entropy for
the proposed expression of p is reached for s = 0.5. We consider 1,000 observations
spread over 100 epochs. We show in Fig. II.13c. that the predictive performance of all
three methods drops as the entropy increases. This is expected, as the observations
are generated from the true model with a higher variance; each observation becomes
less informative about the underlying generative structure as s grows. However,
the RMSE on the real parameters inferred using SDSBM remains low even at the
maximum entropy, meaning the model recovers the correct membership parameters.

Real-world data

Finally, we demonstrate the validity of our approach on real-world data to argue
for its usefulness and scalability. SDSBM builds on previous works on labelled
MMSBM and shares the same linear complexity O(|R◦|) with |R◦| the size of the
dataset (Godoy-Lorite et al., 2016). For our experiments, we consider the recent and
documented datasets from (Kumar, Zhang, and Leskovec, 2019), namely the Reddit
dataset (10.000 users, 984 labels, ∼670k observations), the LastFm dataset (980 users,
1000 labels, ∼1.3M observations) and the Wikipedia (Wiki) dataset (8227 users, 1000
labels, ∼157k observations). The Reddit and Wikipedia datasets contain 1 month of
data; we slice them in 1 day long temporal intervals. The LastFm dataset spans over
approximately 5 years; we slice it into periods of 3 days each. In addition, we build
an additional dataset (Epi) about historical epigraphy data (Clauss et al., 2021). The
dataset is made of 117.000 Latin inscriptions comprising one or several of 18 social
statuses (slave, soldier, senator, etc.) and its location as one of 62 possible regions,
along with an estimated dating spanning from 100BC to 400AD. The goal is to guess
the region where a status has been found, with respect to time. The goal is to recover
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TABLE II.5: Numerical results on real-world datasets — Metrics abbreviations stand for
the area under the ROC curve (ROC), the Average Precision (AP), the Normalized Cover-
age Error (NCE). Metrics for models stand for Simple Dynamic SDM (SDSBM), No Coupling
baseline (NC) and the classical static mixed membership SBM (MMSBM). Overall, our ap-
proach allows for a higher predictive power. The standard error over the folds is given in
standard notation – 0.123(12) ⇔ 0.123 ± 0.012. The models presented in this chapter are

underlined.

ROC AP NCE

Ep
i

SDSBM 0.9025(11) 0.3700(17) 0.1151(11)
NC 0.8420(22) 0.3435(36) 0.1582(19)
MMSBM 0.8597(12) 0.2141(16) 0.1451(13)

La
st

fm

SDSBM 0.8942(8) 0.0168(1) 0.1284(11)
NC 0.8393(5) 0.0157(2) 0.1785(7)
MMSBM 0.8647(5) 0.0115(2) 0.1493(4)

W
ik

i SDSBM 0.9759(2) 0.0659(9) 0.0459(3)
NC 0.9092(7) 0.0608(10) 0.1195(8)
MMSBM 0.9576(7) 0.0622(4) 0.0565(8)

R
ed

di
t SDSBM 0.9803(3) 0.4295(54) 0.0312(3)

NC 0.8508(5) 0.3598(17) 0.1846(7)
MMSBM 0.9798(2) 0.4269(40) 0.0322(3)

statuses diffusion in territories newly conquered by the Roman Empire. We slice this
dataset in epochs of one year each.

Evaluation is again conducted using a 5-fold cross-validation with 80% of train-
ing data, 10% of validation data and 10% of testing data for each fold. For each pair
(i, otrue) in the test set, we query the probability for every output o given i and build
the confusion matrix by comparing them to otrue. In Table II.5, we present the results
of our method compared to the proposed baselines for various metrics: Area un-
der the ROC curve (AUCROC), Average Precision (AP) and Normalized Coverage
Error (NCE). The first two metrics evaluate how well models assign probabilities
to observations, and the latter evaluates the order in which possible outputs are
ranked. Overall, we see that our method exhibits a greater predictive power, except
for the Reddit dataset where the static SBM performs as well as SDSBM. We explain
this by the lack of significant temporal variation over the considered interval. This
could be expected, since the dataset comprises roughly 80% of repeated actions (Ku-
mar, Zhang, and Leskovec, 2019), meaning that users do not significantly explore
new communities over a month. This result shows that SDSBM also works well in
the static case. On the other datasets, SDSBM performs better often by a large mar-
gin, especially for the AUCROC, meaning that SDSBM is efficient at distinguishing
classes from each other. We recall that the model used here is deliberately simplis-
tic for demonstration purposes; low metrics do not mean the Simple Dynamic prior
does not work, but instead that it should be coupled to a more complex model.

As an illustration of what SDSBM has to offer, we plot in Fig. II.14 a possible vi-
sualization of the membership’s evolution over time for the epigraphy dataset. On
the left and the right, we show the items that are considered in the visualization.
The time goes from left (100BC) to right (500AD), and the flows represent the mem-
bership transfers between epochs. The grey bars represent the clusters. We manu-
ally annotated them by looking at their composition –explicit clusters composition
is given in Appendix, Section I.8. From this figure, we can recover several histor-
ical facts: military presence in Rome was scarce for most of the times considered;
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FIGURE II.14: Geographic evolution of status distribution from Latin graves (100BC -
500AD) — We applied the SDSBM to the Epigraphy dataset. We recall that our goal is to
predict a roman region (e.g., Illyria, Hispania, etc.) given a status (e.g., Slave, Senator, etc.)
and a year. We plot the temporal evolution of statuses membership to the five manually
labelled clusters (in grey). For clarity, we removed small membership transfers from the
data, which explains why the total cluster’s population may vary from one time to another.
This plot allows us to visualize some global historical trends about the evolution of the
Roman Empire (e.g., 3rd-century crisis, the spread of military presence in Europe, Italy’s

demilitarization, etc.).

Italy concentrates less military presence as time goes (due to its spread over the now
extended empire), until the 3rd-century crisis that led to its re-militarization; most
of the slaves that have been accorded an inscription are located in Italia throughout
time; the religious functions (Augusti) are evenly spread on the territory at all times;
the libertii (freed slaves) inscriptions are essentially present in Rome and Italy, etc.
Obviously, dedicated works are needed to support these illustrative claims, and we
believe SDSBM can provide such extended comprehension of the processes at stake.

II.3.3.f Conclusion

We introduced a simple way to model time in dynamic valued and labelled networks
by assuming a dynamic Mixed-Membership SBM. Our method defines the Simple
Dynamic prior, ready to plug into any iteration of SIMSBM –see Section II.2.2.a. Time
is considered under the single assumption that a network’s ties do not vary abruptly
over time.

We assessed the performance of the proposed method by defining the SDSBM
and evaluating it in several controlled situations on synthetic datasets. In particular,
we show that our prior shows stable performances with respect to the dataset slicing,
and that it works well under challenging conditions (small amounts of data or high
entropy blocks interaction matrix). We also evaluated SDSBM on large scale real-
world datasets and showed how accounting for time increases yields better results
than the two proposed baselines. Finally, we illustrate an application interest on
a dataset of Latin inscriptions that indirectly narrates the evolution of the Roman
Empire.

In the discussion section, we argued that our temporal prior offers great mod-
elling flexibility: uneven slicing of observations over time, heterogeneous dynamic
time scales for items (or clusters), time-dependent blocks-interaction matrix, infor-
mativeness of the prior, and temporal neighbours’ dependence with respect to the
averaging function. Future works exploring these directions on real-world data may
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help retrieve meaningful clusters for useful applications. On a further note, we be-
lieve that a key interest of our approach is the amount of data needed to get satis-
factory predictive performances. As mentioned above, this point is fundamental to
several social sciences, and we believe our approach could ease the incorporation of
automated learning methods in these fields.

II.4 Conclusions

Global SIMSBM framework

In this section, we first developed a global framework, SIMSBM, that generalizes
several models from the literature as particular cases, such as MMSBM, Bi-MMSBM,
IMMSBM and T-MBM.

This results in a highly flexible model that can be applied to a broad range of
problems. In particular, we cited throughout the text several experimental studies
conducted in medicine, social behaviour and recommendation using special cases of
our model.

Our framework answers the two challenges raised in Section II.2.1.b: it extends
MMSBMs to any number of entity types that can have higher-order interactions.

Case study with SIMSBM(2)

We then proposed to study interactions in information spread by considering a spe-
cial case of the SIMSBM: SIMSBM(2), or IMMSBM. We demonstrate that SIMSBM(2)
allows us to investigate the detail of interactions strength in several datasets.

Our conclusions on interactions in information spread show that their effect is
not trivial and that taking them into account increases predictive performance. How-
ever, these interactions are sparse: only 5% of significantly interacting pairs of clus-
ters. In most cases, non-interacting models seem to provide an accurate enough
description of output predictions – typically a spreading action.

Modelling dynamic memberships of interacting entities

The previous conclusions have been made by supposing the underlying interaction
mechanisms to remain stable over one month. While this assumption holds on some
datasets, most of the time there is a need to model their temporal evolution. In this
perspective, we introduced a simple temporal prior, ready to plug into any of the
SIMSBM iterations. The time is considered under the single assumption that the
network’s ties do not vary abruptly over time.

The performance of the proposed method is evaluated on several real-world
datasets and shows that taking the time into account improves the results on each
of them over the equivalent static model. On a further note, a key interest of this
approach is the small amount of data needed to get satisfactory performances. This
point is fundamental to several social sciences and extends beyond the scope of in-
teractions modelling.

Interactions are sparse

The overall conclusion of this section is the following: interactions are sparse. Sig-
nificant interactions take place only between a limited fraction of cluster pairs, and
between an even smaller fraction of entity pairs. This underlines the necessity of
considering clusters of entities to efficiently model such sparse interactions.
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Time range of interactions?

However, all the models discussed consider static interactions. The dynamic version
of SIMSBM proposed in Section II.3 allows us to consider static interactions whose
expression evolves with time, but the interactions themselves are not dynamic. To
illustrate, a reasonable assumption is that the strength of interactions is not constant
over time; a tweet does not have the same influence on a user if she saw it ten min-
utes or ten days earlier. The SDSBM approach accounts for the long-term changes in
the evolution of the interacting mechanisms, but not for their immediate temporal
evolution. A Twitter user might be influenced by tweets about sports at some point,
and about politics at some other point, but being always influenced in the same way
by either of them; the membership might change but not the interaction dynamics
of each tweet. Modelling the temporal evolution of interaction strength using MMS-
BMs might be possible. However, other methods that consider time as a continuous
variable instead of slicing it into episodes seem more relevant to the task. In the next
section, we propose to investigate how entities’ interaction strength evolves with
time.
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Chapter III

Temporal diffusion networks –
Interactions are brief

Abstract

We saw in the previous chapter that despite being sparse, interactions between pieces
of information (the entities) globally play a substantial role in individuals’ actions:
the adoption of a product, the spread of news, a strategy choice, etc. However, the
sparsity of significant interactions could be due to temporal considerations; interac-
tions may fade with time, making them harder to spot for static models.

Section III.1, we discuss and justify the role of time in interactions modelling.
Section III.2, we show that this aspect of the underlying interaction mechanisms

remains unexplored in the literature.
Section III.3, we introduce an efficient method to infer both the entities’ inter-

action network and its evolution according to the temporal distance separating in-
teracting entities. We develop a convex model using multi-kernel inference, named
InterRate. Here, time is considered as a continuous variable, unlike what we pro-
posed in Section II.3. The temporal evolution of interaction intensity is what we call
the interaction profile.

Section III.4, we consider a timestamped sequence of exposures to entities (e.g.,
URL, ads, situations) and the actions a user exerts on them (e.g., share, click, deci-
sion). We study how users exhibit different behaviours according to combinations of
entities they have been exposed to in the past. We show that the joint effect of two
exposures on a user is more than the disjoint sum of their individual effect –there is
an interaction. InterRate allows for non-parametric convex optimization and can be
solved in parallel.

Section III.5, we show our method recovers state-of-the-art conclusions on inter-
action processes on three real-world datasets. It outperforms the proposed baselines
in the inference of the underlying data generation mechanisms. Finally, we show
that interaction profiles can be visualized intuitively, making the interpretation of
the model easier.

The overall conclusion of this section is that interactions are brief. In real-world
diffusion processes, the interaction between two entities is significant only when the
two entities are close to each other in time. For instance, a tweet does not have the
same influence on the last tweet a user saw if the first appeared ten minutes or ten
days earlier in her news feed. Typically, the intensity of an interaction decreases
exponentially with the time separating the interacting entities. Our conclusion em-
phasizes the necessity of modelling the temporal aspect of interactions in social net-
works.

Published works: (Poux-Médard, Velcin, and Loudcher, 2021a)
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III.1 Introduction

III.1.1 Temporal evolution of interactions

In Chapter II, we showed that interactions play a significant role in information
spread. However, the models introduced there are all static: an interaction between
several entities has a constant intensity over time. Many everyday examples con-
tradict this assumption. The writing of a scientific article is more influenced by last
year’s publications than by last century’s ones; a user on social media is more likely
to answer a recent post than a years-old one; a Spotify user is more likely to listen to
a band if she listened to it five minutes ago than if she listened to it five years ago. In
general, interactions between entities last for a given time; eventually entities fade
to a non-interacting “ground-state” as time goes forward. In Chapter II, we called
this ground-state virality, which is the probability of an outcome in the absence of
interactions.

The histograms presented in Fig.III.1 illustrate this assumption: the probability
of an action on an entity (like, share, comment, etc.) varies according to the temporal
distance separating any two given entities. We refer to such figures as interaction
profiles. They represent an action’s probability evolution given the time separating
the interacting entities.

The study of this quantity is a novel perspective: interactions between pieces of
information have been little explored in the literature, and no previous work unveils
trends in the information interaction mechanisms.

FIGURE III.1: Interaction profiles between pairs of entities — Examples of interaction pro-
files on Twitter; here is shown the effect of URL shortening services migre.me (left), bit.ly
(right-top), tinyurl (right-middle) and t.co (right-bottom) on the probability of tweeting a
t.co URL and its evolution over time. This interaction profile shows, for instance, that there
is an increased probability of retweeting for a t.co URL when it appears shortly after a mi-
gre.me one (interaction). This increase fades when the time separation grows (no more

interaction). In blue, the interaction profile inferred by our model.

The study of interactions between entities has several applications in real-world
systems. We can mention the fields of recommender systems (the probability of
adoption is influenced by what a user saw shortly before it), news propagation and
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control (when to expose users to an entity to maximize its spreading probability)
(Vosoughi, Roy, and Aral, 2018), advertising (same reasons as before) (Cao and Sun,
2019), choice behaviour (what influences a choice and how) (Cobo-López, Godoy-
Lorite, and Duch, 2018).

III.1.2 Proposed approach

In this chapter, we propose to unveil the temporal mechanisms at stake within those
interacting processes; we infer their interaction profiles. Imagine, for instance, that
an internet user is exposed to a tweet at time t1 and to another at time t2 > t1. We
suppose that the exposure to the first one influences the user’s sensitivity (likeliness
of a retweet) to the second one a time t2 − t1 later. Modelling this process involves
quantifying the influence a tweet exerts on the other and how this influence varies
with the time separating the exposures. The representation of this probability evo-
lution is what we call the interaction profile –illustrated Fig.III.1). It represents the
influence the exposure to an entity exerts on an outcome (click, buy, retweet, etc.)
for another exposure to an entity a given time later.

To perform this task, we introduce an efficient method to infer both the entities’
interaction network and its evolution according to the temporal distance separating
the interacting entities. In the proposed InterRate model, nodes are entities, and
edges between them represent the intensity of their interaction; this intensity is a
continuous-time function that depends on the time separating two exposures to the
entities (or nodes). This intensity function is the interaction profile.

III.1.3 Workflow

First, we review the state of the art in temporal interaction between entities and un-
derline the open challenges they rise in Section III.2. Then, we answer them with
InterRate in Section III.3, a model for inferring all the interaction profiles between
every node pair in a given set. This is performed in a continuous-time setup using
multi-kernel inference methods (Du et al., 2012). We show in Section III.4 that the in-
ference of the parameters boils down to a convex optimization problem for specific
kernel families. Moreover, the problem can be subdivided into as many subprob-
lems as entities, which can be solved in parallel. The convexity of the problem guar-
antees convergence to the likelihood’s global optimum for each subproblem and,
therefore, to the problem’s optimal likelihood. In Section III.4.2, we use InterRate to
investigate the role of interaction profiles on synthetic data and in various corpora
from different fields of research: advertisement (the exposure to an ad influences the
adoption of other ads (Cao and Sun, 2019)), social dilemmas (the previous actions of
one influences an other’s actions (Cobo-López, Godoy-Lorite, and Duch, 2018)) and
information spread on Twitter (the last tweets read influence what a user retweets
(Myers and Leskovec, 2012)). Finally, in Section III.5, we provide analysis leads and
show that our method recovers state-of-the-art results on interaction processes on
each of the three considered datasets.

III.1.4 Contributions

The main contributions developed in this chapter are the following:

• We introduce the interaction profile. It represents the evolution of interaction
intensities as the time separating interacting entities increases. The interaction
profile is a powerful tool to understand how interactions take place in a given
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corpus (see Fig.III.4) and it has not been developed in the literature up to now.
Its introduction is the main contribution of the present section.

• We design a convex non-parametric algorithm that can be solved in parallel,
baptized InterRate. InterRate automatically infers the interaction profile for
every node pair in a network. The collection of interaction profiles can be
interpreted as a temporal interaction network.

• We show that InterRate yields better results than non-interacting or non-temporal
baseline models on several real-world datasets. Furthermore, our model can
recover several conclusions about the datasets from state-of-the-art works.

• We discuss the temporal aspect of entities interactions. Specifically, we show
that interactions are brief in real-world diffusion processes. We also recover
the interactions sparsity that has been observed in Chapter II.

III.2 State of the art on temporal interaction network infer-
ence

III.2.1 Temporal interactions in general

Previous efforts in investigating the role of interactions in information diffusion have
shown their importance in the underlying spreading processes. Several works study
the interaction of information with users’ attention (Weng, Flammini, and al., 2012),
closely linked to information overload concepts (Gomez-Rodriguez, Gummadi, and
Schölkopf, 2014), but not the interaction between the pieces of information them-
selves. On the other hand, whereas most of the modelling of spreading processes is
based on either no competition (Senanayake, O’Callaghan, and Ramos, 2016; Poux-
Médard, Pastor-Satorras, and Castellano, 2020) or perfect competition (Prakash et
al., 2012) assumption, intermediate competitions lead to a better description of their
spread (Beutel et al., 2012) –with the example of Firefox and Chrome web browsers,
whose respective popularity are correlated but not perfectly as in (Prakash et al.,
2012).

III.2.2 Modelling interactions

A significant effort has been put in elaborating complex processes to simulate interac-
tion on real-world networks (Prakash et al., 2012; Zhu, Gao, and Zhang, 2020). How-
ever, fewer works have been developed to tackle interaction in information spread
from a machine learning point of view. The correlated cascade mode (Zarezade et
al., 2017) infers an interacting spreading process’s latent diffusion network. In this
work, the interaction is modelled by a hyper-parameter β. It tunes the intensity of
interactions according to an exponentially decaying kernel. In their conclusion, the
authors formulate the open problem of learning several kernels and the interaction
intensity parameter β, which we address in the present chapter.

To our knowledge, the attempt the closest to our task to model the interaction
intensity parameter β is Clash of the contagions (Myers and Leskovec, 2012). It pre-
dicts retweets on Twitter based on tweets seen by a user. This model estimates the
probability of retweeting a piece of information, given the last tweets a user has been
exposed to, according to their relative position in the Twitter feed. The method suf-
fers various flaws (scalability, non-convexity). It also defines interactions based on
an arguable hypothesis made on the prior probability of a retweet (in the absence of



III.3. InterRate – Interaction dynamics 65

interactions) that makes its conclusions about interactions sloppy (see Section II.2.1).
It is worth noting that in (Myers and Leskovec, 2012), the authors outline the prob-
lem of the inference of the interaction profile but do so without searching for contin-
uous trends such as the one shown in Fig.III.1.

In Chapter II, we addressed the various flaws observed in (Myers and Leskovec,
2012) and suggested a more general approach to the estimation of the interaction
intensity parameters. However, we neglected the temporal aspect of interactions. To
take back the Twitter case study, it implies that in the case of a retweet at time t, a
tweet appearing at t1 ≪ t in the news feed has the same influence on the retweet as
a tweet that appeared at t2 ≈ t; the interaction profile is constant over time.

III.2.3 Temporal network inference

For several years, temporal network inference has been a subject of interest. Signif-
icant advances have been made using survival theory modelling applied to partial
observations of independent cascades of contagions (Gomez-Rodriguez, Balduzzi,
and Schölkopf, 2011; Gomez-Rodriguez, Leskovec, and Schölkopf, 2013b). In this
context, an infected node tries to contaminate every other node at a rate that is tuned
by β. While this work is not directly linked to ours, it has been a strong influence
on the interaction profile inference problem we develop here; the problems are dif-
ferent, but the methodology they introduce greatly helped building InterRate (de-
velopment and convexity of the problem, analogy between interaction profile and
hazard rate). Moreover, advances in network inference based on the same works
propose a multi-kernel network inference method that we adapted to the problem
we tackle here (Du et al., 2012). Inspired by these works, we develop a flexible ap-
proach that allows for the inference of the best interaction profile by using several
candidate kernels.

III.3 InterRate – Interaction dynamics

This work has been published, see (Poux-Médard, Velcin, and Loudcher, 2021a)

III.3.1 Problem definition

We illustrate the process to model in Fig. III.2. It runs as follows: a user is first
exposed to a piece of information at time t0. The user then chooses whether to act on
it at time t0 + ts (an act can be a retweet, a buy, a booking, etc.); ts can be interpreted
as the “reaction time” of the user to the exposure, assumed constant. The user is then
exposed to the next piece of information a time δt later, at t1 = t0 + δt and decides
whether to act on it a time ts later, at t1 + ts, and so on. Here, δt is the time separating
two consecutive exposures, and ts is the reaction time, separating the exposure from
the possible contagion. In the remaining of this chapter, we refer to the user’s action
on an exposure (tweet appearing in the feed, exposure to an ad, etc.) as a contagion
(retweet or the tweet, click on an ad, etc.).

This choice of modelling comes with several hypotheses. First, the pieces of in-
formation a user is exposed to appear independently from each other. It is the main
difference between our work and survival analysis literature: the pseudo-survival of
an entity is conditioned by the random arrival of pieces of information. Therefore,
users’ actions cannot be modelled as a survival process. This assumption holds in
our experiments on real-world datasets, where users have no influence on what in-
formation they are exposed to. Second hypothesis, the user is contaminated solely
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: exposure to A : exposure to A at t and
  contamination by A at t+ts

: time between exposures: time between exposures
  and contaminations

FIGURE III.2: Illustration of the interacting process — Light orange squares represent the
exposures, dark orange squares represent the exposures that are followed by contagions
and empty squares represent the exposures to the information we do not consider in the
datasets (they only play a role in the distance between exposures when we consider the or-
der of appearance as a time feature). A contagion occurs at a time ts after the corresponding
exposure. Each new exposure arrives at a time δt after the previous one. Contagion takes
place with a probability conditioned by all previous exposures. In the example, the conta-
gion by A at time t + ts depends on the effect of the exposure to A at times t and t − 3δt, and

to B at times t − δt and t − 2δt.

based on the previous exposures in the feed (Myers and Leskovec, 2012; Zarezade
et al., 2017). Third, the reaction time separating the exposure to a piece of informa-
tion from its possible contagion, ts, is constant (i.e., the time between a read and a
retweet in the case of Twitter). Importantly, this hypothesis is a deliberate simplifica-
tion of the model for clarity purposes; relaxing this hypothesis is straightforward by
extending the kernel family, which preserves convexity and time complexity. Note
that this simplification does not always hold, as shown in recent works concluding
that response time can have complex time-dependent mechanisms (Yu et al., 2017).

III.3.2 Likelihood

We now define the likelihood of the model whose process is described in Fig. III.2.
Let t(x)

i be the exposure to x at time ti, and t(x)
i + ts the time of its possible con-

tagion. Consider now the instantaneous probability of contagion (hazard function)
H(t(x)

i + ts|t(y)j , βxy), that is the probability that a user exposed to the piece of in-
formation x at time ti is contaminated by x at ti + ts given an exposure to y at time
tj ≤ ti. The matrix of parameters βij is what the model infers. βij is used to character-
ize the interaction profile between entities. We define the set of exposures preceding
the exposure to x at time ti (or history of t(x)

i ) as H(x)
i := {t(y)j ≤ t(x)

i }j,y. Let D be

the whole dataset such as D := {(H(x)
i , t(x)

i , c(x)
ti

)}i,x. Here, c is a binary variable that

account for the contagion (c(x)
ti

= 1) or non-contagion (c(x)
ti

= 0) of x at time ti + ts.

The likelihood for one exposure in the sequence given t(y)j is:

L(βxy|D, ts) = P(D|βxy, ts) =

H(t(x)
i + ts|t(y)j , βxy)

c(x)
ti︸ ︷︷ ︸

contagion at t(x)
i + ts due to t(y)j

· (1 − H(t(x)
i + ts|t(y)j , βxy))

(1−c(x)
ti

)︸ ︷︷ ︸
Survival at t(x)

i + ts due to t(y)j

The likelihood of a sequence (as defined in Fig.III.2) is then the product of the pre-
vious expression over all the exposures that happened before the contagion event
t(x)
i + ts e.g. for all t(y)j ∈ H(x)

i . Finally, the likelihood of the whole dataset D is the
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product of L(βx|D, ts) over all the observed exposures t(x)
i . Taking the logarithm of

the resulting likelihood, we get the final log-likelihood to maximize:

ℓ(β|D, ts) =

∑
D

∑
t(y)j ∈H(x)

i

c(x)
ti

log
(

H(t(x)
i + ts|t(y)j , βxy)

)
+ (1 − c(y)tj

) log
(

1 − H(t(x)
i + ts|t(y)j , βxy)

) (III.1)

III.3.3 Proof of convexity

The convexity of a problem guarantees to retrieve its optimal solution and allows
using dedicated fast optimization algorithms.

Proposition 1. The inference problem minβ −ℓ(β|D, ts) ∀β ≥ 0, is convex in all of the
entries of β for any hazard function that obeys the following conditions:

H′2 ≥ H′′H
H′2 ≥ −H′′(1 − H)

H ∈ ]0; 1[

(III.2)

where ′ and ′′ denote the first and second derivative with respect to β, and H is the shorthand
notation for H(t(x)

i + ts|t(y)j , βxy) ∀i, j, x, y.

Proof. The negative log-likelihood as defined in Eq.III.1 is a summation of − log H
and − log(1 − H); therefore H ∈ ]0; 1[. The second derivative of these expressions
according to any entry βmn (noted ′′) reads: (− log H)′′ =

(
−H′

H

)′
= H′2−H′′H

H2

(− log(1 − H))′′ =
(

H′

1−H

)′
= H′2+H′′(1−H)

(1−H)2

(III.3)

The convexity according to a single variable holds when the second derivative is
positive, which leads to Eq.III.2. The convexity of the problem then follows from the
composition rules of convexity.

Several functions obey the conditions of Eq.III.2, such as the exponential (e−βt),
Rayleigh (e−

β
2 t2

), power-law (e−β log t) functions, and any log-linear combination of
those (Du et al., 2012). These functions are standard in survival theory literature
(Gomez-Rodriguez, Leskovec, and Schölkopf, 2013a).

The final convex problem can then be written minβ≥0 −ℓ(β|D, ts). An interest-
ing feature of the proposed method is that the problem can be subdivided into N
convex subproblems that can be solved independently (one for each piece of in-
formation). To solve the subproblem of the piece of information x, that is to find
the vector βx, we need to consider only the subset of D where x appears. Explic-
itly, each subproblem consists in maximizing Eq.III.1 over the set of observations
D(x) := {(H(x)

i , t(x)
i , c(x)

ti
)}i.
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III.4 Experiments

III.4.1 Experimental setup

III.4.1.a Kernel choice

Gaussian RBF kernel family (IR-RBF)

Based on (Du et al., 2012), we consider a log-linear combination of Gaussian ra-
dial basis function (RBF) kernels as hazard function. We also consider the time-
independent kernel needed to infer the base probability of contagion discussed in
the section “Background noise in the data” below. The resulting hazard function is
then:

log H(t(x)
i + ts|t(y)j , βij) = −β

(bg)
ij −

S

∑
s=0

β
(s)
ij

2
(ti + ts − tj − s)2

The parameters β(s) of Rayleigh kernels are the amplitude of a Gaussian distri-
bution centered on time s. The parameter S represents the maximum time shift we
consider. In our setup, we set S=20. We think it is reasonable to assume that an expo-
sition does not significantly affect a possible contagion 20 steps later. The parameter
β
(bg)
ij corresponds to the time-independent kernel –base probability of contagion by

i, or virality. The formulation allows the model to infer complex distributions from
a reduced set of parameters whose interpretation is straightforward.

Exponentially decaying kernel (IR-EXP)

We also consider an exponentially decaying kernel. We consider the following form
for the hazard function and refer to this modelling as IR-EXP:

log H(t(x)
i + ts|t(y)j , βxy) = −β

(bg)
ij − βij(ti + ts − tj)

where β
(bg)
ij once again accounts for the background noise in the data discussed fur-

ther in this section.

III.4.1.b Parameters learning

Datasets are made of sequences of exposures and contagions, as shown in Fig.III.2.
To assess the robustness of the proposed model, we apply a 5-fold cross-validation
method. After shuffling the dataset, we use 80% of the sequences as a training set
and the 20% left as a test set. We repeat this slicing five times, taking care that an
interval cannot be part of the test set more than once. The optimization is made in
parallel for each piece of information via the convex optimization module for Python
CVXPY.

We also set the time separating two exposures δt as constant. It means that we
consider only the order of arrival of exposures instead of their absolute arrival time.
The hypothesis that the order of exposures matters more than the absolute expo-
sure times has already been used with success in the literature (Myers and Leskovec,
2012). Besides, in some situations, the exact exposure time cannot be collected, while
the exposures’ order is known. For instance, in a Twitter corpus, we only know in
what order a user reads her feed, unlike the exact time she read each of the posts.
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FIGURE III.3: Underlying generation process vs observed data — The red curve represents
the underlying probability of contagion by C given an exposure observed ∆t steps before
C. The orange bars represent the observed probability of such events. We see that there is
a noise P0(C) in the observed data. The underlying generation process can then only be

observed in the dataset when its effect is larger than some threshold P0(C).

However, from its definition, our model works the same with non-integer and non-
constant δt in datasets where absolute time matters more than the order of appear-
ance.

III.4.1.c Background noise in the data

Because the dataset is built looking at all exposure-contagion correlations in a se-
quence, there is inherent noise in the resulting data. To illustrate this, we look at the
illustrated example Fig.III.2 and consider the exposure to C leading to a contagion
happening at time t. We assume that in the underlying interaction process, the con-
tagion by C at time t + ts only took place because C appeared at time t. However,
when building the dataset, the contagion by C is also attributed to A appearing at
times t − δt, t − 3δt and t − 6δt, and to B appearing at times t − 4δt and t − 5δt.
It induces noise in the data. In general, for any contagion in the dataset, several
observations (pair exposure-contagion) come from the random presence of entities
unrelated to this contagion.

We now illustrate how this problem introduces noise in the data. In Fig.III.3, we
see that the actual underlying data generation process (probability of a contagion by
C given an exposure present ∆t step earlier) does not exactly fit the collected result-
ing data: the data gathering process induces a constant noise whose value is noted
P0(C) –that is the average probability of contagion by C. Thus, the interaction ef-
fect can only be observed when its associated probability of contagion is larger than
P0(C). Consequently, the performance improvement of a model that accounts for
interactions may seem small compared with a baseline that only infers P0(C). That
is what we observe in the experimental section. However, in this context, a small
improvement in performance shows an extended comprehension of the underlying
interacting processes at stake (see Fig.III.3, where the red line explains the data better
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than a constant baseline). Our method efficiently infers P0(C) via a time-independent
kernel function β

P0(i)
i,j . Inferring P0(i) is in line with the discussion of Section II.2.1 on

the necessity to infer the virality along with interaction terms.

III.4.1.d Evaluation criteria

The main difficulty in evaluating these models is that interactions might occur be-
tween a small number of entities only. It is the case here, where many pairs of enti-
ties have little to no interaction (see the Discussion section). This makes it difficult
to evaluate how good a model is at capturing them. To this end, our principal metric
is the residual sum of squares (RSS). The RSS is the sum of the squared difference
between the observed and the expected frequency of an outcome. This metric is par-
ticularly relevant in our case, where interactions may occur between a small number
of entities: any deviation from the observed frequency of contagion is accounted
for, which is what we aim at predicting here. We also consider the Jensen-Shannon
(JS) divergence; the JS divergence is a symmetric version of the Kullback–Leibler
divergence, which makes it usable as a metric (Nielsen, 2020).

We finally consider the best-case F1-score (BCF1) of the models, that is, the F1-
score of the best scenario of evaluation. It is not the standard F1 metric (that poorly
distinguishes the models since few interactions occur), although its computation is
similar. Explicitly, it generalizes F1-score for comparing probabilities instead of com-
paring classifications; the closer to 1, the closer the inferred and observed probabili-
ties. It is derived from the best-case confusion matrix, whose building process is as
follows: we consider the set of every information that appeared before information i
at time ti in the interval, that we denote Hi. We then compute the contagion probabil-
ity of i at time ti + ts to every exposure event t(y)j ∈ Hi. Confronting this probability

with the observed frequency f of contagions of i at time ti + ts given t(y)j among N
observations, we can build the best-case confusion matrix. In the best-case scenario,
if out of N observations the observed frequency is f and the predicted frequency
is p, the number of True Positives is N × min{p, f }, the number of False Positives
is N × max{p − f , 0}, the number of True Negatives is N × min{1 − p, 1 − f }, the
number of False Positives is N × max{ f − p, 0}.

Finally, when synthetic data is considered, we also compute the mean squared
error of the β matrix inferred according to the β matrix used to generate the obser-
vations, that we note MSE β.

We purposely ignore evaluation in prediction because, as we show later, inter-
actions influence quickly fades over time: probabilities of contagion at large times
are mainly governed by the background noise discussed in previous sections. There-
fore, it would be irrelevant to evaluate our approach’s predictive power on the whole
range of times where it does not bring any improvement over a naive baseline (see
Fig.III.1). A way to alleviate this problem would be to make predictions only when
interaction effects are above/below a certain threshold (at short times, for instance).
However, such an evaluation process would be debatable. Here, we choose to focus
on the descriptive aspect of InterRate.

III.4.1.e Baselines

Naive baseline

For a given piece of information i, the contagion probability is defined as the number
of times a user acts on it divided by the number of its occurrences.
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TABLE III.1: Experimental results on synthetic data — Our model outperforms all of the
baselines in almost every dataset for every evaluation metric. The standard deviations of the
5 folds cross-validation are negligible. The models presented in this chapter are underlined.

RSS JS div. BCF1 MSE β

Sy
nt

h-
20 IR-RBF 18.42 0.0023 0.9188 0.0005

ICIR 139.59 0.0100 0.8270 0.0159
Naive 145.51 0.0104 0.8221
CoC 123.06 0.0094 0.8220
IMMSBM 222.06 0.0173 0.7265

Sy
nt

h-
5 IR-RBF 0.12 0.0002 0.9742 0.0053

ICIR 8.27 0.0081 0.8499 0.0192
Naive 10.03 0.0100 0.8214
CoC 0.12 0.0002 0.9763
IMMSBM 11.69 0.0136 0.7693

Clash of the contagions

We use the work presented in (Myers and Leskovec, 2012) as a baseline. In this
work, the authors model the probability of a retweet given the presence of a tweet in
a user’s feed. This model does not look for trends in the way interactions take place
(it does not infer an interaction profile), considers discrete time steps (while our
model works in a continuous-time framework), and is optimized via a non-convex
SGD algorithm (which does not guarantee convergence towards the optimal model).
More details on implementation are provided in Appendix, Section II.1.

IMMSBM

The Interactive Mixed-Membership Stochastic Block Model (IMMSBM) is a model
that takes interactions between pieces of information into account to compute the
probability of a (non-)contagion –see Section II.2.3.a. Note that this baseline does
not take the position of the interacting pieces of information into account (time-
independent) and assumes that interactions are symmetric (the effect of A on B is
the same as B on A).

ICIR

The Independent Cascade InterRate (ICIR) is a reduction of our main IR-RBF model
to the case where interactions are not considered. We consider the same dataset,
enforcing the constraint that off-diagonal terms of β are null. The (non-)contagion
of a piece of information i is then determined solely by the previous exposures to i
itself.

III.4.2 Results

III.4.2.a Synthetic data

Data generation

We generate synthetic data according to the process described in Fig.III.2 for a given
β matrix using the RBF kernel family. First, we generate a random matrix β, whose
entries are between 0 and 1. A piece of information is then drawn with uniform
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probability and can result in a contagion according to β, the RBF kernel family and
its history. We simulate the outcome by drawing a random number and finally in-
crement the clock. The process then keeps on by randomly drawing a new exposure
and adding it to the sequence. We set the maximum length of intervals to 50 steps
and generate datasets of 20,000 sequences.

Numerical results

We present in Tab. III.1 the results of the various models with generated interac-
tions between 20 (Synth-20) and 5 (Synth-5) entities. The interactions are generated
using the RBF kernel, hence the fact we are not evaluating the IR-EXP model –its
use would be irrelevant. The InterRate model outperforms the proposed baselines
for every metric considered. It is worth noting that performances of non-interacting
and/or non-temporal baselines are good on the JS divergence and F1-score metrics
due to the constant background noise P0. For cases where interactions do not play a
significant role, IMMSBM and Naive models perform well by fitting only the back-
ground noise. By contrast, the RSS metric distinguishes very well the models that
are better at modelling interactions.

Note that while the baseline (Myers and Leskovec, 2012) yields good results
when few interactions are simulated (Synth-5), it performs as bad as the naive base-
line when this number increases (Synth-20). This is due to the non-convexity of the
proposed model, which struggles to reach a global maximum of the likelihood even
after 100 runs (see Appendix, Section II.1 for implementation details).

III.4.2.b Real data

We consider 3 real-world datasets. For each dataset, we select a subset of entities
that are likely to interact with each other. For instance, it has been shown that the
interaction between the various URL shortening services on Twitter is non-trivial
(Zarezade et al., 2017).

We provide details on the way datasets have been built from raw data. For each
of the real-world datasets, we choose to consider only the order of the various en-
tities’ apparition instead of their absolute appearance times. It implies setting the
time separating two successive exposures as constant, that we note δt. This choice is
supported by state-of-the-art works (Myers and Leskovec, 2012), and we observed in
our experiments that it is more relevant than considering absolute times. Besides, we
do not consider the first 10 pieces of information of any sequence to avoid boundary
effects (the first 5 steps for the PD dataset): the history of exposures is incomplete in
this case and could lead to biased results. For each dataset entities list, the number
before the entity name is the key used in Fig. III.4. The entities subsets have been
chosen by computing the co-occurrence matrix of all the entities and then selecting
the ones that are part of a cluster using a K-means algorithm. The datasets are:

Datasets

• Twitter dataset (Hodas and Lerman, 2014): a collection of all the tweets con-
taining URLs that have been posted on Twitter during October 2010, with the
associated followers’ network. A tweet read by a user in her feed is an exposi-
tion, and its possible retweet is a contagion. We consider only the URLs asso-
ciated with the following URL shortening websites, the same as in (Zarezade
et al., 2017): {0: migre.me, 1: bit.ly, 2: tinyurl, 3: t.co}. The final dataset is made
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of 104,349 sequences of average length 53.5 steps (1 step = ts), for 1,276,670,965
observed interactions.

• Prisoner’s dilemma dataset (PD): contains ordered sequences of repeated Pris-
oner’s dilemma games between two players. From the dataset introduced in
(Nay and Vorobeychik, 2016), we consider the sub-dataset noted BR-risk 0 (first
entry of Tab.2 in the reference); we choose this subset to have decisions made
in a homogeneous context, where players struggle in a dilemma that is hard to
solve (which depends on the combination of the parameters T, R, S and P dis-
cussed further). Within each round, the two players can defect or cooperate.
Each duel is made of 10 rounds. If both cooperate, the reward R is high; if both
defect, the reward P is low; if one player cooperates while the other defects,
this one gets a penalty S, while the other gets a reward T. To make the game a
Prisoner dilemma, the variables have to obey T>R>P>S. We refer to the com-
bination of players’ actions ("the user cooperated, and the opponent defected
at time t") as exposures and to the defect actions of the player in the following
round as a contagion. We defined the action of cooperating as a non-contagion.
We therefore have 4 possible situations ({0: Player cooperated, and opponent
defected, 1: Both players defected, 2: Both players cooperated, 3: Player de-
fected and opponent cooperated}) and 2 possible outcomes (Player cooperates
or defects). The final dataset is made of 2,337 sequences of average length of
10.0 steps, for 189,297 observed interactions.

• Taobao dataset (Ads): contains all ads exposures for 1,140,000 randomly sam-
pled users from the website of Taobao for 8 days (5/6/2017-5/13/2017) (Cao
and Sun, 2019). Taobao is one of the largest e-commerce websites and is owned
by Alibaba. Each exposure is associated with the corresponding timestamp
and user’s action (click on the ad or not). A click is considered a contagion.
The subset of ads we consider is: {0: 4520, 1: 4280, 2: 1665, 3: 4282}. The re-
sulting dataset is made of 87,500 sequences of average length of 23.9 steps, for
240,932,401 observed interactions.

Numerical results

The results on real-world datasets are presented in Tab.III.2. We see that the IMMSBM
baseline performs poorly on the PD dataset: either considering the time plays a con-
sequent role in the probability of contagion, or interactions are not symmetric. In-
deed, as we saw in the previous chapter, a core hypothesis of the IMMSBM is that
the effect of exposition A on B is the same as B on A, whichever is the time separa-
tion between them. In a prisoner’s dilemma game setting, for instance, we expect
that a player does not react in the same way to defection followed by cooperation as
to cooperation followed by defection, a situation for which the IMMSBM does not
account. When there are few entities, the CoC baseline performs as good as IR, but
it fails when this number increases; this is mainly due to the non-convexity of the
problem that does not guarantee convergence towards the optimal solution. Overall,
the InterRate models yield the best results on every dataset.
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TABLE III.2: Experimental results on real-world data — Our model outperforms all of the
baselines in almost every dataset for every evaluation metric. The standard deviations of the
5 folds cross-validation are negligible. The models presented in this chapter are underlined.

RSS JS div. BCF1

Tw
it

te
r

IR-RBF 0.001 0.000 06 0.9832
IR-EXP 0.001 0.000 05 0.9862
ICIR 0.014 0.000 63 0.9614
Naive 0.016 0.000 73 0.9379
CoC 0.002 0.000 07 0.9572
IMMSBM 0.015 0.000 68 0.9543

PD

IR-RBF 1.127 0.007 58 0.9789
IR-EXP 1.553 0.008 67 0.9661
ICIR 3.536 0.018 23 0.9381
Naive 3.653 0.019 15 0.9455
CoC 1.241 0.008 09 0.9736
IMMSBM 20.377 0.087 01 0.7672

A
ds

IR-RBF 0.004 0.000 04 0.9814
IR-EXP 0.003 0.000 03 0.9852
ICIR 0.098 0.000 85 0.9659
Naive 0.145 0.001 26 0.9126
CoC 0.005 0.000 05 0.9741
IMMSBM 0.015 0.000 15 0.9543

III.5 Discussion

III.5.1 Exponential interaction profiles

In Fig.III.4, we represent the interaction intensity over time for every pair of infor-
mation considered in every corpus fitted with the RBF kernel model. The intensity
of the interactions is the inferred probability of contagion minus the base contagion
probability in any context: Pij(t)− P0(i). We recall that P0(i) is inferred along with
the other parameters; it is in line with the discussion of Section II.2.1 on the neces-
sity to infer the virality along with interaction terms. Therefore, we can determine
the characteristic range of interactions, investigate recurrent patterns in interactions,
whether the interaction effect is positive or negative, etc.

Overall, we understand why the EXP kernel performs as good as the RBF on
the Twitter and Ads datasets: interactions tend to have an exponentially decaying
influence over time. However, this is not the case in the PD dataset: the effect of a
given interaction is very dependent on its position in the history (pike on influence
at ∆t = 3, shift from positive to negative influence, etc.).

III.5.2 Recovering state of the art conclusions

In the Twitter dataset, the most substantial positive interactions occur before ∆t=3.
This finding agrees with previous works, which stated that the most informative
interactions within the Twitter URL dataset occur within the 3 time steps before the
possible retweet (Myers and Leskovec, 2012). We also find that the vast majority of
interactions are weak, matching with previous study’s findings see Chapter II and
(Myers and Leskovec, 2012). However, it seems that tweets still exert influence even
a long time after being seen, but with lesser intensity.
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Synth-5                                        Twitter

Ads                                               PD

FIGURE III.4: Visualization of the interaction profiles — Intensity of the interactions be-
tween every pair of entities according to their time separation (one line is one pair’s inter-
action profile, similar to Fig.III.1 seen "from the top"). A positive intensity means that the
interaction helps the contagion, while a negative intensity means it blocks it. Note that we
represented discontinuous times for visualization proposes, but the inferred kernel is con-
tinuous, as in Fig. III.1. The key linking numbers on the y-axis to names for each dataset is

provided in the main text, Section III.4.2.b.1.

In the Prisoner’s Dilemma dataset, players’ behaviours are heavily influenced
by the previous situations they have been exposed to. For instance, in the situa-
tion where both players cooperated in the previous round (pairs 2-x, 3rd section in
Fig.III.4-PD). The probability that the player defects is then significantly increased if
both players cooperated or if one betrayed the other exactly two rounds before but
decreased if it has been two rounds that players both cooperate.

Finally, we find that the interactions play a lesser role in the clicks on ads. We
observe a slightly increased probability of clicking on every ad after direct exposure
to another one. We also observe a globally decreasing probability of click when two
exposures are distant in time, which agrees with previous work’s findings (Cao and
Sun, 2019). Finally, the interaction profile is very similar for every pair of ads; we
interpret this as a similarity in users’ ads perception.

We showed that for each of the considered corpus, considering the interaction
profile provides an extended comprehension of choice adoption mechanisms and
retrieves several state-of-the-art conclusions. The proposed graphical visualization
also provides an intuitive view of how the interaction occurs between entities and
the associated trends, hence supporting its relevance as a new tool for researchers in
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a broad meaning.

III.6 Conclusions

Modelling the temporal aspect of interactions

We showed in previous works that interactions between entities play a substantial
role in individuals’ actions. However, the temporal aspect of interactions has been
little explored in the literature, despite their importance in modelling real-world
processes (Myers and Leskovec, 2012; Zarezade et al., 2017). In this chapter, we filled
the gap and introduced an efficient convex model that investigates the temporal
aspect of interactions.

Unlike previous models, our method accounts for both the interaction effects and
their influence over time (the interaction profile). We showed InterRate yields better
results on synthetic and real-world datasets. Therefore, taking the temporal aspect
of interactions provides a finer comprehension of the processes at stake.

However, the method introduced in this section presents a major flaw. As it has
been stated in the previous chapter, most entities do not interact with each other –
interactions are rare. Therefore, in this chapter, we restricted to the study of small
subsets of nodes which we knew were strongly interacting together. Our method
shows that time is of importance in the modelling of interactions in spreading pro-
cesses, but it cannot generalize these interaction patterns to a class of entities; it lacks
clustering. It makes the results less interpretable, as the model does not look for a
trend in individual entities’ behaviour, in which we are interested.

Recovering conclusions on temporal interactions

We showed that InterRate manages to recover several state-of-the-art conclusions
that have been made on the same datasets. On Twitter, most significant interactions
happen at small times, and the majority of interactions are weak. On the advertise-
ment corpus, our model highlighted the effects of marketing fatigue, which is a short
increase in the probability of the click on an ad immediately after a first exposition,
and a decreasing probability when expositions get more distant. On the prisoner’s
dilemma dataset, we showed our model recovers clues to a deterministic circular
reasoning between players.

Interactions are short

The overall conclusion of this section is that interactions in spreading processes are
brief. Typically, the intensity of an interaction on Twitter decreases exponentially
with the time separating the interacting entities.

Towards proper interactions modelling

All the models proposed in both Chapter II and Chapter III make strong assump-
tions about the type of entities considered. Typically, an entity has been identified
by a link on Twitter, independently from its content. However, two different links
may be about the same topic and thus be regarded identically by other entities they
interact with. It seems reasonable to assume that entities carrying identical semantic
meanings are regarded in the same way by other entities they interact with.
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As such, a more refined model should comprise three crucial elements to interac-
tion modelling. Entities should be given a more complete definition that includes
their semantic meaning rather than only their identifier. These entities must be
clustered together according to their dynamics to be able to recover significant in-
teractions. Interactions should be dynamic, meaning their value should depend
on the time separating the interacting entities. In the next chapter, we derive such
refined model that answers all these challenges.
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Chapter IV

Dirichlet-Hawkes Processes -
Modelling rare and brief
interactions

Abstract

The conclusions drawn from Chapter II and Chapter III are that interactions are
sparse (we need clusters to model them) and that interactions are brief (we need to
consider time). Besides, we discussed the fact that interacting entities may have a
short lifespan, and that their semantic content must be taken into account. In this
last chapter, we present the steps paving our way to a single model that answers all
of these challenges.

Section IV.1, we frame our approach as an in-depth modification of an existing
Bayesian prior, the Dirichlet-Hawkes Process.

Section IV.2, we detail how to get this model by merging Dirichlet Processes with
Hawkes processes, and highlight its main limits.

Section IV.3, as an indirect way to overcome these limits, we explore alternative
forms of Dirichlet Processes and end up with an expression that alleviates a major
feature of the Dirichlet Processes, their “rich-get-richer” property. We show that such
a hypothesis is not always a relevant modelling choice. We propose the Powered
Dirichlet Process as a way to directly control the “rich-get-richer” assumption.

Section IV.4, we then incorporate the newly proposed Powered Dirichlet Process
into the standard Dirichlet-Hawkes process to create the Powered Dirichlet-Hawkes
Process. We show our formulation yields significantly better results than state-of-
the-art models when temporal information or textual content is weakly informative
and alleviates the hypothesis that textual content and temporal dynamics are al-
ways perfectly correlated. Our approach eventually allows us to correctly model
self-interactions within a cluster.

Section IV.5, we extend our approach to the multivariate case, which allows us to
explore not only self-interactions, but interactions between all clusters. We present
the challenges that arise from such an extension and how we overcome them.

Section IV.6, finally, we perform large-scale experiments on a real-world Reddit
dataset, made of all of the headlines published on news subreddits throughout the
whole year 2019. We confirm the findings of previous chapters and conclude that
interactions play a minor role in this particular dataset.

Published works:
• (Poux-Médard, Velcin, and Loudcher, 2021c) in Section IV.4
• (Poux-Médard, Velcin, and Loudcher, 2022a) in Section IV.6



80 Chapter IV. Dirichlet-Hawkes Processes - Modelling rare and brief interactions

IV.1 Introduction

IV.1.1 How to properly model interactions

In the two previous chapters, we underlined several challenges that arise when mod-
elling interactions between entities in information spread. In Chapter II, we showed
that interactions between pairs of entities are sparse –few entities interact signifi-
cantly. In Chapter III, we showed that pair-interaction between entities are brief
–entities have to be close in time for significant interactions to happen.

These conclusions invite us to rethink the definition of what we consider an en-
tity. In previous chapters, an entity is identified using a unique ID. It can be a link,
a word, or a song, but it take multiple forms. This is a strong assumption since
several of such entities can carry an identical semantic meaning. Let link A1 and
link B2 point to the same content. The previous definition of entities would consider
them as distinct despite their semantic meaning being strictly identical. This could
become problematic in contexts where such entities can express the same thing in
several manners. Typically on Twitter or Reddit, opinions on recent news are ex-
pressed in various forms but may express the same thing. Another advantage of
a more complete definition is the case of repeated information. Imagine a Twitter
account that provides a daily weather forecast; each of the reports would be consid-
ered as a different entity whereas users are expected to react in similar ways to this
or that forecast (sunny, rainy, cloudy, etc.), but not to every one of them.

Therefore, we need to account for entities’ content. This is even more crucial in
situations where pieces of information appear and disappear at a high rate, such as
on online media platforms. The half-life of a Tweet is around 18 minutes, around
30 minutes for a Facebook post, 19h on Instagram, 6 days on Youtube, etc., which
are all short in some perspective. Short lifespans provide less information on which
to learn the interacting processes. However, aggregating these pieces of information
together using both their content and dynamics would provide enough data to study
interactions.

To summarize, we need to develop a model that creates clusters of entities based
on both their content and temporal interactions.

IV.1.2 Objective

Our final goal is to model the temporal interaction between entities in real-world
large-scale datasets. Nowadays, online information is generated at an unprece-
dented rate. At the time of writing, every minute, 500,000 comments are posted
on Facebook, 400 hours of videos are uploaded on Youtube, and 500,000 tweets are
published on Twitter.

As we stated in Chapter II, we need to cluster this mass of entities together to
make sense of this mass of information. As we saw in the introduction, Section IV.1.1,
this clustering must take entities’ content into account –typically their textual con-
tent. Many clustering algorithms are based on text similarity, that is, how similar the
words of two published documents are (Blei, Ng, and Jordan, 2003; Bahdanau, Cho,
and Bengio, 2015; Rathore, Gupta, and Bhandari, 2018).

However, in Chapter III, we saw that these clusters must also include a temporal
dimension to reflect the interacting processes at stake. Another variable to account
for is thus the time of publication (Blei and Lafferty, 2006; Du et al., 2012).

1https://www.youtube.com/watch?v=dQw4w9WgXcQ
2https://www.youtube.com/watch?v=oHg5SJYRHA0

https://www.youtube.com/watch?v=dQw4w9WgXcQ
https://www.youtube.com/watch?v=oHg5SJYRHA0
https://www.youtube.com/watch?v=dQw4w9WgXcQ
https://www.youtube.com/watch?v=oHg5SJYRHA0
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IV.1.3 Proposed approach

Many clustering models that claim to model dynamic clusters do not in fact explic-
itly account for time. At a given time t, they sample a subset of recent observations
according to a temporal sampling function and then learn a static model for this
time-step using the selected data only (Blei and Lafferty, 2006; Ahmed and Xing,
2008; Yin et al., 2018). However, sampling observations over time implies defining
a sampling function that might not correctly model the temporal dynamics at stake.
In general, time is not used by the model but instead only reduces the data provided
to static models. It has been argued that such modelling is not fit to account for the
arrival of documents in continuous-time settings (Du et al., 2015).

In (Du et al., 2015), the authors combine techniques of standard textual clustering
with temporal point processes. The idea is to infer the time-sampling functions for
data selection jointly with the clustering model with which they are associated. They
derive the Dirichlet-Hawkes process (DHP) prior for clustering document streams
by using jointly textual and temporal information in the cluster inference. In this
model, clusters are self-stimulated. It means that each entity they comprise gets
associated with a temporal function representing the probability of a new entity ap-
pearing at all times. This can be interpreted as the diagonal of the interaction matrix
in Fig. II.8, but in its temporal version –with each case being associated with an in-
teraction profile, see Section III.5.

This model (Du et al., 2015) seems to fit our task very well. However, we cannot
use it as such, as it suffers from some limitations and assumptions. For instance, it
has been argued that this method cannot handle limit cases where text is less infor-
mative –e.g., short texts, overlapping vocabularies (Yin et al., 2018).

IV.1.4 Workflow

In this chapter, we will first detail the Dirichlet-Hawkes Process (DHP) prior intro-
duced in (Du et al., 2015) and point out its limits (Section IV.2). In particular, we
will show that their inclusion of the temporal dimension results from an arbitrary
choice, and that tuning the influence of time allows us to recover better results on
challenging datasets.

To answer this problem, we will first question the Dirichlet Process (DP) on
which DHP is built (Section IV.3). We demonstrate that alternative, more flexible
variations of DP are possible and that they allow for better modelling performances;
we call this alternative process the Powered Dirichlet Process (PDP).

We then develop the Powered Dirichlet-Hawkes Process (PDHP) as the reformu-
lation of the DHP model in terms of PDP (Section IV.4). We show this novel, more
flexible formulation yields significantly better results than the original DHP and al-
leviate several hypotheses the original model made.

Finally, in Section IV.5, we extend the PDHP to the multivariate case (MPDHP):
we allow clusters to have temporal interactions with each other, and not only with
themselves. This is equivalent to a temporal version of every matrix presented in
Page 41-Fig. II.8 –and not only their diagonal as for DHP.

The final form of the proposed approach is able to model interactions that are:

• sparse –by clustering entities together (Chapter II)

• temporal –by associating each cluster an interaction profile, (Chapter III)

• content sensitive –by considering documents instead of entities identifiers
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FIGURE IV.1: Slicing the data to consider time can introduce bias – Here, events in a same
time slice can be further in time than observations in different ones. Explicitly modelling

time using temporal processes helps getting rid of this bias.

We finally conduct a large-scale study of the multivariate temporal interactions
between clusters of documents (entities with a content) in Section IV.6. We use 12
months of Reddit data specific to news subreddits, and conclude that the impact
of interactions is small in this specific dataset. Reassuringly, we also confirm the
findings of previous chapters on the sparsity and persistence of interactions in social
media.

IV.2 State of the art and limits

IV.2.1 A brief overview of temporal clustering of textual documents

The use of temporal dimension in document clustering has been studied on many
occasions; a notable spike of interest happened in 2006. Many authors tackled the
problem of inferring time-dependent clusters from models based on LDA (Blei and
Lafferty, 2006; Wang and McCallum, 2006; Iwata et al., 2009). However, most of
these models are parametric, meaning the number of clusters is fixed at the begin-
ning of the algorithm. Depending on the considered time range and the dataset, the
number of clusters needs to be fine-tuned with several independent runs, making
them hardly usable for many real-world applications. In all three references cited,
the authors mention that a non-parametric version of the model might be derivable.

In 2008, A. Ahmed et al. proposed the Recurrent Chinese Restaurant Process
(RCRP) as an answer to this problem (Ahmed and Xing, 2008). Instead of consid-
ering a fixed-size dataset, this model can handle a stream of documents arriving
in chronological order, and the number of clusters is automatically updated. In
this model, time is split into episodes to capture the temporal aspect of cluster for-
mation; it considers an integer count of publications within a given time window.
A later version of the model from 2010, the Distance-Dependent Chinese Restau-
rant Process (DD-CRP), tries to alleviate this approximation by replacing fixed-time
episodes with a continuous-time sampling function (Blei and Frazier, 2010). How-
ever, the model still considers integer counts with only their distribution over time
changing. The temporal dimension is not explicitly modelled, but instead used as a
filter for the data fed to the model. Such slicing (even based on continuous sampling
functions) can induce strong bias in the temporal modelling. One of these biases is
illustrated in Fig. IV.1, where observations in the same time slice can be further in
time than observations in different ones. Thus, the model is not designed to consider
every temporal information in a continuous-time setting.

In 2015, N. Du et al. answered this problem by combining the Dirichlet process
with the Hawkes process, used to model the appearance of events in a continuous-
time setting. The key idea is to replace the counts of a Dirichlet process with the
intensity function of the Hawkes process. The resulting Dirichlet-Hawkes process
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(DHP) is then used as a prior for clustering documents appearing in a continuous-
time stream. The inference is realized with a Sequential Monte-Carlo (SMC) algo-
rithm. Following DHP, two articles have been published extending the idea: the Hi-
erarchical Dirichlet-Hawkes process (Mavroforakis, Valera, and Gomez-Rodriguez,
2017) and the Indian Buffet Hawkes process (Tan, Rao, and Neville, 2018). Another
work proposed an EM algorithm for the inference (Xu and Zha, 2017) (it uses a
heuristic method to update the number of clusters and cannot handle a stream of
documents).

IV.2.2 Dirichlet-Hawkes Process

IV.2.2.a Dirichlet Process

The Dirichlet Process is typically used in clustering models. It naturally yields a
partition over a possibly infinite number of clusters. It is used as a prior on entities’
membership –such as the ones introduced in Section II.2.1.b.

A well-known metaphor for the Dirichlet process is referred to as “Chinese restau-
rant”. The corresponding process is named “Chinese Restaurant Process” (CRP). It
can be illustrated as follows: when a nth client arrives in a Chinese restaurant, she
will sit at one of the K already occupied tables with a probability proportional to the
number of persons already sitting at this table. She can also go to a new table in
the restaurant and be the first client to sit there with a probability inversely propor-
tional to the total number of clients already sitting at other tables. It can be written
formally as:

CRP(Ci = c|α, C1, C2, ..., Ci−1) =

{
Nc

α+N if c = 1, 2, ..., K
α

α+N if c = K+1
(IV.1)

where c is the cluster chosen by the nth customer, Nk is the population of cluster
k, K is the number of already occupied tables and α ∈ R+ the concentration param-
eter. When the number of clients goes to infinity, this process is equivalent to a draw
from a Dirichlet distribution over an infinite number of clusters with a uniform con-
centration parameter α. The form of Eq.IV.1 is helpful to understand the underlying
dynamics of the process and the contribution of seminal works we will detail now.
It can be shown that the expected number of clusters after N observations evolves
as log N (Arratia, Barbour, and Tavaré, 1992).

The two best-known variations of the regular Dirichlet process that address the
“rich-get-richer” property control are the seminal Pitman-Yor process (Pitman and
Yor, 1997) and the Uniform process (Wallach et al., 2010). Each of them can be ex-
pressed in a similar form as Eq.IV.1, and will be detailed in Section IV.3.

IV.2.2.b Hawkes Process

Hawkes processes are typically used to model sequences of events in continuous
time, under the assumption that the probability that new events happen is condi-
tioned by the realization of earlier events. Typically, it can be used to model retweet
cascades, as the more retweets there are, the most likely other retweets are to appear
(Chen and Tan, 2018).

A Hawkes process is defined as a self-stimulating temporal point process. Point
processes are fully characterized by an intensity function λ(t), which is related to
the probability P(tevents ∈ [t; t + ∆t]) of an event happening between t and t + ∆t
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FIGURE IV.2: A realization of a Hawkes process

by λ(t) = lim∆t→0
P(tevents∈[t;t+∆t])

∆t . In the case of Hawkes processes, λ(t) is defined
conditionally on all the events that happened at times lower than t, that it the history
up to t, noted H<t. We provide a synthetic realization of a Hawkes process as an
illustration in Fig. IV.2. In our setup, we define one Hawkes process for each cluster,
independent from the others. The intensity of the Hawkes process associated with
cluster c is defined as:

λc(t|H<t,c) = ∑
H<t,c

α⃗c
T · κ⃗(ti,c) (IV.2)

where ti,c is the time of the ith observed in cluster c, H<t,c = {ti,c|ti,c < t}i=1,2,... is
the history of events in cluster c up to t, α⃗c is a vector of coefficients, κ⃗(t) is a vector of
kernel functions with the same dimension as α⃗ and · represents the dot product. The
kernel functions are defined at the beginning of the algorithm and are not modified
afterwards. We will later infer the weights vector α⃗ to determine which entries of the
kernel vector are the most relevant for a given situation. This technique has become
standard in Hawkes processes modelling and used in several occasions (Du et al.,
2012; Yu, Gupta, and Kolar, 2017).

The likelihood of a combination of C independent Hawkes processes can be writ-
ten:

L(⃗λ|H<T,c) = ∏
c∈C

Lc(λc|H<T,c)

= ∏
c

e−
∫ T

0 λc(t)dt ∏
ti,c

λc(ti|H<ti,c,c)

= e−∑c
∫ T

0 λc(t|H<t,c)dt ∏
ti,c′ ,c′=c

λc(ti,c′ |H<ti,c′ ,c)

(IV.3)

where T is the upper time of the considered observation window, going from 0 to T.
From now on, the dependence of Hawkes intensity functions on the history will be
implicit for clarity of presentation; we define λ(t) := λ(t|H<t).

IV.2.2.c Dirichlet-Hawkes Process – Expression

As the merging of Dirichlet processes and Hawkes processes, Dirichlet-Hawkes pro-
cesses aim to model self-stimulating clusters in continuous time. In their defini-
tion of the DHP, the authors of (Du et al., 2015) substitute the counts Nk of the DP
(Eq. IV.1) with the inferred Hawkes intensities (Eq. IV.2), resulting in the following
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form for the Dirichlet-Hawkes prior:

P(Ci = c|ti, λ0,H<ti ,c) =


λc(ti)

λ0+∑c′ λc′ (ti)
if c≤C

λ0
λ0+∑c′ λc′ (ti)

if c=C+1
(IV.4)

where ti is the arrival time of document i. The expression in Eq. IV.4 is used as a
prior that accounts for the publication dynamics in Bayesian modelling. It is used as
an a priori for a model that explicitly consider the textual content of a document.

In Eq. IV.4, the authors consider a time-independent intensity function λ(t) = λ0.
This process is used as the Dirichlet-Hawkes equivalent of the concentration param-
eter α0 in a Dirichlet process (see Eq. IV.26). It corresponds to a background Poisson
process which determines the rate at which new Hawkes processes are launched
–that is, at which new dynamic clusters are created.

Given the existence of the underlying Poisson process of parameter λ0, the tem-
poral likelihood of the processes associated with all clusters can be written:

L(⃗λ|H<T,c) = L(λ0)∏
c
Lc(λc)

= e−
∫ T

0 λ0dt ∏
c

e−
∫ T

0 λc(t)dt ∏
ti,c

λc(ti)

= e−λ0T−∑c
∫ T

0 λc(t)dt ∏
ti,c′ ,c′=c

λc(ti,c′)

(IV.5)

Note that L(λ0) = e−
∫ T

0 λ0dt because no event is ever assigned to the Poisson process;
the product over the history of events runs over 0 events, which equals 1 by conven-
tion. We recall that the Hawkes intensity dependence on the history of events is
implicit; λ(t) := λ(t|H<t).

IV.2.2.d Textual modelling

We choose to model the textual content of documents as the result of a Dirichlet-
Multinomial distribution. This model is purposely simple to ease the understand-
ing, but can easily be replaced by a more complex one. A more complete textual
modelling is out of the scope of this presentation, which focuses on the definition
of the DHP prior. A document will be associated with a given cluster according to
word count in every cluster and words count in the document only. The generative
process is as follows:

θi ∼ Dir(θ0) ; ωv,i ∼ Mult(θi) (IV.6)

where θi is the cluster of document i, and ωv,i is the vth word of document i. Let
Ltxt(C⃗<i,c|N<i,c, θ0) be the marginal joint distribution of every document’s cluster
allocation up to the ith one. The likelihood of the ith document belonging to cluster c
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can then be expressed as:

L(Ci = c|N<i,c, ni, θ0) = P(ni|Ci = c, N<i,c, θ0)

=
Ltxt(C⃗<i,c|N<i,c, θ0)

Ltxt(C⃗<i−1,c|N<i,c, θ0)

=
���Γ(θ0)

Γ(Nc+ni+θ0)
∏v

Γ(Nc,v+ni,v+θ0,v)

���Γ(θ0,v)

���Γ(θ0)
Γ(Nc+θ0)

∏v
Γ(Nc,v+θ0,v)

���Γ(θ0,v)

=
Γ(Nc + θ0)

Γ(Nc + ni + θ0)
∏

v

Γ(Nc,v + ni,v + θ0,v)

Γ(Nc,v + θ0)

(IV.7)

where Nc is the total number of words in cluster c from observations previous to
i, ni is the total number of words in document i, Nc,v the count of word v in cluster
c, ni,v the count of word v in document i and θ0 = ∑v θ0,v.

IV.2.3 Limits

A common feature of all the models we mentioned in this section is that they use a
non-parametric Dirichlet process (DP) prior (describe in Eq. IV.1) or variations built
on it, such as DHP (Eq. IV.4) and HDHP. Yet, on several occasions, it has been pointed
out that there are no specific reasons to use this process in particular and that alter-
native forms might work better depending on the dataset. In (Welling, 2006), the
author relaxes several conditions associated with DP and shows that alternative pri-
ors are an equally valid choice in Bayesian modelling. In (Wallach et al., 2010), the
authors derive the Uniform process (UP) and show that it performs better on a docu-
ment clustering task. In Section IV.3, we generalize UP and DP within a more general
framework: the Powered Dirichlet process (PDP). We show it performs better than
DP on several datasets. As we show in Section IV.3 and Section IV.4, considering
alternative definitions of the DP significantly leads to significantly different results.

As for DHP itself, it does not work well when the textual information within
documents conveys little information, that is when the text is short (Yin et al., 2018)
or when vocabularies overlap significantly. To answer this problem, the authors de-
velop an approach based on Dirichlet process mixtures, which is not designed for
continuous-time document streams – the temporal aspect comes from a sampling
function as in (Ahmed and Xing, 2008; Blei and Frazier, 2010). There are other lim-
iting cases for DHP, for instance when temporal information conveys little informa-
tion (few observations, overlapping temporal intensities) or when documents within
textual clusters do not follow the same temporal dynamics. To overcome those limi-
tations, we develop the Powered Dirichlet-Hawkes process in the next section.

In addition, we uncover in Section IV.4 new limiting cases in which DHP fails,
typically when publication times convey little information (overlapping Hawkes in-
tensities, few observations). We also show there are cases where different documents
generated from the same textual cluster do not follow the same temporal dynamics
(they are associated with a different λ(t)), which the DHP is not designed to han-
dle. For instance, an article published by a popular newspaper is unlikely to have
the same influence on subsequent similar articles (temporal dynamics) as the same
article published by a less popular newspaper. Textual content is not perfectly cor-
related to publication times.
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IV.3 Powered Dirichlet Process – Alleviate the “rich-get-richer”
assumption

IV.3.1 Introduction

The limits of DHP raised in Section IV.2.3 can be overcome by redefining the Dirich-
let Process (DP) it is built on. From a broader perspective, most existing works
based on Dirichlet Processes can be revisited by considering alternative forms for
Dirichlet-like priors. These priors have been used extensively in Bayesian clustering
over the last years. A non-exhaustive list of application includes medicine, (Guimerà
and Sales-Pardo, 2013), natural language processing (Blei, Ng, and Jordan, 2003; Yin
and Wang, 2014), genetics (Qin et al., 2003; Jensen and Liu, 2008; McDowell et al.,
2018), recommender systems (Airoldi et al., 2008; Godoy-Lorite et al., 2016), soci-
ology (Guimera, Llorente, and Sales-Pardo, 2012; Cobo-López, Godoy-Lorite, and
Duch, 2018), etc.

The key idea of Bayesian clustering is to simulate a corpus of independent ob-
servations by drawing them from a set of latent variables (clusters). Those clusters
are each associated with a probability distribution on the observations, whose pa-
rameters are drawn from a prior distribution, as we will formulate mathematically
later. Now, an often desirable property of Bayesian models is to make them nonpara-
metric. In our case, it means that both the number of clusters and their associated
distributions are inferred. A very popular prior on clusters distributions that allows
this is the Dirichlet process. It includes a chance for a new cluster to be created in
the prior probability of a distribution (often when an observation is not likely to
be explained by existing clusters). Otherwise, the observation is associated a priori
with an existing cluster with a probability proportional to that cluster’s population.
Note that the model the prior is associated with might use this prior information,
but might as well ignore it by design.

However, the Dirichlet process (and the related Pitman-Yor process) prior comes
with a strong hypothesis on the way observations are allocated to various clusters:
the rich-get-richer property (Ferguson, 1973). A new observation a priori belongs
to a cluster with a probability proportional to the number of observations already
present in the cluster (see Eq.IV.1); large clusters have a greater chance to get asso-
ciated with new observations. This modelling implies a strong assumption on the
way data is generated. It has already been pointed out (Welling, 2006) that there is a
need for more flexible priors.

IV.3.2 Motivation

The need for alternative priors is particularly relevant in the case of imbalanced data
and scale-dependent clustering. A cluster made of fewer entities might go unnoticed
due to a rich-get-richer prior. As an example of the imbalance problem, consider a
case where data is processed sequentially –which is often the case when it comes to
the Dirichlet process prior. The first observation from a new cluster would then have
a much larger a priori probability to belong to a populated but irrelevant cluster, than
to open a new one (this probability decreases as 1

Nobs
). This typically happens when

sampling topics from news streams (Wallach et al., 2010; Xu, Li, and Qiang, 2021). In
the case of scale-dependent clustering, a similar problem arises. Consider clustering
people pinpointed on a map. Tiny clusters (at the scale of cities, for instance) might
go unnoticed at larger scales (countries, for instance). To spot city clusters on a
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world map, the “rich-get-richer” assumption becomes irrelevant and a “rich-get-no-
richer” prior would be preferred (Wallach et al., 2010); the optimal solution might
as well be in-between these two priors, as in Fig.IV.6. We design a method to bridge
the variety of possible priors between the Dirichlet process and the Uniform process
in a continuous fashion. By generalizing existing works, our method shows there
exist Dirichlet-based priors that exhibit a yet unexplored class of behaviours, such
as “rich-get-less-richer”, “rich-get-more-richer” and “poor-get-richer”.

Little effort has been put into exploring alternative forms of priors for nonpara-
metric Bayesian modelling. In this section, we address this problem by deriving a
more general form of the Dirichlet process that explicitly controls the importance of
the “rich-get-richer” assumption. Explicitly, we derive the Powered Chinese Restau-
rant Process (PCRP) that generalizes state-of-the-art works such as UP (Wallach et
al., 2010) and DP. We show that controlling the “rich-get-richer” prior of simple
models yields better results on synthetic and real-world datasets.

This work is motivated by the need to control the importance of the “rich-get-
richer” assumption in Dirichlet process (DP) priors. Developing such a more per-
missive prior would impact many works based on the vanilla Dirichlet Process. In
our case, we are particularly interested in the implication of DHP for the reasons
discussed in Section IV.2.3.

The “rich-get-richer” property of the DP may not always be the most suitable
prior for modelling a given dataset. The usual motivation for using a DP prior is that
a new observation has a probability of being assigned to any cluster proportional to
its population (or intensity function, as in (Du et al., 2015)) in the absence of external
information (such as inter-points distance in case of spatial clustering, for instance).
However, this assumption might be flawed in several cases.

Typically, most state-of-the-art works rely on tuning a parameter α (see Eq.IV.1)
to get the “right” number of clusters (this parameter shifts the distribution of the
number of clusters as E(K|N) ∝ α log N with K the number of clusters and N the
number of observations). However, we argue this is a bad practice. Imagine sam-
pling topics in a news stream: there is no specific reason for topics to appear at a
rate α log N as in the regular DP. The logarithmic dependence on N cannot be tuned
using α. Such prior is then unfit to describe the data correctly as the number of ob-
servations grows; worst, it can lead the model it is coupled with on the wrong track.
Moreover, when considering observations streams (Wallach et al., 2010; Xu, Li, and
Qiang, 2021), there is usually no specific a priori reason for a new observation to be-
long to a cluster with a probability depending linearly on the cluster’s size, as in the
regular Dirichlet and Pitman-Yor processes (and variants). The order of appearance
then plays too important of a role. Typically, newer observations might be associ-
ated with an existing large cluster, despite being radically different from the points
it comprises, due to a too influential “rich-get-richer” assumption. To alleviate those
assumptions, we develop a more general form of the DP process allowing a natural
control of the “rich-get-richer” property.
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IV.3.3 Background

IV.3.3.a Previous works

Dirichlet process

The standard Dirichlet process has already been detailed in Section IV.2.2.a. For
completeness, we recall its expression as a Chinese Restaurant Process:

CRP(Ci = c|α, C1, C2, ..., Ci−1) =

{
Nc

α+N if c = 1, 2, ..., K
α

α+N if c = K+1
(IV.8)

Uniform process

A first process that breaks the “rich-get-richer” property is the Uniform process. It
has been used on some occasions (Qin et al., 2003; Jensen and Liu, 2008) without
focus on the prior itself. It has later been formalized and studied in comparison
with the regular Dirichlet and Pitman-Yor processes (Wallach et al., 2010). It can be
written as follows:

UP(Ci = c|α, C1, C2, ..., Ci−1) =

{
1

α+K if c = 1, 2, ..., K
α

α+K if c = K+1
(IV.9)

This formulation completely gets rid of the “rich-get-richer” property. The proba-
bility of a new client joining an occupied table is a uniform distribution over the
number of occupied tables; it does not depend on the tables’ population. In (Wal-
lach et al., 2010), it has been shown that the expected number of tables evolves with
N as

√
N. Removing the “rich-get-richer” property leads to a flat prior. As we show

later, our formulation allows to retrieve such flat priors and thus generalizes the
Uniform Process.

Pitman-Yor process

Following the Chinese Restaurant process metaphor, the Pitman-Yor process (Pit-
man and Yor, 1997; Ishwaran and James, 2003) proposed to incorporate a discount
parameter when a client opens a new table. Mathematically, the process can be for-
mulated as:

PY(Ci = c|α, β, C1, C2, ..., Ci−1) =

{
Nc−β
α+N if c = 1, 2, ..., K
α+βK
α+N if c = K+1

(IV.10)

The introduction of the parameter β > 0 increases the probability of creating new
clusters. A table with a small number of customers has significantly fewer chances to
gain new ones, while the probability of opening a new table increases significantly.
It can be shown that the number of tables evolves with the number of clients N
as Nβ (Sudderth and Jordan, 2009; Wallach et al., 2010; Goldwater, Griffiths, and
Johnson, 2011). However, this process does not control the arguable “rich-get-richer”
hypothesis (Welling, 2006), since the relation to the population of a table remains
linear; it only shifts this dependence of a value β. It makes so by creating clusters
based on the number of existing clusters and the total number of observations, but
not according to the population of already existing clusters. Those play the same
role in the Pitman-Yor process as in the DP. The Pitman-Yor process thus comes with
two limitations. Firstly, since β > 0, it cannot modify the process to generate fewer
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clusters. Secondly, the discount parameter does not modify the linear dependence
on previous observations for cluster allocations — rich still get richer; the prior is
as peaky on large clusters as before. The present section offers to address those two
limitations.

Other extensions

Another similar prior, the Power-law Indian Buffet Process, has been proposed so
that a realization would yield a number of clusters obeying a power-law as the num-
ber of observations increases (Teh and Gorur, 2009). This formulation can be seen
as a generalization of the Pitman-Yor process; it adds an additional parameter that
sums with N in the denominator of Eq. IV.10. However, the posterior probability for
a new customer to belong to a cluster depends linearly on each cluster’s size, and
the “rich-get-richer” hypothesis is preserved.

Finally, the Generalized Gamma Process proposed a similar discount idea to in-
crease the probability of opening new clusters in (Lijoi, Mena, and Prünster, 2007).
The proposed prior ((Lijoi, Mena, and Prünster, 2007)-Eq.4) modifies a cluster’s
probability to get chosen by subtracting a constant term from each cluster’s popula-
tion. Thus, the “rich-get-richer” property is not alleviated in their approach either,
since the dependence on the cluster’s population is still linear. As for the PY pro-
cess, this formulation only allows to increase the number of clusters and does not
alleviate the “rich-get-richer” hypothesis.

IV.3.3.b Contributions

In the next section, we derive the Powered Dirichlet Process (PDP) that allows con-
trolling the “rich-get-richer” property. The process is also referred to as the Powered
Chinese Restaurant Process (PCRP) due to its formulation being close to the vanilla
metaphor. This new process generalises state-of-the-art works. Such generalization
allows to define unexplored classes of a priori hypotheses: poor-get-richer, rich-get-
no-richer (Uniform process), rich-get-less-richer, rich-get-richer (DP), and rich-get-
more-richer. In doing so, we define the Powered Dirichlet-Multinomial distribution.
We detail some key properties of the Powered Dirichlet Process (convergence, ex-
pected number of clusters). Finally, we show that controlling the “rich-get-richer”
prior of simple models yields better results on synthetic and real-world datasets.

IV.3.4 The model

IV.3.4.a The Dirichlet-Multinomial distribution

As explained earlier, the Dirichlet distribution yields a collection of positive vari-
ables whose sum equals 1. The Multinomial distribution yields a sum of counts in
each of the K “boxes” (here clusters) following N draws from an identical distribu-
tion over those boxes. We recall the definition of the Dirichlet distribution and of the
Multinomial distribution:

Dir( p⃗|⃗α) = ∏k pαk−1
k

B(⃗α)
Mult(N⃗|N, p⃗) =

Γ(∑k Nk + 1)
∏k Γ(Nk + 1) ∏

k
pNk

k (IV.11)

with N⃗ = (N1, N2, ..., NK) where Nk is the integer number of draws assigned to clus-
ter k, N = ∑k Nk the total number of draws, Γ(x) = (x − 1)! is the gamma function,
and B(x⃗) = ∏k Γ(xk)/Γ(∑k xk) is the beta function.
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The Dirichlet-Multinomial distribution merges both distributions: the probabili-
ties for each “box” in the Multinomial distribution are sampled once from a Dirichlet
distribution. As we will show later, the Dirichlet process can be derived from this
distribution. The Dirichlet-Multinomial distribution is defined as follows:

p(N⃗ |⃗α, n) =
∫

p⃗
p(N⃗| p⃗, n)p( p⃗|⃗α)dp⃗

=
(n!)Γ(∑k αk)

Γ(n + ∑k αk)

K

∏
k=1

Γ(Nk + αk)

(Nk!)Γ(αk)

where p⃗ ∼ Dir( p⃗|⃗α) ; N⃗ ∼ Mult(N⃗|n, p⃗)

(IV.12)

In Eq.IV.12, we sample n values over a space of K distinct clusters each with proba-
bility p⃗ = (p1, p2, ..., pK), using a Dirichlet prior with parameter α⃗ = (α1, α2, ..., αK).
To derive the Dirichlet process equation, we must compute a new observation’s con-
ditional distribution to belong to any cluster given the allocation of all the previous
random variables when K → ∞.

IV.3.4.b Powered conditional Dirichlet prior

In the derivation of the standard Dirichlet-Multinomial posterior predictive, we con-
sider a single draw from the Multinomial distribution (i.e., a categorical distribution)
with a Dirichlet prior on the parameter p⃗. Usually, this prior is linearly dependent
on previous draws from the distribution. We propose to modify this assumption by
using a Dirichlet prior that depends non-linearly on the history of draws as:

Dirr( p⃗|⃗α, N⃗) =
1

B(⃗α + N⃗r)
∏

k
pαk+Nr

k−1
k (IV.13)

In Eq.IV.13, the vector N⃗r shifts the parameter α⃗ according to the count of draws
allocated to each cluster k up to the nth draw. The parameter r ∈ R controls the
intensity of this shift for each entry of N⃗.

We demonstrate that the Powered Dirichlet distribution is a conjugate prior of
the Multinomial distribution, by writing Eq.IV.13 as:

Dirr( p⃗|⃗α, N⃗) =
1

B(⃗α + N⃗r)
∏

k
pαk−1

k ∏
k

pNr
k

k

Eqs.IV.11
=

B(⃗α)∏k Nr
k !

B(⃗α + N⃗r)(∑k Nr
k)!

Dir( p⃗|⃗α)Mult(N⃗r|∑
k

Nr
k , p⃗)

∝ Dir( p⃗|⃗α)Mult(N⃗r|∑
k

Nr
k , p⃗)

(IV.14)

where the prior on vector N⃗ is a regular Multinomial distribution of parameter
N = ∑k Nr

k . Note that for certain values of r, the vector N⃗r might not be made
of integer values; the resulting Multinomial prior on N⃗r must then be expressed
in terms of Γ functions (see Eq.IV.11) to be valid for N⃗r ∈ R|N⃗|. Distributions of
non-integer counts are not new in the literature (Khurshid, Ageel, and Lodhi, 2005;
McCarthy, Chen, and Smyth, 2012; Ghitza and Gelman, 2013) and are essentially al-
lowed by the generalized definition of the factorial function in terms of the gamma
function. When r = 1, we recover the standard Dirichlet-Multinomial prior on p⃗
for the nth draw; the history of draws N⃗ can be expressed as the result of N in-
dependent draws of equal probability p⃗. When r ̸= 1, the prior on N⃗ is sampled
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from a Multinomial distribution in which the number of samples drawn depends
on r as ∑k Nr

k . For instance, let N⃗ = (1, 2) and r = 2: the resulting powered
conditional Dirichlet prior would then be sampled from a Multinomial distribution
Mult(N⃗ = (1, 4)|N = 5, p⃗ = (p, 1 − p)).

IV.3.4.c Posterior predictive

We now derive the posterior distribution for the nth draw to belong to a cluster c
given all previous draws. We assume that C⃗− represents all previous realizations
up to n − 1, that is, the cluster to which each previous draw has been associated.
For simplicity of notation, we define the population of a cluster k at time n − 1 as
Nk = |{Ci|i = k}i=1,2,...,n−1|. We are now looking at the probability distribution
of its nth draw to belong to c. It is expressed as the probability of a draw from
the categorical distribution given all previous observations (because there is only
one new draw, it is the same as a Multinomial distribution with parameter N = 1)
combined with the powered Dirichlet prior defined Eq.IV.13. Then:

DirCatr(Cn = c|⃗α, C⃗−) =
∫

p⃗
Cat(Cn = c| p⃗) Dirr( p⃗|⃗α, N⃗)︸ ︷︷ ︸

Eq.IV.13

=
∫

p⃗

1
B(⃗α + N⃗r)

∏
k

pck+αk+Nr
k−1

k

=
B(⃗c + α⃗ + N⃗r)

B(⃗α + N⃗r)

(IV.15)

where c⃗ is a vector of the same length as α⃗ whose cth entry equals to 1, and 0
anywhere else. Alternative demonstrations of this result are possible (Wilks, 1992;
Sethuraman, 1994).

IV.3.4.d Powered Chinese Restaurant process

We finally derive an expression for the Powered Chinese Restaurant process from
Eq.IV.15. We recall that Nk = |{C−i|i = k}i=1,2,...,n−1|. Taking back the conditional
probability for the nth observation to belong to cluster c (Eq.IV.15), we have:

p(Cn =c|C⃗−, α⃗) = DirCatr(Cn = c|C⃗−, α⃗)

=B(⃗c + N⃗r + α⃗)/B(N⃗r + α⃗)

=Γ(Nr
c + αc + 1)

∏k ̸=c Γ(Nr
k + αk)

Γ(1 + ∑k Nr
k + αk)

Γ(∑k Nr
k + αk)

∏k Γ(Nr
k + αk)

=
(Nr

c + αc)

∑k Nr
k + αk

∏k Γ(Nr
k + αk)

Γ(∑k Nr
k + αk)

Γ(∑k Nr
k + αk)

∏k Γ(Nr
k + αk)

=
Nr

c + αc

∑k Nr
k + αk

(IV.16)

Every cluster with Nc = 0 (empty clusters) has an identical probability of getting
chosen. Besides, the result is identical if either of them gets chosen. Therefore, we
can express the probability of choosing any empty clusters as a function of α = ∑k αk.
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FIGURE IV.3: Effect of r on the Powered Chinese Restaurant process prior probability. The
grey bars represent the population in each cluster at a given time. The solid lines represent
the prior probability of the next observation to belong to each of these. For r = 1, we recover

the Dirichlet Process prior.

Finally, taking the limit K → ∞ and defining the limit value limK→∞ ∑K
k αk = α,

we find the Powered Chinese Restaurant Process (PCRP):

PCRP(Ci = c|α, C1, C2, ..., Ci−1) =


Nr

c
α+∑K

k Nr
k

if c = 1, 2, ..., K
α

α+∑K
k Nr

k
if c = K+1

(IV.17)

The formal derivation of the Powered Chinese Restaurant process in Eq.IV.17
and the demonstration of its link to the conditional Dirichlet prior on p⃗ are the first
main contribution of this section. Besides, this demonstration uncovers the link be-
tween the prior in Eq.IV.13 and an exotic formulation of the Multinomial distribu-
tion, which has never been considered before. Most importantly, it highlights that it
originates from sampling every new observation from independent weighted Multi-
nomial distributions of different parameters Nr = ∑k xr

k. As stated in the introduc-
tion, special cases of the process have already been used in some occasions (Qin et
al., 2003; Jensen and Liu, 2008; Wallach et al., 2010) but never demonstrated. Fur-
thermore, this formulation generalizes the Uniform process when r → 0 (Wallach
et al., 2010), the Dirichlet process when r → 1 and the Pitman-Yor process when
rk(Nk) = (log(1 − β/Nk) + log(Nk))/log(Nk) and α(K) = α + βK (see Eq.IV.10, we
recall that elog x = x). The present expression explicitly allows for controlling the
importance of the “rich-get-richer” property as well as recovering state-of-the-art
processes.

We illustrate the change in prior probability for an existing cluster to get chosen
induced by the Powered Chinese Restaurant process in Fig.IV.3 – we do not plot the
prior probability for a new cluster to be created. This figure plots the population of
clusters (grey bars) and their associated prior probability of getting chosen. When
r > 1, the most populated clusters are associated with a more significant prior prob-
ability than in the standard CRP, whereas the less populated ones have even fewer
chances to get chosen; rich-get-more-richer, the prior on population is peakier on
large clusters. On the other hand, when r < 1, most populated clusters have fewer
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chances to get chosen than in CRP, whereas less populated ones have an increased
chance of getting chosen; rich-get-less-richer, the prior on population is flatter across
clusters of different sizes. In the limit case r = 0, the clusters’ population does not
play any role anymore; rich get-no-richer, the prior is flat over all clusters. Note that
if we wanted to represent the Pitman-Yor process prior in this figure, it would corre-
spond to the plot for r = 1 vertically shifted of −β (such as defined Eq.IV.10) leading
to an increased probability of creating a new cluster of βK (not represented in the
plot) (Pitman and Yor, 1997). Varying the parameter α of ∆α plays a similar role as
β in this situation. It would uniformly shift the prior probability for each existing
cluster to get chosen by ∆α

K and increase the probability of creating a new one by ∆α.
For Both Pitman-Yor and Dirichlet processes, the linear dependence of each cluster’s
population does not change.

In Fig. IV.3, we understand that the Powered Chinese Restaurant process allows
for defining priors from clusters population that are not possible when tuning the
Chinese Restaurant or Pitman-Yor processes. Introducing non-linearity in the de-
pendence on previous observations allows giving more or less importance to the
“rich-get-richer” property.

IV.3.5 Properties of the Powered Chinese Restaurant process

We will now investigate some key properties of the Powered Chinese Restaurant
process. We recall that Nk is the population of the cluster k, and N = ∑k Nk.

IV.3.5.a Convergence

Proposition 2. For N → ∞, the Powered Chinese Restaurant process converges towards
a stationary distribution. When r < 1, it converges towards a uniform distribution over all
the possible clusters, and when r > 1, it converges towards a Dirac distribution on a single
cluster.

Proof. We consider a simple situation where only 2 clusters are involved. The gen-
eralization to the case where K clusters are involved is straightforward. When the
clusters’ population is large enough, we make the following Taylor approximation:

(Ni + 1)r = Nr
i (1 +

1
Ni

)r = Nr
i + rNr−1

i +O(Nr−2) (IV.18)

Since the population of a cluster Ni is a non-decreasing function of N, we assume
that first order Taylor approximation holds when N → ∞. Given clusters population
at the Nth observation, we perform a stability analysis of the gap between probabili-
ties ∆p(N) = p1(N)− p2(N). We recall that the probability for cluster i to get chosen
is pi(N) = Nr

i /(∑k Nr
k) and that either of the clusters is chosen with this probability

at the next step (at step N + 1, ∆p(N + 1) = p1(N + 1) − p2(N) with probability
p1(N) and ∆p(N + 1) = p1(N)− p2(N + 1) with probability p2(N)). Explicitly the
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variation of the gap between probabilities when N grows is written as:

p1(N)(p1(N + 1)− p2(N)) + p2(N)(p1(N)− p2(N + 1))− ∆p(N)

∆p(N)

Eq.IV.18
≈ 1

p1(N)− p2(N)
×
(

p1(N)
Nr

1 − Nr
2 + rNr−1

1

Nr
1 + Nr

2 + rNr−1
1

+ p2(N)
Nr

1 − Nr
2 − rNr−1

2

Nr
1 + Nr

2 + rNr−1
2

)

=
2rNr

1 Nr
2

(Nr
1 + Nr

2 + rNr−1
1 )(Nr

1 + Nr
2 + rNr−1

2 )

(
Nr−1

1 − Nr−1
2

Nr
1 − Nr

2

)
(IV.19)

We see in Eq.IV.19 that the sign of the variation of the gap between probabilities

depend only on the term Nr−1
1 −Nr−1

2
Nr

1−Nr
2

. We can therefore perform a stability analysis of
the Powered Chinese Restaurant process using only this expression.

When 0 < r < 1, the sign becomes negative because the following relation holds:
Nr−1

1 − Nr−1
2 < 0 ⇔ Nr

1 − Nr
2 > 0 ∀N1, N2; that makes right hand side of Eq.IV.19

negative. Therefore, adding a new observation statistically reduces the gap between
the probabilities of the two clusters. We could forecast this prediction from Eq.IV.18
by seeing that adding a new observation to a large cluster increases its probability
to get chosen lesser than for a small cluster – rich-get-less-richer. Moreover, we see
from Eq.IV.18 that a crowded cluster (such as Nr

1 ≫ Nr
2) see its probability evolve as

Nr−1. Asymptotically, the only fixed point of Eq.IV.19 when N → ∞ is N1 → N2,
which implies a uniform distribution.

On the contrary, when r > 1 we have the following relation: Nr−1
1 − Nr−1

2 > 0 ⇔
Nr

1 − Nr
2 > 0 ∀N1, N2; ; that makes right hand side of Eq.IV.19 positive. Adding a

new observation statistically increases the gap between probabilities. From Eq.IV.18,
we see that adding an observation to a large cluster increases its probability with its
population – rich-get-more-richer. In this case, Eq.IV.19 has K + 1 fixed points, with
K the number of clusters. The uniform distribution is an unstable fixed point, while
K Dirac distributions (each on one cluster) are stable fixed points of the system. It
means the gap converges to 1, that is a probability of 1 for one cluster and a proba-
bility of 0 for the others.

When r = 1, the right-hand side of Eq.IV.19 is null. It means the gap remains
statistically constant ∀Ni, which is a classical result for the regular Dirichlet process.
This convergence has already been studied on many occasions (Ferguson, 1973; Ar-
ratia, Barbour, and Tavaré, 1992).

We note that as r → 0, Eq.IV.19 is not defined anymore. That is because the
probability for a cluster to be chosen does not depend on its population anymore. In
this case, p1(N)− p2(N) ∝ N0

1 − N0
2 = 0: the probability for any cluster to be chosen

is equal, hence the Uniform process – “rich-get-no-richer”.

IV.3.5.b Expected number of tables

Proposition 3. When N is large, ∑k Nr
k varies with N as N

r2+1
2 when r < 1, and with Nr

when r ≥ 1.



96 Chapter IV. Dirichlet-Hawkes Processes - Modelling rare and brief interactions

Proof. Taking back Eq.IV.17, we are interested in the variation of pi =
Nr

i
∑k Nr

k
according

to N when Nr
i is large:

pi(N + 1)− pi(N) ≈


rNr−1

i +O(Nr−2)

∑k Nr
k

if Ni grows

0 otherwise
(IV.20)

We see in Eq.IV.20 that for r < 1, the larger Ni the slower the variation of pi. It
means that for large Nr

i , we can write Ni ∝ Npi, with pi a constant of N. Since Ni is
either way a non-decreasing function of N, we reformulate the constraint Nr

i large
in Nr large.

For r > 1, the probability pi varies greatly with N and quickly converges to 1 for
large N (see Proposition 2), and so Ni ≈ N for cluster i and Nj ̸=i ≪ Ni ∀j.

Since the sum ∑k Nr
k essentially varies according to large Nk, we can approximate

∑k Nr
k ≈ Nr ∑k pr

k for large Nr.
Besides, we showed in Proposition 2 that for large N the process converges to-

wards a uniform distribution for r < 1 and towards a Dirac distribution when r > 1.
Therefore, we can express ∑K

k pr
k as:

K

∑
k

pr
k

N≫1≈
{

K1−r for r < 1
1 for r ≥ 1

(IV.21)

Based on the demonstration of Eq.4 in (Wallach et al., 2010), we suppose that K
evolves with N as N

1−r
2 when r < 1. We verify that this assumption holds in the

Experiment section.
Therefore, we can write:

∑
k

Nr
k ≈ Nr

K

∑
k

pr
k ≈

Nr
(

N
1−r

2

)1−r
= N

1+r2
2 for r < 1

Nr for r ≥ 1
(IV.22)

Proposition 4. The expected number of tables of the Powered Chinese Restaurant process
evolves with N ≫ 1 as H r2+1

2
(N) for r < 1 and as Hr(N) when r ≥ 1, where Hm(n) is the

generalized harmonic number.

Proof. In general, the expected number of clusters at the Nth step can be written as:

E(K|N, r) =
N

∑
1

α

∑k Nr
k + α

Nr≫1
∝

N

∑
1

1
∑k Nr

k
(IV.23)

We showed in Proposition 3 that we can rewrite ∑k Nr
k ∝ N

r2+1
2 when r < 1 and

∑k Nr
k ∝ Nr when r ≥ 1. Injecting this result in Eq.IV.23 for r, we get:

E(K|N, r)
Nr≫1

∝

∑N
1

1

N
r2+1

2
= H r2+1

2
(N)

∑N
1

1
Nr = Hr(N)

(IV.24)

For r = 1, E(K|N, r = 1) ∝ H1(N) ≈ γ+ log(N) where γ is the Euler–Mascheroni
constant, which is a classical result for the regular Dirichlet process.
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FIGURE IV.4: Numerical validation of Propositions 2 (left), 3 (middle), 4 (right). In the first
plot, K is the number of non-empty clusters. In the second and third plots, the theoretical
results are the solid lines, and the associated numerical results are the transparent lines of
same colour. Except for small N, the difference between theory and experiments is almost

indistinguishable.

When r > 1 and N → ∞, the term H r2+1
2
(N) converges towards a finite value and

the sum ∑k pr
k goes to 1 (see Proposition 2). By definition E(K|N, r > 1)

N→∞
∝ ζ( r2+1

2 ),
where ζ is the Riemann Zeta function.

When r < 1, we can approximate the harmonic number in a continuous setting.
We rewrite Eq.IV.24 as:

E(K|N, r)
Nr≫1

∝
N

∑
n=1

1

n
r2+1

2

Nr≫1≈
∫ N

1
n− r2+1

2 dn

=
2

1 − r2 (N
1−r2

2 − 1)

(IV.25)

It can be shown that N1−x−1
1−x = Hx(N) + O( 1

Nx ). Therefore, the Powered Chinese
Restaurant process exhibits a power-law behaviour similar to the Pitman-Yor pro-
cess Eq.IV.10 for r =

√
1 − 2β for 0 < r < 1. For values of r > 1 ⇔ β < 0, the

equivalent Pitman-Yor process is not defined unlike the Powered Chinese Restau-
rant process. Note that there is a priori no reason for r to be constrained in the do-
main of real number. Complex analysis of the process might be an interesting lead
for future works.

IV.3.6 Experiments

IV.3.6.a Numerical validation of propositions

First of all, we present numerical confirmations of propositions stated above (Propo-
sitions 2, 3, 4) by simulating 100 independent Powered Chinese Restaurant processes
with parameter α = 1 for various values of r. Note that in all the theorems we verify
here, α acts as a scaling factor without modifying the shape of the results discussed
here. We present the results of numerical simulations in Fig.IV.4.

In the left part, we plot the evolution of the probability for each cluster to be
chosen as N grows for r = 0.2 for one run. We see that the probabilities do not
remain constant but instead diminish as the number of clusters grows. The figure
suggests they all converge to a common value (a uniform probability) as shown in
Proposition 2. The black line shows the probability of a uniform distribution. We
chose not to show the results for r > 1; in this case, one probability goes to 1 as the
other fades to 0 as N grows, as expected.

In the middle part of the figure, we plot the expression for ∑k Nr
k derived in

Proposition 3 (solid lines) versus the value of the sum from experimental results
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FIGURE IV.5: Application on synthetic data. (Top) Original datasets used for the experi-
ments (Density, Diamond, and Grid). (Bottom) Results for various values of r; the x and y
axes are all the same. The dashed line indicates the regular DP prior as r = 1. The error

corresponds to the standard error of the mean over all runs.

(transparent lines), averaged over 100 runs. Note that plots are in a log-log scale and
that curves have been shifted vertically for visualization purposes. As assumed in
Proposition 3, the approximation holds for all values of r.

Finally, in the right picture, we plot the evolution of the number of clusters K ver-
sus N according to Proposition 4 (solid lines) and experiments (transparent lines).
The error bars correspond to the standard deviation over the 100 runs. We see that
the expression derived in Proposition 4 accounts well for the evolution of the num-
ber of clusters. Note that plots are in a log-log scale and that curves have been shifted
vertically for visualization purposes. We must point out that there is a constant shift
from experiments to the theory that does not appear on the plot (because of the
rescaling). This shift comes from the approximation of large Nr which is not valid at
the beginning of the process. However, it does not play any role in the evolution of
K as N grows large enough.

IV.3.6.b Use case: infinite Gaussian mixture model

We now illustrate the usefulness of a prior that alleviates the “rich-get-richer” prop-
erty on several synthetic datasets and on a real-world application. We choose to
consider as an illustration its use as a prior in the infinite Gaussian mixture model.
We choose this application to ease visual understanding of the implications of the
PCRP, but the argument holds for other models using DP priors as well (text mod-
elling, gene expression clustering, etc.).

We consider a classical infinite Gaussian mixture model coupled with a Powered
Dirichlet process prior. We fit the data using a standard collapsed Gibbs sampling
algorithm for IGMM (Rasmussen, 1999; Wallach et al., 2010; Yin and Wang, 2014),
with a Normal Inverse Wishart prior on the Gaussians’ parameters. The input data is
shuffled at each iteration to reduce the ordering bias from the dataset. Note that we
cannot completely get rid of the bias because the Powered Dirichlet Process is not ex-
changeable for all r. The problem has been addressed on numerous occasions (Uni-
form process (Wallach et al., 2010), distance-dependent CRP (Blei and Frazier, 2010;
Ghosh et al., 2014), spectral CRP (Socher, Maas, and Manning, 2011)) and shown to
induce negligible variations of results in the case of Gibbs sampling. We stop the
sampler once the likelihood of the model reaches stability ; we repeat this procedure
100 times for each value of r. Finally, the parameter α is set to 1 in all experiments
(see Section IV.3.2).
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TABLE IV.1: Numerical results of the Powered Dirichlet process, Uniform process and
Dirichlet process priors coupled to a standard Infinite Gaussian Mixture Model, for the 3
synthetic datasets plotted Fig. IV.5 and 2 real-world datasets (100 runs each). We see that
using PDP as prior makes the model outperform the baselines consistently on every metric.

The standard error is given in shorthand form – 0.123(12) ⇔ 0.123 ± 0.012.

Adj.MI Adj.RI Norm.VI Kin f −Ktrue
Ktrue

D
en

si
ty PDP (r=0.60) 0.992(1) 0.980(2) 0.006(1) 0.045(5)

DP 0.951(4) 0.797(17) 0.037(3) 0.128(10)
UP 0.939(2) 0.854(4) 0.050(1) 0.548(1)

D
ia

m
on

d PDP (r=0.50) 0.982(2) 0.956(5) 0.011(1) 0.063(7)
DP 0.909(7) 0.731(19) 0.053(4) 0.202(12)
UP 0.927(2) 0.844(6) 0.051(2) 0.544(2)

G
ri

d

PDP (r=0.85) 0.997(1) 0.990(2) 0.003(1) 0.014(2)
DP 0.995(1) 0.977(4) 0.004(1) 0.018(3)
UP 0.811(1) 0.517(3) 0.154(1) 2.120(1)

Ir
is

PDP (r=0.90) 0.868(4) 0.866(7) 0.057(2) 0.000(0)
DP 0.843(6) 0.820(12) 0.065(2) 0.030(10)
UP 0.544(2) 0.295(3) 0.303(2) 2.777(32)

W
in

es

PDP (r=0.10) 0.712(15) 0.637(20) 0.102(5) 0.157(17)
DP 0.589(19) 0.461(16) 0.128(4) 0.327(13)
UP 0.713(17) 0.657(21) 0.103(5) 0.147(17)

C
an

ce
r PDP (r=0.10) 0.254(17) 0.278(21) 0.118(1) 0.000(0)

DP 0.085(16) 0.094(19) 0.108(2) 0.000(0)
UP 0.271(17) 0.300(21) 0.118(1) 0.000(0)

20
-N

G PDP (r=0.80) 0.421(4) 0.119(3) 0.477(3) -
DP 0.404(4) 0.105(4) 0.491(3) -
UP 0.000(4) 0.000(0) 0.830(3) -

Note that we choose not to compare to other types of clustering algorithms. In
this section, we demonstrate the power of alternative forms of the Dirichlet process.
The argument on a simple model (here a regular DP combined with IGMM) extends
to other priors built on Dirichlet processes (Hierarchical and Nested Dirichlet pro-
cesses). Besides, comparison of DP-based priors to other clustering methods (KNN,
DBScan, Spectral clustering, etc.) has already been done numerous times and is out
of this section’s scope.

Synthetic data

Synthetic datasets are represented in Fig.IV.5-top and comprise N=1000 observations
each. They have been generated by sampling from 2D Gaussian distributions whose
relative parameters are explicit from Fig.IV.5.

We present the results on synthetic data in Fig.IV.5-bottom and in TableIV.1. We
consider standard metrics in clustering evaluation with a non-fixed number of clus-
ters: mutual information score and rand index both adjusted for chance (Adj.MI and
Adj.RI), normalized variation of information (Norm.VI, lower is better), Fowlkes-
Mallow score, marginal likelihood (normalized for visualization) and absolute rel-
ative variation of the inferred number of clusters according to the number used to
generate the data ( Kinf−Ktrue

Ktrue
, lower is better). Note that we purposely chose stereo-

typical cases to illustrate the argument better. The Density dataset on the left of
Fig.IV.5 is informative about the change induced by r. Here, clusters are distributed
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FIGURE IV.6: Application to spatial clustering on geolocated data for r = 0.8 (left), r = 1
(right) and r = 0.9 (middle). We see that the model using a Powered Dirichlet process prior
for r = 0.9 and r = 0.8 describes the data better than the same model using a Dirichlet

process prior (r = 1).

at various scales in the dataset; we see that the lower the value of r, the better the
results. Indeed, when r is small, the model can distinguish clusters in the dense area
better, whereas when r is closer to 1, the clusters in the dense area are put together
in a larger cluster. The same happens with the Diamond dataset in the middle of
Fig.IV.5, where clusters are distributed according to two different scales. Finally, on
the Grid dataset on the right part of Fig.IV.5, we see an optimum r exists to distin-
guish the clusters distributed on a grid; it makes sense since only one scale in clusters
distribution is involved in this dataset. In Table. IV.1, we explicitly report the values
of the PDP optimal r and compare them to the values yielded by the same model
using either a Dirichlet Process (DP) prior or a Uniform Process (UP) prior.

Real-world data

In Table IV.1, we report the results for the 20Newsgroup (20-NG) real-world dataset,
which is a collection of 18,000 user posts published on Usenet, organized in 20 News-
group (which are our target thematic clusters). As a model, we consider a modified
version of LDA (Blei, Ng, and Jordan, 2003) that uses a PDP prior instead of DP in
the words sampling step. Note that because the number of clusters must be pro-
vided to LDA, we do not compute Kinf−Ktrue

Ktrue
. We also run an additional experiment

on three additional well-known datasets: Iris (4 attributes, 3 classes), Wines (13 at-
tributes, 3 classes) and Cancer (30 attributes, 2 classes). We see PDP yields improved
performances on every dataset.

We now illustrate the interest of using an alternate form of prior for the Infinite
Gaussian Mixture model on real-world data. We consider a dataset of 4.300 roman
sepulchral inscriptions comprising the substring “Antoni” that have been dated be-
tween 150AC and 200AC and assigned with map coordinates. The dates correspond
to the reign of Antoninus Pius over the Roman empire. The dataset is available on
Clauss-Slaby repository (Clauss et al., 2021). It was common to give children or
slaves the name of the emperor; the dataset gives a global idea of the main areas
of the roman empire at that time (Hanson and Lobo, 2017). The task is to discover
spatial clusters of individuals named after the emperor. We expect to find geograph-
ical clusters around: Italy, Egypt, Gauls, Judea, and all along the limes (borders of
the roman empire, which concentrate lots of sepulchral inscriptions for war-related
reasons) (Hanson, 2016). We present the results in Fig.IV.6.

We see that when r = 1, the classical DP prior is not fit for describing this dataset,
as it misses most of the clusters. On the other hand, when r = 0.9, the infinite
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Gaussian mixture model retrieves the expected clusters. It also makes some clusters
that were not expected, such as the north Italian cluster or the long cluster going
through Spain and France that corresponds to the layout of the Roman roads (via
Augusta and via Agrippa; it was common to bury the dead on roads edges). Finally,
when r = 0.8, we get even more detail: some of the main clusters are broken into
smaller ones (Italy breaks into Rome, North Italy, and South Italy; Britain becomes
an independent cluster, etc.). In this case, changing r controls the level of details
of the clustering. Note that we do not compute metrics for this experiment in the
absence of “ground-truth” clustering; there is no such thing as the right clustering
in this case. Applied to spatial data, the PDP prior allows to control the clustering
granularity. We see how different results can be according to the extent the model
relies on the “rich-get-richer” prior and how its control is needed to make modelling
relevant to a given situation.

IV.3.7 Conclusion

In this section, we discussed the necessity of controlling the “rich-get-richer” prop-
erty that arises from the classical Chinese Restaurant Process usual formulation. We
showed cases where this modelling hypothesis must be alleviated or strengthened to
describe data more accurately. To this end, we derive the Powered Chinese Restau-
rant Process from a powered version of the Dirichlet-Multinomial distribution. This
formulation allows reducing the expected number of clusters, which is not possi-
ble in the standard Pitman-Yor processes, while generalizing the standard Dirichlet
process and the Uniform process.

The main feature of this formulation is that it allows for direct control of the
“rich-get-richer” priors’ importance. We derive elementary results on convergence
and the expected number of clusters of the new process.

Finally, we show that it yields better results on synthetic data when coupled to a
standard Gaussian mixture model and illustrates a possible use case with real-world
data. For future works, it might be interesting to investigate cases where r takes
non-positive values (which might lead to a “poor-get-richer” kind of process), and
to develop a procedure to infer it automatically for specific problems (by minimizing
a dispersion criterion for instance).

The regular Chinese Restaurant process has been used for decades as a prior in
many real-world applications. However, alternate forms for this prior have been
little explored. We are convinced that controlling the impact of the “rich-get-richer”
hypothesis will bring significant changes in many state-of-the-art models.

We now propose to illustrate this claim and to further answer our task at hand.
To this end, we use PDP to redefine the Dirichlet-Hawkes Process in terms of the
Powered Dirichlet-Hawkes Process (PDHP) and investigate the new possibilities
brought by this reformulation.

IV.4 Powered Dirichlet-Hawkes Process – Modelling self in-
teracting clusters

This work has been published, see (Poux-Médard, Velcin, and Loudcher, 2021c)
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IV.4.1 Introduction

IV.4.1.a PDHP as an answer to DHP’s limits

In this section, we develop the Powered Dirichlet-Hawkes process (PDHP) as an
answer to the limits of DHP raised in Section IV.2. It makes use of the redefinition of
Dirichlet Processes detailed in Section IV.3.

We highlighted earlier that DHP has several limits. It fails to model data correctly
when textual information is scarce (e.g., short texts such as tweets, or when topics’
vocabulary overlap) (Yin et al., 2018) and when temporal information is scarce (over-
lapping dynamics, few observations). In addition, the usual assumption is that pub-
lication dynamics and textual content are perfectly correlated, which cannot be true
in real-world applications. For instance, two identical textual contents will trigger
different publication dynamics depending on who published them, or when they
have been published.

IV.4.1.b Contributions

We overcome all these limitations by developing the Powered Dirichlet-Hawkes Pro-
cess (PDHP), which yields better results than DHP on every dataset considered (up
to +0.3 NMI). In particular, when textual or temporal information is scarce, PDHP
allows to control the importance given to one or the other and thus retrieves better
clusters. PDHP is the DHP equivalent of controlling the importance of the “rich-
get-richer” hypothesis in DP using PDP, only using temporal information as a prior.
PDHP also allows to distinguish textual clusters from temporal clusters (documents
that follow the same dynamic independently from their content).

Our contributions are listed below:

• We highlight and explain the limitations of the DHP prior: it does not handle
weakly informative temporal and textual information and it is not designed to
consider different dynamics between text and time.

• We derive the Powered Dirichlet-Hawkes process (PDHP) as a new prior in
Bayesian non-parametric for the temporal clustering of a stream of textual doc-
uments, which is a generalization of the Dirichlet-Hawkes process (DHP) and
of the Uniform process (UP).

• We show how the PDHP prior performs better than DHP and UP priors through
a thorough evaluation and comparison on several synthetic datasets and real-
world datasets from Reddit.

• We show that PDHP prior allows choosing whether clusters are based more
on textual or temporal information, or a mixture of both. We can favour their
generation more or less according to documents’ textual content or their pub-
lication dynamics.

• We perform a detailed analysis of PDHP’s results on real-world datasets from
Reddit. We illustrate our approach with examples of real-world topics uncov-
ered by our method. We systematically analyse the influence of the hyperpa-
rameter r introduced in PDHP. Our method allows us to recover more or less
bursty events from data streams depending on r.
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IV.4.2 Model and algorithm

IV.4.2.a Dirichlet prior and alternatives

We briefly recall the definition of a Dirichlet prior (see Section IV.3 for an extensive
discussion on DP). A Dirichlet prior for clustering implements the assumption that
the more a cluster is populated, the more chances a new observation belongs to it
(“rich-get-richer” property). Besides, there is still a chance that a new observation
gets assigned to a newly created cluster. It is often expressed using a metaphor, the
Chinese Restaurant Process (CRP), and it goes as follows: if an ith client arrives in
a Chinese restaurant, they will sit at one of the K already occupied tables with a
probability proportional to the number of persons already sat at this table. They can
also sit alone at a new table K + 1 with a probability inversely proportional to the
total number of clients in the restaurant. When their choice is made, the next client
arrives, and the process is repeated. Let c be the cluster chosen by the ith customer,
C⃗− the table assignment of previous customers up to i − 1, Nc the population of
table c, C the number of already occupied tables and α0 ∈ R+ the concentration
parameter. The process can be written formally as:

CRP(Ci = c|C⃗−, α0) =

{
Nc

α0+N if c = 1, 2, ..., C
α0

α0+N if c = C+1
(IV.26)

The Uniform process (Wallach et al., 2010) has been proposed as an alternative to
the DP prior. In this context, a new customer entering the restaurant has an identical
chance to sit at either of the occupied tables, and a chance to sit at an empty table
inversely proportional to the number of occupied tables. Formally:

U-CRP(Ci = c|C⃗−, α0) =

{
1

α0+C if c = 1, 2, ..., C
α0

α0+C if c = C+1
(IV.27)

Finally, the Powered Dirichlet process that we detailed Section IV.3 generalizes
the two processes above, stating that the probability for a new client to sit at a new
table depends arbitrarily on the number of customers already sat at this table:

P-CRP(Ci = c|r, C⃗−, α0) =


Nr

c
α0+∑c′ Nr

c′
if c = 1, 2, ..., C

α0
α0+∑c′ Nr

c′
if c = C+1

(IV.28)

where r ∈ R+ is a hyper-parameter. Varying r allows to give more or less importance
to the “rich-get-richer” hypothesis of DP. Note that P − CRP(r = 0, C⃗−, α0) = U −
CRP(C⃗−, α0) and that P−CRP(r = 1, C⃗−, α0) = CRP(C⃗−, α0). We will use this more
general form in the rest of this section and make r vary to compare those priors in
the experimental section.

IV.4.2.b Hawkes processes

The Hawkes process has already been introduced and discussed in Section IV.2.2.b.
We recall that Hawkes processes are defined as self-stimulating temporal point pro-
cesses. They are fully characterized by their intensity function λ(t), which is related
to the probability P(tevents ∈ [t; t + ∆t]) of an event happening between t and t + ∆t
by λ(t) = lim∆t→0

P(tevents∈[t;t+∆t])
∆t .
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FIGURE IV.7: Temporal prior on a new observation cluster — (Top) Prior probability for
two clusters to get chosen at all times according to DHP (dotted lines) (Bottom) Same prior

probability for each cluster as a function of r in the PDHP at a given time.

Same as in (Du et al., 2015), the intensity of the Hawkes process associated with
cluster c is defined as:

λc(t|H<t,c) = ∑
H<t,c

α⃗c
T · κ⃗(ti,c) (IV.29)

We recall that α⃗c is a vector of weights and κ⃗(t) is a vector of user-defined kernel
functions with the same dimension as α⃗. The kernel functions are defined at the
beginning of the algorithm and are not modified afterwards. We will want to infer
the weights vector α⃗ to determine which entries of the kernel vector are the most
relevant for a given situation.

IV.4.2.c Powered Dirichlet-Hawkes process

In (Du et al., 2015), the authors create DHP by substituting the counts Nk in the
DP with the intensities of the Hawkes processes associated with each cluster. In-
stead, we simply substitute the counts in PDP with the intensities of the Hawkes
processes associated with each cluster, forming the Powered Dirichlet-Hawkes Pro-
cess (PDHP):

P(Ci = c|ti, r, λ0,H<ti ,c) =


λr

c(ti)
λ0+∑c′ λr

c′ (ti)
if c≤C

λ0
λ0+∑c′ λr

c′ (ti)
if c=C+1

(IV.30)

where ti is the arrival time of document i. We reformulate the Dirichlet-Hawkes
process to allow nonlinear dependence (r) on the non-integer counts (⃗λ). We illus-
trate how r influences the prior probability of cluster selection in Fig. IV.7.
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IV.4.2.d Textual modelling

To compare to DHP on solid ground, we consider the same textual model the authors
used in the original paper, the Dirichlet-Multinomial model. This model is detailed
in Section IV.2.2.d and it considers the textual content as a bag of words.

The likelihood of the ith document belonging to cluster c reads:

L(Ci = c|N<i,c, ni, θ0) = P(ni|Ci = c, N<i,c, θ0)

=
Γ(Nc + θ0)

Γ(Nc + ni + θ0)
∏

v

Γ(Nc,v + ni,v + θ0,v)

Γ(Nc,v + θ0)

(IV.31)

where Nc is the total number of words in cluster c from observations previous to i,
ni is the total number of words in document i, Nc,v the count of word v in cluster c,
ni,v the count of word v in document i and θ0 = ∑v θ0,v.

IV.4.2.e Posterior distribution

The resulting posterior distribution of the ith document over clusters is calculated
using Bayes theorem. It is proportional to the product of the textual likelihood
(Eq.IV.31) and the temporal Powered Dirichlet-Hawkes prior (Eq.IV.30):

P(Ci = c|r, ni, ti, Nc,H<t,c)

∝ P(ni|Ci = c, N<i,c, θ0)︸ ︷︷ ︸
Textual likelihood

P(Ci = c|ti, r, λ0,H<ti ,c)︸ ︷︷ ︸
Temporal prior

=
Γ(Nc + θ0)

Γ(Nc + ni + θ0)
∏

v

Γ(Nc,v + ni,v + θ0,v)

Γ(Nc,v + θ0)

×


λr

c(ti)
λ0+∑c′ λr

c′ (ti)
if c = 1, ..., C

λ0
λ0+∑c′ λr

c′ (ti)
if c = C+1

(IV.32)

We recall that λc(t) is defined Eq. IV.29. The textual likelihood to open a new cluster
C + 1 is computed by setting NC+1,v = 0 – because it is empty before being opened.

IV.4.2.f Algorithm for parameters inference

We use a similar algorithm to the one in (Du et al., 2015). Briefly, the algorithm is
a sequential Monte-Carlo (SMC) that takes one document at a time in their order
of arrival. The algorithm starts with a number Npart of particles whose weights are
ωp = 1

Npart
, each of which will keep track of a hypothesis on documents clusters. Af-

ter a few iterations, particles that contained unlikely allocation hypotheses are dis-
carded and replaced by more likely ones. The likeliness of a hypothesis is encoded
in the weights of each particle ωp. Such genetic algorithms are favoured for optimiz-
ing DHP-based models. These models are not convex, and genetic algorithms allow
to tackle the problem sequentially.

For each particle, when a new document arrives, (1) the cluster of the document
is sampled according to a Categorical distribution over all clusters, whose weights
are determined by Eq. IV.32. After the cluster of the new document has been sam-
pled, (2) the kernel weights α⃗ from Eq. IV.29 are updated using Eq. IV.5. For effi-
ciency purpose, we sample α⃗ from a set of Ns pre-computed α⃗ vectors. We finally (3)
update the weights ωp of each particle according to the posterior Eq. IV.32 such as

ω
(n+1)
p = ω

(n)
p × Eq. IV.32. If the weight of a particle falls below a value ωthres, the
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FIGURE IV.8: Schematic workflow of the SMC algorithm — For each new observation
from a stream of document, we run steps 1 (sample document’s cluster), 2 (update sampled
cluster’s internal dynamics) and 3 (update particle hypothesis’ likeliness) for each particle,

and then discard particles containing the less likely hypothesis on cluster allocation.

particle is discarded and replaced by another existing one with sufficient weight.
The full process is illustrated in Fig. IV.8. By updating incrementally the likelihood
associated with each of the pre-computed α⃗ sample vectors, the algorithm processes
each new observation in constant time O(1).

The task of updating kernel coefficients (2) is the same as in any Hawkes process,
and the task of updating particle weights and resampling them (3) is common to any
SMC algorithm. The change induced by the PDHP compared to the DHP happens
in step (1). First of all, we note that for r = 1 the PDHP prior is identical to the
DHP prior. From Section IV.3, lowering the value of r reduces the “rich-get-richer”
aspect of the PDP (“rich-get-less-richer”), whereas increasing it leads to a “rich-get-
more-richer” effect. These metaphors can be translated as follows in our temporal
context: for lower values of r, the relative difference between cluster’s temporal in-
tensities plays a less significant role in cluster selection, whereas higher values of
r tend to exacerbate these differences and make the temporal aspect of the greatest
consequence on the choice of a cluster. In other words, tuning the value of r al-
lows giving more or less importance to the temporal aspect of the clustering. This is
illustrated in Fig. IV.9.

In Fig. IV.7, we plot the situation when a new observation gets assigned a cluster.
The associated Hawkes intensities are the base to compute the prior probability for
either cluster. This quantity is then modulated using r to give more or less impor-
tance to intensity differences between clusters. In Fig. IV.9, we plot the probability
for various clusters to be chosen (which is directly proportional to the posterior dis-
tribution, see Eq. IV.32) according to r when their textual likelihood and Hawkes
process intensity are known. Note that for r = 0, the probability for any cluster to
get chosen is linearly proportional to its textual likelihood (Dirichlet-Uniform pro-
cess), whereas when r increases, the probability of getting chosen gets closer to a
selection based on the temporal aspect only.

This makes the main interest of the PDHP model. Tuning the parameter r allows
choosing whether inferred clusters are based on textual or temporal considerations.
It generalizes several state-of-the-art works, which are special cases of the PDHP for
different values of r. The DHP (Du et al., 2015) is equivalent to PDHP for r = 1;



IV.4. Powered Dirichlet-Hawkes Process – Modelling self interacting clusters 107

0 20 40 60 80 100
Clusters

0.000

0.005

0.010

0.015

0.020

0.025

0.030
Probability when r=0.1
Probability when r=1.0
Probability when r=2.0
Textual likelihood
Hawkes intensity

FIGURE IV.9: Effect of r on cluster selection probabilities — The probability for each clus-
ter to get chosen (solid lines) for several values of r and fixed individual textual likelihood

(blue bars) and Hawkes intensity (orange bars).

the UP (Wallach et al., 2010) is equivalent to PDHP when r = 0. In the following
sections, we show how fine-tuning r systematically yields significantly better results
than setting it to r = 0 or r = 1 (up to a gain of 0.3 on our experiments’ normalized
mutual information metric). We also show how varying it allows to recover one
kind of clustering or the other (textual or temporal) with high accuracy and see how
it affects clustering results on several real-world datasets.

IV.4.3 Experiments

IV.4.3.a Synthetic data

Synthetic data generation

We simulate a case where only two clusters are considered. Each cluster has its
own vocabulary distribution over 1,000 words and its own kernel weights α⃗, with
Gaussian Hawkes kernel functions ⃗κ(t) of parameters (µ, σ)=(3, 0.5), (7, 0.5) and (11,
0.5) (see Eq. IV.29). Finally, we set λ0 = 0.05. We first simulate one independent
Hawkes process per cluster using the Tick Python library (Bacry et al., 2017). The
processes are stopped at time t = 1500, which makes a rough average of 7,000 events
per run. Then we associate each simulated observation with a sample of 20 words
drawn from the corresponding cluster’s word distribution. The inference has been
performed using an 8 core processor (i7-7700HQ) with 8GB of RAM on a laptop,
which underlines how scalable the algorithm is. As stated before, the algorithm
processes each new document in constant time O(1), which ranged from 0.05s on
synthetic data to maximum 1s on real-world data. Note that this number is directly
proportional to the number of active inferred clusters, and thus depends strongly on
the dataset.

We generate ten such datasets for every considered value of vocabulary overlap
and Hawkes intensities overlap, which leave us with 200 datasets (5 values of tex-
tual overlap x 4 values of temporal overlap x 10 datasets). Overlap is defined as the
shared area of two distributions, normalized by the total area under the distribu-
tions. For instance, if the vocabulary of one cluster ranges from words "1" to "100"
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FIGURE IV.10: Overlaps — (Left) Temporal overlap is defined as the ratio between the area
common to two Hawkes intensities and the total area under the intensity functions. (Right)
Textual overlap is defined as the proportion of vocabulary that is common to two clusters,

weighted by the probability of words within their respective cluster.

with uniform distribution, and the vocabulary of another cluster from words "50"
to "150" with uniform distribution, the overlap equals 50%. We define the overlap
of Hawkes process intensity in the same way. If the triggering Hawkes kernel of
one cluster is a Gaussian function with (µ, σ) = (3, 1) and one associated observa-
tion at t = 0, and the triggering kernel of the other is also a Gaussian function but
with (µ, σ) = (5, 1) also with an associated observation at t = 0, the overlap equals
32% (see Fig. IV.10). When computing the Hawkes intensity overlap, every observa-
tion within a cluster and its associated timestamp are considered. The definition of
overlaps is illustrated in Fig. IV.10. To enforce a given vocabulary overlap (Fig. IV.10-
right), we shift the word distributions of the clusters from which events’ vocabulary
is sampled. To enforce a given Hawkes intensities overlap (Fig. IV.10-left), we shift
the event times of every event in one of the clusters until we get the correct overlap
(±5%).

Note that we consider ten different datasets instead of considering ten runs per
dataset for two reasons. Firstly, the generation of Hawkes processes is highly stochas-
tic, so a model might perform significantly better on a single dataset only by chance.
Secondly, given the way the SMC algorithm works, the standard deviation between
runs is small: at each iteration, Npart clustering hypotheses are tested, which is
equivalent to running Npart times a single clustering algorithm. We heuristically
set Npart = 8, as we observe no significant improvement using more particles.

The other parameters we use for clustering synthetic data are: α0 = 0.1, θ0 = 1,
⃗κ(t) = [G(t; 3, 0.5),G(t; 7, 0.5),G(t; 11, 0.5)] with G(t; µ, σ) the Gaussian function,

Nsamples = 2.000 and ωthres =
1

2Npart
.

We are interested in varying both vocabulary and intensities overlap to exhibit
the limits of DHP and how PDHP overcomes them. Note that in the synthetic data
experiments in (Du et al., 2015) (Figs.3a and 3b), the intensities overlap is almost
null, which makes the task easier for the Hawkes part of the algorithm. The pri-
mary metric we use throughout the experimental section is the normalized mutual
information (NMI). During the experiments, we also considered the Adjusted nor-
malized rand index and the V-measure, which are adapted to evaluate clustering
results when the number of inferred clusters is different from the true number of
clusters. The observed trends in results from these other metrics are identical to the
ones observed for NMI. Therefore, we choose to report only the results of the latter
for clarity.
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FIGURE IV.11: PDHP yields good NMI values — Normalized mutual information (NMI)
for various values of r, intensities overlap and vocabulary overlap, for one dataset per com-
bination. The results for r = 0 are the output of the Uniform process, the results for r = 1
are the output of the DHP (Du et al., 2015), and the other values of r correspond to other
particular cases of PDHP. The darker the better. Overall, PDHP yields good NMI values (the

maximum being 1).

The NMI metric is standard when evaluating non-parametric clustering models.
It compares two cluster partitions (i.e., the inferred and the ground truth ones); it is
bounded between 0 (each true cluster is represented to the same extent in each of the
inferred ones) and 1 (each inferred partition comprises 100% of one true cluster).

PDHP yields better results as vocabulary overlap increases

We report our results when the intensities overlap is null, with varying r and the
vocabulary overlap in Fig. IV.12a. Because we consider ten different datasets for each
set of overlap parameters, it makes no sense to report the absolute average NMI since
it can vary greatly from one dataset to the other. Instead, we plot the relative NMI
difference between PDHP and DHP (r = 1), which we expect to be less dependent
on the datasets we consider. However, to give an idea of the typical performance for
some parameters, we also provide raw results for one run in Fig. IV.11.

There is a clear correlation between efficiency, vocabulary overlap and r, with a
gain on NMI up to +30% of its maximal value over DHP. As stated at the end of
the "Model" section, this result was expected: the more vocabulary overlap grows,
the less textual content carries valuable information to cluster the documents. This
observation supports the concerns raised in (Yin et al., 2018) about the efficiency
of DHP for clustering short text documents. However, Hawkes intensities overlap
being null, the arrival time of events carries highly valuable information when tex-
tual content does not allow to distinguish clusters well. Therefore, PDHP provides
a way to tackle the problem raised in (Yin et al., 2018) without the need to sample
observations.

Conversely, when vocabulary overlap is null, the textual content provides enough
information to distinguish clusters correctly. The temporal dimension only allows
refining the results with no significant improvement for all values of r.

Finally, we can see how the Dirichlet-Uniform process (DUP, r = 0) consistently
yields worse performances under these settings. Once again this is expected, since
in this synthetic experiment intensities overlap carries valuable information about
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FIGURE IV.12: PDHP performs better than DHP — Difference between the normalized mu-
tual information (NMI) of PDHP and DHP model (Du et al., 2015) for various values of r, in-
tensities overlap and vocabulary overlap, averaged over all the datasets. Red means PDHP
performed better, blue means PDHP performed less well. Because PDHP(r = 1)=DHP, the
column r = 1 show no difference. PDHP allows to increase results on NMI by as much as

0.3 over DHP.

events clustering; DUP only considers textual information and therefore misses valu-
able clues.

PDHP yields similar results for null vocabulary overlap

We report comparable results in Fig. IV.12b. Here, we consider a null vocabulary
overlap for various values of r and of Hawkes intensities overlap. The situation
is now the opposite: the textual content always carries valuable information about
clusters, whereas the temporal aspect does not. We observe the same trend as in
Fig. IV.12a –note that the colour scale is the same. Varying the value of r does not
significantly change the performance of clustering, meaning the textual content al-
ways carries enough information. This plot shows that PDHP can handle greater
intensities overlap without collapsing into unrealistic clustering. Since in most real-
case applications, many clusters with various dynamics may coexist simultaneously,
it is comforting that the PDHP can also handle this case.

PDHP yields better results in more realistic situations

We finally report the results for intermediate values of intensities and vocabulary
overlaps in Fig. IV.12c,d. In real-world applications, it seldom happens that topics’
vocabularies do not overlap at all. For instance, a quick analysis of The Gutenberg
Webster’s Unabridged Dictionary by Project Gutenberg shows that 22% of English words
are associated with more than one definition. A more detailed analysis would need
to consider the usage frequency of words to get correct statistics. Still, this number
provides an estimate of the effective vocabulary overlap in real-world situations.

In Fig. IV.12c, we present the results for a fixed intensities overlap of 0.5 versus
various values of r and vocabulary overlaps, and in Fig. IV.12d for a fixed vocabulary
overlap of 0.5 versus various values of r and intensities overlaps. Once again, we
see that, on average, using PDHP can increase the NMI over DHP up to +20% of the
maximum possible value.
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FIGURE IV.13: Textual (orange) and temporal (blue) NMI vs r when textual and temporal
clusters are decorrelated — From top-left to bottom-right, there are 10%, 20%, 30%, 40%,
50%, 60%, 70%, 80% and 90% of generated events that have been randomly re-assigned a
textual cluster. The orange curves are the textual NMI vs r, which evaluate how well events
whose vocabulary has been sampled from the same distribution are clustered together; the
blue curves are the temporal NMI vs r, which evaluate how well events following the same
temporal dynamic are correctly clustered together. The values presented are for one dataset.
We see that varying r allows retrieving the right temporal (r large) or textual clusters (r

small).

PDHP finds textual or temporal clusters depending on r

We now slightly modify our experimental setup. Instead of considering that textual
clusters and Hawkes intensities are perfectly correlated, we consider a decorrelated
case. A document whose vocabulary is drawn from cluster C1 can now follow the
same temporal dynamics as cluster C2. If we imagine a dataset of news articles pub-
lished online, it is clear why this might happen frequently. If popular newspapers
such as New York Times or Reuters publish an article on a topic A at a time t, it is
likely to trigger snowball publications of related articles from less popular journals.
“Popularity” is chosen as an indicator in this example, but it may be any other ex-
ternal parameter (centrality in news networks, support of publications, etc.). In this
case, the article’s textual content allows to uncover a “story of publication”, that is,
how the article has been spread, when publication spikes are, etc. However, the tem-
poral information would help understand the dynamics of publications interaction:
which reduced set of articles triggered the publication of subsequent ones.

In (Du et al., 2015), it is assumed that every document within clusters follows a
unique dynamic. We relax this hypothesis in our datasets as follows. For null textual
and temporal overlaps, after a dataset has been generated, we resample the textual
clusters of a fraction of randomly selected events, as well as the words associated
with the event. In doing so, we decorrelate temporal and textual clusters. Therefore,
an event is now described by two cluster indicators: its temporal cluster (which
Hawkes intensity made the event appear where it is) and a textual cluster (which
vocabulary has been used to sample the words the event contains).

For completeness, we also show the results for various decorrelations for one run
in Fig. IV.13. To better understand the tendency of NMIs with respect to r, we plot
the average difference between the NMI of textual clustering and the NMI temporal
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FIGURE IV.14: Varying r allows to choose between textual or temporal clustering — The
black line plots the difference between the NMI of textual and temporal clustering. For
small r, textual clustering is far better than temporal clustering, and for large r, the situation
is reversed. This is because r determines the importance given to the temporal dimension

and therefore allows choosing between retrieving temporal or textual clusters.

clustering over all the datasets. Explicitly: ∆NMI = NMItext − NMItemp. The results
are reported in Fig. IV.14.

As supposed at the end of the “Model” section, varying r allows retrieving one
clustering or the other. Note that the value r of transition from text to time clustering
depends directly on the dataset considered: number of words sampled, vocabulary
size, overlaps, etc.

PDHP efficiently infers the temporal dynamics of each cluster

Finally, we show that PDHP correctly infers kernels’ parameters in every situation
where events are correctly assigned to their temporal cluster. The results are re-
ported in Fig. IV.15. We looked at the mean absolute error (MAE) and the mean
Jensen-Shannon divergence (MJS) between the vector α⃗ used to generate the dataset
and the inferred one. We note in Fig. IV.15 that when the textual overlap is small,
the inferred kernel is close to the real one and r has a minor impact on the result.
This is because the inferred kernels mostly depend on the correctness of inferred
clusters: when observations are allocated to the right clusters, the Hawkes process
inference considers relevant information when inferring these clusters’ dynamics.
However, when observations are misallocated, the Hawkes process infers dynamics
also based on times that are not supposed to contribute to this cluster’s dynamic.
When the clustering task is simple and yields good results (that is, when the textual
overlap is small, see Fig. IV.11), the PDHP infers correct temporal dynamics (∼ 5%
MAE); this shows our method correctly accounts for clusters dynamics given the
available information.

When vocabulary overlap is large, the value of r significantly influences the ker-
nel inference performances. However, when r is chosen so that clusters are correctly
inferred, the kernel inference retrieves well the expected kernels (∼ 5% MAE). Fi-
nally, the temporal kernel inference is expected to be less precise when temporal
overlap increases, which is what happens in Fig. IV.15-bottom-right. In this case, the
model does not retrieve well the synthetic kernels even for the optimal r. Besides,
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FIGURE IV.15: Varying r allows to better capture the dynamics at stake — We plot the
mean average error and the mean Jensen-Shannon divergence of the inferred kernel function
α with respect to the kernel used to generate the data, for various values of temporal and
textual overlaps. The standard error bars are computed over 10 independent runs. The
higher the temporal overlap, the larger the error bars; the larger the textual overlap the

more influence has r.

the error bars get wider as a consequence of the cluster allocation being more chal-
lenging. Overall, provided the right clusters, we conclude that our method correctly
retrieves the inferred temporal kernels.

IV.4.3.b Real-world application on Reddit

We use the PDHP prior to model real streams of textual documents. We consider
three Reddit datasets (Baumgartner et al., 2020) about different topics. The News
dataset is made of 73.000 titles extracted from the subreddits inthenews, neutral-
news, news, nottheonion, offbeat, open_news, qualitynews, truenews and world-
news, from April 2019. We chose this month because of the wide variety of events
that happened then (for instance, Sri Lanka Easter bombings, Julian Assange arrest,
first direct picture of a black hole, Notre-Dame cathedral fire). We also consider
15.000 post titles of the subreddit TodayILearned (TIL dataset) and 13.000 post titles
of the subreddit AskScience (AskScience dataset) on January 2019. We extracted the
nouns, verbs, adjectives, and symbols from the textual data. We run the experiments
using the following parameters: α0 = 0.5, θ0 = 0.01, Nsamples = 2.000, Npart = 8 and
ωthres = 1

2Npart
. The kernel vector κ⃗ is chosen as in (Du et al., 2015). It is made of

Gaussian functions, with means located at 0.5, 1, 4, 8, 12, 24, 48, 72, 96, 120, 144 and
168 hours. The variance of each is set to 1, 1, 3, 8, 12, 12, 24, 24, 24, 24, 24 and 24
hours. The shape of the kernel is chosen so that it can account for a dynamic that can
occur at different timescales. The algorithm will then infer the weights α⃗ associated
with each entry of the kernel vector κ⃗ for each cluster.
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FIGURE IV.16: Wordclouds, triggering kernels and intensities for clusters the most closely
related to Sri Lanka 2019 bombings for various values of r. The points at the bottom of the
intensity plots are individual publication events. Note that triggering kernels are plotted on
a log-log scale for visualisation purposes because most of the intensity is focused on small

times: dynamics are bursty.
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PDHP recovers meaningful stories

As an illustrative example, we consider the inferred clusters the most closely related
to the Sri Lanka Easter bombings of April 2019 in Fig. IV.16. The main bursts in
the news related to this event happened on the 21st, 22nd and 23rd of January, and
respectively correspond to the bombings themselves, the declaration of the state of
emergency, and finally their application on the 23rd. We plot the temporal kernels
associated with this event on a log-log scale because most of the intensity is focused
on small times: dynamics of information spread are bursty (Karsai, Jo, and Kaski,
2018). We see that inferred dynamics change with r as well as the cluster’s vocabu-
lary, which is expected since clusters do not contain the same documents. For r = 0,
the Uniform process infers clusters based on textual information only; the triggering
kernel is inferred afterwards. For r = 2.5 on the contrary, clusters are formed based
on the triggering kernel, and textual information follows; we see from the right-plot
that this cluster captures publications exhibiting a daily intensity cycle; this is visi-
ble both in the intensity plot (the bump around 2.102h which is not present on other
temporal kernels) and in the real-time axis where publications seem to be packed
around specific points in time roughly corresponding to a daily cycle. Given the
intensity spikes on 21st, 22nd, and 23rd, it is not surprising that articles about the Sri
Lanka bombings are also part of this cluster. Note that the more r increases, the more
intense the triggering kernel is around 24h. We see from Fig. IV.16 that DHP is a spe-
cific case of our modelling, and that tweaking the r parameter allows us to retrieve
completely different results.

PDHP favours temporal or textual clustering depending on r

We report the values of log-likelihoods for every dataset and various values of r
in Fig. IV.17. The textual likelihood is defined in Eq.IV.7, and the likelihood of a
Hawkes process is defined in Eq.IV.5. Note that r does not appear in either Eq.IV.7
or Eq.IV.5; the plot in Fig. IV.17 thus only reflects the relevancy of the proposed tex-
tual modelling or temporal modelling independently from PDHP. Those likelihoods
evaluate how well the textual or temporal aspect of the dataset is modelled with no
consideration of the model being used. As expected from the synthetic experiments,
varying r makes the model more sensitive to either textual or temporal data –note
the similarity to Fig. IV.13. A low r favours the textual information clustering and is
thus better at modelling documents’ textual content, whereas a high r favours tem-
poral information which makes PDHP better at capturing the publication dynamics.

PDHP infers sharper textual clusters for low r

We evaluate how meaningful textual clusters are using an entropy measure. We
assume that a cluster is meaningful when it contains a reduced set of words; a clus-
ter talking about one topic only is more likely to have a smaller vocabulary than a
cluster about two or more topics. A way to measure this is to see how spread the
vocabulary of a cluster is using Shannon entropy. Let Nc,v be the count of word v in
cluster c. The normalized Shannon entropy of a cluster c is defined as:

S(N⃗c) =
1

− log(V)

V

∑
v

log(
Nc,v

∑′
v Nc,v′

)
Nc,v

∑′
v Nc,v′

(IV.33)

An entropy of 0 means the vocabulary of the cluster is concentrated on a single
word among the V possible words in the vocabulary; an entropy of 1 means that
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FIGURE IV.17: r allows to favour text-based of time-based clustering on real world
datasets — Textual likelihood and Hawkes process likelihood for various values of r. The
lower r the higher textual likelihood is, and the higher r the higher Hawkes process likeli-

hood is.

every of the V words is present to the same extent with probability 1
V . In Fig. IV.18,

we plot the mean entropy for various values of r for all the datasets, along with
the standard error over the clusters. The results show that on average vocabulary
is more concentrated within clusters for low values of r. The inflection point of
the curves corresponds to what has been previously observed with likelihoods in
Fig. IV.17 and Fig. IV.14. On the contrary, higher values of r lead to clusters that
comprise a less concentrated vocabulary. This is expected because as r increases, the
textual information is no longer the most relevant data for cluster formation.

PDHP controls the burstiness

In Fig. IV.19, we plot the intensity function associated with the News dataset on the
real-time axis for several clusters for r = 0.5 and r = 1.5. Note that not each of
the ∼300 inferred clusters are represented, but instead we consider only the ones
whose intensity went above 10 at least once, the rest being considered as noise. First
of all, both values of r allow to recover the major events of April 2019 (in order
of appearance): the first direct picture of a black hole (10/04), the arrest of Julian
Assange (11/04), the fire of Notre-Dame de Paris Cathedral (15/04), the release of
the Mueller report on Donald Trump (18/04) and the Sri Lanka Easter bombings
(21/04). The top 5 words of every cluster are reported in the legend.

When r increases, PDHP retrieves new clusters associated with shorter bursty
events. For instance, the cluster associated with the release of a new episode of
Equestria Girls that went unnoticed for r = 0.5 has been detected with r = 1.5.
This happens because the episode has not been discussed over a long period, and
associated articles have a vocabulary significantly overlapping with other clusters’
one. A model relying mostly on textual information might not detect specific words
(twilight, Equestria, sparkle, etc.). If detected and a new cluster is created, it might
then fail to associate subsequent events to this new cluster if temporal information
plays a lesser role. On the other side, a model favouring temporal information is
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FIGURE IV.18: Textual clusters are more informative for low values of r — Weighted av-
erage entropy of words distribution for every dataset. Weights corresponds to the number
of words within clusters. The error bar represents the standard error over all the clusters.

much more likely to associate subsequent events to a new cluster despite textual
information fitting well older and more populated clusters.

This can be seen in Fig. IV.16, where the intensity of a kernel peaks at short times.
This results in encouraging the burstiness. When r is large, a given event is likely
to be associated with subsequent ones even when the associated vocabularies are
only vaguely similar. On the other side, when r is small, older events with closer
vocabularies have more chances of getting associated with it despite their intensity
not peaking at the new event time.

Recovering publication cycles

The limit case of encouraging events burstiness is the deterministic allocation of doc-
uments to a cluster based only on their relative positions on the time axis. This is
achieved when r is large. In this case, textual information does not matter and only
regularities in the time distributions are detected. We illustrate such a case on the
News dataset in Fig. IV.20.

In Fig. IV.20, we plot on the left the intensity associated with the events for each
cluster on the real-time axis for r = 2. We see that the two most populated clusters
follow precise dynamics. We added on the right side of the plot the temporal kernel
corresponding to each of these clusters. On the right plot, we retrieve the cause of the
daily and weekly cycles observed for the largest cluster on the left plot. The second
most populated cluster follows similar dynamics, except that it seems to be shifted
by half a day on the real-time axis; the peaks are in phase opposition with the largest
cluster. It is worth noting that the Notre-Dame fire cluster is still detected; this is due
to its vocabulary being different enough from the existing cluster’s ones to trigger its
own cluster, and the associated number of documents being consequent in a short
time window. Interestingly, immediately after this cluster emerged, the dynamics
on the real-time axis also follow a decaying circadian circle over three days.



118 Chapter IV. Dirichlet-Hawkes Processes - Modelling rare and brief interactions

r = 0.5

r = 1.5

FIGURE IV.19: PDHP allows for modelling bursty events — PDHP’s intensity for the News
dataset for two values of r. A lower r finds globally relevant clusters, whereas a higher r

allows to recover shorter bursty events.
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FIGURE IV.20: Limit case of encouraging bursty events clustering — We plot PDHP’s
intensity for the News dataset over the observation period for a large value of r. In this case,
textual information plays a marginal role, and clusters are inferred based on the events

publication dates only.

Heuristics

Choosing r — We saw that in all the previous experiments, the optimal r got deter-
mined from a grid-search-like strategy. We did not come up with a way to automat-
ically infer the optimal r without trying several values.

However, we provide some heuristics regarding the tuning of r.

• As r increases, we usually get a smaller number of inferred clusters. This is
because considering the temporal dimension adds consistency to the language
model; the temporal intensity prior for a new observation is likely to be non-
null, which increases the probability of not opening a new cluster with respect
to a model that does not consider time.

• As r goes to infinity, we only infer one large cluster that comprises all the ob-
servations. This is because even the slightest difference in the prior intensities
leads to a deterministic cluster choice.

Our leads to automatically determine r involve computing an ad-hoc objective
metric to optimize jointly with the likelihood. Given there is no gold standard for
clustering in real-world processes, the choice of r, and therefore the choice of such
metric, is left to the user. As we showed in Fig. IV.14 and later in Fig. IV.17, the choice
of r simply tunes the information on which clusters are based. The clustering objec-
tive is to be defined for each situation, which is made possible by manual tuning
of r. Such an objective could consist in minimizing the clusters’ word distribution
entropy, the standard deviation of the effective triggering kernel, or the average dis-
tance between events within a cluster. A possible procedure for such optimization
would involve a multi-arms bandit to deal with this trade-off.

Number of clusters — In previous experiments, we compared our clustering
results to the ground truth using the NMI score. We chose this metric because it
allows us to compare a different number of clusters together. Indeed, it is seldom
the case that PDHP infers exactly the right number of clusters.

Typically, in our synthetic experiments with 2 ground-truth clusters, the number
of clusters could differ significantly at the beginning of the algorithm (up to 10 clus-
ters at once for small values of r). However, as the number of observations increases,
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smaller clusters are discarded as the algorithm converges toward the 2 correct clus-
ters.

In real-world data, the number of clusters can grow very high –even more for
small values of r. However, the number of observations each of these clusters com-
prise seems to follow a power-law distribution. Many of the clusters contain very
few observations (5 documents or less); they are leftovers from the process as it con-
verges towards more robust statistics. This is why in Fig. IV.16 and Fig. IV.19, we
restrict ourselves to the study of the largest clusters only.

IV.4.4 Conclusion

In this section, we built the Powered Dirichlet-Hawkes process as a generalization
of the Dirichlet-Hawkes process and Uniform process. We demonstrated how it
improves performance on various datasets. When textual information conveys little
information, or when temporal information conveys little information, and when
both do, our model can correctly retrieve the original clusters used in the generation
process with high accuracy.

A central consideration in document clustering is that there are no “right” clus-
ters. For instance, we illustrate how textual content and temporal dynamics can be
decorrelated in real-life applications. PDHP is flexible enough to allow to choose
the weight they wish to give to temporal or textual information depending on the
situation; when textual and temporal clusters are decorrelated, the model allows to
choose which of those to infer.

Many future extensions are possible for PDHP. For instance, it would be inter-
esting to develop its hierarchical version (PHDHP) as it has already been done with
HDHP for DHP (Mavroforakis, Valera, and Gomez-Rodriguez, 2017). Given several
recent works have been based on the regular Dirichlet-Hawkes process, it would be
insightful to study how their results vary when using the Powered Hawkes-Dirichlet
process instead. A study of the influence of the language model used along with
PDHP would also be interesting since the text model we used here was simple on
purpose (our focus being on the PDHP prior and not on the model it gets associated
with). Typically, we would expect online Bayesian models that account for muta-
tions of textual clusters over time (e.g., shifts in vocabulary, mutating words, etc.) to
bring a significant improvement in modelling real-world systems (Blei and Lafferty,
2006; AlSumait, Barbará, and Domeniconi, 2008; Bassiou and Kotropoulos, 2014; Yin
and Wang, 2014)

Regarding interaction modelling, we are now close to our objective. With PDHP,
we can:

• Consider entities’ content. An entity is no more described as a unique identi-
fier, but instead by its semantic content. Two entities that convey the same in-
formation are now considered as such and clustered together as a more global
entity (i.e., a topic here).

• Model sparse interactions. Entities are now clustered together into temporal
clusters. It makes it feasible to spot interaction terms between sets of entities.
The lifespan of entities is no more a problem since clusters can comprise en-
tities spanning over extended periods, which also increases the data available
for each cluster.

• Model dynamic interactions. Each cluster is associated with its own intensity
function, which determines its effect on ulterior observations. Eventually, en-
tities’ influence fades away as time goes by.
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In addition, we can tune the importance given to the temporal and textual dimen-
sions when modelling interactions. By varying r, a cluster can self-stimulate es-
sentially according to its entities publication times, or essentially according to their
content.

A major shortcoming of the proposed method is that interactions can only take
place within a cluster; they are self-interactions. As stated in the introduction, this
can be interpreted as the diagonal of the interaction matrix in Fig. II.8 in its tempo-
ral version. Ultimately, we are also interested in studying how different clusters of
entities influence each other. Therefore, we propose to extend both (Du et al., 2015)
and the PDHP (Section IV.4) to the multivariate case in the next section.

IV.5 Multivariate Powered Dirichlet-Hawkes Process – Final
model

IV.5.1 Introduction

IV.5.1.a Multivariate extension of PDHP

In this section, we extend the (univariate) Powered Dirichlet-Hawkes process intro-
duced in Section IV.4 to the multivariate case as the Multivariate Powered Dirichlet-
Hawkes Process (MPDHP). The various publications in a document’s stream will
now be able to influence each other. We detail and overcome several technical chal-
lenges that arise from considering interacting topics, and we conduct a systematic
evaluation of MPDHP on a range of synthetic datasets. As a first step, evaluation is
conducted on synthetic datasets only, so that we can discuss the performances and
limitations of MPDHP in a completely controlled environment. By the end of this
section, we want to determine whether it is possible to use MPDHP in a real-world
setting

In previous works (Blei and Lafferty, 2006; Gomez-Rodriguez, Leskovec, and
Schölkopf, 2013a; Du et al., 2015; Mavroforakis, Valera, and Gomez-Rodriguez, 2017),
the understanding of large flows of data boils down to summarizing them into a
composition of independent groups –clusters. However, as discussed throughout
this manuscript, the processes at stake are more complex than that, given these clus-
ters are not independent of each other; they interact.

Such interaction is illustrated in Fig. IV.21. This figure has to be considered in
regard to Fig. IV.7, where each group of documents was restricted to self-interactions
only; a given topic is assumed to only trigger observations from the same topic. In
Fig. IV.21, it would mean that the red cluster can only trigger observations from
the red cluster, as in Fig. IV.7. Here instead, we consider that the red cluster also
influences the probability of triggering an observation from the blue cluster, and
conversely.

IV.5.1.b Workflow

In this section, we extend the models discussed in Section IV.2 and Section IV.4 to ac-
count for cluster interaction mechanisms. Firstly, we detail the challenges that arise
when developing the Multivariate Powered Dirichlet-Hawkes Process (MPDHP).
We show that alleviating them makes it possible to achieve a linear time complex-
ity O(N) (as in the original (Du et al., 2015) and Section IV.4) along with getting
good clustering results. In doing so, we also relax the near-critical Hawkes process
hypothesis made in (Du et al., 2015; Mavroforakis, Valera, and Gomez-Rodriguez,
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FIGURE IV.21: Illustration of the Multivariate Powered Dirichlet-Hawkes Process prior
— A new event appears at time t = 3 from a cluster which is yet to be determined. The
a priori probability that this event belongs to a given cluster cred depends on the sum of
the red dotted intensity functions at time t = 3. Similarly, the a priori probability that this
event belongs to a cluster cblue depends on the sum of the blue dotted lines at time t = 3.
In previous existing models, this prior probability depends on each cluster self-stimulation

only.

2017), and correct a major flow regarding the kernel choice in previous works. Sec-
ondly, we conduct a systematic evaluation of the MPDHP in a variety of synthetic
situations. Our goal is to clearly identify the limits of MPDHP regarding textual and
temporal overlaps, computation time, the amount of available data, the number of
co-existing clusters, etc. This section is intended as a technical report. By the end of
it, a potential user should know in which situations MPDHP can be useful, and in
which ones alternative modelling choices are required. .

IV.5.2 The Multivariate Powered Dirichlet-Hawkes process

IV.5.2.a Multivariate Hawkes process

As discussed earlier, a Hawkes process is a temporal point process where the ap-
pearance of new events is conditional on the realization of previous events. It is
fully characterized by an intensity function, noted λ(t) that depends on the history
events generated by this process up to t, H<t. We recall that the term H<t is implicit
anytime the intensity function λ is mentioned. A multivariate Hawkes process is an
extension of the Hawkes process, where the intensity function λ(t) depends on the
history events generated by other Hawkes processes. It means that in the definition of
λ(t), we cannot only consider the events that happened in the same cluster, as in
Eq. IV.2 and Eq. IV.29.

Similarly to Section IV.4, we associate one single Hawkes process to each cluster.
However, in (P)DHP, each of them is associated with a univariate Hawkes process,
which depends only on the history of events comprised in this cluster. In our case,
instead, we associate each cluster to a multivariate Hawkes process that depends on
all the observations previous to the time being. Let tc

i be the time of realization of
the ith event belonging to cluster c. We write the intensity function for cluster c at all
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times as:
λc(t) = ∑

tc′
i <t

α⃗T
c,c′ · κ⃗(t − tc′

i ) (IV.34)

In Eq. IV.34, α⃗c,c′ is a vector of L parameters to infer, and κ⃗(t − tc′
i ) is a vector of

L temporal kernel functions depending only on the time difference between two
events. As we will see later, αc,c′,l is readily interpreted as the influence of c′ on c
according to the lth entry of the temporal kernel. Once again, we consider a Gaussian
RBF kernel, which allows us to model a range of different intensity functions:

κl(∆t) =
1√

2πσ2
l

e
− (∆t−µl )

2

2σ2
l ∀l ∈ L (IV.35)

The log-likelihood of a multivariate Hawkes process for all observations up to a
time T is identical to the univariate case:

logL(α|H) = ∑
c

∫ T

0
λc(t)dt + ∑

tc
i

λc(tc
i ) (IV.36)

IV.5.2.b Multivariate Powered Dirichlet-Hawkes Process

The Multivariate Powered Dirichlet-Hawkes Process (MPDHP) arises from the merg-
ing of the Powered Dirichlet Process (Section IV.3) and the Multivariate Hawkes
Process (MHP), described in the previous paragraph. As in (Du et al., 2015; Mavro-
forakis, Valera, and Gomez-Rodriguez, 2017) and Section IV.4, the counts in PDP
are substituted with the intensity functions of a temporal point-process, here MHP.
The a priori probability that a new event is associated with a given cluster no longer
depends on the population of this cluster, but on its temporal intensity at the time
the new observation appears. This is illustrated in Fig. IV.21, where two events from
two different clusters cred and cblue have already happened at times t0 = 0 and t1 = 1.
A new event appears at time t = 3. The a priori probability that this event belongs
to the cluster cred depends on the sum of the intensity functions of observations at t0
and t1 on cluster cred at time t = 3 –sum of the red dotted lines. Similarly, the a priori
probability that this event belongs to the cluster cblue depends on the sum of the blue
dotted lines at time t = 3.

Let ti be the time at which the ith event appears. The resulting expression reads:

P(Ci = c|ti, r, λ0,H) =


λr

c(ti)
λ0+∑c′ λr

c′ (ti)
if c≤K

λ0
λ0+∑c′ λr

c′ (ti)
if c=K+1

(IV.37)

In Eq. IV.37, λc in defined as in Eq. IV.34, and the parameter λ0 is the equivalent
of the concentration parameter described in Eq. IV.17. Taking back the illustration in
Fig. IV.21, this parameter corresponds to a time-independent intensity function. It
has a chance to get chosen typically when the other intensity functions are below it
(meaning they do not manage to explain the dynamic aspect of a new event). In this
case, a new topic is opened, and gets associated with its own intensity function.

IV.5.2.c Language model

Similarly to what has been done in the previous sections and in (Du et al., 2015), the
MPDHP must be associated with a Bayesian model given it is a prior on sequential
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data. Since we study applications on textual data, we choose to side the MPDHP
prior with the same Dirichlet-Multinomial language model as in previous sections.
We recall the likelihood of the ith document belonging to cluster c reads (see Sec-
tion. IV.2.2.d):

L(Ci = c|N<i,c, ni, θ0) = P(ni|Ci = c, N<i,c, θ0)

=
Γ(Nc + θ0)

Γ(Nc + ni + θ0)
∏

v

Γ(Nc,v + ni,v + θ0,v)

Γ(Nc,v + θ0)

(IV.38)

where Nc is the total number of words in cluster c from observations previous to i,
ni is the total number of words in document i, Nc,v the count of word v in cluster c,
ni,v the count of word v in document i and θ0 = ∑v θ0,v.

IV.5.3 Implementation

IV.5.3.a Base algorithm

The Sequential Monte Carlo (SMC) algorithm used for the optimization has already
been described in Section IV.4.2.f and in Fig. IV.8. We briefly review it in this section,
before discussing the challenges that arise when using it in the multivariate case.

SMC algorithm

The goal of the SMC algorithm is to jointly infer textual documents’ clusters and the
dynamics associated with them. It runs as follows. First, the algorithm computes
each cluster’s posterior probability for a new observation by multiplying the tem-
poral prior on cluster allocation (see Eq. IV.37, illustrated Fig. IV.21) with the textual
likelihood (see Eq. IV.38). It results in an array of K + 1 probabilities, where K is the
number of non-empty clusters. A cluster label is then sampled from this probabil-
ities vector. If the empty (K + 1)th cluster is chosen, the new observation is added
to this cluster, and its dynamics are randomly initialized (i.e., a (K + 1)th row and a
(K + 1)th column are added to the parameters matrix α). If a non-empty cluster is
chosen, its dynamics are updated by maximizing the new likelihood Eq. IV.36. The
process then goes on to the next observation.

This routine is repeated Npart times in parallel. Each parallel run is referred to as
a particle. Each particle keeps track of a series of cluster allocation hypotheses. After
an observation has been processed, we compute the particles likelihood given their
respective cluster allocations hypotheses. Particles that have a likelihood relative to
the other particles’ one below a given threshold ωthres are discarded and replaced by
a more plausible existing particle.

Sampling the temporal kernel

The parameters α are inferred using a sampling procedure. A number Nsample of pre-
computed vectors are drawn from a Dirichlet distribution with probability P(α|α0),
with α0 a concentration parameter. As the SMC algorithm runs, within each existing
cluster, each of these candidate vectors is associated with a likelihood computed
from Eq. IV.36, noted P(H|α), where H represents the data. The sampling procedure
returns the average of each of the Nsample pre-computed α, weighted by the posterior
distribution associated with them P(α|H) ∝ P(H|α)P(α|α0). The so-returned matrix
is guaranteed to be a good statistical approximation of the optimal matrix, provided
the number of sample matrices Nsample is large enough.
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Limits

This algorithm described here works well for the univariate case but fails for the
multivariate case. In particular, updating the multivariate intensity function of each
cluster requires knowing the number of already existing clusters, which vary over
time. Therefore, we cannot pre-compute the sample matrices in advance –they must
be updated as the algorithm runs to account for the right number of non-empty
clusters. Moreover, the number of parameters to estimate evolves linearly with the
number of active clusters K, instead of remaining constant as in DHP and variants
(Du et al., 2015; Mavroforakis, Valera, and Gomez-Rodriguez, 2017). Because the
number of parameters is not constant anymore, their candidate values cannot be
sampled from a Dirichlet distribution anymore. In the following, we review these
challenges and propose our solutions to overcome them. Eventually, we manage to
preserve a constant time complexity for each observation.

IV.5.3.b Optimization challenges

Updating the triggering kernels

In the univariate case (Du et al., 2015; Mavroforakis, Valera, and Gomez-Rodriguez,
2017) and Section IV.4, the coefficients αc ∈ RL are sampled from a collection of ex-
isting sample vectors computed at the beginning of the algorithm (where L is the
size of the kernel vector). However, we must now infer a matrix instead. We recall
that matrix αc represents the weights given to the temporal kernel vector of every
cluster influence on c –see Eq. IV.34. The likelihood Eq. IV.36 can be updated incre-
mentally for each sample matrix. A given cluster c has a likelihood value associated
with each of those Nsample sample matrices, which represents how fit one sample
matrix is to explain one cluster’s dynamics. The final value of the parameters matrix
is then computed by sampling, simply averaging the sample matrices weighted by
their likelihood for a given cluster times the prior probability of these vectors being
drawn in the first place.

However, such sampling was possible in the univariate case, where each sample
matrix was in fact a vector of fixed length. In our case, because Hawkes processes
are multivariate, each entry αc ∈ RK×L is now a matrix. Moreover, the number of
existing clusters K increases over time and can grow large. Each time a new cluster
is added to the computation, a row is appended to the αc matrix –it accounts for the
influence of this new cluster regarding c.

Our solution is that some events can be discarded from the computation so that
some old clusters can also be discarded. Clusters whose last observation has ex-
ceeded a certain age has a near-zero chance to get sampled once again. It means
these clusters’ contribution to the likelihood Eq. IV.36 is fixed. Therefore, they do
not have a role in the computation of the parameters matrix αc. The row corre-
sponding to each of these clusters in the parameters matrix can then be discarded in
every sample matrix. Put differently, the last sampled value for their influence on c
will remain unchanged for the remaining of the algorithm. The dimension of αc only
depends on the number of active clusters, whose intensity function has not faded to
zero. For a given dataset, the number of active clusters typically fluctuates around a
constant value, making one iteration running in constant time O(1).
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A beta prior on parameters

Another problem inherent to the proposed multivariate modelling is the prior as-
sumption on sample vectors. In (Du et al., 2015; Mavroforakis, Valera, and Gomez-
Rodriguez, 2017), each sample vector is sampled from a Dirichlet distribution. This
choice is to infer Hawkes processes that are nearly unstable: the spectral radius of
their temporal kernel function λc(t) is close to 1. However in our case, such an
assumption is not possible because the size of each sample matrix can vary as the
number of active clusters evolve. Drawing one Dirichlet vector of size L for each en-
try αc,c′ would force the spectral radius of αc to equal K, which transcribes a highly
unstable Hawkes process. Our solution is to consider the parameters as completely
independent of each other. Each entry of the matrix α is drawn from an independent
β distribution of parameter β0. In this way, we make no assumption on the spec-
tral radius of the Hawkes process, and sample rows/columns corresponding to new
clusters can be generated one after the other.

On the temporal concentration parameter λ0

While not specifically related to the implementation of the multivariate case, we
discuss in this paragraph an important consideration when designing DHP-based
models. In most recently published works on the topic (Du et al., 2015; Mavro-
forakis, Valera, and Gomez-Rodriguez, 2017) and in the experiments conducted in
Section IV.4, inference on real-world processes is done using an RBF temporal ker-
nel. It means that time is paved with Gaussian functions centered at various points
in time; the parameter α in DHP-based models accounts for the weights given to
each of these Gaussian functions.

In these works, the kernel is chosen so that it accounts for different time scales
by centering Gaussian functions on unevenly spaced points in time. The standard
deviation of each of these entries varies to account for larger time ranges. However,
all values of a Gaussian function are small when their standard deviation is large, for
normalization reasons –the maximum value of a Gaussian function whose standard
deviation is σ is 1√

2πσ2 .
In the SMC algorithm, this RBF kernel is evaluated at a single point in time and

confronted with the temporal concentration parameter λ0 (see Eq.IV.37) to determine
whether to open a new cluster. In (Du et al., 2015), such values are compared to λ0
constant in time. It means that, mechanically, these methods cannot detect obser-
vations triggered by such Gaussian functions as their value is systematically lower
than λ0 –typically at long time ranges in (Du et al., 2015; Mavroforakis, Valera, and
Gomez-Rodriguez, 2017), which can be seen from these articles’ kernel plots that
fade as time goes. We explicitly illustrate how this leads to a bias in the modelling
in Fig. IV.22.

Consider for instance the RBF kernel used in (Du et al., 2015; Mavroforakis,
Valera, and Gomez-Rodriguez, 2017), plotted in Fig. IV.22, with the Gaussian means
equal to 0.5, 1, 8, 12, 24, 48, 72, 96, 120, 144 and 168 hours, and the correspond-
ing deviations equal to 1, 1, 8, 12, 12, 24, 24, 24, 24, 24, and 24 hours. The authors
used λ0 = 0.01. For the last entry of their RBF kernel, the maximum value of the
Gaussian function G(µ = 168; σ = 24) is about 3.10−4, which is much smaller than
λ0 = 1.10−2. It means that even for a cluster whose intensity function only acts
at long-ranges, the chances of spotting events triggered by such clusters are about
3%. This makes the models presented in (Du et al., 2015; Mavroforakis, Valera, and
Gomez-Rodriguez, 2017) unfit to spot long-range interactions.



IV.5. Multivariate Powered Dirichlet-Hawkes Process – Final model 127

10 1 100 101 102

t

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(
t)

Problem - (Du, 2015)
Max RBF kernel

0

0 50 100 150
t

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

(
t)

Solution 1 - Uniform RBF kernel

Max RBF kernel
0

10 1 100 101 102

t

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

(
t)

Solution 2 - 0 = f(t)
Max RBF kernel

0

FIGURE IV.22: Choosing the right temporal concentration parameter λ0 — The choice of
the temporal concentration parameter λ0 can lead to bias. (Left) The problem with its choice
in (Du et al., 2015) is that events happening at large time ranges are likely to go undetected,
as the Hawkes intensity at these ranges cannot be larger than λ0. (Middle) A first solution
consists in paving the space with evenly spaced Gaussian functions that all share the same
standard deviation. (Right) A second solution is to make λ0 a function of time so that its

ratio with the temporal kernel remains constant.

There are two ways to overcome this problem (Fig. IV.22-Left) so that λ0 can be
consistently confronted to the clusters’ temporal kernels (see Eq. IV.34):

• Fig. IV.22-Middle – To consider an RBF kernel whose Gaussian functions all
share the same deviation, while keeping λ0 constant. We choose this solution
in the follow-up experimental section.

• Fig. IV.22-Right – To consider a λ0 that can vary in time according to the maxi-
mum value of the RBF kernel at different time points –which depends on their
standard deviation.

IV.5.4 Experiments

IV.5.4.a Setup

We now design a series of experiments to explore the possible use domain for the
Multivariate Powered Dirichlet-Hawkes Process. We list the parameters we con-
sider in our experiments. When a parameter does not explicitly vary, it takes a de-
fault value given between parentheses. These parameters are: the textual overlap
(0) and the temporal overlap (0) discussed further in the text, the temporal concen-
tration parameter λ0 (0.01), the strength of temporal dependence r (1), the number
of synthetically generated clusters K (2), the number of words associated with each
document nwords (20), the number of particles Npart (10) and the number of sample
matrices used for sampling α, noted Nsample (2,000). For the detail of these parame-
ters, please refer to Eq. IV.37.

Note that the overlap o( f1, ..., fN) between N functions is defined as the sum over
each function fi of its intersecting area with the largest of the N − 1 other functions,
divided by the sum of each function’s total area. This value is bounded between 0
(perfectly separated functions) and 1 (identical functions). Mathematically:

o( f1, ..., fN) =
1

∑i
∫

R
fi(x)dx ∑

i

∫
R

min( fi(x), max({ f j(x)}j ̸=i))dx (IV.39)

For each combination of parameters considered, we generate 10 different datasets.
In all datasets, we consider a fixed size vocabulary V = 1000 for each cluster. All
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datasets are made of 5,000 observations. Observations for each cluster c are gener-
ated using an RBF temporal kernel κ⃗(t) weighted by a parameter matrix αc. Explic-
itly, we set κ⃗(t) = [G(3; 0.5);G(7; 0.5);G(11; 0.5)] where G(µ; σ) is a Gaussian func-
tion of mean µ and deviation σ –following the discussion raised in Section IV.5.3.b.3.
We note L = 3 the number of entries of κ⃗. The inferred entries of α determine the
amplitude (or weight) of each Gaussian kernel function.

The generation process is as follows. First, we draw a random matrix α ∈ RK×L

and normalize it so that its spectral radius equals 1 –near unstable Hawkes process.
We repeat this process until we obtain the wanted temporal overlap.3 Then, we
simulate the multivariate Hawkes process using the triggering kernels α⃗ · κ⃗(t), where
κ⃗(t) is the RBF kernel as defined earlier. Given the Hawkes process is multivariate,
each event is associated with its class it has been generated from among K possible
classes. For each so generated event, we draw nwords words from a vocabulary of size
V. The vocabularies are drawn from a multinomial distribution and shifted over this
distribution so that they overlap to a given extent (see Eq.IV.39).

IV.5.4.b Baselines

We compare our approach to 3 closely related baselines.

• Dirichlet-Hawkes process (DHP) (Du et al., 2015) – In this model, clusters can
only self-replicate. It means that the intensity function of a cluster c Eq. IV.34
only considers past events that happened in the same cluster c.

• Dirichlet process (DP) – This prior is standard in clustering problems. It cor-
responds to a special case of Eq. IV.17 where r = 1. It assumes that the prior
probability for an observation to belong to a cluster depends linearly on the
population of this cluster.

• Uniform process (UP) (Wallach et al., 2010) – This prior corresponds to a spe-
cial case of Eq. IV.17 where r = 0. It assumes that the prior probability for an
observation to belong to a cluster does not depend on any information about
this cluster (neither population nor dynamics).

As in previous experiments, we evaluate our results in terms of normalized mu-
tual information (NMI) score. We recall that this metric is standard when evaluat-
ing non-parametric clustering models. It compares two cluster partitions (i.e., the
inferred and the ground truth ones); it is bounded between 0 (each true cluster is
represented to the same extent in each of the inferred ones) and 1 (each inferred
partition comprises 100% of one true cluster).

IV.5.4.c Results

MPDHP outperforms state-of-the-art

In Fig. IV.23, we plot our results for datasets that has been generated using a Multi-
variate Hawkes process (clusters have an influence on each other) and a Univariate
Hawkes process (clusters can only influence themselves). We compare MPDHP to

3Note that the overlap as defined here is different from the one used in Section. IV.4. In the latter, we
considered the overlap of the intensity function plot on the real-time axis. Here instead we consider
the overlap between the kernel intensity functions. This is because the temporal overlap as defined
in Section IV.4 is always close to 1 in the multivariate case, because different clusters’ events strongly
interact with each other.
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FIGURE IV.23: Experimental results on synthetic data — MPDHP consistently outperforms
other baselines by considering both textual information and temporal information.

the proposed baselines for various values of textual overlap. We draw the following
conclusions:

• MPDHP systematically outperforms the proposed baselines on multivariate
data –when clusters interact with each other. Considering that clusters interact
with each other improves our description of the datasets.

• MPDHP performs at least as good as PDHP on univariate data –when clusters
can only self-stimulate. The complexity induced by MPDHP does not make it
unfit for simpler tasks.

• PDP performs well for small textual overlaps, but rapidly fails when the tex-
tual overlap increases. This is expected since only the textual information is
considered by the PDP. It highlights the importance of also considering the
temporal information.

• PDHP performs better than MPDHP when the textual overlap is large (textual
overlap of 0.8). This is due to the increased complexity of MPDHP over PDHP.
In challenging situations such as this one, a simpler model takes fewer efforts
to overcome initialization mistakes, as there are fewer parameters to put back
on the right track.

• All models fail when the textual overlap is complete; clusters cannot be in-
ferred from temporal information only.

Uninformative textual content and entangled dynamics

In Fig. IV.24, we plot the results of MPDHP for different values of textual and tem-
poral overlap. Textual overlap is defined as in Eq. IV.39. According to Eq. IV.34, the
influence kernel of cluster c′ on cluster c can be written α⃗c,c′ · κ⃗(t). For each cluster
c, we generate values of αc,c′ so that the overlap between all the functions in the set
{⃗αc,c′ · κ⃗(t)}c′ equals a given value. The idea is to evaluate whether MPDHP is robust
when clusters have similar dynamics.

Overall, we see that when the textual overlap is small, MPDHP yields good re-
sults independently from the temporal overlap. It means that in this case, the tex-
tual content is enough to differentiate clusters despite their dynamics being similar.
However, as textual content gets less informative (textual overlap ≥ 0.6), results are
better when the temporal overlap is low. In these cases, textual information is not
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enough and MPDHP relies more on temporal data. Overall, MPDHP handles chal-
lenging cases provided either textual or temporal information is informative enough
– for instance temporal overlap of 0 and textual overlap of 0.7, or temporal overlap
of 1 and textual overlap of 0.4. It fails when both are uninformative – for instance,
temporal and textual overlaps of 1.
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FIGURE IV.24: MPDHP handles scarce textual or temporal information — MPDHP
handles challenging cases provided either textual of temporal information is informative
enough (temporal overlap of 0 and textual overlap of 0.7; temporal overlap of 1 and textual

overlap of 0.4) and fails when both are uninformative (overlaps of 1).

Highly interacting processes

Next, we assess whether MPDHP works when a large number of clusters coexist
simultaneously. The rate at which new clusters get opened is mainly controlled by
the λ0 hyperparameter (see Eq. IV.37), which we vary to see whether MPDHP is
robust against it. In Fig. IV.25, we plot the performances of MPDHP according to
these two parameters. We can draw two conclusions:

• MPDHP can handle a large number of coexisting clusters and still correctly
identify to which one each document belongs.

• MPDHP is robust versus variations of λ0. In this case, results are similar for
λ0 varying over 5 orders of magnitude. It means MPDHP does not have to
be fine-tuned according to the number of expected clusters in cases where this
number is not known in advance.

Handling scarce textual information

In this paragraph, we determine how much data should be provided to MPDHP
to get satisfying results. In Fig. IV.26, we plot the performances of MPDHP with
respect to the number of words generated by each observation and to the clusters’
vocabulary overlap. MPDHP needs a fairly small number of words to yield good
results over 5,000 observations. For reference, the overlap between topics can be
estimated at around 0.25 ((Posadas Duran et al., 2019), in Spanish). Similarly, we
can estimate an average of ∼10-20 named entities per Twitter post (240 characters).
These results support the application of MPDHP to model real-world situations.
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FIGURE IV.25: MPDHP can handle a large number of coexisting clusters — MPDHP yields
good results when a large number of clusters coexist simultaneously. It is also robust against

variations of λ0 over 5 orders of magnitude.

Computational needs

Finally, we investigate how much computational resources should be allocated to
MPDHP’s sequential Monte-Carlo (SMC) inference algorithm to obtain good results.
In Fig. IV.27, we plot the model’s performance against the two main optimization
parameters –the number of sample matrices and the number of particles. We recall
that the sample matrices are used to infer each value of the kernel weights matri-
ces for cluster c, noted αc; the more sample matrices, the better the estimation. The
number of particles represents the number of different cluster allocations hypotheses
explored by the SMC algorithm at each step; the more particles, the more hypothe-
ses are tested simultaneously. Overall, we see that MPDHP works well with few
resources. In our experiments, results do not seem to improve significantly when
using more than 20 particles, and when using more than 1000 sample vectors.

IV.5.5 Conclusion

In this section, we extended existing priors (the Dirichlet-Hawkes process and the
Powered Dirichlet-Hawkes process) so that they can consider multivariate Hawkes
processes, resulting in the resulting Multivariate Powered Dirichlet-Hawkes process
(MPDHP). This new process is used as a Bayesian prior coupled to a textual model
to infer clusters temporal interaction network from textual data flow. Along with
its derivation came several optimization challenges, that we overcome to preserve a
computational time that scales linearly with the size of the dataset O(N).

Through systematic experiments, we tested our approach against state-of-the-
art models and explored its limits by varying the parameters used for synthetic data
generation. We show that MPDHP outperforms existing baselines when clusters
are allowed to interact with each other, and performs at least as well as the PDHP
baseline when clusters are only allowed to self-interact (which PDHP is designed to
model). We show that MPDHP can handle cases where textual content is uninforma-
tive better than other baselines. Besides, it handles cases where temporal dynamics
are similar across clusters. We also show that MPDHP is robust against tuning of the
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FIGURE IV.26: How much data to use MPDHP — MPDHP performances according to the
number of words associated with each event and the overlap between clusters’ vocabulary.
Overall, MPDHP needs little data. This plot provides a map of how much data must be
provided to MPDHP to make it work. For reference, topic overlaps in the real world can be

estimated at around 0.25 and the number of named entities per Twitter post around 20.

temporal concentration parameter λ0, which allows it to handle highly intricate pro-
cesses where a lot of clusters coexist simultaneously. We evaluated the robustness of
MPDHP against the number of words observed for each event and the overlap be-
tween various clusters and showed that it performs well with few textual data when
vocabularies overlap is not total. Finally, we discussed the computational needs of
PDHP, and show that it works correctly with minimal computational resources.

The present section was intended as a report on what can and what cannot be
achieved using MPDHP. Our various results suggest that this prior can be applied
in a robust way to a broad range of problems for a minimal computational cost. In
particular, the results from these extensive experiments support the possibility of
applying MPDHP to real-world situations.

Regarding the task at hand, it appears that MPDHP provides a robust way to
model interactions in information spread. The PDHP allowed to model sparse and
dynamic self-interactions between semantic entities; these interactions can now take
place between different entity clusters.

IV.6 Case study on a real-world dataset – Reddit news

IV.6.1 Introduction

Throughout the previous sections, we developed a plethora of models to investigate
interactions in information spread. A first approach underlined the necessity of con-
sidering clustering and a second one the necessity of considering the temporal di-
mension. To answer these conclusions, we extended a promising class of models, the
Dirichlet-Hawkes process, so that it becomes possible to spot temporal interactions
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FIGURE IV.27: How complex should the algorithm be — Performance of MPDHP using
different versions of the Sequential Monte-Carlo algorithm. Here, we plot the model’s
performance with respect to the number of sample matrices used to estimate the kernel’s
weights αc (see Eq. IV.34) and the number of particles Npart used for the inference. Overall,

MPDHP functions well with few computational resources.

between clusters of textual documents in large-scale settings. The resulting Multi-
variate Powered Dirichlet-Hawkes Process (MPDHP) answers all these constraints
and yields interpretable results on interacting processes.

As a closure of our work on interactions modelling in information spread, we
propose to conduct a large-scale experiment on a real-world dataset using MPDHP.
In this section, we first describe and justify the choice of a large-scale real-world
dataset from Reddit. In a second time, we conduct an in-depth analysis of the results
yielded by MPDHP. We finally conclude on the role of interactions in the spread of
news headlines on Reddit.

IV.6.2 Dataset

IV.6.2.a Origin and raw data

Why Reddit?

Reddit is a social network platform that gathers 48M of monthly users, as of today.
Reddit is composed of a galaxy of forums (or subreddits) that are often specific to a
topic or an organisation. Within each forum, users can open a new post made of a
title and a content (typically textual or visual). Users can then comment on the post
and get answered to. The contents published on the platform are therefore user-
generated and highly dynamic, with an estimated 1M of new publications per day.
Each post can be upvoted (score +1) or downvoted (score -1); the popularity of the
post is defined as the difference between upvotes and downvotes.

For these reasons, this corpus fits our demonstration: information emerges from
a large user-generated data flow, its contents are formatted, textual, timestamped
and user-generated, and the number of daily publications makes it likely that some
of them interact with each other.
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Data

We collected our dataset from the Pushshift Reddit repository (Baumgartner et al.,
2020). As its authors describe it, “Pushshift is a social media data collection, analysis,
and archiving platform that since 2015 has collected Reddit data and made it available to
researchers. Pushshift’s Reddit dataset is updated in real-time and includes historical data
back to Reddit’s inception. [...] The Pushshift Reddit dataset makes it possible for social
media researchers to reduce time spent in the data collection, cleaning, and storage phases of
their projects.”

In practice, the dataset comprises the entirety of the content posted on Reddit
up to June 2021. In particular, for each Reddit post, we can retrieve the subreddit it
came from, the title of the publication, its publication date and its score.

IV.6.2.b Preprocessing

Selecting the news subreddits

For the need of our study, we restrict ourselves to consider only popular English
news subreddits. Namely, we select only posts from the following subreddits: inthe-
news, neutralnews, news, nottheonion, offbeat, open news, qualitynews, truenews,
worldnews. This first routine leaves us with 867,328 headlines, which makes a total
of 1,111,955 words drawn from a vocabulary of size 36,284.

Cleaning the textual data

As it is common in natural language processing, we must clean the raw text extracted
from the Reddit posts so it becomes usable. To do so, we conduct the following
routine:

1. Remove the web addresses

2. Put the text in lowercase

3. Remove punctuation signs

4. Remove extra white spaces

5. Remove all English stopwords (imported from nltk)

6. Remove all words whose length is lesser than 4

7. Remove all words that appear less than 3 times in the original dataset

Removing uninformative documents

Next, we remove publications that carry lesser textual or temporal information.
Firstly, we choose not to consider the publications that have a popularity lesser

than 20 – meaning that they received less than 20 positive votes more than negative
votes. We make this choice so that we consider publications that are visible enough
to have any influence on the data generation process.

Secondly, we remove the publications that comprise less than 3 words. The se-
mantic information carried is expected to be poor and is not considered in our anal-
ysis.
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FIGURE IV.28: Characteristics of the News dataset — For ∼100,000 headlines and ∼13,000
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Final dataset

After curating the dataset in the way described above, we are left with 102,045 news
headlines (one-eighth of the original data), which makes a total of 875,334 tokens
(named entities, verbs, numbers, etc.) drawn from a vocabulary of size 13,241 (one-
third of the original vocabulary). The characteristics of this dataset are shown in
Fig. IV.28.

IV.6.3 Experimental setup

As announced earlier, we will apply the MPDHP of Section IV.5 to the News dataset
detailed above. First, we must determine which hyper-parameters to use.

Temporal kernel

We run our experiments using three different RBF kernels, which should account
for publication dynamics at three different timescales: minute, hour, and day. The
“Minute” RBF kernel is made of Gaussian functions centered at the following times:
[0, 10, 20, 30, 40, 05, 60, 70, 80] minutes; each entry shares a same standard deviation σ
of 5 minutes, and λ0 = 0.01. The “Hour” RBF kernel has Gaussians centered around
[0, 2, 4, 6, 8] hours, with a standard deviation σ of 1 hour, and λ0 = 0.001. The “Day”
RBF kernel is centered around [0, 1, 2, 3, 4, 5, 6] days, with a standard deviation σ of
0.5 days, and λ0 = 0.0001.

For each of these kernels, we set the concentration parameter λ0 so that it reaches
roughly the value of one Gaussian function evaluated at 2σ. It means that an event
which is 2σ away from the center of the Gaussian kernel of a single observation has
50% chances of getting associated with this Gaussian kernel entry, and 50% chances
of opening a new cluster. It also translates that the chances to open a new cluster
given an observation right in the center of a single RBF kernel entry are roughly 1

8 .
This allows us to spot interactions that might occur at different timescales. How-

ever, one of these timescales is likely to explain the data much better than the others.
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If that is the case, it would mean that the dynamics at stake are not scale-free –that
interactions do not have noteworthy influence at every temporal scale.

Language model

We use the same Dirichlet-Multinomial language model as in (Du et al., 2015) and in
Section IV.4 and Section IV.5. We expect the vocabulary to show enough variations
across the range of topics discussed in the News dataset. We vary the concentration
parameter of this model between θ0 = 0.001 and θ0 = 0.01. The choice of these
values is supported by other works using a similar model (Du et al., 2015) and by
our own observations in Section IV.4. A larger value of θ0 makes the inferred clusters
cover a broader range of document types, whereas a small value makes the inferred
clusters more specific to a topic.

SMC algorithm

Finally, we detail and justify the parameters used for running the SMC algorithm.
The procedure to update the optimal parameters matrix α relies on the average of a
set of sample vectors weighted by these vectors’ likelihood. The number of active
clusters can grow large, and the number of parameters scales as the square of this
number. We therefore need to have enough sample matrices to guarantee a good
approximation of the optimal α –the value recommended for 2 clusters in Fig. IV.27
is likely to be too small for the task.

We set Nsamples = 100000. From our observations, the number of coexisting clus-
ters can go as large as 80 coexisting ones (roughly 40,000 parameters to estimate),
that is 2.5 sample values per parameter. In practice however, the number of coexist-
ing clusters remains fairly low, around 10 coexisting clusters (roughly 1,000 param-
eters), allowing sampling each parameter from 100 candidate values.

Each sample parameter is drawn from an identical Beta distribution of concen-
tration parameter α0 = 2. We set this value so that extreme values (0 and 1) for these
parameters are rare, and so that the sampled parameters matrices can show great
variations from one another.

Finally, we consider 8 particles for the SMC algorithm, similarly to what is done
in (Du et al., 2015) and in Section IV.4, and recommended in Fig. IV.27.

IV.6.4 Results

IV.6.4.a Overview of the experiments

In our experiments, we used three temporal kernels that account for dynamics at dif-
ferent time scales, and tested diverse values for the language model concentration
parameter θ0 and for the exponent r. In Table IV.2, we represent the main character-
istics for each of these runs in terms of number of inferred clusters K, the average
cluster population < N > (where < · > denotes the average), the average normal-
ized entropy of the vocabulary of the top 20 clusters S(20)

text , the average normalized
entropy of the subreddits partition of the top 20 clusters S(20)

sub .
We recall that the normalized entropy is defined as:

S(x⃗) = − 1
ln |⃗x|

|⃗x|

∑
i

xi ln xi (IV.40)
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where x⃗ is a vector that sums to 1 and |⃗x| its cardinal (length). Each entry xi rep-
resents the probability of i. When considering counts, x⃗ can be set equal to the fre-
quency of each observation. The entropy is normalized between 0 (minimal spread,
x⃗i = δij ∀i) and 1 (maximal spread, x⃗i =

1
|⃗x| ∀i). In our case, a low entropy S(20)

text (resp.

S(20)
sub ) means that clusters contain documents that are concentrated around a reduced

set of words (resp. of subreddits); conversely, a large entropy means that clusters do
not account for documents concentrated around a specific vocabulary (resp. set of
subreddits).

κ⃗(t) θ0 r K < N > S(20)
text S(20)

sub
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0.5 2654 38 0.721(59) 0.404(104)
1.0 1399 73 0.734(57) 0.431(106)
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TABLE IV.2: Results for each experiment — We tried various combinations of parameters
κ⃗(t), θ0 and r and observe how they result in a variety of outputs. We characterize these out-
puts in terms of clusters (number, size, textual entropy, subreddits entropy). The standard

deviation on the last digits is given in standard notation – 0.123(12) ⇔ 0.123 ± 0.012.

We can make several observations from Table IV.2:

• We recover the fact that textual clusters have a lower entropy for small values
of r; this is because their creation is based more on textual coherence than on
temporal coherence.

• The subreddit entropy seems to grow with r, but no clear trend is visible due to
large error bars. A possible interpretation is that favouring the temporal infor-
mation for cluster creation results in larger clusters. They would be too large to
account for subreddit-specific dynamics. However, the entropy remains fairly
low. The entropy of the distribution Fig. IV.28-top-left is equal to 0.51.
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• The number of inferred clusters decreases with r, and their average population
increases.

• The number of clusters grows large for the “Minute” kernel. This is because
the short time range considered does not allow for clusters to last in time. A
cluster that does not replicate within 1h30 is forgotten.

Choosing a timescale

From Table IV.2, we see there can be a large variety of outputs to analyse, depending
on the modelling choices. If we are interested in the micro-interactions that happen
at tiny time scales, the “Minute” RBF kernel should be considered. However, the
short time range it allows for interactions makes the number of clusters large, and
the average cluster population small. On the other hand, the “Day” RBF kernel
spans over larger periods, which prevents discarding clusters too soon. For instance,
it will not discard clusters that follow a circadian publication dynamic, unlike the
“Minute” kernel that cannot account for such time ranges.

Choosing θ0

In a Dirichlet-Multinomial textual model, such as written in Eq. IV.7, the hyper-
parameter θ0 controls the concentration of topics’ vocabulary. A small value of θ0
makes it so that a new document should have an almost identical word distribution
as a given cluster to enter it; there are more chances that small discrepancies lead to
opening a new cluster. Conversely, larger values of θ0 allow documents to belong to
clusters even if their word distribution does not fit exactly the cluster’s content. We
tested a small value θ0 = 0.001 and a large value θ0 = 0.01, which are standard in
usual text modelling (Blei, Ng, and Jordan, 2003; Blei and Lafferty, 2006; Du et al.,
2015). The choice of this parameter controls the level of specificity wanted for the
textual clusters.

Choosing r

We saw the experiments of Section IV.4 that the choice of r allows us to nudge the
clustering towards textual-based clustering of temporal-based clustering. Smaller
values of r favour the textual content as the main information in the creation of the
clusters, whereas larger values of r make their composition rely more on the inferred
temporal dynamics.

In our experiments, we see that smaller values of r tend to increase the num-
ber of inferred clusters. This can be explained in the following way: the temporal
concentration parameter λ0 has been fixed so that an observation 2σ away from the
center of one RBF kernel entry (that is ∼95% chances not to be triggered by it) has
∼50% chances to open a new cluster. Mechanically, it is likely that λ0 is lesser than
the value of the RBF kernel most of the time. However, for smaller values of r, the
gap between λ0 and the temporal intensity λ(t) fades to 0 (see Fig. IV.7), making it
more likely to open new clusters from the temporal perspective. In the limit r → 0,
we recover a Uniform Prior (Wallach et al., 2010), making the opening of new clus-
ters entirely governed by the parameter θ0 –clusters are created and filled based on
textual content only. On the contrary, when r is large, the gap between λ0 and λ(t)
is greater, making it less likely to open new clusters from a temporal perspective.
In the limit r → ∞, the opening and filling of clusters is deterministically governed
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FIGURE IV.29: Timeline of the top inferred clusters from news headlines from 01/2019 to
12/2019 — Each line is normalized with respect to its maximum value. Each bin accounts

for half a day. The darker, the more observations in the cluster at a given time.
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by the temporal information, as the smallest gap in the intensities leads to a Dirac
distribution on the cluster with the largest temporal intensity.

IV.6.4.b Visualizing topics over time

In Fig. IV.29, we plot the timeline of the inferred clusters on a real-time axis for one
of our experiments (kernel “Hour”, θ0 = 0.01, r = 1) for illustration purpose. Each
bin represents a half-day period. We can make several interesting observations from
this figure.

Firstly, two clusters seem to be always present. Their intensity does not fol-
low any visible bursty dynamics. When we look at their composition, we notice
that the first cluster is made of 75% of articles from the subreddit r/worldnews,
which is +20% from what one would expect from chance (55% of the corpus is from
r/worldnews, see Fig. IV.28). Similarly, the second cluster comprises 46% of r/news
articles, which is also roughly +20% from expected at random (28% of the corpus is
from r/news, see Fig. IV.28). These two clusters therefore significantly account for
publications from either of these subreddits, independently from the textual content.
Our first intuition is that there are strong interactions between these subreddits. Both
are general news forums with a large audience; an article that gets posted in one of
them is highly likely to be copy-pasted on the other.

Secondly, topics that are not part of these two clusters appear and fade quickly
in time. This is in line with the expected behaviour of news on the internet, which
typically bursts for a few hours/days before being replaced by the latest news. We
see however from this plot that only a small fraction of the inferred clusters coexists
simultaneously in the dataset. The chance of spotting an interaction is therefore
weak, as noted in Chapter II.

Thirdly, it seems that clusters expand on larger periods at the beginning of the
algorithm. This is due to the cold start of MPDHP. It needs some time before sta-
tistically distinguishing clusters and explores several directions at once. The early
clusters are artefacts of such a cold-start effect.

IV.6.4.c Quantifying interactions

Effective interaction

We introduce the parameters we are going to use in follow-up analyses. The out-
put of MPDHP consists of a list of clusters comprising timestamped bags of words
–news headlines. Between each pair of clusters, MPDHP inferred a temporal influ-
ence function λ(t), that represents the probability for one cluster to trigger publica-
tions from another. Therefore, our model yields an adjacency matrix A ∈ RK×K×L,
where K is the number of clusters and L the size of the RBF kernel κ⃗(t). One entry
ai,j,l represents the strength of the influence of j in i due to the lth entry of κ⃗(t).

However, we must consider the effective number of interactions to get relevant
metrics. A given triggering function λ(t) could be inferred from the observation of
very few observations only; we must weigh these interactions. To do so, we simply
consider a normalized weight matrix W ∈ RK×K×L, whose entries wi,j,l are the aver-
age of the intensity of i above λ0 due to j from the kernel entry l for all observations.
Explicitly:

wi,j,l =
1

|Hi| ∑
ti∈Hi

∑
tj<ti

max(ai,j,lκl(ti − tj)− λ0, 0) (IV.41)
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where tx ∈ Hx is the publication time of an observation from cluster x and λ0 the
temporal concentration parameter. Note that we retract λ0 from the intensity term,
because it is considered as a background probability for a publication to happen –
similarly to the virality in Chapter II and to the background noise Chapter III. Note
that W can also be interpreted as the instantaneous increase in probability due to
interactions.

Note that in all the following computations, we do not consider clusters that
comprise less than 10 documents. Such clusters are considered leftovers from the
algorithm.

Interactions strength

In Table IV.3, we investigate the effective impact of interactions in the dataset. We
consider the following metrics:

• < A >: the average value of the whole adjacency matrix. It tells us to which
extent pieces of information are connected to each other according to MPDHP.

• < W >: the average value of the effective interactions. It tells us the extent to
which the interactions (encoded in A) effectively happen in the dataset.

• < A >W : the average of the inferred interaction matrix A weighted by the
effective interactions W. In this case, W can be interpreted as our confidence in
the corresponding entries of A given the data with which they were inferred.
This value quantifies the overall role of interactions in the dataset.

• <W intra>
<Wextra> : ratio of the intra-cluster effective interactions with the extra-cluster
effective interactions. This tells us how much different clusters influence each
other versus how much they influence themselves.

When computing the means, we discard the entries of A and W equal to 0. This is
because all clusters do not exist simultaneously, and thus should not be considered.
An interaction strictly equal to 0 means that clusters simply did not exist at the same
time.

The main conclusion of the results Table IV.3 is that most interactions are weak.
The average value of A tells us that the average value of the inferred parameters is
around 0.05, which is few given the value is bounded between 0 and 1. The metric
< W > tells us that on all events, the interaction between clusters rose the probabil-
ity of publication by 0.1%-1% on average. We can also note that the values of < W >
are of the same order of magnitude as λ0 (0.01 for the “Minute” kernel, 0.001 for
“Hour”, and 0.0001 for “Day”). We can interpret this as the probability for a new
document belonging to a cluster or being from a new cluster is roughly the same
from a temporal perspective. The metric < A >W tells us that when weighting the
average of A with the effective interaction, the values of A are slightly higher than
0.05; we can now be confident in this value, given it has been inferred on a statis-
tically significant number of observations. However, it still tells us that only some
interactions are significant, which correlates with the findings of Chapter II. Finally,
the last metric <W intra>

<Wextra> finds that most effective interactions take place more often
within the same cluster, meaning that clusters tend to self-replicate. Only for the
“Hour” kernel and θ0 = 0.01 this value is lesser than one. It is because in this case,
MPDHP infers two large clusters that exist for the entire year (see the 2 first rows
of Fig. IV.29) and side topic-specific clusters. These clusters strongly influence each
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κ⃗(t) θ0 r < A > (10−3) < W > (10−5) < A >W (10−3) <W intra>
<Wextra>

M
in

ut
e 0.

01

0.5 49(21) 342(889) 66(17) 1.8(62)
1.0 48(20) 478(1124) 60(17) 1.4(43)
1.5 48(20) 746(1901) 60(17) 1.0(33)

0.
00

1 0.5 50(22) 316(882) 66(17) 3.1(138)
1.0 50(21) 279(752) 67(16) 2.6(105)
1.5 50(22) 268(665) 67(16) 2.3(84)

H
ou

r 0.
01

0.5 49(18) 389(843) 56(17) 0.5(13)
1.0 49(18) 478(1187) 56(17) 0.6(15)
1.5 48(17) 471(789) 52(15) 0.7(13)

0.
00

1 0.5 50(21) 110(398) 61(17) 1.7(67)
1.0 50(18) 133(506) 57(17) 1.4(60)
1.5 49(17) 183(554) 55(17) 1.1(37)

D
ay

0.
01

0.5 49(18) 41(97) 55(17) 1.2(34)
1.0 49(19) 63(131) 54(17) 1.2(31)
1.5 49(19) 91(187) 53(18) 1.2(31)

0.
00

1 0.5 50(20) 18(90) 60(19) 1.1(59)
1.0 50(19) 23(101) 58(17) 1.0(50)
1.5 50(19) 37(111) 56(18) 1.0(36)

TABLE IV.3: Interaction strength — Overall, interaction between clusters is weak. The
large standard deviations suggest that there is a large variety of interacting behaviours.

Interactions tend to happen within a cluster (self-interactions).

other, and all the topic-specific clusters can interact with them. In fact, the same ef-
fect explains the decrease of <W intra>

<Wextra> as r grows: fewer clusters are inferred, and the
probability of having large clusters that last for the whole period increases.

Another major observation from Table IV.3 is that standard deviations of effective
interactions are large. It means that despite most interactions being weak, some of
them play a significant role in the dataset. In Fig. IV.30, we plot the distribution of
effective interactions for one specific run (“Hour” kernel, θ0 = 0.01, r = 1). Note
that we recover the same trend in all other experiments. The results of this figure are
similar to the ones in Chapter II (Fig. II.7): most interactions are weak, and only a
few of them are significant.

Interactions range

Finally, in Table IV.4, we investigate the range of effective interactions in every ex-
periment. The interaction range studies the persistence of interactions. To do so,
we compute the effective interaction for each kernel entry individually (and not the
aggregated interaction as in Table IV.3) and average it over all existing clusters.

Importantly, the raw values of effective interaction corresponding to the first
entry of the triggering kernel κ1 are consistently smaller than subsequent values.
This is induced by our kernel choice, because κ1 is always centered around t = 0,
which makes half of the associated Gaussian function account for (impossible) back-
wards influence. Therefore, where other kernels can contribute on both sides of their
means, κ1 cannot. In Table IV.4, we extrapolate their value as twice the computed
one.

We see in Table IV.3 that influence tends to decrease over time for all the kernels
considered, after reaching a first peak. Overall, the interaction between documents
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FIGURE IV.30: Distribution of interaction strength – Most interactions are weak.

seems to play a marginal role still. We did not plot the standard deviation for visu-
alization purposes, but they are as large as in Table IV.3. Therefore, most interactions
do not play a significant role in the publication of subsequent documents over time,
but it greatly helps identify the right cluster for some of them. Overall, the increase
in probability for a new document to belong to a cluster due to interactions is within
0.1%-1% (we recall that λ(t) = lim∆t→∞

P(event in ∆t)
∆t ).

IV.6.4.d Visualizing topical interactions

In this section, we plot the temporal interaction network between the inferred clus-
ters both on the global and the monthly scale. The clusters’ composition is given
explicitly. Each edge between a pair of clusters represents two metrics: the inferred
interaction strength A, and the effective interaction W. The inferred interaction
strength A is plotted using a colour code (darker is stronger). The effective inter-
action is represented using transparency (the less transparent the stronger the effec-
tive interaction). Therefore, a barely visible dark edge means that MPDHP inferred
a strong interaction, but that few of them were effectively observed.

Experiment considered for subsequent analyses

In the following paragraphs, we consider the “Hour” kernel, with θ0 = 0.01 and
r = 1. We justify this choice for easing the interpretation of our results. This way,
we restrict our analysis to clusters that do not contain fragments of a whole. For
instance, we prefer to have only one cluster about the Notre-Dame cathedral fire
and related news instead of three clusters containing fragments of the news, such
as the initial fire, the political reactions, funds raising, etc. Therefore, we choose
to consider θ0 = 0.01, which avoids clusters to be overly specific. We choose the
“Hour” kernel, which spans over long enough periods so that news fragments about
a similar topic are considered as possibly related. Besides, from direct observation,
it seldom happens for news to stick around for more than a few days, which the
“Hours” kernel is fit to capture. The choice of r is based on an arbitrary trade-off
between textual and temporal information. We do not want to consider extreme
values (r = 0 or r > 2) so that we exploit both pieces of information. Besides,
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κ⃗(t) θ0 r κ1 κ2 κ3 κ4 κ5 κ6 κ7 κ8 κ9
0m 10m 20m 30m 40m 50m 60m 70m 80m

M
in

ut
e

(m
)

0.
01

0.5 266 421 407 451 428 403 395 345 121
1 396 591 580 607 532 575 521 507 224
1.5 616 937 893 914 955 840 808 810 304

0.
00

1 0.5 436 509 457 424 371 340 313 178 52
1 284 435 396 388 343 327 272 187 45
1.5 208 388 366 353 326 333 290 215 61

0h 2h 4h 6h 8h - - - -

H
ou

r
(h

)

0.
01

0.5 494 430 502 456 324
1 658 538 549 542 451
1.5 558 615 532 526 411

0.
00

1 0.5 124 149 119 137 92
1 154 164 172 149 111
1.5 208 244 223 197 156

0d 1d 2d 3d 4d 5d 6d - -

D
ay

(d
) 0.
01

0.5 44 45 47 46 47 47 37
1 70 71 72 68 68 70 61
1.5 102 100 101 105 98 105 82

0.
00

1 0.5 18 20 21 21 21 21 17
1 24 26 24 27 28 26 22
1.5 21 41 42 41 41 41 35

TABLE IV.4: Interaction range — All the values for effective interaction are given in ten-
thousandth (10−5). Influence tends to decrease over time for all the kernels considered.

we saw in Table IV.3 and Table IV.4 that only slight variations are observed across
the range of r ∈ {0.5, 1, 1.5} considered. Finally, we are interested in seeing how the
large clusters spanning over the whole period relate to topic-specific smaller clusters
seen in Fig. IV.29.

Representing individual clusters

In Fig. IV.31, we represent the raw data that we will use in ulterior visualizations
for some selected clusters. In the top part, we represent their textual content as
a wordcloud. In this case, we chose to pick clusters about climate change inac-
tion protests, catholic church child abuse scandals, China’s Uighur detention camps,
“Gilets Jaunes” protests in France, and Brexit. For each cluster, we represent the top
temporal influence that other clusters may exert on them. Transparency accounts
for the effective interaction W discussed in the previous sections. The bottom plot
represents the influence exerted on these clusters by all other clusters at all times
–which does not mean this influence led to a publication.

This way of representing the data fits well in the univariate case, as in (Du et al.,
2015), but does not allow to capture the complexity of the inferred mechanisms at
stake. In the following sections, we propose alternative visualizations in the form of
temporal networks.

Globally

In Fig. IV.32, we plot the clusters interaction network over the whole period we con-
sidered (12 months). This figure uses the same data as Fig. IV.29. Both the adjacency
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FIGURE IV.31: A typical MPDHP output – A set of manually selected clusters along with
the vocabulary of their documents (top), their inferred dynamics (middle) and the clusters

that influenced them on the real-time axis (bottom).

matrix and the transparency matrix are normalized by their highest value. We see
that the strongest interaction happens between the blue and the orange clusters. Be-
sides, this interaction seems to be stronger at smaller times. The interaction between
other clusters is essentially directed toward these two clusters. Shortly after a news
cluster appears, it is likely to find an echo on either r/news or r/worldnews. After
existing for a while, subsequent publications are merged into one of these clusters
depending on where they got published. This explains why most clusters last so few
over time in Fig. IV.29.

We see that there are very few interactions between the clusters which account
for actual news –in opposition to the clusters that account for a subreddit, see Sec-
tion IV.6.4.b.

Monthly

In Fig. IV.33, we plot the same interaction between clusters as in Fig. IV.32, but for
each month. This figure uses the same data as Fig. IV.29, except it is now broken
down into temporal slices. From this figure, we recover that at the early times of the
algorithm, MPDHP has not converged yet. It makes the interaction plot messy, with
several interactions that are likely to be inaccurate. As time goes by, interactions are
better defined –in particular between the blue and orange clusters. Another inter-
esting fact is that most interactions happen in a 1h time frame: the publication of a
document on r/news is highly likely to trigger a similar publication on r/worldnews
within the hour. Here again, we see that most side clusters do not interact signifi-
cantly with each other.
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Influence at 0h     Influence at 2h     Influence at 4h     Influence at 6h     Influence at 8h

FIGURE IV.32: Global clusters temporal interaction from 01/2019 to 12/2019 — Each node
represents one cluster, and each edge represents the interaction strength at various times
– the darker and the less transparent the stronger the effective interaction. The clusters

composition is given below the network.

IV.6.5 Conclusion

A real-world application

In this section, we conducted extensive experiments on a single real-world large-
scale dataset from Reddit. We described how we gather a year worth of news data
and pre-processed it. We then argued how the dataset was fit to apply to MPDHP.
We extensively discussed the various hyper-parameters that had to be tuned to run
our experiments (in particular κ(t), r and θ0). In the end, we conducted 6 different
experiments, one for each combination of parameters. The choice of other hyper-
parameters has also been justified.

Interactions do not appear to play a significant role in this dataset

We proposed several ways to assess the role of interactions in the dataset. In par-
ticular, we introduced the notion of effective interaction as a way to evaluate how
confident we can be in MPDHP’s output. On this basis, we analysed the importance
of interactions in general, as well as from a temporal perspective. We recovered our
conclusions from Chapter II: interactions are sparse. We also recovered our conclu-
sions from Chapter III: interaction strength decays over time. These observations
emphasize the adequateness of our approach to model interactions. Building on
these considerations and looking at the global effective interaction average, we con-
clude that interactions play a minor role in such a dataset. Overall, they only increase
the instantaneous probability for a new observation to appear by 1%. Even the most
extreme values represented in Fig. IV.30 seem to only increase this probability by
12% top.

Perspectives

However, despite intending our study as exhaustive, there is room for improvement
in interaction modelling using MPDHP. In particular, there are two biases that we
could not explore yet. Firstly, the parameter λ0 has been set according to a heuris-
tic (so that a new cluster is opened with fifty percent chances when we are 95%
sure that it does not match the existing one). Its direct inference would robustify
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FIGURE IV.33: Monthly clusters temporal interaction from 01/2019 to 12/2019 — Each line
stands for one month, each node represents one cluster, and each edge represents the in-
teraction strength at various times – the darker and the less transparent the stronger the

effective interaction. The cluster composition is given below the network.
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the approach, despite seeming complicated. Indeed, λ0 does not account for indi-
vidual events realizations, but for Hawkes processes starts, which is not a trivial
difference. Secondly, another possible improvement would be to allow clusters to
passively replicate –without the need for an interaction. We expect that this would
boil down to adding a time-independent kernel entry to κ⃗, in a similar fashion as
in Chapter III. However, non-technical questions may arise from such modification:
when to consider a cluster as extinct given a non-fading kernel? How should this
kernel relate to the temporal concentration parameter λ0?

We believe such improvements would make MPDHP more robust and inter-
pretable, and find applications beyond interaction modelling.
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Chapter V

Conclusion

V.1 Contributions

V.1.1 Overview

Throughout this manuscript, we developed seven original models that allowed us to
tackle various aspects of interactions between pieces of information in their spread:
IMMSBM, SIMSBM, SDSBM, InterRate, PDP, PDHP, MPDHP. Along the road, this
research led us to study seemingly distant fields of machine learning. A first venture
in stochastic block modelling provided us with insights on the frequency at which
interactions happen. An exploration of convex network inference methods allowed
us to conclude on the time range of interactions. Driven by the need for more global
models, a dive into fundamental bricks of machine learning led us to explore and
modify canonical Dirichlet processes. Finally, answering our problematic required
a junction between Dirichlet process and point processes. We recall the summary
of our contributions in Table V.1 –this table is identical to Table I.2 and is simply
recalled here.

V.1.2 Answers to our problematic

V.1.2.a Q1: How frequent are interactions? •

To answer our first question Q1, we considered Stochastic Block Modelling to be a
good approach.

Indeed, a straightforward way to represent interactions is to embed them as a
network. Entities are nodes of this network, and interactions between these entities
are link between these nodes. These links can account for distinct types of relations
that we can associate with different labels. Given the number of possibly interact-
ing entities can be high in some real-world systems, we need to group them to see
whether groups of entities interact in a similar way instead of dealing with each

TABLE V.1: Contributions presented in this manuscript — Our contributions are listed
below in the order of their appearance in the text.

SIMSBM IMMSBM SDSBM InterRate PDP PDHP MPDHP
Chap. II Chap. II Chap. II Chap. III Chap. IV Chap. IV Chap. IV

Self-interactions x x x x x x x
Pair-interactions x x x x x x
N-interactions x x x x

Clustering x x x x x x
Discrete time x x x x

Continuous time x x x
Online inference x x x
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entity individually. In practice, typically only a few of these possible interactions
actually happen, but we did not know this beforehand. Besides, we considered that
entities could interact as pairs, triplets or more, and that they could interact with
different elements of their environment (time, user’s metadata, etc.). After a care-
ful review of the literature, we noticed that several state-of-the-art models could be
expressed as special cases of a more global framework: the Serialized Interacting
Mixed membership Stochastic Block Model (SIMSBM, Section II.2.2.a). This gener-
alization allows modelling an arbitrarily large context (number of input pieces of
information) as well as an arbitrarily high order of interactions.

Along with this generalization, we introduced a simple procedure to incorporate
time modelling into any iteration of SIMSBM. This extension takes the form of a
prior on the model’s parameters. This approach relies on the single assumption that
dynamics are not abrupt.

We considered a special case of SIMSBM, SIMSBM(2) or Interacting Mixed Mem-
bership SBM (IMMSBM), and used it to model interactions between entities in sev-
eral real-world datasets. We investigated the role of interactions between different
spreading entities (hashtags, words, memes, etc.) and quantified their importance
in several corpora –see Section II.2.3.

In particular, we focused on the study of a Twitter dataset and investigated the
role of interaction between Twitter URLs on their spreading probability.

The conclusion of this study answered the first question Q1 raised in the intro-
duction: interactions are sparse. On the Twitter dataset, significant interactions took
place only between a limited fraction of cluster pairs, and between an even smaller
fraction of entity pairs.

V.1.2.b Q2: How persistent are interactions? •

Despite the generality of the proposed SIMSBM, this model was not fit for mod-
elling the time range over which interactions may take place. However, taking the
interaction range into account is fundamental following a simple consideration: that
the influence of entities on someone cannot last indefinitely as they get gradually
forgotten by the users.

We introduced a convex multi-kernel model designed for this task: InterRate
–see Chapter III. This model was able to infer the evolution of pair interactions’ in-
tensity over time, for any pair of entities, called the interaction profile. It allowed us
to study how users exhibit different behaviours according to combinations of expo-
sures they have been exposed to in continuous time. We showed that the joint effect
of two exposures on a user is more than the disjoint sum of their individual effect,
which means there is an interaction.

The answer of this study to the second question (Q2) raised in the introduction is
that interactions are brief. A study of the processes at stake in the Twitter dataset re-
vealed that interaction between two entities is significant only when those are close
to each other in time. Typically, the intensity of an interaction decreases exponen-
tially with the time separating the interacting entities.

V.1.2.c Q3: Can we efficiently model interactions? • •

Our third question raised the problem of efficiently model interactions. Designing
a dedicated study to get insights into one aspect or the other of the interacting pro-
cesses is one thing. Designing a scalable and useful method that answers the possible
challenges raised by the task at hand is quite another.
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The conclusions drawn from Chapter II and Chapter III are that interactions are
sparse (we need clusters to model them) and that interactions are brief (we need
to consider time). Besides, we discussed the fact that interacting entities may have
a short lifespan, and that their semantic content must be taken into account. In
Chapter IV, we introduced the steps paving our way to such a model.

Our approach was based on in-depth modifications of an existing Bayesian prior:
the Dirichlet-Hawkes Process. This model was promising regarding our problem: it
allowed us to create clusters (Q1) that can have a lasting influence in time on ulterior
observations (Q2). Moreover, it could perform this task in linear time with the size
of the dataset. However, it also suffered from several limitations. In particular, it
was not fit to retrieve meaningful clusters when textual information conveyed little
information or when temporal dynamics were hard to unveil. Furthermore, it as-
sumed that the textual content of a document is perfectly correlated to its temporal
dynamics, which cannot be rigorously true in real-world processes.

As an indirect way to overcome these limits, we explored the Powered Dirichlet
Process as an alternative to the Dirichlet Process. This new prior alleviates the “rich-
get-richer” property of vanilla Dirichlet processes.

We then incorporated this Powered Dirichlet Process into the standard Dirichlet-
Hawkes process to create the Powered Dirichlet-Hawkes Process. This formulation
improved the results when temporal information or textual content were weakly
informative and alleviated the hypothesis that textual content and temporal dynam-
ics were always perfectly correlated. Thus, our approach eventually allowed us to
correctly model self-interactions within a cluster.

As a final improvement on the proposed approach, we extended the Powered
Dirichlet-Hawkes Process to the multivariate case. This way, we can efficiently
model interactions between all pairs of clusters, and by extension for all pairs of
entities they comprise. The model can also run in constant time, and typically takes
300ms per document on large-scale real-world datasets.

We therefore provided a way to efficiently model interactions, positively answer-
ing our third introductory question (Q3). Efficiency can be understood both as tech-
nical efficiency and relevance efficiency. This former because our approach scales
well on large real-world datasets and takes a minimal time to process a consequent
amount of data. The latter because the final model can answer all the crucial chal-
lenges raised by interaction modelling, as it...

• considers entities’ content. An entity is no more described as a unique identi-
fier, but instead by its semantic content. Two entities that convey the same in-
formation are now considered as such and clustered together as a more global
entity –a topic.

• models sparse interactions. Entities are now clustered together into temporal
clusters. It makes it feasible to spot interaction terms between sets of entities.
The lifespan of entities is no more a problem since clusters can comprise en-
tities spanning over extended periods, which also increases the data available
for each cluster.

• models dynamic interactions. Each cluster is associated with its own inten-
sity function, which determines its effect on ulterior observations. Eventually,
entities’ influence fades away as time goes by.

• models multivariate interactions. Every cluster interacts as a pair with other
clusters, enabling the study of interactions between the inferred topics.
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V.1.2.d Q4: Do interactions play a significant role in spreading processes? •

We conducted extensive experiments on a real-world large-scale dataset made of
one year of news headlines gathered from Reddit. This dataset seems fit for interac-
tion modelling: contents are user-generated, dynamic, and mutating. We proposed
several ways to assess the role of interactions in this specific dataset. The notion
of effective interaction has been chosen as a privileged way to evaluate how much
interaction has a role in the assumed data generation process. Firstly, we recovered
our conclusions from Chapter II: interactions are sparse. Secondly, we recovered our
conclusions from Chapter III: interaction strength decays over time. By looking at
the average role of interactions in this dataset, we saw that interactions play a minor
role in such a dataset. On average, interactions increase the instantaneous proba-
bility for a new observation to appear by 1% over its assumed random appearance
probability. Without looking at the aggregated statistics, extreme values typically
increase this probability by ∼10%, which does not hint toward strong interaction
effects.

V.1.3 General uses for our models

Each of the models introduced in this manuscript has been presented as a novel way
to tackle the interaction modelling problem. However, efforts have systematically
been made to illustrate other, more general use cases. As a final note, we argue and
detail some use cases of our approaches outside of interaction modelling.

V.1.3.a Powered Dirichlet Processes

The Dirichlet process (DP) is canonical in Bayesian nonparametric modelling. Enu-
merating the models based on DP is not feasible; among the most popular ones, we
find the Latent Dirichlet Allocation model, the Infinite Gaussian Mixture Model, and
the non-parametric MMSBMs and the Dirichlet-Hawkes process, all of which have
seen numerous extensions depending on the use context. The popularity of Dirichlet
processes is explained by the possibility to automatically infer the number of latent
groups along with their composition, and the possibility to process data sequentially,
in the order of arrival.

A current way to extend models based on DP is to make them hierarchical. Us-
ing the hierarchical DP, one can consider a mixture of partitions, by drawing the
base distribution of a DP from another DP. Other extensions such as the Pitman-Yor
process and the nested DP have been discussed in Section IV.3. By proposing the
Powered DP (PDP), we paved the way for a whole new class of extensions. We illus-
trated the impact of redefining DP by adding a nonlinear dependence term. Possible
applications for this advance would already comprise all existing models based on
DP and models based on its extension, as the Powered DP is not exclusive. In the
case of hierarchical DP for instance, the base distribution from which is drawn a
Powered DP would also be drawn from a Powered DP, making the Powered hier-
archical DP. Similar extensions and combinations are possible for the nested DP, the
hierarchical nested DP, etc.

V.1.3.b Stochastic Block Models

When working on stochastic block models, our main goal was to design a frame-
work (SIMSBM, Section II.2.2.a) that allows us to model almost any type of cate-
gorical data. It has been designed so that it can take as many pieces of information
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as needed as an input context, as many symmetric interactions between these en-
tities as needed, and consider the temporal dimension to model dynamic cluster
memberships (SDSBM extension, Section II.3). The flexibility provided by this work
fits interaction modelling purposes, but also many other applications. The IMMSBM
(Section II.2.3.a) has been accepted as a contribution to recommender systems, which
is not explicitly about interactions modelling (Poux-Médard, Velcin, and Loudcher,
2021b).

Already discussed use cases in recommender systems include product recom-
mendations on online retail websites, movies recommendation on streaming plat-
forms, and songs on music streaming platforms. We also showed these models could
be used to predict players’ next move on real-world datasets and replicated studies
of (Poux-Médard et al., 2021) that identified elementary players’ behaviours. We
argued for a possible application in automated medical diagnosis, where the combi-
nation of a few symptoms leads to high-quality diagnoses. We showed it could help
predict the next tweet retweeted by Twitter users.

Further uses are encouraged in the field of humanities, where data often lies
unexploited due to the lack of explainable, readily usable models. We illustrated a
possible use case using a Latin epigraphy database. Projects using SIMSBM to infer
the gender and age of antic remains given the tools and objects found in their tombs
are currently ongoing. We strongly argued for such use in the SDSBM section. We
paid particular attention to humanities recurrent challenges on data availability; our
approach is shown to work even with scarce data.

The point is, that the field of applications for (dynamical) SIMSBM ranges way
beyond simply interaction modelling. Dedicated studies using these new models
may provide interesting results in social sciences, medicine and online recommen-
dation.

V.1.3.c Dirichlet-Point processes

In Chapter IV and in this Conclusion, we extend the idea of Dirichlet-Hawkes pro-
cesses to a broader class of models. The challenges inherent to Dirichlet-Hawkes
processes have been answered by developing the Multivariate Powered Dirichlet-
Hawkes process. This model can specifically be used to create a time-lined sum-
mary of event streams. At a time when internet content appears at an unprecedented
pace, dedicated tools for big data summarizing will become increasingly necessary
in many applications. Understanding ongoing trends on social platforms would
help identify topics of interest, or simply provide these platform’s users with an
overview of what is going on. Several digital newspapers manually compile trends
of interest that appeared over a day, a week; such tasks could be helped if not auto-
mated by such tools.

Another possible application specific to the MPDHP is the understanding of pub-
lication mechanisms. Significant research is being done in identifying and counter-
ing fake-news diffusion on social media. The tool we developed allows us to get
insights into the way topics relate to each other. Dedicated studies on the interplay
between fake-news topics and disclaimers could help develop countering strategies.
Going one step further, we showed Dirichlet-Point processes could be used to make
unsupervised modelling of topic-dependent spreading subnetworks. In the same
line as before, automatically identifying fake news spreading subnetworks could
help to surgically burst opinion bubbles by encouraging new links to other com-
munities. As a more direct approach, it could help target specific nodes with dis-
claimers.
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V.2 Perspectives

V.2.1 Towards more general block-modelling approaches

In Chapter II, we developed a global framework that allows us to model interactions
of any given order using any size of context. We then proposed an extension to our
method that allows us to consider time. We believe that this modelling flexibility can
serve as a base to develop improved, even more flexible models to tackle a range of
problems. We consider two possible extensions below.

V.2.1.a Considering time as a continuous variable

In Section II.3, we proposed a way to model time as an additional constraint to the
stochastic block modelling approach. There, time is discrete and one model is in-
ferred for each time slice, conditional on models from other time slices. However,
we discussed in subsequent sections how slicing time in discrete intervals can in-
duce biases in the modelling. A possible lead to alleviate this problem would be to
merge our work on SIMSBM (Section II.2.2) with the Dirichlet-Point processes dis-
cussed in Chapter IV. In particular, SIMSBM uses a Dirichlet prior as a priori on its
membership vectors. It happens that some works explored this direction to derive
a non-parametric version of MMSBM, by expressing the Dirichlet prior as a Chinese
Restaurant process (Fan, Cao, and Da Xu, 2015) –as what we did in Chapter IV.
Once the MMSBM is expressed as a sequential Dirichlet process, it might be possible
to include the advances in Dirichlet-Point processes as an explicit way to model time
as a continuous variable. In general, this approach could make SIMSBM-based ap-
proaches fit to consider continuous data in general, provided it obeys an underlying
point process.

V.2.1.b Considering nodes’ metadata

Up to now, we modelled interactions at the level of the interacting entities them-
selves. Using our Stochastic Block Modelling framework, it is now possible to ac-
count for the entities’ content and interaction time. However, this is not the most el-
egant way to consider the context in which a piece of information interacts with oth-
ers. Recent works based on similar models proposed to model nodes’ metadata as
an additional layer, whose links can be activated or deactivated (Fajardo-Fontiveros,
Guimerà, and Sales-Pardo, 2022). In this case, metadata does not have to be of a
given type, not it is mandatory for it to be useful. The inclusion of these advances
into the proposed framework would make a significant step towards an SBM that
could be applied to any problem at hand with minimal model designing effort.

V.2.2 Improving the Multivariate Powered DHP

V.2.2.a Accounting for exogenous data generation

A consideration that we factored out from our analysis is the role of exogenous data
generation. It has been underlined on some occasions that documents can get pub-
lished according to dynamics external to the dataset. Its apparition could have been
conditioned by other media sources (TV, radio, ...), social links not accounted for
on Twitter or simply a demonstration of free will, and therefore should not be in-
cluded in our dataset generative assumption. In (Myers, Zhu, and Leskovec, 2012),
the authors model the rate of arrival of documents from such exogenous influence
using temporal point processes. They conclude that the role of external influence is
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not trivial. Supporting this claim, (He et al., 2015) introduced a term that accounts
for exogenous events in Hawkes-based modelling. The fact that both works make
extensive use of temporal point processes in their modelling suggests that the in-
clusion of their findings into MPDHP is doable and would certainly yield insightful
results.

V.2.2.b Going further than Dirichlet-Hawkes processes

In Chapter IV, we studied in-depth the Dirichlet-Hawkes process and various mod-
els that can be built on them. However, the full picture is broader than simply the
association of Dirichlet processes and Hawkes processes. Instead, the method de-
scribed throughout Chapter IV can be applied to merge any Dirichlet process (hier-
archical, nested, or powered) or variants (Indian Buffet Process, Pitman-Yor process,
etc.) with any point process (Hawkes, Cox, Poisson, Determinantal, Geometric, etc.).
We believe that the resulting Dirichlet-Point processes are powerful tools that can
adapt to many modelling problems. This field of such combinations has been little
explored up to now and may offer interesting insights for further studies.

V.2.3 Considering the network structure

In this manuscript, we considered both the content and the dynamics of spread-
ing entities to unveil interactions. However, our models are not fit to consider the
structure of the network entities spread on. An interesting lead to explore is how in-
teractions between pieces of information differ at the user level, depending on their
position in the spreading network.

Both as a final perspective and as an illustration of a broader use for Dirichlet-
Point processes, we propose to develop a model that considers the network structure
based on Dirichlet-Point processes. We sketch a model that can jointly infer dynamic
(Chapter III) clusters (Chapter II) of textual documents (Chapter IV) spreading on-
line and the subnetworks they spread along. We did not find any previous attempt to
jointly infer these parameters, by using an iteration of the Dirichlet-Point processes
discussed in this conclusion.

V.2.3.a Possible lead: Dirichlet-Survival process

We can bridge the gap between network inference and dynamic clustering models
by defining the Dirichlet-Survival process.

Network inference as a survival process

In (Gomez-Rodriguez, Leskovec, and Schölkopf, 2013a), the authors demonstrate
that most of the then-existing underlying network inference models can be derived
as a special case of a global framework. Without entering the details here, it is shown
that using a specific formulation of Survival processes allows retrieving network in-
ference models such as NetRate (Gomez-Rodriguez, Balduzzi, and Schölkopf, 2011),
KernelCascade (Du et al., 2012), MoNet (Wang, Ermon, and Hopcroft, 2012), In-
foPath (Gomez-Rodriguez, Leskovec, and Schölkopf, 2013b), etc.

Each of these models can be characterized by a single intensity function, simi-
lar to the Hawkes intensity discussed in Chapter IV, named the hazard rate. For
the interested reader, we detail how to get to this function for the NetRate model
(Gomez-Rodriguez, Balduzzi, and Schölkopf, 2011) in Appendix C.
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We write this intensity function λ(tc
i |tc

j , αj,i). It represents the instantaneous prob-
ability for a node i to be infected at time tc

i by an infection c because of the node j
that got infected by c at time tc

j . The strength of the link between i and j is encoded
in αj,i. As this intensity function results from a survival point-process similar to the
Hawkes process, we will see that we can substitute it to the counts of a Dirichlet
process to create a Dirichlet-Survival process.

Dirichlet-Survival prior

As in (Du et al., 2015; Mavroforakis, Valera, and Gomez-Rodriguez, 2017; Tan, Rao,
and Neville, 2018) and what we did throughout Chapter IV, we will create a new
Dirichlet-Point process by merging the Dirichlet Process in its Chinese Restaurant
iterative metaphor, to a Point process such as the one characterizing NetRate. We
write the intensity of such process λ(tc

i |tc
j , αj,i).

Doing so essentially breaks down the temporal dynamics at the level of the net-
work’s nodes’ in-going edges. Each edge is now associated with its own point pro-
cess. This makes a yet unexplored bridge between Dirichlet processes and Survival
analysis.

Instead of considering a single network on which data spreads, we assume there
is any number of such subnetworks, each associated with a cluster. Instead of asso-
ciating one point process to one cluster as in Chapter IV, we associate a collection of
point processes to one cluster –one per edge in the network. We write λ(tc

i |tc
j , α

(k)
j,i )

the intensity associated with the edge between i and j given their infection times by
c are separated of a time ∆t = tj − ti cluster k.

An infection event from cascade c is now assumed to have a given probability of
being trigger by any of the k existing clusters (or subnetworks) on which information
spread. By substituting the counts in the Dirichlet process with the total intensity on
node i due to all its neighbours Hi,c that got infected earlier by c in subnetwork k,
noted Λc,(k)

i = ∑j∈Hi,c
λ(tc

i |tc
j , α

(k)
j,i ). Let λ0 be the probability that the observation did

not get triggered by any existing subnetwork –the concentration parameter.

P(sn = k|Hi,c) =


Λc,(k)

i

λ
(K+1)
0 +Λc,(k)

i

if k = 1, ..., K

λ
(K+1)
0

λ
(K+1)
0 +Λc,(k)

i

if k = K+1
(V.1)

TABLE V.2: Numerical results of Dirichlet-Survival process, TopicCascade, Dirichlet-
Hawkes process and NetRate models. The AUC, F1 score and MAE are computed con-

sidering every top cluster’s edges at once so there is no error to report.

Dir-Surv TC DHP NetRate

ER

NMI 0.787 0.711 0.638 -
ARI 0.631 0.488 0.411 -
AUC 0.849 0.800 - 0.659

F1 0.263 0.176 - 0.005
MAE 0.229 0.278 - 0.481
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FIGURE V.1: Dirichlet-survival process applied to real data. (Top row) The most frequent
words within the inferred cluster. (Bottom row) The inferred subnetworks associated with
each cluster. Mass media nodes are represented in red, and blogs nodes are represented in
blue. The most influenced node is the one having the highest total in-going transmission

rate. The nodes’ positions are identical for every network to ease comparison.

Some preliminary experimental results

Similarly to what we did in Chapter IV, we coupled the Dirichlet-Survival prior to a
Dirichlet-Multinomial language model. In this section, we sketch some experimental
results as a way to support the relevance of further studies using Dirichlet-Point
processes, especially for modelling interactions in information spread.

We run the Dirichlet-Survival process on synthetic data first. We generate an
Erdös-Renye network (ER) (Erdős and Rényi, 1960), on which we simulate informa-
tion spread using a Dirichlet-Survival process. Using 500 nodes, we create 5 subnet-
works of size of approximately 250 nodes and 700 edges, one per different topic.

We present the results obtained using Dirichlet-Survival processes in Table V.2.
We compare to several models: TC (Du et al., 2013), DHP (Du et al., 2015) and Ne-
tRate (Gomez-Rodriguez, Balduzzi, and Schölkopf, 2011). The NetRate model infers
edges without taking clusters or textual content into account. The DHP considers
the dynamics and the textual content, but not the network’s structure. The TC model
first infers textual clusters and then infers one subnetwork for each of them. Overall,
we see that accounting for all three data types (content, time, and structure) increases
the model’s performance.

We finally illustrate a possible use case on real-world data in Fig. V.1. We used
data from the Memetracker dataset (Leskovec, Backstrom, and Kleinberg, 2009).
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V.2.3.b Perspectives on interaction modelling

We briefly showed a possible use case for Dirichlet-Point processes in information
spread modelling by defining the Dirichlet-Survival process. In this case, interac-
tions are not modelled since cascades spread independently from each other.

However, it paves the way for defining even more complex Dirichlet-Point pro-
cesses that consider time, content and structure of information spread in interaction
modelling. In our case, substituting the non-interacting cascades model with a more
elaborated underlying network inference model might allow us to uncover inter-
action mechanisms. In particular, recent years have seen some works tackling the
network inference problem by assuming a Hawkes process on each edge of a net-
work. Considering a multivariate Hawkes process instead, similarly to what we did
Section IV.5 would also be an interesting lead.

It should be noted, however, that the Dirichlet-Survival process introduced in
this chapter may not be the best approach to model such phenomena. In particular,
comparing its performances to (He et al., 2015; Barbieri, Manco, and Ritacco, 2017)
is needed to get solid results on this specific application. However, the mere fact
that we can almost instantly elaborate new models to tackle new problems argues in
favour of the use of Dirichlet-Point processes in a broader context.

V.3 Final words

The work presented in this manuscript is the outcome of three years of questioning,
exploring, and discovering various aspects of interactions at stake in information
spread. As it seems to be the norm in research, this initial question served as a guid-
ing thread. A thread that sewed this manuscript through large and disconnected
areas of the machine learning canvas: stochastic block models, dynamic networks
inference, Dirichlet processes, temporal point processes. Here, our developments
over those pieces are used to answer our problematic. However, we essentially fo-
cused on improving the backbone of these areas, whose specific application to inter-
action modelling yields interesting insights. From a broader perspective, our work is
also intended as a contribution to machine learning in general; Formulating alterna-
tive Dirichlet Processes, granting flexibility and dynamism to block models, merging
Dirichlet and Point processes, have implications that range beyond solely interac-
tions modelling. Our efforts resulted in explainable, scalable and flexible methods
that can tackle a wide range of problems. It is our sincere hope that the advances
presented in this manuscript will be of greater help for researchers of all horizons,
either to improve over them or to use them as tools for answering concrete real-
world questions.
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Appendix – Stochastic Block
Models

I.1 SIMSBM - Additional experimental results

TABLE A.1: Replication results on two datasets used in (Godoy-Lorite et al., 2016) and
(Poux-Médard et al., 2021), referenced in the main text. The standard error on the last digits
over all 100 runs is indicated in standard notation – 0.123(12) ⇔ 0.123 ± 0.012. Overall, we
retrieve the same results as those presented in (Godoy-Lorite et al., 2016) and (Poux-Médard

et al., 2021). The models presented in this chapter are underlined.

F1 P@1 AUCROC AUCPR RAP NCE

Im
db

U
se

r,
M

ov
ie

SIMSBM(1,1) 0.3995(2) 0.3558(3) 0.7665(1) 0.3406(3) 0.5805(2) 0.1593(1)
TF 0.2570 0.2348 0.5031 0.1541 0.4627 0.2573
KNN 0.2668 0.2002 0.5558 0.1735 0.3308 0.4834
NB 0.2585 0.2382 0.5377 0.1660 0.4664 0.2536
BL 0.2570 0.2349 0.5000 0.1525 0.4647 0.2557

M
rB

an
ks

Pl
y,

Fu
ll

si
t SIMSBM(1,1) 0.7126(2) 0.6688(4) 0.7126(3) 0.7180(4) 0.8344(2) 0.1656(2)

TF 0.6795 0.6037 0.5176 0.5363 0.8019 0.1981
KNN 0.6940 0.6433 0.6668 0.6430 0.8217 0.1783
NB 0.6795 0.6037 0.5907 0.5822 0.8019 0.1981
BL 0.6795 0.6037 0.5000 0.5215 0.8019 0.1981

I.2 IMMSBM - Datasets

I.2.1 Medical records

The Pubmed dataset collect has been inspired by (Zhou et al., 2014). Every article
on PubMed is manually annotated by experts with a list of keywords describing the
main topics of the publication. We downloaded a list of 322 symptoms and 4,442 dis-
eases provided by (Zhou et al., 2014). Then, we used the PubMed API to query each
one of the symptom/disease keywords aforementioned. For each result, we got a list
of every publication in which the keyword is among the main topics. Then, we build
the dataset by considering every publication in which there is at least one symptom
and one disease. Finally, we create the triplets (symptom1, symptom2, disease) by
looking at all the pairs of symptoms in an article and linking each one of them to
all the diseases observed in the same article. In the end, we are left with a total of
52,833,690 observed triplets, distributed over 15,809,271 PubMed publications.
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I.2.2 Spotify

The Spotify dataset has been collected using the Spotify API. We randomly sampled
2,000 playlists using the keywords "english" and "rock", which corresponds to a total
of 135,100 songs. Then, for each playlist, we used a running window of 4 songs to
build the dataset. The artist of the song immediately after the running window is
the output we aim at predicting, x, and the artists of the 4 songs within the running
window are the interacting inputs. Once again, we consider all the possible pairs of
artists in the running window and associate them to the output artist x. Note that we
only considered the artists that appear more than 50 times in the whole dataset, for
the sake of statistical relevance. The resulting dataset is consists of 1,236,965 triplets
for 2,028 artists.

I.2.3 Twitter

We gathered the Twitter dataset used in (Hodas and Lerman, 2014). It consists in
a collection of all the tweets containing URLs posted during the month of October
2010. A first operation consisted in cleaning the dataset of URLs that are considered
as aggressive advertising. To do so, we considered only the URLs whose retweets
built a chain of length at least 50; this choice comes from the idea that commercial
spams are not likely to be retweeted by actual users and therefore do not create
chains. Secondly, we considered only the users who have not tweeted a given URL
more than 5 times, this behavior being an activity typical of spamming bots. Doing
so, we are left with tweets that are mostly coming from the non-commercial activity
of human users. Then, we follow a dataset building process similar to (Myers and
Leskovec, 2012). For each user, we slice her feed + tweets temporal sequence in
intervals separated by the tweets of the user. Every time a user tweets something,
the interval ends. An interval therefore consists of the tweet of the user and all the
tweets she has been exposed to right before tweeting. Following the suggestion of
(Myers and Leskovec, 2012), we only consider the 3 last tweets the user has been
exposed to before retweeting one of them. Each one of these intervals form an entry
of our message+answer dataset (3 last entries in the feed + next tweets). In the end,
we are left with 284,837 intervals containing a total of 2,110 different tweeted URLs.
Our dataset then consists of 1,181,543 triplets.

I.2.4 Reddit

Finally, we downloaded the May 2019 Reddit dataset from the data repository push-
hift.io, which stores regular saves of the comments posted on the website. We chose
to consider only the comments made in the subreddit r/news. Reddit’s comments
system work as a directed tree network, where each answer to a given comment ini-
tiates a new branch. We considered pairs of messages such as one (the answer) has
for direct parent the other one (the comment). We then extracted all the named enti-
ties in both of them using the Spacy Python library. For each pair of named entities
in the comment, we associated every name entity in the answer. We consider here
only the named entities that appear at least 200 times in the subreddit, for the same
reason as for the Spotify dataset. The final dataset results in 35,364,725 triplets for a
total of 1,656 named entities.
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I.3 IMMSBM - Upper limit to predictions

We derive an analytical expression for the upper-limit to our model for a given
dataset. Explicitly, we analytically maximize the likelihood according to each en-
try of the dataset.

We enforce the constraint that the sum over the output space of probabilities
given any observations made has to sum to 1. To do so, we use a Lagrange multiplier
λobs for every different observation (in the case of our model: for every different
triplet). The log-likelihood then takes the following form:

ℓ = ∑
(obs,x)

ln Pobs(x)− ∑
obs

λobs(∑
x

P(obs,x) − 1)

⇔ ∂ℓ

∂Pobsi(xi)
= ∑

∂(obsi ,xj)

1
Pobsi(xj)

− λobsi = 0

⇔ Pobsi(xj) =
1

λobsi
∑

∂(obsi ,xj)

1

(A.1)

Where obsi correspond to any given couple of inputs (i,j) in the model presented in
the main paper. We use the following notation: ∂(obsi, xj) = {obs|(obsi, xj) ∈ R◦},
with R◦ the dataset entries. Therefore, we can define ∑∂(obsi ,xj) 1 ≡ Nobsi ,xj the num-
ber of times obsi appears jointly with xj in the dataset. We are now looking for the
λobsi maximizing the likelihood:

∂ℓ

∂λobsi

= ∑
x

Pobsi(x)− 1 = 0

⇔ ∑
x

Nobsi ,x

λobsi

= 1

⇔ λobsi = ∑
x

Nobsi ,x

(A.2)

Finally, plugging Eqs.A.1 and A.2 together, we obtain:

Pobsi(xj) =
Nobsi ,xj

∑x Nobsi ,x
(A.3)

This equation gives the probability maximizing the likelihood for any entry of the
dataset. In the main model, it translates to P(i,j)(x) = N(i,j),x/ ∑′

x N(i,j),x′ with N(i,j),x
the number of times output x has been witnessed after a pair of inputs (i,j). Note
that this is simply the frequency of an output given a pair of input entities.

Keep in mind that the result we just derived gives perfect predictions only for
a particular dataset, and therefore and has no global predictive value. This tool
is useful when it comes to assess the performance of other models’ results, but is
unusable in prediction tasks.

I.4 SDSBM - Explicit derivation of the E-step

I.4.1 Short derivation

This demonstration can be found in (Godoy-Lorite et al., 2016; Tarrés-Deulofeu et
al., 2019; Poux-Médard, Velcin, and Loudcher, 2021b). We recall the log-likelihood
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as defined in the main paper:

log P(θ, p|R◦) ∝ log P(R◦|θ, p)∏
t

∏
i

P(θ(t)i )∏
k

P(p(t)k )

= ∑
(i,o,t)∈R◦

log ∑
k∈K

θ
(t)
i,k p(t)k (o) (A.4)

+ ∑
t

∑
i

log P(θ(t)i )∑
k

log P(p(t)k )

≥ ∑
(i,o,t)∈R◦

∑
k∈K

ω
(t)
i,o (k) log

θ
(t)
i,k p(t)k (o)

ω
(t)
i,o (k)

+ ∑
t

∑
i

log P(θ(t)i )∑
k

log P(p(t)k )

In Eq.A.4, we introduced a proposal distribution ω
(t)
i,o (k), that represents the proba-

bility of one cluster allocation k given the observation (i, o, t). The last line followed
from Jensen’s inequality assuming that ∑k ω

(t)
i,o (k) = 1. We notice that Jensen’s in-

equality holds as an equality when:

ω
(t)
i,o (k) =

θ
(t)
i,k p(t)k (o)

∑k′ θ
(t)
i,k′ p

(t)
k′ (o)

(A.5)

which provides us with the expectation formula. The prior terms P(θ(t)i ) and P(p(t)k )
have no effect on the result as they cancel in the inequality A.4.

I.4.2 Full derivation

The derivation presented in this section follows a well-known general derivation
of the EM algorithm, which can be found in C.M. Bishop’s Pattern Recognition and
Machine Learning-p.450 for instance.

We recall that one entry of the dataset R◦ takes the form of a tuple (i, o, t), where i
is the input item and o an associated label at time t. k ∈ K denotes the latent variable
accounting for cluster allocation among K possible values. The total log-likelihood
is the sum of each observation’s log-likelihood. Without loss of generality, we focus
on a single observation (i, o, t). The expression of the log-posterior distribution for
one observation reads:

log P(θ(t), p(t)|(i, o, t)) (A.6)

∝ log P(R◦|θ(t), p(t))P(θ(t)i )∏
k

P(p(t)k )

= log P(t)(i, o|θ(t), p(t)) + log P(θ(t)i ) + ∑
k

log P(p(t)k )

For an observation (i, o, t) ∈ R◦, we assume a distribution Q(t)
i,o (k) on the latent vari-

ables associated to it; this distribution is yet to be defined. Because k takes values
among K possible ones, we have ∑k∈K Q(t)

i,o (k) = 1. Given this normalization con-

dition, we can decompose each summed term in Eq.A.6 for any distribution Q(t)
i,o (k)

as:
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log P(t)(i, o|θ(t), p(t))

= log P(t)(i, o, k|θ(t), p(t))− log P(t)(k|i, o, θ(t), p(t))︸ ︷︷ ︸
Does not depend on k

= ∑
k∈K

Q(t)
i,o (k) log P(t)(i, o, k|θ(t), p(t))

− ∑
k∈K

Q(t)
i,o (k) log P(t)(k|i, o, θ(t), p(t))

= ∑
k∈K

Q(t)
i,o (k) log

P(t)(i, o, k|θ(t), p(t))

Q(t)
i,o (k)

− ∑
k∈K

Q(t)
i,o (k) log

P(t)(k|i, o, θ, p(t))

Q(t)
i,o (k)

(A.7)

We note that the term in the last line of Eq.A.7, −∑k∈K Q(t)
i,o (k) log P(t)(k|i,o,θ(t),p(t))

Q(t)
i,o (k)

,

is the Kullback-Leibler (KL) divergence between P(t) and Q(t)
i,o , noted KL(P(t)||Q(t)

i,o ).

The KL divergence obeys KL(P(t)||Q(t)
i,o ) ≥ 0, and is null iif P(t) equals Q(t)

i,o . There-

fore, the term in the before-last line of Eq.A.7, ∑k∈K Q(t)
i,o (k) log P(t)(i,o,k|θ(t),p(t))

Q(t)
i,o (k)

, is in-

terpreted as a lower bound on the log-likelihood log P(t)(i, o|θ(t), p(t)).
The aim of the E-step is to find the expression of Q(t)

i,o (k) that maximizes the
lower bound of the log-likelihood with respect to the latent variables k. Given
that the log-likelihood does not depend on Q(t)

i,o (k) and KL(P(t)||Q(t)
i,o ) ≥ 0, the

lower-bound is maximized when KL(P(t)||Q(t)
i,o ) = 0, which occurs when Q(t)

i,o (k) =
P(t)(k|i, o, θ(t), p(t)). In this case, the lower-bound on the log-likelihood equals the
likelihood itself and thus reaches a global maximum with respect to the latent vari-
ables k for fixed parameters θ(t) and p(t).

Given the definition of our simple model, the derivation of P(k|i, o, θ(t), p(t)) is
straightforward. The probability of one combination of clusters k among K possi-
ble combinations given an input features vector and an output o is proportional to
p(t)k (o)θi,k. Therefore:

P(t)(k|i, o, θ(t), p(t)) =
p(t)k (o)θ(t)i,k

∑k′∈K p(t)k′ (o)θ
(t)
i,k′

(A.8)

which is the expression of ω
(t)
i,o (k) in the main article.
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I.5 SDSBM - Explicit derivation of the M-step for p

∂
(

log P(θ, p|R◦)− ∑k′,t′ ψ
(t′)
k′ (∑o p(t

′)
k′ (o)− 1)

)
∂p(t)k (o)

= 0

⇔ ∑
(i,t)∈∂o

ω
(t)
i,o (k)

p(t)k (o)
+

β⟨p(t)k (o)⟩
p(t)k (o)

− ψ
(t)
k = 0

⇔ ∑
(i,t)∈∂o

ω
(t)
i,o (k) + β⟨p(t)k (o)⟩ = ψ

(t)
k p(t)k (o)

⇔ ∑
(i,t)∈∂o

∑
o

ω
(t)
i,o (k) + β ∑

o
⟨p(t)k (o)⟩︸ ︷︷ ︸

=1

= ψ
(t)
k

⇔
∑(i,t)∈∂o ω

(t)
i,o (k) + β⟨p(t)k (o)⟩

∑(i,o,t)∈R◦ ω
(t)
i,o (k) + β

= p(t)k (o) (A.9)

I.6 SDSBM - Using the prior in related works

Throughout this section, we highlight the changes brought by our method to the EM
equations derived in the mentioned papers. In summary, we see that out method
allows to make these works dynamic with minimal changes of the original models.

I.6.1 Bi-MMSBM

In (Godoy-Lorite et al., 2016), the authors apply a MMSBM to a labeled bipartite
network. The nodes on each side of the bipartite network are associated to their
own membership matrix; membership of nodes i ∈ I over K clusters is encoded into
θ ∈ RI×K, and membership of nodes j ∈ J over L clusters is encoded into η ∈ RJ×L.
The block-interaction matrix for the label o ∈ O is noted p(o) ∈ RK×L.

Assuming a temporal version, items i and j to be linked by a label o at time t
reads:

P(t)(o|i, j) = ∑
k∈K

∑
l∈L

θ
(t)
i,k η

(t)
j,l p(t)k,l (o) (A.10)

Given the same set of observation s R◦ as in the main article, the posterior distri-
bution follows:

P(θ, η, p|R◦) = P(R◦|θ, η, p) (A.11)

× ∏
t

(
∏

i
P(θ(t)i )∏

j
P(η(t)

j )∏
k,l

P(p(t)k,l )

)
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such that:

P(R◦|θ, η, p) = ∏
(i,j,t,o)∈R◦

∑
k∈K

∑
l∈L

θ
(t)
i,k η

(t)
j,l p(t)k,l (o) (A.12)

P(θ(t)i ) ∝ ∏
k

θ
(t)
i,k

β⟨θ(t)i,k ⟩ (A.13)

P(η(t)
j ) ∝ ∏

l
η
(t)
j,l

β⟨η(t)
j,l ⟩ (A.14)

P(p(t)k,l ) ∝ ∏
o

p(t)k,l (o)
β⟨p(t)k,l (o)⟩ (A.15)

where ⟨x(t)⟩ = ∑t′ ̸=t κ(t,t′)x(t
′)

∑t′ ̸=t κ(t,t′) . The expectation step is not influenced by the priors
choice and is the same as in (Godoy-Lorite et al., 2016) for each temporal slice. The
new maximization steps are:

θ
(t)
i,k =

∑l ∑(o,j)∈∂(i,t) ω
(t)
i,j,o(k, l)+β⟨θ(t)i,k ⟩

Ni,t+β

η
(t)
j,l =

∑k ∑(o,i)∈∂(j,t) ω
(t)
i,j,o(k, l)+β⟨η(t)

j,l ⟩
Nj,t+β

p(t)k,l (o) =
∑(i,j,t)∈∂o ω

(t)
i,j,o(k, l)+β⟨p(t)k,l (o)⟩

∑(i,j,o,t)∈R◦ ω
(t)
i,j,o(k, l)+β

Here again, β is set fixed for demonstration purposes, but can be tuned at will by
the user. This allows to choose the extent to which dynamics shall be smoothed, or
ignored.

I.6.2 T-MBM

The T-MBM is essentially the same model as (Godoy-Lorite et al., 2016) but with one
type of entry that can appear twice in one observation. Both entries share the same
membership matrix θ. The probability of a label of type o given entries h; i and j at
time t is now written:

P(o|h, i, j, t) = ∑
k∈K

∑
l∈L

∑
m∈M

θ
(t)
h,kθ

(t)
i,l η

(t)
j,m p(t)k,l,m(o) (A.16)

The posterior distribution follows the same expression as in Eq.A.11. The expec-
tation step is left unchanged by the choice of the priors, and the new maximization
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FIGURE A.1: Experimental results when inferring both θ and p jointly. The AUC-ROC is as
good as when p is provided to the model.

equations are given below:

θ
(t)
h,k =

∑l,m ∑(o,i,j)∈∂(h,t) ω
(t)
h,i,j,o(k, l, m)+β⟨θ(t)h,k⟩

Nh,t+β

η
(t)
i,l =

∑k,m ∑(o,h,j)∈∂(i,t) ω
(t)
h,i,j,o(k, l, m)+β⟨η(t)

i,l ⟩
Ni,t+β

p(t)k,l,m(o) =
∑(h,i,j,t)∈∂o ω

(t)
h,i,j,o(k, l, m)+β⟨p(t)k,l,m(o)⟩

∑(h,i,j,o,t)∈R◦ ω
(t)
h,i,j,o(k, l, m)+β

I.7 SDSBM - Inferring two dynamic matrices of parameters

In the main article, p is provided to the model and only θ has to be inferred. Doing
so, we can confront inferred membership vectors to the ground truth while avoiding
label-switching issues (Matias and Miele, 2017; Lee and Wilkinson, 2019). When p
is also to be inferred, finding a correspondence between the inferred clusters and
the ground-truth is not a trivial task, and cannot be performed in unbiased ways.
However, the good results yielded by the model, presented in Fig.A.1, when also
inferring p hints that the membership vectors are correctly inferred.

I.8 SDSBM - Clusters composition for the Epigraphy experi-
ment

• Cluster 0

– Roma (98.0%)

• Cluster 1

– Latium et Campania (32.0%)

– Venetia et Histria (14.0%)

– Samnium (11.0%)

– Umbria (10.0%)

– Apulia et Calabria (8.0%)
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• Cluster 2

– Pannonia superior (15.0%)

– Dalmatia (11.0%)

– Noricum (10.0%)

– Hispania citerior (7.0%)

– Gallia Narbonensis (6.0%)

• Cluster 3

– Dacia (24.0%)

– Pannonia inferior (17.0%)

– Moesia inferior (15.0%)

– Syria (6.0%)

– Numidia (6.0%)

– Pannonia superior (5.0%)

• Cluster 4

– Germania superior (24.0%)

– Mauretania Caesariensis (11.0%)

– Asia (11.0%)

– Etruria (11.0%)

– Galatia (9.0%)
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Appendix B

Appendix – Temporal diffusion
networks

II.1 Implementation of Clash of the Contagions

In this appendix, we provide technical details on the way the Clash of Contagions
baseline is implemented. Following the directions given in the reference article
(Myers and Leskovec, 2012), we implemented a Stochastic Gradient Descent (SGD)
method for parameters inference. Given the small number of entities considered in
the experiments, each iteration of the SGD is computed using the full dataset instead
of slicing it into mini-batches.

II.1.1 Setup

For each corpus, we run the SGD algorithm 100 times, from which we save the pa-
rameters maximizing the likelihood the most. At the beginning of each run, pa-
rameters M and ∆ are randomly initialized. The stopping condition makes the al-
gorithm ends when the relative variation of the likelihood according to the last it-
eration is been lesser than 10−6 for more than 30 times in a row; those numbers
have been chosen empirically to maximize the performances of the algorithm. The
hyper-parameters have been set to: T=5 (number of clusters) and K=20 (number of
considered time steps).

II.1.2 Update rule

In each iteration, we update the parameters in the direction of the gradient descent
(noted G). However, a major problem when dealing with SGD is to choose the line
step length η (the amplitude of the variation of the parameters in the direction of the
gradient G). After each iteration, we compare several update rules, and we select the
one maximizing the likelihood. Those rules are as follows:

• AdaGrad: ηAG × G

• AdaDelta: ηAD × G

• Line search in the direction of the gradient: ηLS × G

• Line search in the direction of AdaDelta: ηLS × ηAD × G

The line search snippets consider 50 values of ηLS logarithmically distributed in the
interval [10−6; 103].
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II.1.3 Constraints on the parameters

The membership vectors entries Mi,t (membership of i to cluster t) must be positive
and sum to 1 over all the clusters (∑t Mi,t = 1). In order to enforce this constraint,

we consider the following variable change: Mi,t →
ϕ2

i,t

∑t′ ϕ2
i,t′

. This transformation guar-

antees the membership vector properties with no need for penalty methods in the
implementation.

Besides, as stated in (Myers and Leskovec, 2012), it can happen that a proba-
bility is larger then 1 or lesser than 0. In the absence of complementary details in
the main paper, we implemented our own method to force the probabilities to stay
within reasonable bounds. Here it is impossible to make a simple variable change
to enforce this constraint, since the probability results of a non-linear combination
of the model’s parameters. We added to the likelihood an exponential penalty term.
Let P denote a quantity we want to constrain between 0 and 1. The penalty term
equals e−λP + eλ(P−1). λ here is a parameter that tunes the intensity of the penalty,
and is empirically set to λ = 75. This penalty function has the form of a well with
very steep walls in x=0 and x=1. In this way, it seldom happens that probabilities are
larger than 1 or lesser than 0, as said in the main article. When such cases happen,
we simply set it back to the closest bound for methods comparisons.
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Appendix C

Appendix – Dirichlet-Survival
Process

III.1 Deriving NetRate

The input of NetRate is a collection of observed cascades C = {⃗c}⃗c=c⃗1,c⃗2,.... Each cas-
cade is a collection of events with timestamps c⃗ = {(uc

i , tc
i )}i, where uc

i is the node
on which the ith event occurred and tc

i the time at which it happened in cascade c.
Using survival analysis, (Gomez-Rodriguez, Balduzzi, and Schölkopf, 2011) denotes
the likelihood of an infection of node uc

i at time tc
i in cascade c by any other node uc

j
previously infected at time tc

j in the same cascade as f (tc
i |tc

j , αuc
j ,u

c
i
), where αuc

j ,u
c
i

is an
entry of the objective network’s adjacency matrix. In survival analysis’ framework,
f (tc

i |tc
j , αuc

j ,u
c
i
) is linked to the instantaneous infection rate (or hazard rate) of uc

i at
time tc

i by uc
j previously infected at time tc

j , noted λ(tc
i |tc

j , αuc
j ,u

c
i
), and the probabil-

ity of non-infection of uc
i up to time tc

i by uc
j previously infected at time tc

j , noted
S(tc

i |tc
j , αuc

j ,u
c
i
), by the following relation:

f (tc
i |tc

j , αuc
j ,u

c
i
) = λ(tc

i |tc
j , αuc

j ,u
c
i
)S(tc

i |tc
j , αuc

j ,u
c
i
) (C.1)

Within a cascade, the likelihood that a node get infected by only one neighbour uc
j

previously infected at time tc
j can be written as the likelihood of infection at time tc

i by
uc

j previously infected at time tc
j times its probability of survival to every previously

infected node:
f (tc

i |tc
j , αuc

j ,u
c
i
) ∏

k ̸=j,tc
k<tc

i

S(tc
i |tc

k, αuc
k ,uc

i
) (C.2)

The likelihood of an infection by any neighbour then becomes the sum of those
candidate disjoint events:

∑
j,tc

j<tc
i

f (tc
i |tc

j , αuc
j ,u

c
i
) ∏

k ̸=j,tc
k<tc

i

S(tc
i |tc

k, αuc
k ,uc

i
)

Eq.C.1
= ∑

j,tc
j<tc

i

λ(tc
i |tc

j , αuc
j ,u

c
i
) ∏

tc
k<tc

i

S(tc
i |tc

k, αuc
k ,uc

i
)

(C.3)

The likelihood of a cascade then becomes the product of the likelihood of ev-
ery event it contains, and the total likelihood L(C|A) of every cascade the product
over every cascade. Let A be the network’s adjacency matrix whose entries α⃗i,j are
directed edges from i to j. Then:

L(C|A) = ∏
c⃗∈C

∏
tc
i ∈⃗c

∑
j,tc

j<tc
i

λ(tc
i |tc

j , αuc
j ,u

c
i
) ∏

tc
k<tc

i

S(tc
i |tc

k, αuc
k ,uc

i
) (C.4)
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