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� = electron wavelength
me = electron mass
e = electron charge
↵= electron trajectory angle relatively to the reference particule (optic axis) in the plane (xOz)
� = electron trajectory angle relatively to the reference particule (optic axis) in the plane (yOz)
V0= acceleration voltage
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INTRODUCTION

Tu n’es plus là où tu étais, mais tu es partout là
où je suis

Victor Hugo

The year 2021 was a turning point for me. First, almost 20 years have already passed since I started work-
ing on the science of electron microscopy. Very early, I was seduced by the subtle combination of beauty
and practical application of the TEM. Looking at a zone axis CBED pattern is sufficient to understand the
reason. During my PhD, my post-doctoral internship, and the first years of my work as a member of CNRS,
I was mainly using this exciting instrument trying to develop new kind of methods to study the matter at
the nanoscale. I was pushing coherent based approaches because of their ability to provide very sensitive
quantitative informations. Mapping crystal strain was the golden thread application of these developments.
Progressively, I felt we had to go deeper in the knowledge of the instrument itself and develop key compo-
nents not provided by TEM manufacturers, allowing to either improve the sensitivity of existing techniques
or implement new ones. All these developments are described in the two first chapters of the following
document. The work of research is obviously a team work and all the results that follow were possible be-
cause of the deep discussions with my CNRS colleagues and also thanks to the two PhD students I had the
opportunity to guide as a co-director, Giuseppe-Mario Caruso and Julien Dupuy. The question of whether it
should be interesting for me to apply for the so-called ”Habilitation à Diriger les Recherches” or ”HDR” has
been raised and discussed with my colleagues over the past years. Because I was satisfied enough with my
situation as a scientist, and because managing a PhD as a co-director suits me very well too, I was determined
few years ago not to carry out this additional work.
Then, as almost everybody else on Earth, the covid19 outbreak in 2020 imposed me to start a reflection
period. Ultimately, this interlude in the daily routine with all ”my” microscopes was a valuable time during
which I prepared two brand new courses of advanced geometrical optics and charged particle optics for the
physics department of INSA in Toulouse. While preparing these documents I began to think of a possible
research project I would like to push when life gets back to normal.

xi



xii INTRODUCTION

Unfortunately, life did not return to normal for me and my family, and will never be normal again. Indeed,
this year 2021 was definitely a pivotal year for me, the second and main cause comes from the personal
misfortune that shakes my being from its foundations. Everything became so dark all of a sudden ... Physics
has always helped me feel good. In order to stay on my feet in this ordeal, I wished to rely on my passion
and I therefore decided to invest myself in the writing of this new project which had emerged during my
confined reflections. Hence, the writing of the HDR came as an evidence allowing me on the one hand to
make a necessary assessment of these 20 years of research, and on the other hand to order my different ideas
for the project. I took surprisingly much pleasure in it.
For several months I have been writing the following document with the aim of describing in a first part my
contribution to the field of coherent transmission electron microscopy. In a second part, I detail my original
project. This one entails using modern electron optics to design future coherent electron sources. Recently,
the development of ingenious optical configurations has indeed deeply transformed the very structure of
TEMs and their use. I am thinking of course of aberration correctors, which have made a huge contribution
to our community. However, for decades, the optics of coherent sources like field emission sources have
remained relatively unchanged. The main reason for this is the lack of need and the high level of technology
required to modify this sensitive part of the microscope. However, the development of coherent sources with
new emission properties, such as ultra-fast sources, is pushing their old optical configurations to their limits
and the need for new optical concepts becomes more necessary. In the third chapter I therefore address my
project by first presenting my strategy around simulation issues of complex electron optics systems and then
describing three potentially interesting optics to improve the properties of coherent electron sources. To carry
out this project, I would like to rely on the industrial collaboration between CEMES and Hitachi as well as
on the work we are doing with my colleagues at INSA to establish a dedicated training course, unique in
France, on charged particle optics offered to the students of the physics department.
As usual, developing these complex optical systems will involve close collaboration with all the CEMES
support services colleagues, such as the mechanical workshop. However, I believe that the full realization of
at least one of the offered solutions will benefit the coherent TEM community greatly, especially for ultra-
fast TEM, and will only be feasible once again thanks to the success of solid teamwork and constructive
collaborations !



CHAPTER 1

CHARACTERIZATION OF NANOMATERIALS
PROPERTIES USING FE-TEM

L’homme qui travaille perd un temps précieux.

Miguel de Cervantes

1.1 Principles of physical characterization using a coherent electron beam

1.1.1 The transmission electron microscope : an introduction

The electron is a negatively charged subatomic particle with elemental charge e = 1, 60218 ⇥ 10�19C and
mass me = 9, 10938 ⇥ 10�31kg. The electron was discovered by British physicist J.J. Thomson in 1897
during experimentation with cathode ray tube (CRT) [1]. Using a CRT, deflection plates and a phosphor
screen, Thomson was able to demonstrate that the electrons are negatively charged, and to measure the
electron charge/mass ratio. According to the particle–wave duality in quantum mechanics, we can define an
electron wavelength in the vacuum � derived using the relationship between �, the electron kinetic impulsion
gk, or the kinetic energy E0, as proposed by Louis de Broglie in 1924 [2] :

� =
h

gk
=

hp
2mE0

(1.1)

here, m is the electron mass relativistically corrected and h is the Planck’s constant.

Additionally to the proposition of Louis de Broglie electron microscopy is based on another fondamental
discoveries performed in 1926 by Hans Busch [3]. Busch discovered that the magnetic field of a solenoid
acts on electrons in the same way as a convex glass lens acts on light rays. It had been these two important
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2 CHARACTERIZATION OF NANOMATERIALS PROPERTIES USING FE-TEM

Figure 1.1 A- General outline of the signals generated by the interaction of an accelerated electrons beam
with a TEM specimen with, among others, catholuminescence (CL), backscattered electrons (BSE), energy
dispersive X-ray spectroscopy (EDS), electron energy loss spectroscopy (EELS) (From Gatan Inc website :
https://www.gatan.com/techniques/eels) B- General outline of the TEM optic.

discoveries which lead Ernst Ruska to the conclusion that it must be possible to build a microscope which
uses electrons instead of photons [4]. He realized successfully the first electron microscope in 1931 and for
more than 40 years all transmission electron microscopes were based on Ruska’s design.
In a conventional transmission electron microscope (TEM), a thin specimen is irradiated with an electron
beam of uniform current density. The acceleration voltage of routine instruments is V0 = 100–300kV
leading to an electron beam energy in the keV range (E0 = eV0) [5] . Electrons are emitted in the electron
gun whether using intense sources called thermionic source or high brightness sources called Schottky field
emission (SFE) or cold field emission (CFE). The latter are used when optimum spatial coherence are needed.
TEM working with a field emission source will be defined as ”FE-TEM”. A three or four stage condenser-
lenses system allowed to adjust the illumination aperture and the field of view illuminated on the specimen.
Following the Bush discovery, all lenses in a TEM optical column are electromagnetic composed by a coil
which generates the magnetic field, and magnetic circuit (yoke + pole piece) which confines the magnetic
flux lines between the pole piece gap.
The incident electrons interact with the electrons and nuclei within the sample through Coulomb forces.
The incoming electrons are then scattered as the result of these interactions [6]. Figure (1.1.A) summarizes
various electron scattering effects in a thin, electron transparent sample.

The electron scattering can be differentiated whether it involves energy loss or not. Inelastic scattering in-
volves a measurable amount of electron loss, whereas elastic scattering from neighboring atoms is normally
coherent and suffers no detectable energy loss. The elastic scattering events are further separated into those
scattered into relatively low scattering angles or into high angles. Other kind of signals are also generated
from the interaction between electrons and the samples such as secondary electrons, Auger electrons, X ray
or visible photons for instance.
When the specimen is a crystal, the incoming electrons will then interact with a periodic assembly of atoms.
All elastic low angle scattered electrons coming from the interaction with individual atoms, will then interact
during the propagation through the crystal. This phenomena will generate constructive direction of interfer-
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ences called Bragg diffracted beams, at the origin of the electron diffraction pattern observed after the sample
[7]. Information about crystal structure and orientation is provided by the electron diffraction pattern. The
possibility of combining electron diffraction and the various imaging modes is the most powerful feature of
TEM for the investigation of the crystal lattice and defects in crystalline material [8]. The diffraction pattern,
as well as the electron image, are first formed by the objective lens in two different optical planes located after
the sample respectively called diffraction plane and image plane. These planes are then magnified down to
the detector by a set of intermediate and projector lenses. A scheme of a conventional TEM is also reported
on figure (1.1.B). Before moving on, let’s make a brief comment on these important concepts introduced
within the framework of geometrical electrons optics.

Geometrical electrons optics describes the motion of electrons in macroscopic electromagnetic fields
(electric ~E and/or magnetic ~B) by employing the well-established formalism of geometrical light optics
[9]. Indeed the influence of electrons wave diffraction becomes negligibly small in the limit that the refrac-
tion index does not change significantly over the distance of several wavelength, which is always true inside
standard electron optical elements.

Due to the analogy with geometrical photon optics, geometrical electron optics conceives the path of an
electron as a geometrical line or trajectory. The electron trajectory coordinates can be calculated applying
Newton’s law of dynamics on the electron which undergoes the Lorentz force inside the electromagnetic
field. Additionnaly, such as using the Fermat principle in conventional optic, electron trajectory could be
studied using Hamilton’s characteristic function calculated thanks to the Lagrange variational principle of
mechanic [10].
Using both method, the general idea behind the description of the optical properties of a given system will
be to express any trajectory coordinates through a power expansions, to separate the linear contributions of
trajectory starting conditions (i.e. initial positions, angles, energy) from the non-linear ones [11].
Let’s consider x and y the cartesian coordinates of an electron crossing an optical plane, located at a position
z perpendicular to the optical axis, generally defined by a reference particle. The electron on a given plane z
can be fully defined using a set of additional variables : ↵,� angles relatively to the optical axis, a = tan(↵)
along x and b = tan(�) along y, T = t�tref

tref
time of flight difference relatively to the reference particle

time tref , � = E�Eref

Eref
energy difference relatively to the reference particule energy Eref . A linear form

of trajectory equation could be written using the power expansion of the function x(x0, y0, a0, b0, T0, �0, z)
relatively to the initial parameters x0, y0, a0, b0, T0, �0 extracted from an optical plane located in z = z0 :

x(z)par = (x|x)x0 + (x|a)a0 + (x|y)y0 + (x|b)b0 + (x|T )T0 + (x|�)�0 (1.2)

considering sufficiently small all the parameters x0, a0, y0, b0, T0, �0. The linear coefficients of the expan-
sion such as (x|x) = (@x(z)/@x0)x0=0 are simply the partial derivatives of the function x(z) with respect
to the initial parameters taken in x0 = 0. Using the same notation, non linear terms in the power expansions
can be written :

x(z)ab = (x|xx)x2
0 + (x|xa)x0a0 + (x|aa)a20 + (x|xy)x0y0 + (x|a�)a0�0 + (x|xxx)x3

0 (1.3)
+(x|xxa)x2

0a0 + (x|xaa)x0a
2
0 + (x|aaa)a30 + (x|xyy)x0y

2
0 + (x|xyb)x0y0b0

+(x|xbb)x0b
2
0 + (x|ayy)a0y20 + (x|ayb)a0y0b0 + (x|abb)a0b20 + ...

with (x|xx) = (1/2!)(@2x(z)/@x2
0)x0=0 and so on. The general form of the trajectories are described by

the sum of the linear and the non linear contributions x(z) = x(z)par + x(z)ab. The same expansion can be
implemented for the functions a(z), y(z), b(z), T (z), �(z) [11].

If we consider only the influence of the linear parameters to the trajectory (x(z) = x(z)par), the study
is limited to the framework of Gaussian optics or paraxial optics as we will call it from now. The linear
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parameters, such as (x|x), ..., defined the classical paraxial properties of an optical system such as magnifica-
tion, focal distances, position of gaussian image plane and angular magnification. The non linear coefficients
of the power expansions are called aberrations coefficients. The coefficients containing only geometrical
variables (x,y, a,b) in the right part of (.|.) are called geometrical aberrations, while the one containing the
energy contribution � are called chromatic aberrations.

Similarly to the standard Seidel approach in light optic [12], the so-called eikonal method in electron
optics can be used to determine the expression of these non linear coefficients as a function of lens field
components and paraxial properties, by considering all aberrations as a perturbation of the paraxial rays [13].
The general idea behind this method will be to develop the lens electromagnetic potentials (electric U and/or
magnetic ~A) using Fourier series, and each Fourier component can be expanded in power series with respect
to spatial coordinates. Using Hamilton’s description of an optical problem (detailed more precisely in part
(1.1.2.2)) point, mixed or angular characteristic functions (sometimes called point, mixed or angular eikonal
functions) could then be also expressed as a function of lens potentials and then also developed in power
expansions [9][13]. The paraxial information is encoded in the second order term of the characteristic func-
tion power expansion. Paraxial solutions acquire extra perturbation terms due to high order contribution of
the characteristic function expansion. The primary (third-order) aberrations of round lenses for instance, are
obtained considering the fourth order term of the characteristic function power expansion as a perturbation
of paraxial solutions calculated thanks to the second order term. Using this method, it becomes possible to
express all aberrations coefficients (.|.) encountered in equation (1.3) as a function of field potential compo-
nents expressed in the power expansions, and paraxial properties such as the magnification. This well-known
method is detailed in the series ”Principle of Electron Optics” [13] and will be also discussed during the first
part of the research project expose in the part (3.2).

In conventional optic an optical plane in which all paraxial rays, originating from the center of the object
plane, join in a single point is called an image plane. A plane in which all fundamental rays, originating
from the object plane with the same slope, are imaged to a point is called the focal or diffraction plane,
previously introduced. In paraxial GEO we introduce fundamental paraxial rays which satisfy the linearized
equation of motion, which can be obtained by limiting the calculation of the electron trajectory to the second-
order expansion of the Hamilton’s characteristic function (see part (3.2) for details). These equations will
then simply have a pair of linearly independent solutions. As for conventional geometrical optics, we can
arbitrary defined the two independent paraxial solutions as :

1. the marginal ray : the ray that passes from the center of the object, at the maximum aperture of the lens.
This ray cross the optic axis in the image plane.

2. the principal ray : the ray from an off-axis point in the object passing through the center of the aperture
stop.

Within a multi-stage system, like the electron microscope, each plane will be imaged repeatedly as de-
scribed by the well known theorem of alternating images [9]. In figure (1.2) we report the path of the two
fundamental paraxial trajectories (principal and marginal rays) as well as the location of the images and
apertures stops (corresponding to the pupil planes) in a transmission electron microscope.

In figure (1.2.A) the marginal ray starting from the source will define the illuminated field of view on the
sample plane located in the cross over of the source principal ray i.e the aperture stop plane. This is known
in light optic as Köhler illumination [12]. After crossing the sample the source marginal ray is considered
as the sample principal ray. The condition reported in figure (1.2.A) is known as object telescopic condition
as the object principal ray starts parallel to the optic axis. The position of the aperture stop is located at
the intersection of the object principal ray corresponding to the back focal plane of the objective lens under
this telescopic illumination. This is the location of the objective aperture, and corresponds to the diffraction
plane.
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Figure 1.2 Scheme of the path of the fundamental paraxial trajectories (principal and marginal rays) and location of the
images and aperture-stop planes in an electron microscope illustrating the theorem of alternating images. A- fundamental
paraxial trajectories for a TEM where the sample is located in the illumination exit pupil plane. B-fundamental paraxial
trajectories for a SEM, or a TEM set in convergent beam focused mode such as STEM/CBED, ... where the sample is
located in the illumination image plane of the source.
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In the case of crystalline specimens, the selection of the transmitted beam (bright field), or a Bragg-
reflected beam aligned on-axis (dark field), using the objective aperture in the diffraction plane gives rise to
diffraction contrast in the image. This contrast is important for the imaging of crystal defects [6]. In zone
axis orientation of the crystal, when many Bragg-diffracted beams also pass through the objective aperture,
crystal-structure imaging reveals projections of atomic rows [5]. In the paraxial approximation, the objective
aperture size could be defined by the physical size of the electron microscope tube and the resolution could
be theoretically limited by the diffraction phenomena of the electron wave such as modern light microscope.
But unfortunately, this course of the rays can never be achieved in a real system owing to the unavoidable
nonlinear terms in the equation of motion that we briefly described previously.

In most conventional electrons microscope, the spherical aberration of the objective lens (third order aper-
ture terms as for example (x|aaa) in the aberration expansions (1.3)) determines the achievable resolution
of the microscope and the off-axial coma (mixed terms : order 2 in aperture and order 1 in position as for
instance (x|aax)) the field of view of the recorded image. The projector lenses introduce primarily distor-
tion (third order field terms such as (x|xxx)). Hence, to obtain ideal imaging, we must compensate for the
spherical aberration and the coma of the objective lens and for the distortion of the projector system. In
conventional TEM, distortion can be eliminated by properly exciting the projector lenses. Unfortunately, this
is not possible for the spherical aberration due to the Scherzer theorem which states that non linear aperture
terms (x|aaa), as well as second order chromatic terms (x|a�), cannot be corrected in static electromagnetic
lenses with rotationally symmetry [14].
Both spherical and chromatic aberrations are sensitive to the overall geometry of the objective lens polepiece,
which is often parameterized in terms of the dimensions defining the upper and lower pole-piece faces and
bores and the gap between the two pole-pieces. However, the behavior of both (x|aaa) and (x|a�) (and of
focal length) can be readily calculated for a given geometry as a function of the lens excitation and specimen
position enabling these coefficients to be optimized, subject to constraints imposed by machining tolerances
and requirements for specimen movement and tilt [15].
Immense effort has been devoted to finding lenses with small aberrations and in the same time devising
aberration correctors. The theoretical proof that the two most important aberrations, the spherical and chro-
matic aberrations, cannot be eliminated required that several conditions be satisfied and, by relaxing one or
another of these conditions, correctors could be designed. These conditions are described in the early work
of Scherzer and are referred as the Scherzer conditions [14]. One condition which could be relaxed con-
cerned the rotationally symmetry of the field. Hence, by using multipolar lenses, it should be possible to find
proper optical systems which could correct spherical and/or chromatic aberrations without introducing too
much additional aberrations such as off-axial coma. Numerous experiments were conducted over the years
trying to overcome these intrinsic non linear terms of round lenses using clever multipolar design. However,
subsequent attempts to use aberration correctors to improve the resolution beyond what was attainable in
the best uncorrected electron microscopes were unsuccessful since end of 20h century due to a favorable
environment. Indeed successful aberration-corrected optical systems must accomplish three separate tasks:
measure and correct the principal aberrations affecting the resolution, diagnose and eliminate parasitic aber-
rations mainly coming from mechanical imperfections, and improve the instrumental stabilities. This stage
of developments was reached around 1990s for two multipolar design : the quadrupole-octopole corrector
and the hexapole corrector [16][17].
The simplest hexopole corrector, called C-COR by the CEOS GmbH company, is made of two long hexapoles
lenses located in the conjugate plane of a telescopic round lens doublet [17]. This system can be installed
after the objective lens. If the coma-free plane of the objective lens is properly imaged in the centrer of the
first hexapole, thanks to a second telescopic doublet of round lenses, then the spherical aberration of the
objective lens can be fully compensated without introducing too much off axial coma avoiding a too small
corrected field of view. The final arrangement is a 4-f optical system. However this corrector is only a semi-
aplanatic system because other non linear terms remains, limiting the corrected field of view in the range of
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Figure 1.3 A- HREM images of a precipitate in a TiAl sample taken in a 200 kV aberration corrected TEM without and
with the C-COR activated. B- HAADF-STEM images of a graphene sheet recorded using a non corrected STEM (JEOL
2010F set at 120 kV) and using a quadrupole-octopole corrected STEM (NION ultraSTEM set at 60 kV) (extracted from
[16]). The benefits of the corrector are clearly visible in both case. C- Course of the second-order fundamental rays
u11, u12 and u22 within the semiaplanatic hexapole corrector (without first transfert lenses). In that case, the three terms
represents the second order deviation generated by the hexapole relatively to one paraxial trajectory, and written using a
linear combinaison of the principal (h(z)) and the marginal ray (k(z)) following : u(z) = Chh(z) +Ckk(z), and given
by �u = C

2
hu11 + ChCku12 + C

2
ku22. D- Course of the secondary fundamental rays within the aplanatic corrector

B-COR. The two doublets of short hexapoles installed symmetrically on both sides of the intermediate image planes,
located in the center of the two transfert doublets, are not represented. Only the three long hexapoles are shown. Both
layout have been extracted from [9]

few 100 nm. Mainly third-order field curvature (terms of order 2 in position and 1 in aperture as for example
(x|xxa), ...), field astigmatism (same power as field curvature but mixed x, y for instance (x|yya), ...) and
anisotropic coma (imaginary part of complex terms combining (x|aax), (y|bby) ; only observed in magnetic
lenses) remain in the final image. An optical system, which could correct all these geometrical aberrations
is called aplanatic and satisfy the Abbe sine condition [12]. An aplanatic hexapole arrangement consisting
of four identical round lenses forming a 8f-system, three long hexapoles and four short hexapoles, centered
symmetrically about the midplane, was manufactured by the CEOS GmbH company and is called B-COR
[18]. Figure (1.3) reports the arrangement of the elements inside a C-COR and a B-COR spherical-aberration
correctors. One example showing the extraordinary improvement in the image quality of a TiAl atomic struc-
ture provided by such an original optics system, is also reported.

The strength of TEM is that not only it can provide high-resolution images that contain atomic informa-
tion but can also operate with small electron probes focused on the sample in various microanalytical modes
[5]. In such illumination configuration, also reported in figure (1.2.B), the marginal ray starting from the
source will now cross the optic axis on the sample location. The condenser system of a TEM can then be set
in Köhler type illumination, where the aperture stop of the illumination system is conjugated with the sam-
ple plane, or in focused probe illumination where the image plane of the condenser lenses is now conjugated
with the sample plane. The switch from one illumination to another is continuous through many intermediate
illumination conditions that are not really interesting to describe.
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Electrons microscopes which have the ability to scan a focused probe on the sample are called Scanning
TEM or STEM [19]. Since a thin sample is used, the probe spreading within the sample is relatively small,
and the spatial resolution of the STEM is predominantly controlled by the size of the probe. So the crucial
image-forming optics are therefore those before the sample that are forming the probe, while in TEM those
after the sample will mainly drive the properties of the microscope. To form a small and intense probe
we clearly need a correspondingly small and intense electron source such as field emission source. The
physical quantity very important for an electron gun is indeed the source brightness, which will be discussed
in detail in the following parts. The size of the source image is not the only probe size defining factor. As
in the case of the TEM imaging objective lens, aberrations of the probe forming objective lens of STEM
have greatest effect, and limit the width of the beam that may pass through the objective lens and still
contribute to a small probe. Such ”aberrated” beams will not be focused at the correct probe position, and
will lead to large diffuse illumination thereby destroying the spatial resolution. The key benefits of spherical
aberration correction in STEM are illustrated by figure (1.3.B). Correction of spherical aberration allows a
larger objective aperture to be used because it is no longer necessary to exclude beams that previously would
have been highly ”aberrated”. A larger objective aperture has two results:

1. the diffraction-limited probe size is smaller so the spatial resolution of the microscope is increased

2. In the regime where the electron source size is dominant, the larger objective aperture allows a greater
current in the same probe size

The quadrupole–octopole corrector is used in STEM [16][19]. Semiaplanatic C-COR hexapoles config-
uration can also be used in STEM to correct the probe forming optic. However a fully aplanatic system
B-COR is not necessary for STEM, where the field of view, generated by the beam scan, is not perturbed by
the objective lens off-axial geometrical aberrations contrary to TEM imaging.

1.1.2 The complementarity of the wave approach

Much of the behavior of electron-optical instruments can be understood satisfactorily in terms of geometric
optics as previously reported, but as soon an any wavelength-dependent phenomena need to be included,
wave optics is indispensable. In addition to the electron trajectory, we have to introduce an additional con-
cept, the geometrical wavefront.
In light optics, the concept of a geometrical wavefront appears in the work of Fermat, Malus and Hamilton
as a surface of constant optical path perpendicular to all rays. This concept is used in the Abbe theory of
imaging of light optics. Abbe described the optical image formation as an interference phenomenon. The
image intensity is interpreted by the interference of the coherent waves, which are formed by emission or
diffraction at the object, transmitted and transformed by the optical imaging system [10].
Abbe theory of imaging is the same in electron imaging system and, such as modern optical microscope, the
resolution of an electron microscope should be limited by diffraction in aplanatic system without chromatic
aberration. Hence, for a complete description of physical image formation it is necessary to achieve the
transfer between geometrical ray optics and geometrical wavefronts.

1.1.2.1 Geometrical wavefronts in conventional optics In light optics conversion from rays to waves
and vice versa is generally only possible for coherent wave fields obeying the law of Malus-Dupin – a
property called orthotomy [12]. Both forms of description are then equivalent and can be converted into each
other. The conditions can be summarized as:

1. A wavefront must exist. This wavefront must be continuous, and there should be no phase singularities.

2. The conversion is generally not possible in the region of a caustic, where wavefronts cannot be defined.

The demonstration of the law of Malus-Dupin can be easily obtained using the Fermat principle. Fermat
stipulated that light takes the path with the shortest time of travel. This can be mathematically expressed



PRINCIPLES OF PHYSICAL CHARACTERIZATION USING A COHERENT ELECTRON BEAM 9

thanks to a function V defined by the sum of infinitesimal optical path calculated using the medium optical
index n(x, y, z) taken along the light path :

�V = �

Z P1

P0

n(x, y, z)ds = 0 (1.4)

where ds is the infinitesimal length element ds =
p
dx2 + dy2 + dz2. The function V is characteristic

from the light path between the two points P0 and P1 and is then called the point characteristic function
[20]. The point characteristic function describes the path length of an optical system by the object and image
points P0 and P1 as parameters. In a perfect imaging optical system there can be infinitely light paths of the
same length between object and conjugated image point. For the description of the light path through optical
systems, the infinitesimal length element ds is impractical. With the z-coordinate as parameter instead, it
follows from 1.4 that :

V =

Z P1

P0

n(x, y, z).ds =

Z zP1

zP0

n(x, y, z)
ds

dz
dz =

Z zP1

zP0

L(x(z), y(z), x0(z), y0(z), z)dz (1.5)

where the 0 represents the derivative relative to z coordinate.
Knowing the element : ds =

p
dx2 + dy2 + dz2 = dz.

p
1 + x02 + y02

and the Lagrangian : L(x(z), y(z), x0(z), y0(z), z) = n(x, y, z). dsdz = n(x, y, z).
p
1 + x02 + y02, we can

define the canonical impulsion vector ~p coordinates by :

px =
@V

@x
=
@L

@x0 = n.
x0

p
1 + x02 + y02

= n.
dx

ds
= n.sx

py =
@V

@y
=
@L

@y0
= n.

y0p
1 + x02 + y02

= n.
dy

ds
= n.sy (1.6)

pz =
@V

@z
= n.

z0p
1 + x02 + y02

The total differential of the point characteristic is then given by :

dL = ~p1d~r1 � ~p0d~r0 (1.7)

Thus, in an existing optical system, there is a vector field of optical direction cosines to each pair of object
and image points, which is given by the gradient of the path length or the point characteristic function V :
~p = ~rV = n~s. The optical path length, or point characteristic function V , takes over the role of the potential
in classical mechanics. As is known, the rotation of a gradient field vanishes, i.e, every closed path integral
(Hilbert integral) yields the value 0 :

~r^ ~p = ~0 (1.8)

Equations 1.6 and 1.8 express the fact that light rays run perpendicular to the planes of equal light-path
lengths stated previously using the law of Malus-Dupin. The planes of equal light path lengths V = const
are thus equivalent to the wavefronts of the wave-optical description, as reported in figure (1.4.A).

1.1.2.2 Geometrical wavefronts in charged particle optics Hamilton shows that the techniques he had
developed for handling optical problems using the point characteristic function are also applicable in me-
chanics [20]. Indeed, it is possible to define a point characteristic function for a particule moving through
an electromagnetic field. This associated function is obtained most conveniently by employing the Lagrange
variational principle [9]. This principle, also know as least action principle or variational principle, requires :



10 CHARACTERIZATION OF NANOMATERIALS PROPERTIES USING FE-TEM

�W = �

Z t1

t0

L(x, y, z, ẋ, ẏ, ż, t)dt = 0

W =

Z t1

t0

L(x, y, z, ẋ, ẏ, ż, t)dt =

Z t1

t0

(~p.~v �H(x, y, z, px, py, pz, t))dt = extremum (1.9)

where W is known as the action, L is the Lagrangian function (defined by the difference between the
kinetic energy and the potential energy of the particle), H the hamiltonian function, ~p = @L

@~v defines its
canonical impulsion vector and ~v = ~̇r its velocity vector. The dot represents the derivative relatively to the
time.

For single-particle motion through an electromagnetic field, the Lagrangian function of the electron is :

L = mec
2(1�

p
1� (v2/c2))� e(~v. ~A� U) (1.10)

where ~A and U are the electromagnetic potentials, and c the speed of light.

In the case of stationary fields, which will be always considered in the following, the Lagrangian function
is then stationary. Under this condition, we can easily demonstrate thanks to the Lagrangian derivative, that
the corresponding Hamiltonian defines the total energy of the particule H = E (sum of kinetic energy and
potential energy of the particle), which is then constant. The variational principle for constant total energy is
called the principle of Maupertuis and become :

W =

Z t1

t0

(~p.~v �H)dt = extremum

S = W + E(t0 � t1) =

Z t1

t0

~p.~vdt =

Z ~r1

~r0

~pd~r = extremum (1.11)

Using the Maupertuis principle, we can extract the point characteristic function S of the moving particle,
by writing the equivalent of the Fermat principle for a particule. This is known as Hamilton’s principle [9]
[11] [13] :

�S = �

Z ~r1

~r0

~pd~r = �

Z s1

s0

~p
d~r

ds
ds = �

Z P1

P0

n(x, y, z)ds = 0 (1.12)

where the optical index equivalent for a charged particle moving through an electromagnetic field is
n = ~pd~r

ds and can be written using the electromagnetic potentials as follow :

n =
@L

@~v
.
d~r

ds
= (m~v�e ~A).

d~r

ds
= ( ~gk�e ~A).

d~r

ds
= | ~gk|cos(↵)�e ~A.

d~r

ds
=
p

2m(E + eU)�e ~A.
d~r

ds
(1.13)

The angle cos(↵) = ( ~gk/| ~gk|).(d~r/ds) represents the angle between the integration path and the direction
of the kinetic impulsion vector ~gk. The integration performed to obtain the point characteristic function S is
always taken coincident with the flux line of ~gk leading to cos(↵) = 1.

Using the analogy with light optics, the electromagnetic field represents an inhomogeneous anisotropic
medium of refraction for the charged particles [12][10]. The anisotropy stems from the directional depen-
dence of n on the direction of flight of the particle in the presence of a magnetic field. Using the terminology
of light optics, all electron lenses represent gradient-index lenses because the electromagnetic potentials are
continuous functions of the spatial coordinates, which cannot change abruptly at a given surface, as does the
light-optical index of refraction at the surface of a lens.
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Figure 1.4 A-Normal congruence of rays in conventional optical system for homogeneous object and image space: the
light rays run perpendicular to the wavefronts. The planes of equal V are equivalent to the wavefronts defined in wave
optics. B- Charged particle momentum (canonical and kinetic) and the surfaces of constant phase, or constant Hamilton’s
characteristic function S. It gives the definition of the electron wavelength in the presence of a magnetic vector potential
~A.

Going back to the wavefront, using de Broglie formulation of the electron wave, we can define the electron
wave-vector ~k using the canonical impulsion vector and the point characteristic function S :

~k =
m~v � e ~A

h̄
=
~rS
~̄h

(1.14)

By assuming static electromagnetic fields, we can express the electron wavefunction through the form :

 (~r, t) =  (~r)e�i!t = A(~r)eiS/h̄e�i!t = A(~r)ei
R
~kd~re�i!t (1.15)

where ! is the angular frequency. The electron phase reported in equation (1.15) cannot be measured
because each component of the wavevector ~k depends on the magnetic vector potential ~A. Its component Aj

is gauge dependent and is only determined up to the derivative of an arbitrary function. Therefore, it is not
possible to measure the absolute phase of the electron wave, but it is only possible to measure the difference
of phase through interferometry experiment [13]. Furthermore, if we apply the differential operator to the
wavefunction defines by the equation (1.15) we find :

�ih̄~r (~r, t) = ~p. (~r, t) (1.16)

Geometrically, this means that the canonical momentum vector ~p is perpendicular to the surfaces of con-
stant phase. Therefore, as represented in figure (1.4.B), in the electrostatic case, where ~A = ~0, the wavefront
surfaces are perpendicular to the electron trajectories, in perfect analogy with the classical Malus-Dupin law.
In the presence of the magnetic field, things are more complicated because the wavefront surface is no longer
perpendicular to the trajectories, but to the canonical momentum ~p = ~gk � e ~A. By considering the arbitrary
nature of the vector potential, we arrive at the conclusion that it is not possible even to define a wavefront
surface univocally. This strange fact has been noticed since the first analyses of the electron optical refrac-
tion index, which should be considered more like a Lagrangian function useful for calculating trajectories
and phase differences than a quantity with a physical meaning [9].

1.1.2.3 The Aharanov-Bohm effect and off-axis electron holography

Principle of interferometry When two, or more beams are superimposed, the distribution of intensity can no
longer in general be described using a simple superimposition of the geometrical configuration of individual
beams. If the superimposed beams originate in the same source, the fluctuations in the beams are in general



12 CHARACTERIZATION OF NANOMATERIALS PROPERTIES USING FE-TEM

correlated, and they are said to be completely of partially coherent depending on wether the correlation is
complete or partial [10]. When considering this type of illumination, the superimposition will generate inter-
ference phenomenon between each beams wave. If the beams come from difference sources, they are said to
be mutually incoherent. Using incoherent illumination, the superimposition could be interpreted simply by
the sum of the individual beam intensities without introducing interference phenomenon.
There are two general methods of obtaining many beams from single beam. The first one, equivalent to the
Young experiment configuration, divide the incoming beam by the passage through apertures placed side by
side. This method is called division of wavefront, and is efficient only using sufficiently small sources. In the
second method, the beam is divided at one or more partially transmitted and reflected beams. This method is
called division of amplitude, and can be used even with extended sources. Furthermore, we have to consider
separately the effects coming from two beams superposition and the one coming from the superposition of
many beams, called N-beams interferences.

Inside an electron microscope all these methods can be implemented. The diffraction of the electron beam
by a cristalline sample, briefly introduced in 1.1.1, corresponds to a division of amplitude configuration. If
only one Bragg diffracted beam direction is generated under a specific orientation between the crystal and
the incoming beam, we are then in two beams configuration. As a consequence, when the two beams are
superimposed in the image plane by the action of the objective lens, we can observe an interference fringes
pattern. We can mathematically calculate this pattern very simply by considering two monochromatic wave-
functions  1(~r, t) = A1(~r)ei'1e�i!t and  2(~r, t) = A2(~r)ei'2e�i!t where ' are the electron wave phases
described previously. The interference pattern, coming from the superimposition of the two beams can be
written calculating the final intensity distribution :

I(~r) = | 1(~r, t) + 2(~r, t)|2 = A1(~r)
2 +A2(~r)

2 + 2A1A2cos('1 � '2) (1.17)

Simple monochromatic two beams interference exhibits intensity oscillation corresponding to an inter-
ference fringes pattern. The fringe phase contains the two beams electron phase difference, related to their
difference of path length i.e. the difference of the two characteristic functions. Going back to the division
of amplitude situation generated by a two beam interferences between a transmitted and a Bragg diffracted
beam, the fringes pattern observed in the image plane of an aplanatic objective lens will directly correspond
to the projection of the reticular plane (hkl) at the origin of the diffracted beam. If the crystal is now oriented
in zone axis, N-beams interference pattern will be generated in the image plane of the objective lens. Still
considering an aplanatic objective lens, the corresponding pattern will then correspond to the atomic column
projection along the selected zone axis orientation. These kind of atomic resolution images of a crystalline
structure observed in TEM are called high resolution images (HREM), and the contrast formation mechanism
is known as phase contrast [21].

A division of wavefront can be also implemented in an electron microscope, but requires a small and
bright electrons sources. Most of the time this configuration is used to retrieve the electron phase modified
during the interaction with the sample. Indeed, the phase information is lost when the intensity of a single
beam is recorded, given by : I(~r) = | (~r, t)|2 = |A(~r)|2. Furthermore, as already discussed, it is not
physically possible to measure the absolute phase of the electron wave due to gauge choice issue.
By generating a two beams interference between the sample beam and a reference beam, carefully chosen to
have a fixed phase 'ref , it becomes possible to measure their phase difference using a fringes pattern, using
equation (1.17), and then retrieve the sample phase. This method can be easily implemented using a division
of wavefront configuration known as electron holography [22].

Principle of electron holography In 1948, Gabor proposed the in-line electron holography configuration
as a new technique to improve the resolving power of the electron microscope which was at that time about
1.2nm [23]. By superimposing the wave-function  S(~r, t) propagated from the sample plane S to the
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Figure 1.5 A- General outline describing the electron biprism analog to the well-known Fresnel biprism used in
conventional optics. B- Classical electron hologram recorded in the vacuum. W represents the hologram field of view
and s the interfringes distance which will define the reconstructed phase spatial resolution.

recording plane, with a coherent reference wave  ref (~r, t) of uniform intensity, an electron hologram can
be recorded defined by :

Iholo(~r) = 1 +AS(~r)
2 + 2AS(~r)cos('S � 'ref ) (1.18)

The in line configuration is obtained by recording the sample wave together with the reference wave,
propagating along the same optical axis, in an optical plane located below the object plane (or any other con-
jugated plane) where the superimposition can be observed enabling the interference fringes to be recorded.
This corresponds basically to a defocused image recorded using a coherent illumination. The first attempts
to carry out this experiment in the electron microscope did not fulfill the expectations, owing to the poor
stability of the instrument and the low brightness of the electron gun. The breakthrough is linked to the
introduction in electron microscopy of high-brightness sources, such as field-emission guns (FEGs), origi-
nally developed by Crewe and coworkers in Chicago [24], and implemented in electron holography by the
Tonomura team in Hitachi [25]. Additionally, the development of the off-axis configuration used to record
the hologram in an optical plane conjugated with the object plane, enables holography to become a very
attractive method combining high spatial resolution and good sensitivity of the recorded phase [22].

Off-axis electron holograms can be obtained using an electron optical element called electron biprism
described in the figure (1.5.A) [26].

An electron biprism is a long conducting wire of radius r charged at a voltage Vf and placed symmet-
rically between two plates that are kept at ground potential. In figure (1.5.A) the axis of the wire is taken
in the y-direction, normal to the page, and the electrons are assumed to travel parallel to the z-axis. The
two-dimensional field distribution obtained in the region around the wire can be described, in a very good
approximation, to a cylindrical condenser with an outer electrode of radius r, which is of the same order of
magnitude as the distance between the two plates. We can demonstrate that electrons passing on the same
side of the wire are deflected at the same angle, whereas electrons passing on the opposite side are deflected
at the opposite angle [27]. Furthermore, this deflection is proportional to the potential Vf applied to the wire.
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It follows that for small angles, electron trajectories originally coming from a point source S, located at a
distance a of the electron biprism, will seems to come from two points sources S1 and S2 separated by a lat-
eral distance of d = 2a↵. This corresponds to the electron optical analogue of conventional Fresnel biprism.
If Vf is positive, the electron biprism will be convergent and the two wavefronts coming from S1 and S2 will
be superimposed in an optical plane located below the wire. If Vf is negative, the electron biprism will be
divergent and the two wavefronts coming from S1 and S2 will be virtually superimposed in an optical plane
located above the wire, which could then be imaged in a real plane using an optic located after the biprism. If
the source is coherent enough, interference fringes can be recorded following equation 1.18. Figure (1.5.B)
shows a typical electron hologram recorded without sample using the off-axis configuration. The figure also
reports the major parameters defining the hologram : W the hologram width and s the interfringes distance,
both related to Vf and the geometrical parameters of the biprism i.e. the distances from the wire to the source
a and to the recording plane b [27].
In order to obtain amplitude and phase information, the off-axis electron hologram is first Fourier trans-
formed. The complex Fourier transform TF (Iholo(~r)) of equation 1.18 can be written :

TF (Iholo(~r)) = �(~q)+TF (AS(~r)
2)+�(~q+~qc)⌦TF (AS(~r)e

i'S )+�(~q�~qc)⌦TF (AS(~r)e
�i'S ) (1.19)

where the tilt of the reference wave, related to his phase 'ref , is specified by the two-dimensional recip-
rocal space vector ~q = ~qc. This equation describes a peak at the reciprocal space origin, corresponding to
the Fourier transform of the reference image, a second peak, also centered on the origin, corresponding to
the Fourier transform of a conventional TEM image of the sample, called the centerband. Then, we found a
peak centered at ~q = ~qc corresponding to the Fourier transform of the wave-function  S(~r, t), and a second
peak centered at ~q = �~qc corresponding to the Fourier transform of the complex conjugate of the wave-
function  S(~r, t), called sidebands. In order to recover the amplitude and the relative phase shift 'S of the
electron wave-function, one of the two sidebands is digitally selected and inverse Fourier transformed. Elec-
trostatic and magnetostatic configuration of the sample can be extracted from the electron phase, following
the Aharanov-Bohm effect [13][22][27].

The Aharanov-Bohm effect As described previously, the refractive index in electron optics contains the
vector potential and not the magnetic field strength. Therefore, as commented by Ehrenberg and Siday
in 1949 “one might expect wave-optical phenomena to arise which are due to the presence of a magnetic
field but not due to the magnetic field itself, ie, which arise whilst the rays are in field-free regions only”
[28]. Therefore, they proposed to perform a two beams interference experiment in the division of wavefront
configuration using two beams passing on each side of an enclosed flux and predicted that the flux should
give a detectable phase shift. The Ehrenberg-Siday configuration could be implemented in a TEM using the
off axis electron holography experiment, where the biprism could for instance split electrons trajectories 1
and 2 before the enclosed flux [13]. Considering the electron optical refraction index reported in equation
(1.13), the phase difference between the two trajectories 1 and 2 can be written :

�' =
1

h̄

Z

1
nds� 1

h̄

Z

2
nds = � e

h̄

Z

1

~Ad~r +
e

h̄

Z

2

~Ad~r = � e

h̄

I
~Ad~r = � e

h̄
� (1.20)

This phase variation acts on the whole interference by a lateral displacement �x of the fringes induced
by the magnetic flux �, with respect to the position where � = 0. This result is gauge independent because
the flux � is related to the circulation of the vector potential. This phenomenon then corresponds to the real
physical effect which can be measured in the electron phase shift [29].
To test the influence of the electric potential on the electron phase, Aharanov and Bohm proposed a second
electron interference experiment [30]. Such as for the magnetic situation, a coherent electron beam is split
into two parts, using for instance a first electron biprism. The two beams will have to go through two empty
metallic cylinders of length l. Only when the two wavepackets are located inside the cylinders, different
voltage values are applied to the cylinders, so that the electron do not experience the action of the electric
field. The beams are finally recombined using a second biprism allowing to generate interference fringes.
The phase shift induced by the voltage difference between the two tubes can be expressed as follow :
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�' =
⇡l�V

�V0
(1.21)

where V0, in the nonrelativistic case, is the accelerating potential. Using a continuous electron beam,
the electric Aharanov-Bohm effect could be observed applying a time dependent voltage to the two tubes.
However, this required a highly sophisticated setup, and as far as I know, nobody succeeded to implement this
idea inside a TEM. Maybe the use of ultrafast coherent electron beams, recently developed in the laboratory,
will open a new direction to observe such fundamental effect. These recent works will be discussed in the
part dedicated to the development of ultrafast coherent source.

Consequence for material sciences Off axis electron holography can be implemented to retrieve the
phase shift between the sample and the reference waves [27]. Following the Aharanov-Bohm effect, the
measurement contains information about the sample electrostatic potential (such as the mean inner potential
related to the composition, density and/or presence of an excess of electric charges) and the magnetic vector
potential if the sample is magnetic. Therefore, it becomes possible to quantitatively map the electric and
the magnetic properties of materials at the nanoscale using electron holography set in off-axis configuration
inside a TEM, if the electrons beam is coherent enough. It is important to stress that the total phase shift will
finally correspond to an integration of the electromagnetic potentials along the electron path.

1.1.3 Key instrumental figures in TEM

1.1.3.1 Influence of geometrical aberrations of lenses We already met the general concept of aber-
rations in an optical system as the failure of the system to conform to the mode of ideal image formation
described using paraxial properties [13]. There are several methods used to describe how the rays miss the
image point. Very often it is convenient to think in terms of transverse aberrations [12]. First, let’s consider
a single object point and a given position of the image plane and on this plane consider a given reference
point, which is the point where the image should be. It is worth noting that the position of the image plane
as well as the choice of the image reference point may differ from the paraxial values if required. Thanks to
the power expansion of the trajectory described previously in equation (1.3), we can identify usual transverse
aberrations as non linear coefficients (.|.) of the expansion (1.3) taken at the position z of the image plane
[11].
Transverse aberrations described in the image plane, can be also represented in terms of wavefront aberra-
tions in the exit pupil plane which is more convenient, especially dealing with interferometric methods [12].
As reported in figure (1.4.A) in object space, where all rays pass through the object point, the wavefronts
have the shape of concentric spheres, with the object point as center. In image space, when there are no
aberrations at all, the wavefronts are again spheres, centered on the image point. In the case of aberrations,
the wavefronts in the image space are no longer spheres, and the deviation to a suitable reference sphere is
the wave aberration. As described in figure (1.6.A), the radius R of the reference sphere is chosen so that it
contains the intersection point of the principal ray with the optical axis, i.e. the point Q defining the location
of the exit pupil.

Using Hamilton’s characteristic function SOB defining the equivalent of the optical length from the object
point O to a point B located in the imaging space, we know that :

SOB = SOQ (1.22)

as B and Q are points on the same wavefront. So, the wavefront aberration W is defined as the optical
path along the ray from the reference sphere to the wavefront [31] :

W = SOB � SOP = SOQ � SOP (1.23)

When the wavefront aberration for all rays emerging from the object point O and passing through the
exit pupil is to be described, the rays concerned are identified by their pupil coordinates xp and yp and the
wavefront aberration W (xp, yp) is a function of two variables. The pupil coordinates can be expressed using
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Figure 1.6 A-Description of optical aberrations as wavefront aberrations W = [BP ] measured in the exit pupil plane
of the optical system. B- Pictures representing all the coefficients of the Zernike polynomials used to fit the wavefront
aberrations determined in the exit pupil plane (from [12]).

the angular components a and b previously introduced ; they are strictly equivalent. It must be pointed out
that this function W (xp, yp) only describes the aberrational behavior for the fixed chosen object point. If
we characterize an object point by its object plane coordinates x0, y0, then the wave aberration becomes a
function of four variables W (x0, y0, xp, yp). In the same way as for the trajectory coordinates x(z), y(z), ...,
the geometrical wavefront aberration function can now be expanded as a power serie in each variables,
arranging the terms in the proper order following ;

W (x, xp, y, yp) =
X

k,l,m,n

aklmnx
k
py

l
px

m
0 yn0 (1.24)

This power expansion is strictly mathematical. As the wavefront aberration is not an arbitrary function to
be expanded, but is defined in such a way that it vanishes at the pupil center (xp = yp = 0), all coefficients
aklmn in expressions with no dependence on the pupil coordinates must be zero. It is well known that the
transverse ray geometrical aberrations coefficients (x|aaa), (x|aax), ... can be calculated to a good approxi-
mation by differentiating the wavefront aberration with respect to xp and yp [12].
Furthermore, in the case of circular aperture, it is convenient to describe the wavefront aberrations using
Zernike polynomials. The Zernike polynomials are defined in the exit pupil. The Zernike polynomials are
basically defined in polar coordinates and consist of a radial term R(rp) and a term dependent on the az-
imuthal angle ✓p [12]:

W (rp, ✓p) =
X

n

nX

m=�n

cnmZm
n (rp, ✓p) (1.25)

with
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Figure 1.7 Abbe theory of imaging : interpretation of optical imaging, generated by a 6f- optical system, using
diffraction and interference. Mathematically the image formation is easily described using Fourier sequences between
image and pupil planes.

Zm
n (rp, ✓p) = Rm

n (rp).sin(m✓p) with m < 0 (1.26)
Zm
n (rp, ✓p) = Rm

n (rp).cos(m✓p) with m > 0

Zm
n (rp, ✓p) = Rm

n (rp).1 with m = 0

and the radial function defined by Rm
n (rp) =

P(n�m)/2
k=0

(�1)k(n�k)!
k!((n+m)/2�k)!((n�m)/2�k)!r

n�2k
p .

They represent a complete set of surface deformations by which an arbitrary wavefront aberration can be
expanded into discrete shapes of definite size. This makes it possible to classify more easily the wavefront
aberrations power expansions and to quantitatively describe the surface deformations. As reported in figure
(1.6.B) they are classified using a radial index n and an azimuthal one m [12].

Following equation (1.15), the wavefront aberration function will induce a phase shift of the electron wave
described by the coherent transfer function (WTF) :

WTF (rp, ✓p) = B(rp, ✓p)e
�iW (rp,✓p)/h̄ (1.27)

where B(rp, ✓p) represents the aperture stop function in the pupil plane sometimes called pupil function.
From here, the influence of such function on the image processus will be separated between TEM and STEM
imaging. Figure (1.2) reports the general setup of the two descriptions.

TEM Imaging in the presence of Aberrations The Abbe theory of imaging used a Fourier description of
the optical image formation as described in figure (1.7) [12].

Starting from the effective light source s(⌫s), an illumination wave is obtained in the object plane using the
Fourier transform of the light source S(x) = TF (s(⌫s)). The object can be described in approximation by
a complex transfer function T (x). The object wave encountered directly behind the object will be U0(x) =
T (x).S(x). In the objective lens pupil plane, described using the generalized coordinate ⌫, there is then
the Fourier transform of the objet wave uo(⌫) = TF (U0(x)) = t(⌫) ⌦ s(⌫). Now, in this pupil plane the
filtering effect of the aperture stop and the wavefront geometrical aberrations, described by equation (1.27),
takes place. Thus the wave distribution behind the aperture, and in the image plane will be given respectively
by :
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u1(⌫) = WTF (⌫).uo(⌫) = WTF (⌫).t(⌫)⌦ s(⌫) (1.28)
U1(x) = FT (WTF (⌫))⌦ [T (x).S(x)] = FT (WTF (⌫))⌦ [U0(x)]

The intensity distribution of the final image is given by I1(x) = |U1(x)|2 = |FT (WTF (⌫)) ⌦ [U0(x)]|2.
Then due to aberrations, there is no linear correlation between the image intensity I1 and the object intensity
I0(x) = |U0(x)|2. That’s the reason why in HREM imaging, aberrations have to be considered for the
interpretation of the atomic contrast [21].

STEM Imaging in the presence of aberrations As reported in figure (1.2.B), the illumination system of a
STEM is set to form a reduced image of the electron source on the sample plane. The smallest probes can
only be obtained using fully coherent illumination. The coherent length L is measured in the aperture stop
plane, defined by one pupil plane of the illumination system. A fully coherent illumination is obtained when
L is bigger than the real aperture size Ra.
Considering an “incoherent” conditions (i.e L << Ra), the total probe diameter d2total = d2s+d2d+d2GA+d2c
can be easily calculated by adding in quadrature all the various contributions to the paraxial image of the
electron probe ds: transverse geometrical aberrations dGA, axial chromatic aberrations dc and the diffraction
limited probe dd [7]. The smallest probe is then simply obtained by minimizing these quantities.
The Abbe theory of imaging described previously and applied to self-luminous object, can be used to
understand the STEM probe formation using coherent illumination [32]. In that case we must consider
the electron source wave function, described by S(x), in the same way as the object wave in the de-
scription of TEM imaging. As a consequence, the actual image of the probe in the sample plane will
be defined by a convolution of S(x) and FT (WTF (⌫)). The final spot intensity is found by taking
I1(x) = |S1(x)|2 = |FT (WTF (⌫)) ⌦ [S(x)]|2. In conventional STEM instrument, the probe is mainly
limited by the spherical aberration [19]. In the case of an aberration-corrected instrument, the limiting aber-
ration is unlikely to be spherical aberration. Uncorrected higher-order aberrations, or indeed lower-order
aberrations produced parasitically, may be limiting. Unsurprisingly, aberration correction is capable of pro-
ducing much smaller probes than an uncorrected instrument, but in both case, like for TEM imaging, the
influence of aberrations in the formation of the probe have to be considered to understand the image forma-
tion mechanism [19].

1.1.3.2 The source and the electron coherence In order to further investigate the influence of the elec-
tron source on the image intensity, a single delta-like light source point p at coordinate ⌫p is considered, and
S(x) in equation (1.28) is given by a plane wave. If we note H(x) = FT (WTF (⌫)), we can define the
normalized image amplitude Up for a source point p:

Up(x, ⌫p) = FT (WTF (⌫))⌦ [T (x).e2⇡⌫px] =

Z
T (x0).H(x� x0)e2⇡⌫px

0
dx0 (1.29)

The image intensity is given by the squared value of the integral over all image amplitudes to all source
points:

I(x) =

����
Z

s(⌫p).Up(x, ⌫p)d⌫p

����
2

(1.30)

After insertion of equation (1.29) one formally gets a quadruple integral for the image intensity consisting
of a two-fold convolution and the double integral over all source points [12]:

I(x) =

Z
s(⌫p).

Z
T (x1).H(x� x1)e

2⇡⌫px1dx1d⌫p.

Z
s⇤(⌫q).

Z
T ⇤(x2).H

⇤(x� x2)e
�2⇡⌫qx2dx2d⌫q

(1.31)
where the star stands for the complex conjugate. In the double source integral in equation (1.31) the mutual
coherence function of the source �s at the position of the object can be found, which is also called the mutual
intensity of the illumination distribution:
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�s(x1, x2) =

Z Z
s(⌫p)s

⇤(⌫q)e
2⇡(⌫px1�⌫qx2)d⌫pd⌫q (1.32)

Equation (1.30) could then be rewritten using the mutual coherence function :

I(x) =

Z Z
�s(x1, x2)T (x1).H(x� x1)T

⇤(x2).H
⇤(x� x2)dx1dx2 (1.33)

Considering uncorrelated electrons source, interference contributions of different source points vanish due
to the averaging in time of the intensity formation. Only those interference terms that come from one and the
same homologous source point, and thus have a rigid phase correlation to each other, will remain. Under this
assumption it follows for equation (1.32) that the mutual coherence function is given by the Fourier transform
of the intensity distribution of the effective source [33] :

�s(x1, x2) =

Z Z
s(⌫p)s

⇤(⌫q)�(⌫p � ⌫q)e
2⇡(⌫px1�⌫qx2)d⌫pd⌫q =

Z
|s(⌫q)|2e2⇡⌫q(x1�x2)d⌫q (1.34)

Depending on the extension of the source, the imaging is called incoherent, coherent or partially coher-
ent. As discussed previously for the STEM case, considering large electron source size will generate small
coherence length L in the pupil plane. If L is largely smaller than the diameter of the aperture, it is always
an incoherent imaging process. On the other hand, for a point-like electron source, the object is illuminated
only by a plane wave. It is then always called a coherent image. For electron source dimensions in between,
it is called a partially coherent image [12].

Let’s now investigate the influence of the mutual coherence function �s in the formation of off-axis elec-
tron holograms using partially coherent illumination. We first introduce the self-coherence of the electron
beam at x1. It reduces to ordinary intensity of the beam taken at this point �1(x1, x1) = I1 = A2

1. The
complex degree of coherence of the beam is defined by the normalisation of mutual coherence function
�s(x1, x2) [34]:

�s(x1, x2) = �s(x1, x2)/(A1 ⇥A2) = �s(x1, x2)/(
p
�1 ⇥

p
�2) (1.35)

�s(x1, x2) represents the spatial complex degree of coherence of the beam between two points x1 and
x2 located after the source. The same argumentation can be implemented considering the temporal complex
degree of coherence �t(t, t+ ⌧). This quantity can be defined using the temporal mutual coherence function
�t = FT (s(k)) given by the Fourier transform of the source spectrum of different wave numbers s(k)
around the nominal wave number k0 corresponding to the accelerating voltage V0 of the electron microscope.
Assuming that each source point emits the same spectrum, the complex degree of coherence is defined by
�total = �s.�t. The interference pattern recorded using a partially coherent source, defined by it’s complex
degree of coherence, is then obtained by introducing �total = |�total|i'source inside equation(1.17) :

I(~r) = A1(~r)
2 +A2(~r)

2 + 2A1A2|�total|cos('1 � '2 + 'source) (1.36)

Because of the narrow energy spread of electrons, �t is close to 1 for phase differences up to 2⇡⇥104 [34].
Consequently, there is nearly no limitation for interferometry, or holography, due to temporal coherence.
However, spatial coherence induces severe limitations. For a Gaussian distribution of s(⌫q), the coherent
current available at a given �s is given by :

Icoh = �ln(�s)
B

k20
(1.37)

where B is the brightness of the source. This number is then a fundamental property of the electron emit-
ter. The total coherent current corresponds to the amount electrons current within the coherently illuminated
cone [34].
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The main challenges in coherent TEM, especially in electron interferometry and
holography, will be to optimise this coherent current and make an optimum use
of it. The need for high-brightness sources, such as field-emission guns, is then
obvious for such techniques. The influence of sample illumination conditions will
also have to be carefully considered.

Usually we introduce the concept of reduced brightness which is independent from acceleration voltage
[35]. A practical definition of the reduced brightness requires a proper definition of the virtual source size
dv as seen from an electrode at voltage V1 located after the electrons emitter. If the electrons beam current
density is uniform over the acceptance aperture, Br is defined by the following relationship:

Br =
4I 0

⇡dvV1
(1.38)

where I 0 is the angular current density of the source which depends on the gun technology. This property
will be discussed more deeply in the second chapter dedicated to new developments in cold FE technology.

1.1.3.3 Additional aberrations and parasitic effects

Chromatic aberration Since the beginning we paid much attention to the influence of monochromatic
geometrical aberrations to the imaging process in TEM and STEM, and particularly primary aberrations
such as spherical aberration, coma and distorsion. Chromatic aberrations correspond to all the non linear
components containing the energy contribution � in the coefficients (.|.) of the aberration expansion reported
in equation (1.3) [11]. These effects simply comes from variation of electron lens strength depending on the
electrons beam incoming energy. Indeed, all electrons sources have their intrinsic energy spread �E which
will be at the origin of all these chromatic effects.
In our case, we will only discuss second order contributions (x|a�), (x|x�). Linear chromatic terms (x|�)
are null in system containing two planes of symmetry such as round lenses or quadrupoles, etc.. These two
chromatic aberrations are called axial chromatic aberration (x|a�) and chromatic distortion (x|x�). Axial
chromatic aberration affects the resolution while chromatic distorsion represents the chromaticity of the
magnification. Indeed, in the case of axial chromatic aberration the beam started from the axial position, and
described by a side energy �0 = �E/V0, will cross the paraxial image plane at a position xim = (x|a�)a0�0.
This aberration is linear with �0, that’s why it is sometimes called first order chromatic aberration [9]. Like
for spherical aberration, a minimal particle beam width (for a given angular spread) is formed at some least
confusion plane shifted with respect to the paraxial image plane. In round lenses because of the cylindrical
symmetry all axial chromatic terms (x|a�), (y|b�) are the same and are usually noted Cc. Hence, the effect
of the axial chromatic aberration Cc is to convert an axial ideal point source into one with an apparent radius
of [35]:

�rc = Cca0
�E

V0
(1.39)

In the case of an off-axis position of the object point, the chromatic distorsion (x|x�)x0�0 causes a lateral
shift of the image point in the x-direction, depending on the particle energy. In the presence of a continuous
energy spread in the beam this image is therefore blurred. In the case of round magnetic lenses, due to the
Larmor rotation of the electrons we have to consider complex chromatic distorsion coefficients defined by a
complex mixing between (x|x�) and (y|y�). In that case, the real part of the complex chromatic distorsion
coefficient, usually noted Dc, accounts for the isotropic or radial chromatic distortion and the imaginary part
accounts for the anisotropic or azimuthal chromatic distortion [9].
The influence of axial chromatic aberration in incoherent STEM imaging has been briefly discussed previ-
ously, and is taken into account by simply adding in quadrature the contributions dc to the paraxial image
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given by the theoretical diameter of the spot measured at the paraxial image plane due only to chromatic
aberration and calculated using equation (1.39) and the linear lens magnification.
In coherent imaging (TEM or STEM), the effect of axial chromatic aberrations can be incorporated by multi-
plying the coherent transfer function (WTF) described by equation (1.27) with an effective aperture function
fc(rp) defined in the exit pupil plane and given by :

fc(rp) = exp

✓
�1

2

✓
⇡Cc�0

�E

V0
r2p

◆◆
(1.40)

The enveloppe function fc is specific to the axial chromatic aberration and is only defined for one illu-
mination angle. To take into account the illumination aperture a0, this aperture function is multiplied by
a second enveloppe fa(rp) . These two enveloppes, sometimes called incoherent envelope function can be
included in the general pupil function B(rp, ✓p) already described in equation (1.27)[32].

Parasitic aberrations Contrary to the Seidel description of intrinsic aberrations of lenses, parasitic aberra-
tions are defects resulting from lenses imperfections or misalignement of the instrument [13]. For instance,
due to imperfection in the cylindrical symmetry of the pole piece bore used in a round magnetic lens, first
order astigmatism will arise. First order astigmatism should not be confused with high order astigmatism
encountered in the aberrations expansions, described in equation (1.3), through mixed geometrical coeffi-
cients such as third order terms (x|ayy), (x|bxy), ... intrinsic to any ”perfect” lens. Most of the time, first
order astigmatism will be the dominant parasitic effect. Fortunately it can be easily corrected thanks to weak
quadrupoles added to the round lens called ”stigmator”. A rigorous description of parasitic aberrations in the
framework of wavefront aberrations expansion has been realized by Uhlemann and Haider [36].

Instrument instabilities Additionally to the influence of chromatic aberration originating from the en-
ergy spread of the source �E, temporal incoherence can also arise from variation in the lens currents,
and accelerating voltage. All these effects cause the focus of the lenses to fluctuate. The final image is
then the integration of the images given for each focus value. In coherent TEM imaging, these effects
can be simply described in the chromatic envelop expressed using equation (1.39) by replacing Cc

�E
V0

by

Cc

r⇣
�E
V0

⌘2
+
⇣

�V
V0

⌘2
+ 4

�
�I
I

�2 where �V is the fluctuation in the incident voltage, and �I/I is the

relative fluctuation of the lens current [21].

In electron holography, instrument instabilities will have drastic consequences in the signal over noise
(S/N) of the reconstructed phase. Indeed, as previously described, electron holography is used to quantita-
tively retrieve the electron phase �' modified during the interaction with the sample due to the Aharanov-
Bohm effect. To maximise the accuracy of this technique, the phase resolution, for a given spatial resolution,
must be optimized by determining the set of experimental conditions that enhance the hologram figure of
merit [37]. These conditions are determined by a number of competing parameters such as the source beam
spatial coherence �total already discussed but also the camera modulation transfer function (MTF) and, of
course, the instrument instabilities (mostly electrical and mechanical). The hologram figure of merit is given
by the phase detection limit, which corresponds to the smallest detectable phase difference between adjacent
pixels of the camera at a desired signal-to-noise ratio (snr)'. This value can be estimated using the standard
deviation of the measured phase. As already discussed by Harscher and Lichte [37], the noise contribution
in the hologram comes from the shot noise of the electron beam, described by a Poisson distribution, and the
noise of the detection system. De Ruijter and Weiss showed that the standard deviation of a reconstructed
phase can then be written [38] :

�' =

r
2c

C2N
(1.41)

where N is the number of electrons per pixel during the measurement time, and C is the hologram fringes
contrast. C corresponds to the degree of coherence �total, introduced in equation (1.36), if we only take care
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of the source partial coherence. The constant c = 1 when part of the incoming electron beam propagates in
vacuum. The total number of electrons per pixel N is strongly influenced by the detector quantum efficiency.
(DQE). This property of the detection system, is defined by DQE = SNRout(⌫)/SNRin(⌫), where
SNRout(⌫) and SNRin(⌫) are signal-to-noise ratios given at input and output of the detection system
measured at a spatial frequency ⌫. Therefore the phase detection limit as a function of the (snr)' and the
standard deviation �' can be expressed as [39] :

�' = �' ⇥ (snr)' =
(snr)'

C

r
2

DQE ⇥N
(1.42)

where the desired signal-to-noise ratio (snr)' is a given parameter. To properly determine the result of
an experiment without ambiguity, it is generally admitted that (snr)' should be chosen between [3� 10].
To improve the phase detection limit, one needs to optimise the contrast C of the hologram together with the
total number of electrons N . However, as already demonstrated, the best obtainable contrast is first given by
the limited degree of coherence of the electrons beam �total linked to the beam brightness. It is worth noting
that each linear reduction of contrast C has to be counterbalanced by a quadratically increasing of the total
number of electrons per pixels N . Once more, this shows the central role of the beam brightness in electron
holography [22].
Nevertheless, considering a given beam coherence, �' could still be optimized by increasing N using higher
exposure time. However, increasing the acquisition time will automatically induce higher contribution of
experimental set-up instabilities. They will then strongly decrease hologram contrast C. So even with high
brightness source we have to take into account these parameters.
Lehmann et al. proposed a simple mathematical description allowing to describe the influence of the beam
partial coherence, the experimental instabilities, the inelastic interactions of the electron beam inside the
specimen and the detector MTF, for a given interfringe distance s, on the contrast C [39] :

C = �total ⇥ Cinst ⇥ Cinel ⇥MTF (1.43)

where Cinst and Cinel correspond to the influence of experimental instabilities and inelastic scattering
respectively.

Biprism artefacts specifics to electron holography The first well known artefacts encountered in electron
holography are the Fresnel fringes generated by the scattered electrons on the edge of the biprism wire [27].
As described in figure (1.8.A), these scattered wavefronts (drawn in red) will interfere with the unscattered
one (in black). The resulting interference pattern, known as Fresnel fringes pattern, can be observed in an
optical plane located below the wire, or above if a lens is used to focus the virtual image. As reported
in figure (1.8.B), these large Fresnel fringes are finally superimposed to the hologram fine fringes. The
hologram fringes amplitude will then be affected by the Fresnel fringes. Fresnel interfringes distance vary
continuously from the edge of the hologram to the center. They can then be easily identified in the fast
Fourier transform (FFT) of the hologram by the white line joining the centerband to the two sidebands [32].
A second artefact appears due to charge effect on the biprism wire. Indeed, most of the time the wire is
produced by coating an ultrasmall (r ⇠ 200nm) quartz fiber with noble metal such as gold. Over time,
degradation can be observed in the coating surface generating areas where the glass fiber could be in contact
with the incoming electrons beam. In these specific zones, charges phenomenon will appear and induce
strong distorsion and parasitic Fresnel fringes in the final hologram as reported in figure (1.8.B) [27].

Finally, parasitic distorsions can be also generated by the detection system. In the early days, electron
holograms were recorded on photographic film, but digital acquisition using charge-coupled devices (CCD)
or CMOS based cameras and direct electron detectors (DED) is now widely used due to their linear response,
good dynamic range and high DQE, which is a key parameter to optimize the phase detection limit, as
already discussed previously. Furthermore using CCD, CMOS or DE detectors, immediate accessibility to
the recorded information is also an important attractive factor. Recording an electron image using CCD or
CMOS based camera first starts with conversion between electrons and photons thanks to a scintillator. The
photons are then transferred to the CCD or the CMOS photon detector using an optical system which can



PRINCIPLES OF PHYSICAL CHARACTERIZATION USING A COHERENT ELECTRON BEAM 23

Figure 1.8 A- Outline showing the origin of Fresnel fringes observed in electron holography. B- Typical artefacts
encountered in electron holography.

be different and specific for each manufacturer [5]. In CEMES, we mainly use Gatan detectors. Photons
transfert in Gatan devices is based on a compact assembly of optics fibers allowing to reduce the size of
the camera. However such fibers assembly cannot be perfectly periodic due to the high number of pixels
involving the use of billions of optics fibers (such as in 4k ⇥ 4k detectors) [40]. Error in the periodic
assembly of these fibers will then be detected as an artefact in the extracted hologram phase. Other artefacts
will be generated using these detectors due to error in the dark image, or the detector gain, ... as observed in
the hologram of the figure (1.8.B).
All these artefacts have to be taken into account during the hologram analysis and corrected. Hence, these
effects can be removed to some extent by using a reference hologram, and by Fourier-filtering the sideband
before reconstruction of the image wave [27]. As we will see in the following, removal of Fresnel fringes
from electron holograms is also possible using multiple-biprisms electron holography [41].

1.1.4 Summary and discussion

The general guidelines of my research work is to implement original characterization methods of materials
by making an optimum use of field emission TEM. Indeed, due to the high brightness of their source, this
kind of instruments are the only one which could generate enough coherent current [35].
Using coherent electron sources and the two sample illumination configurations provided by a TEM and
described in figure (1.2), it is possible to implement either highly localized analysis such as convergent beam
electron diffraction (CBED), or coherent imaging analysis such as HREM or off-axis electron holography.
I was mainly interested in implementing these methods to determine structural properties of a crystal over
large micron or sub-micron areas, to the atomic scale. These properties could be localized such as structural
defects (for instance dislocations), or extended like elastic crystal strain state.
Improving the amount of coherent current will be benefits for all these methods. Indeed, as already discussed
previously, higher spatial coherence will allowed to focus smaller spots in the case of CBED and will im-
prove interference fringes contrast in electron holography. In this particular case, if the fringes contrast can
be improve without modifying the exposure time, it will then automatically improve the signal over noise
ratio of the reconstructed phase.

There are mainly two possible directions to increase the amount of coherent current on the sample plane
inside a FE-TEM. A methodological one, optimizing the optical conditions of the instrument in order to take
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maximum advantage of a specific source defined by a given brightness B. And an instrumental direction,
optimizing directly the brightness B of the source by improving some key components. Indeed, following
equation (1.37), improving B linearly increases the amount of coherent current. These two directions repre-
sent the skeletons of my research work and my future project.
In the following, I will first start with the description of my major methodological developments implemented
using standard FE-TEM instruments such as the SACTEM-Toulouse, an FEI TECNAIF20 equipped with a
C-COR system, and the I2TEM, an Hitachi HF3300 equipped with a B-COR system. I will then continu in
the second chapter with the description of my instrumental works which concern the development of high
brightness and ultrafast CFEG paving the way of coherent ultrafast TEM experiments.

1.2 Structural analysis using FE-TEM

During the first years of my research work, I was mainly interested in developments of coherent TEM meth-
ods allowing to determine quantitatively crystal strain state at the nanoscale. Target applications were semi-
conductor or optoelectronic devices, as an increasing number of these devices used stress engineering tech-
nologies requiring sensitive and local strain measurement methods.
I first developed diffraction and holography based methods on model epitaxial systems. Indeed, epitaxial thin
layers undergo an elastic strain, related to the difference in lattice parameters, sometimes associated to chem-
ical segregation. These various effects have a direct impact on the epitaxial thin layer properties (emission
in quantum wells, transport and magnetic anisotropy...) [42]. They interest both fundamental research and
applications aiming at adjusting the properties of epitaxial layers through the control of their strain state. Ad-
ditionally, these techniques have been implemented on various kind of systems requiring local and sensitive
strain informations (e.g. implanted crystals, real electronic devices, plastically strained crystal, ...). In the
following I will systematically select the most relevant studies with regards to the contributions of coherent
TEM and not from the material questions point of view.

Most of the experimental techniques used to determine the lattice parameters only provide informations
averaged over the whole layer or its surface [43]. On the contrary, Transmission electron microscopy (TEM)
makes it possible to precisely select the studied zones, which is a considerable advantage in the presence of
heterogeneities. In particular very accurate measurements can be obtained using highly localized convergent
beam electron diffraction (CBED) patterns obtained thanks to the use FE-TEM [8]. The high sensitivity
of this method is however weakened by the need of dynamical simulations of the experimental diffraction
patterns to be able to properly retrieve the real crystal strain state [7][46].
Following the pioneering works of Hÿtch et. al in the use of geometrical phase analysis (GPA) to determine
localized strain informations inside HREM micrographs of crystals or devices [44], I have also worked on
the development of dark field electron holography (DFEH) allowing to extract strain state informations more
easily than using CBED and without sacrificing accuracy [45].
All these approaches have benefited considerably from the design of the ”In situ Interferometry TEM”
(I2TEM) performed in collaboration with the Hitachi company. Especially, I was interested in the implemen-
tation of split beam methods, either using CBED and holography configurations, to improve their potential
for strain analysis. Split beam capabilities of I2TEM are indeed unique [48][49].

1.2.1 Local strain measurement using CBED

1.2.1.1 Introduction to CBED geometry and diffraction theory A schematic diagram of the CBED
configuration is given in figure (1.9.A). An incident convergent cone of electrons (in blue) illuminates a crys-
talline sample. Undiffracted beams (reported also in blue) continue in straight lines through the specimen,
are then deflected by the objective lens to form a disk in its back-focal plane (BFP) and finally formed the
image of the spot in the image plane. Each direction of propagation inside the cone is considered indepen-
dent of other directions. The convergent spot formation mechanism in the object plane is the same as the
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Figure 1.9 A- Optical outline describing the CBED configuration. The drawing is simplified compare to the real setup
considering only the effect of the imaging objective lens. BFP stands for back focal plane. B- Typical CBED patterns
observed using a Silicon sample. The top has been recorded out of a main zone axis orientation showing mainly HOLZ
kinematical lines. The bottom one is oriented in dynamical two beams condition showing the presence of a dynamical
ZOLZ line.

one described for coherent STEM imaging in part (1.1.3.1). Because the spot is located in the same optical
plane as the sample, it should be noted that no image information will be observed in the convergent beam
pattern. The CBED pattern is therefore composed of disks where each point within a disk corresponds to
a specific direction of incidence but the same specimen thickness. The diameter of the individual disks is
mainly controlled by the choice of the condenser aperture and may be adjusted (changing the convergence
angle) by changing this aperture (e.g. to prevent overlap of diffraction disks) [8].

As reported in figure (1.9.A), when a set of directions inside the incident cone are oriented in Bragg
condition with a set of reticular plane (hkl) inside the crystal, these directions will be diffracted in the
diffracted disk (in green). Going back to the objective lens BFP, a black deficiency line of electrons will
be observed inside the transmitted disk and a white excess line of electrons in the diffracted disk of the
CBED pattern. These two lines will separated by an angle 2⇥ ✓B where ✓B corresponds to the Bragg angle
calculated using the Bragg law and the inter-reticular distance dhkl : 2dhklsin(✓B) = �0. Perpendicular to
the diffracted lines in the incident cone, we find incident electron directions, defined by an excitation error
s~g relatively to the directions in exact Bragg condition with (hkl) reticular planes [8]. Naturally any set of
reticular plane (hkl) could be described in the reciprocal space thanks to a vector ~g where |~g| = 1/dhkl. The
change in the excitation error, as well as the direction of change, across the CBED disk is thus important
for understanding the rich diffraction intensity patterns often observed in CBED. Indeed, the intensity profile
taken perpendicular to all diffracted lines associated to a reticular plane (hkl) will correspond to the evolution
of diffracted intensities as a function of the excitation error I~g(s~g) and is know as rocking curve [7].
Figure (1.9.B) reports the two kinds of rocking curves observed in standard CBED patterns. Some diffracted
lines will exhibit very simple profile even close to a perfect line, with a clear maximum for the excess line
(or a minimum for the deficiency line). This maximum is observed for directions inside the incident cone
satisfying the excitation error s~g = 0, which corresponds to the exact Bragg position (e.g. (hkl)2 in figure
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(1.9.B)). More complex lines could also be observed displaying many fringes in the rocking curve. The
first type of rocking curves can be simulated thanks to the kinematical approach of the electron diffraction
theory. Such as for crystal X-ray diffraction, kinematical theory calculates diffracted intensities using crystal
structure factors F~g = A

P
i fa(s)exp(�Bis2)exp(�2⇡i~g.~ri) where A is a constant linked to ⌦ the unit

cell volume, s = |~g|/2 and Bi corresponds to the Debye-Waller factors [7]. They can be determined using
electron atomic scattering factors fa(s) and knowing the atoms positions ~ri thanks to the crystal symmetry.
Using kinematical approximation, diffracted intensities I~g(s~g) can be written [7][6] :

I~g(s~g) =
⇡2

⇠2g

sin2(⇡ts~g)

(⇡s~g)2
(1.44)

where t is the crystal thickness, and ⇠~g the extinction distance connected to the structure factor given for
a reciprocal lattice point ~g. The extinction distance is then a fundamental property of the diffracted intensity
~g and can be interpret as the minimum sample thickness from which the diffracted beam will be diffracted
again by the set of reticular planes ~g. The kinematical theory is valid only for very thin objects for which the
reflection intensity I~g(s~g) is small and the decrease of the primary-beam intensity I0 can be neglected. It is
commonly admitted that kinematical theory is valid when I~g(s~g) << 1 given by t < ⇠~g/10 or s~g >> 1/⇠~g .
Using equation (1.44) we find a maximum of the kinematical diffracted intensity at s~g = 0 corresponding
the line position in figure (1.9.B) [8]. Furthermore, kinematical theory considered the excitation of only one
Bragg reflection at a time. This condition is known as two-beams case and is unusual ; normally, a larger
number N > 2 of reflections must be considered. We are then in the N-beams case which cannot be de-
scribed properly by the kinematical theory. In fact, N-beams condition restricts the validity of the kinematical
theory to even smaller thicknesses.
A more rigorous description of electron diffraction by crystalline materials have to take into account multi-
ple scattering, known as dynamic diffraction effects [50]. This description is called dynamical theory of the
electron diffraction, and can be used to characterize quantitatively, with a surprising accuracy, the diffracted
rocking curve profiles obtained either in two-beams or N-beams conditions [7]. We will now quickly intro-
duce the main ideas behind dynamical theory.

Outside the crystal, it is natural to think of the transmitted and diffracted waves emerging from a specimen
as plane waves. The exit wave is then described by the sum of all these emerging waves with appropriate
phase factors ei(

~k+~g).~r, where ~k is the incident wave vector and ~g the associated reciprocal lattice vector.
However inside the crystal it is often more convenient and useful to consider the excitation of Bloch waves
which correspond to waves that have the periodicity of the lattice [50]. Each Bloch wave is defined by an
excitation amplitude written Cj for the jth Bloch wave and a wave vector ~kj . When ~kj = ~k, there will be
virtually no diffraction. In general, each ~kj maps out a surface in the reciprocal space known as the dispersion
surface. Dispersion surface of accelerated electrons crossing a crystal is equivalent of the Fermi surface for
conduction electrons. We associate separated branch of the dispersion surface for each Bloch wave j. Under
kinematical approximation this dispersion surface would consist in a series of spheres of radius ~k centered
on each reciprocal lattice point. But due to dynamical effects, each branch of the dispersion surface will
move away from the so-called ”kinematical spheres”. Each Bloch wave has a different spatial distribution in
a crystal lattice and therefore a different potential energy, but because the main concern is elastic scattering
when the potential energy decreases, the kinetic energy, associated to ~kj increases and vice versa, so that
energy is conserved. The total energy of one bloch wave is noted �j and is often called the ampassungen in
the literature [50][7].
Let’s briefly described the calculation method of diffracted intensities using dynamical theory. Starting in
two beams conditions, the electrons propagation inside the crystal will be described using two Bloch states.
These two Bloch states will be located in the reciprocal space along two separated branches of the dispersion
surface defined by their own energy �1 and �2 as drawn in the figure (1.10).

Mathematically, in two beams condition, each Bloch wave are described by the sum of two plane wavelets
[50]:
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Figure 1.10 Description of the formation of an electron diffraction pattern using Bloch wave dispersion surfaces drawn
in the crystal reciprocal space. Kinematical spheres inside and outside the material, showing the refraction effect due to
the mean inner potential, are also reported.

�1(~r) = C1
0e

2⇡i~k1
0.~r + C1

~ge
2⇡i~k1

~g.~r (1.45)

�2(~r) = C2
0e

2⇡i~k2
0.~r + C2

~ge
2⇡i~k2

~g.~r

where ~k1,20 and ~k1,2~g = ~k1,20 + ~g are determined by the intersection between ~n, the vector normal to
the sample surface, and the two branches of the dispersion surface (see figure(1.10)). These wave-vectors
implicitly contain information about the Bloch state energy �1 and �2 as ~kj = ~K+�j~n where ~K is the wave-
vector inside the crystal described by the kinematical sphere (i.e. considering plane waves). The transmitted
exit wave can be easily reconstructed combining the two transmitted wavelets ~k10 and ~k20 coming from the
two Bloch states following the expression :  0 = c1C1

0e
2⇡i~k1

0.~r + c2C2
0e

2⇡i~k2
0.~r. The excitation coefficients

cj are to be determined by matching the incident waves with waves inside the crystal at the entrance surface.
And the same operation is performed for the diffracted beam using the two wavelets ~k1~g and ~k2~g defined in
the two Bloch states. Knowing the two transmitted and diffracted wave-functions, the associated intensities
could then be calculated very easily using I0 = | 0|2 and I~g = | ~g|2.
It is now possible to generalize the previous description in N beams [7]. Indeed, in N beams configuration
the electron propagation inside the crystal is defined by N Bloch states. The dispersion surface will then
exhibits N branches. As a consequence, each Bloch wave j will be composed by the sum of N wavelets
Cj

0 , C
j
~g1
, Cj

~g2
, ...Cj

~gN
. As for the two beams condition, the transmitted/diffracted wave function in N beams

configuration will be calculated combining the N transmitted/diffracted wavelets. The total wave function is
then obtained summing transmitted and diffracted wave-functions [7] :

 (~k,~r) =
X

j

cj
X

~g

Cj
~ge

2⇡i�jte2⇡i(
~k0+~g).~r =

X

~g

 ~ge
2⇡i(~k0+~g).~r (1.46)
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where Cj
~g are the Bloch wave coefficients and t is the specimen thickness. If we consider the surface normal

~n approximatively antiparallel to the beam, we can show that the excitations coefficients cj are equal to
(Cj

0)
�1. The complex amplitude of the wave function of the diffracted beam ~g can be written as :

 ~g =
nX

j=1

(Cj
0)

�1Cj
~ge

2⇡i�jt (1.47)

and the transmitted beam 0 can be written as follows:

 0 =
nX

j=1

(Cj
0)

�1Cj
0e

2⇡i�jt (1.48)

In order to finally determine these quantities depending on the crystal nature, we have to determine the
Bloch wave coefficients Cj

~g and energy �j as a function of the structure factor F~g . The inner potential of
a given crystal can be decomposed in Fourier series U(~r) =

P
~g U~ge2⇡i~g.~r, where U~g are the complex

Fourier components. These components are linked to the structure factor F~g or the extinction distance ⇠~g .
Inserting the wave function expression  (~k,~r), given by equation (1.46), inside the Schrödinger equation
describing the propagation of the electron wave inside the crystal periodic potential U(~r), we obtain the so-
called secular equation [7]. This equation can be solved numerically to obtain Bloch wave coefficients Cj

~g
and the ampassungen �j for any kind of crystal defined by their sets of structure factor. It can be written in
the N-beams condition as follows :

Bj
~g(2

~K.~g + g2)

1 + gn/Kn
�
X

~h

Bj
~h
U~g�~h

(1 + gn/Kn)1/2(1 + hn/Kn)1/2
= �2Kn�jB

j
~g (1.49)

where ~K is the wave vector inside the crystal, gn = ~g.~n, Kn = ~K.~n and

Bj
~g =

✓
1 +

gn
Kn

◆1/2

Cj
~g (1.50)

The effect of absorption is included through the addition of a small imaginary component for each Fourier
component of the potential U~g [50].
Figure (1.11) reports the comparison between an experimental CBED pattern and two simulations performed
using either the kinematical approximation or N beams dynamical simulation [47]. This pattern is the central
transmitted disk of a CBED pattern observed at V0 = 200kV in a silicon crystal oriented in [310] zone axis.
In the case of Kinematical simulation, only the maximum of the rocking curve is displayed showing sharp
fine lines whatever the reflection ~g. This comparison clearly demonstrates that dynamical theory is the only
approach which could reproduce all the intensity variations across the CBED disk.

If the optical axis is lined up with a crystal zone axis, then a particularly convenient CBED pattern is
obtained, often called a zone axis pattern or ZAP [8]. A zone axis is the normal to a plane in the reciprocal
lattice. The < uvw > zone axis is a line common to all crystal planes (hkl) that obey the equation uh +
vk+wl = 0. It is particularly helpful to describe the geometry of a diffraction pattern with the Ewald sphere
construction within the reciprocal lattice [8]. When the electron beam is incident along a zone axis direction,
the Ewald sphere makes a near-planar coincidence with a plane called the zero order Laue zone (ZOLZ)
of the reciprocal lattice. With increasing distance from the zone axis, the Ewald sphere moves away from
near coincidence with the ZOLZ, and the reflections are no longer excited until the Ewald sphere intersects
the next layer of the reciprocal lattice parallel to the ZOLZ. A large-diameter circle is obtained with the
intersection of the Ewald sphere and the next-layer plane called first order Laue zone (FOLZ). Usually, all
the layers above the ZOLZ are called high order Laue zone (HOLZ).
The simple geometrical construction reported in figure (1.9.A) finally corresponds to a two beams kinematical
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Figure 1.11 Central disk of a [310] oriented CBED pattern recorded using a Silicon sample. The acquisition is
performed at 200kV. The HOLZ lines position can be compared to the one obtained using N-beams dynamical simulation
and a quasi-kinematical simulation (extracted from [47]).

description of the CBED pattern formation. We can easily generalize this simple geometrical approach in
the case of many beams. In this case the transmitted disk of the CBED pattern will exhibit the superposition
of all deficiency lines associated to the N-1 diffracted excess lines distribute around it. This is basically what
we can observe in the first pattern of the figure (1.9.B) and the simulations of the figure (1.11). Of course
this approach doesn’t take into account the dynamical effects, but is sufficient to describe geometrically the
distribution of lines in the CBED transmitted disk. Some lines in the CBED pattern will originate from
HOLZ diffraction. They are called HOLZ lines. On the contrary, ZOLZ lines will come from the ZOLZ
diffractions [8]. In two beams condition, usually HOLZ lines exhibits fine profiles which can be simulated
using kinematical approach as their associated extinction distances ⇠~g are larges. On the other hand, ZOLZ
lines will require a dynamical approach to reproduce their rocking curves even in two beams condition. To
reproduce all the intensity variation observed in N beams condition, even considering a simple superposition
of HOLZ lines, we will need dynamical simulations. See for instance the dynamical effect observed in the
HOLZ lines intersection, highlight using a red arrow in figure (1.11), reproduced by the dynamical simulation
but not by the kinematical one [7].

1.2.1.2 Strain state determination in uniform crystal Crystal lattice parameters can be measured using
the Bragg law in diffraction experiments. They can be measured very precisely from HOLZ line positions
in CBED as these lines are sharp and then provide very good signal over noise ratio for the determination of
small lattice parameters variation [51]. Furthermore, HOLZ lines with higher indices (hkl) can be observed
in the transmitted disk. Indeed, they have also higher sensitivity to small variations of lattice parameters
compare to ZOLZ reflections. In practice, the experimental HOLZ line positions have to be compared to
simulations through the Hough transformation procedure [52]. As already described previously, the ideal
situation should be to compare the HOLZ lines positions with dynamical simulations. Figure (1.12) reports
an extreme application of this method selected for it’s high sensitivity [53]. Indeed, in this study a structural
investigation of P doped germanium sample has been carried out. Doping was performed by ion implantation
and laser thermal annealed was then realized to recrystallize and activate amorphized germanium doped areas
with phosphorous. Laser Thermal Annealing (LTA) was carried out at various energy densities. The purpose
of this study was to investigate how the damage recovery occurs as a function of the LTA conditions. Indeed,
despite phosphorus exhibiting a significantly smaller atomic radius compared to Ge, the theory predicts that
its inclusion in Ge should generate an expansion of the lattice due to complex mix between the electronic and
the size contribution [53]. This effect is theoretically very small (below 10�4 of relative displacement) and
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Figure 1.12 Experimental A- and simulated B- CBED pattern taken at ⇠ 50nm from the top sample surface in the
doped region. The comparison between the N-beams dynamical simulated CBED patterns of the strained area (in gray)
with the unstrained reference (in red) are reported in C. The shift of HOLZ line positions, marked by arrows, is ascribed
to a variation of lattice parameter (extracted from [53]).

was never clearly demonstrated. I choose this study among others as it clearly demonstrates CBED capability
to resolve structural questions requiring over-sensitivity.

For this experiment, CBED measurements were conducted in STEM mode allowing to scan the beam
and acquire CBED patterns for each spot position taken in the doped region located beneath the top sam-
ple surface and running over a depth of approximatively 100 nm. Localized strain measurements could
then be achieved with nanometer spatial resolution. N-beams dynamical simulations were performed using
Bloch wave approach described previously and computed using JEMS software [54]. A homemade Hough
transform code was implemented in Gatan Digital Micrograph software to extract the HOLZ lines positions
[52]. All the experimental CBED patterns were acquired in the [230] zone axis using the Hitachi I2TEM
microscope and were zero loss filtered with a 10eV energy window to remove inelastic electrons bringing
unnecessary noise to the measurement. In addition to the lattice parameters, HOLZ line positions are also
very sensitive to the TEM accelerating voltage [8]. Therefore, a CBED pattern obtained in the undoped
(and undistorted) substrate (located further away than 100 nm below the surface) was initially simulated to
determine the precise acceleration voltage of the electron beam. It was found equal to V0 = 299.1kV and
then used as a reference for the strain measurements. In CBED, the perpendicular strain in the doped region
" = (aDGe � aGe)/(aGe) is determined by measuring the crystal reticular parameter in the doped region
aDGe with respect to the undoped Ge substrate lattice parameter aGe. Measurements of lattice parameters
performed on the fully activated structures show that P doping results indeed in a lattice expansion, with a
perpendicular lattice strain per atom +0.7±0.1A3 in a good agreement with previous theoretical predictions
[53].
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Dynamical simulation is ideal to implement this kind of comparison with experimental CBED patterns.
But it requires a full calculation of the ZOLZ dispersion surface and, depending on the zone axis orientation,
the number of reflections which have to be considered could lead to highly time consuming calculations.
Rather, kinematical simulations can be obtained in less than ms with any computer, but the major factor
limiting factor comes from the strong influence of dynamical effects [54].
In any crystal it is however possible to find specific zone axis orientation where only one branch of the
ZOLZ dispersion surface is excited. These orientation are called quasi-kinematical zone axis. In that case,
dynamical effects which cause the dispersion surface to deviate from its kinematical location leading to
wrong HOLZ line positions in kinematical simulations, can be corrected. Indeed, considering a single HOLZ
reflection, the ZOLZ dispersion surface effect on this HOLZ line position can be simulated by adjusting the
high voltage in the kinematical simulation. This correction called HOLZ shift, enables to simulate correct
HOLZ lines positions using kinematical simulations preventing the use of complex dynamical simulations.
Kinematical simulations, with HOLZ shift correction which includes dynamical effects on the HOLZ lines
positions, are called quasi-kinematical simulations and are only valid along quasi-kinematical zone axis
[55]. We used this method to determine the evolution of strain over large field inside Si crystal after plastic
deformation [139]. This kind of study requires many CBED patterns to be compared, and the use of quasi-
kinematical simulations was very helpful.

1.2.1.3 Measurements in the presence of inhomogeneous crystal strain The HOLZ line profile
depends also sensitively on strain variations and crystal rotations inside the crystal volume probed by the
electron beam. The previous method used to determine lattice parameters thanks to HOLZ lines position can
only be applied if fine HOLZ lines are observed. This is possible only if the lattice parameter is uniform
along the electron beam path such as for perfect crystal or uniformly strained crystal. The last case can be
encountered in weakly strained samples.
A highly strained sample will exhibits surface strain relaxation during the milling operation needed to prepare
the TEM sample [57]. The relaxation leads to strain variations across the sample thickness, and HOLZ line
rocking curve broadening. This effect was observed very quickly during the analysis of SiGe epitaxial layer
deposited on Si substrate [47]. Due to surface strain relaxation, CBED patterns recorded in the substrate,
even far away from the epitaxial interface, exhibit impressive HOLZ lines broadening. This measurement
is reported in figure (1.13), where we can notice that HOLZ broadening increase the closer we are from
the epitaxial interface. The sample was prepared by FIB using a specific geometry reported in figure (1.13)
and the CBED patterns were acquired using the SACTEM-Toulouse and were zero loss filtered with a 10eV
energy window. Specimen was oriented along a [230] zone axis.

The effect of a deformed lattice on the HOLZ line rocking curve can be qualitatively understood using
the kinematical diffraction theory of deformed crystals where a z dependent displacement field ~u(z) can be
inserted in the z dependent diffracted plane wave  ~g(z) by adding a phase factor exp(�2⇡i~g.~u(z)) [57].
The final diffracted intensity can be calculated in the form of an integration over the crystal thickness t along
the incident beam direction z : |

R t
0  ~g(z)dz|2. It shows that the recorded broadening is far greater for a

HOLZ reflection than for a low-order reflection. Indeed, the phase factor will increase with |~g| which makes
the HOLZ line profile very sensitive to ~u(z). On the contrary, we can see that ZOLZ reflections rocking
curve will not be sensitive to ~u(z).

Carrying out quantitative measurement is also possible by comparing experimental patterns with dynam-
ical simulations taking into account the displacement field ~u(z). These simulations have to be associated
with finite element modeling used to calculate ~u(z) [58]. In order to introduce the effect of z dependent dis-
placement field in the formalism of dynamical theory, we have implemented a perturbation approach, which
is finally very close to the eikonal method used in charged particules optics to determine the aberrations co-
efficients [46][47]. Indeed in CPO, as introduced in the beginning of this chapter, second order characteristic
function will allowed to determine paraxial properties such as all the cardinal elements. Aberrations, which
can be seen as a z dependent perturbations of the paraxial trajectories, can be simulated by considering the
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Figure 1.13 [230] CBED central disks of a t = 300nm thick cross-sectional Si0.8Ge0.2/Si specimen taken in the
silicon region at respective distances (from left to right) of xs = 450, 250, 200 and 150nm from the interface with the
epitaxial layer. bottom: experimental patterns; top: dynamical simulated patterns using perturbation approach. The
scheme below shows the geometry of H-bar FIB prepared sample. Measurements were performed on the central thickness
at 200 kV (extracted from [47]).
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fourth order contribution of the characteristic function as a perturbation of the paraxial one [9].

To apply this method, we will first determine the Hamiltonian function of the electron inside the crystal
H(~r). We could then define the associated evolution operator U(0, z) = exp

�
�i
R z
0 H(⌧)d⌧

�
[59], and

considered it as a characteristic function of the system in the sense of Hamilton. The idea will be to express
the evolution operator U(0, z) into a perturbation series. Low order term of this expansion will be defined
by the ZOLZ potentials, and higher one by the HOLZ and inhomogeneous displacement field contributions.
Just as in the case of the eikonal method, the contribution of the higher order will be treated as a perturbation
of the low order characteristic function.

Performing this separation requires the reciprocal lattice vector to be written as ~g = ( ~G,�ngz), where ~G
belongs to the zero-order Laue zone, gz is the distance between two neighboring Laue zones and n the order
of the zone. Using these notations, the crystal potential U(~r) can then be developed as [46] :

U(~r) =
X

~g

U~ge
2⇡i~g.~r = U (0)(~⇢) +

X

n 6=0

exp(�2⇡ingzz)U
(n)(~⇢) (1.51)

in which ~⇢ is the two dimensional vector corresponding to the projection of ~r in the (x, y) plane and
U (n)(~⇢) =

P
~G U (n)

~G,�ngz
exp(2⇡i~G.~⇢). In this expression, the ZOLZ potential U (0)(~⇢) corresponds to the

z-independent ZOLZ projected potential while the other components U (n)(~⇢) are known as the higher-order
conditional projected potentials and correspond to the HOLZ contribution [46].

We can do the same operation introducing an inhomogeneous displacement field ~u(z) modifying the
original atom position ~r to it’s new z-dependent position ~r0 = ~r � ~u(z). The resulting strained crystal
potential U(~r) can be developed as :

U(~r) =
X

~g

U~ge
2⇡i~g.(~r�~u(z)) =

X

~g

U~ge
2⇡i~g.~r +

X

~g

U~ge
2⇡i~g.~r[exp(�2⇡i~g.~u(z)� 1] (1.52)

= U (0)(~⇢) + UHOLZ(~⇢, z) + Ustrain(~⇢, z) = U (0)(~⇢) + Upert(~⇢, z)

Once again, the strained crystal potential can be separated into a z-independent term U (0)(~⇢) and a z-
dependent one, as performed in equation (1.51) for the perfect crystal. Note that the z-dependent term
Upert(~⇢, z) now includes both the HOLZ potential UHOLZ(~⇢, z) and the inhomogeneous displacement field
Ustrain(~⇢, z) contributions.

Introducing equation (1.52) into the Hamiltonian H(~r) and taking care of the small angle approximation,
allowed us to separate the Hamiltonian function in two parts, one z-independent and one z-dependent. Finally
H(~r) can be written as :

2kzH(~r) = 2kzH
0=ZOLZ(~⇢) + Upert(~⇢, z) (1.53)

Standard dynamical diffraction theory, outlined in part (1.2.1.1), can now be applied by simply consid-
ering the Hamiltonian H0=ZOLZ(~⇢) instead of H(~r). Indeed, this theory was described for a perfect three
dimensional crystal. In that case three dimensional Bloch waves are the eigenstates of H(~r) because the po-
tential U(~r) is perfectly periodic over the three spatial dimensions [7]. They are sufficient to fully calculate
all the diffracted intensities. In that case implementing the perturbation theory considering the HOLZ poten-
tial as a perturbation of the ZOLZ diffraction will give the same results but is not of particular interest [59].
However the perturbation method becomes attractive considering the inhomogeneous displacement field.

Considering H0=ZOLZ(~⇢) two dimensional Bloch waves |j > are now the new eigenstates. Dirac no-
tations | > are used here to simplify the following expressions. However, classical wave-functions can be
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retrieved very simply by projecting the state on the correct basis ; e.g. let’s note the first three dimensional
Bloch eigenstate |1 >, solution of the dynamical two beams diffraction ; the associated wavefunction, defined
in equation (1.45), is then calculated by its projection on the real space basis |~r > using < ~r|1 >= �1(~r).
Going back to the ZOLZ potential, we can now write :

H0=ZOLZ(~⇢)|j >= �j |j > (1.54)

where �j corresponds to the ampassungen of the two dimensional Bloch waves as defined in part (1.2.1.1).
The associated evolution operator U (0(0, z) can be written [59] :

U (0(0, z) =
X

j

e�i�jz|j >< j| (1.55)

Knowing the incident electron beam plane wave state |0 >, all the ZOLZ diffracted intensities, defined by
their diffraction states |~q >, can be calculated introducing equation (1.55) into :

I~q = | < 0|U (0(0, z)|~q > |2 (1.56)

The description presented until now is strictly identical to the one presented in part (1.2.1.1), restricting
all the calculated intensities to the ZOLZ reflections.

Considering the potential Upert(~⇢, z) as a perturbation of the ZOLZ diffraction, the evolution operator
can be expanded in a perturbation series [46][47] :

U (0, z) = U (0)(0, z) +
1X

m=1

U (m)(0, z) (1.57)

with

U (m)(0, z) = �i

Z z

0
d⌧U (0)(z, ⌧)Upert(⌧)U (m�1)(⌧, 0) (1.58)

Restricting the perturbation expansion to the first order is sufficient to reproduce all the fine diffracted
contrasts observed in the transmitted beam of the CBED pattern, which can be calculated thanks to the
following expression :

I0 = | < 0|U (0(0, z)|0 > + < 0|U (1(0, z)|0 > |2 (1.59)

Results obtained with the perturbation approach were implemented using an homemade software coded
in Fortran. They were compared with simulations given by standard dynamical theory described in part
(1.2.1.1) and computed using JEMS software, considering a perfect silicon crystal [46][47]. It shows the
validity of the perturbation approach. Moreover, this method was also tested by simulating the HOLZ line
splitting observed in LACBED around a dislocation due to it’s inhomogeneous strain field. Here too, these
comparisons show the validity of the perturbation approach to deal with inhomogeneous strain field. These
comparisons are reported in figure (1.14).

Finally, by calculating the field ~u(z) using the FEM software COMSOL multiphysics for the SiGe/si
epitaxial system described in figure (1.13), and introducing this field in the simulation performed using the
perturbation theory, we were able to compute all the experimental patterns reported in figure (1.13)(see in
particular the simulations showed in figure (1.13.e,f,g,h). The good agreement allowed us to determine the
original strain state of the SiGe epitaxial layer as the initial condition introduced in the FEM simulations
[47].
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Figure 1.14 Enlargements of the central region of [111] zone axis CBED patterns calculated for a nominal voltage of
V0 = 200 kV and a specimen thickness of t = 350 nm (A-C) and t = 450 nm (B-D). Comparison of HOLZ intensities
calculated using standard dynamical theory (A and B) and perturbation theory (C and D). E Experimental and F simulated
LACBED patterns showing the intersection of (52 � 6) HOLZ line by a dislocation line parallel to [100] direction and
defined by a Burgers vector~b = 1/2(01� 1) in a t = 400nm thick silicon crystal (extracted from [46]).

1.2.1.4 summary on strain mapping using CBED Thanks to FE-TEM it is possible to generate highly
localized electrons spot focused on a sample. This spot can be scanned and CBED patterns can be acquired
for each spot positions. Due to the high sensitivity of the HOLZ lines position to the lattice parameters, it is
possible to determine very precisely a variation of these parameters (relative variation down to 10�4) as long
as these variations remain uniform over the electron propagation direction z.
However the major limitation of this HOLZ lines position fitting procedure for strain measurement came
from the destructive process involved in the specimen preparation. First, and we didn’t mention it before,
stress and strain can be introduced by the new surfaces created during the sample preparation like for instance
amorphous layer introduced during the polishing. But the main issue finally comes form strain relaxation
when a 3D strained structure is prepared as a thin TEM lamella. This phenomena introduces an inhomoge-
neous displacement field along the electron propagation ~u(z) generating splitting of the HOLZ fine rocking
curves. We showed that a possible solution to measure the strain state of a device should be to combine the
experimental measurements with FEM simulations and use dynamical simulations to retrieve the original
strain/stress. This method is schematically reported in figure (1.15). The 3D strain in the prepared cross-
sectional sample could also be measured by comparing many HOLZ lines splitting with simulations at the
same time.

Despite the high strain sensitivity of CBED due to the HOLZ lines position, as well as their rocking curves,
strain measurement using CBED configuration is not popular. Modern electron diffraction based methods
mainly used nanobeam diffraction configuration (NBD) [60]. In this mode, the sample is illuminated by a
small parallel beam. The sample is then located in the pupil plane of the illumination system. ZOLZ spots
are observed in the BFP of the objective lens, and their positions can be precisely fitted to determine the
evolution of the lattice parameters if the NBD spot is scanned over the sample surface. These methods are
indeed much easier to implement than CBED requiring dynamical simulations and finally containing too
much informations for classical strain mapping applications. Nevertheless, recent developments of pixel-
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Figure 1.15 Description of the final strain measurement method using CBED for single epitaxial layer : experimental
HOLZ line profiles taken at a precise position inside the substrate must be compared to dynamical simulated ones obtained
considering the thin lamella strain relaxation thanks to FEM simulations (extracted from [47]).
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lated detectors for 4D-STEM applications where full CBED patterns could be acquired in STEM with high
scan rate (around 100ns per pixel on a 1024⇥ 1024 field of view), are opening new interesting perspectives
for CBED based methods in strain measurement but more generally in quantitative field mapping, crystal
symmetry determination, ... [61]

Despite pushing these diffraction based directions, I chose instead to work on developments of new elec-
tron holography methods for application in strain measurement. The original idea was to develop easier
procedures than CBED to be implemented on real devices without losing sensitivity or field of view. Dark
field electron holography introduced in the next part is the first step towards these developments.

1.2.2 Strain mapping with large field of view using dark field electron holography

1.2.2.1 Introduction to dark field electron holography Off-axis electron holography, introduced in part
(1.1.2.3), allowed to quantitatively map magnetic and electric fields at the nanoscale [22]. However, electron
holography is not limited to the measurement of magnetic and electric contributions on the electron phase
shift. We have showed that a geometric electron phase shift induced by a displacement field ~u(~r) located in
a crystalline sample probed by the electrons beam, can also be measured and quantified directly by electron
holography using the dark-field electron holography (DFEH) configuration described in the figure (1.16.B),
and first introduced by Hanszen [45][62]. The technique has opened up a new range of applications for mea-
suring strain in crystalline materials, notably in the field of semi-conductor devices and thin films [63].
Geometric phase had previously been measured by HREM using Fourier image treatment methods [44]. But,
as already mentioned for CBED, the effect of a displacement field ~u(~r) on the HOLZ line rocking curve can
be kinematically understood by adding a phase shift exp(�2⇡i~g.~u(~r)) on the diffracted plane wave. So it is
natural to think that geometric phase 'geo = �2⇡~g.~u(~r) could be measured directly using interferometric
methods such as off-axis electron holography.

The geometric phase is only present in the diffracted beams and therefore cannot be measured by the con-
ventional off-axis electron holography setup where the interference is obtained using the transmitted beam
as described in figure (1.16.A). Standard off-axis holography is performed considering the reference beam
taken in a vacuum area i.e.  unstrain

0 =  vacuum
0 which is then easier to analyse. In DFEH the crystal is

oriented in diffraction conditions for one of the lattice planes ~g and the illumination conditions tilted so that
the emerging diffracted beam is aligned with the optic axis, exactly as for conventional dark-field imaging,
and an objective aperture is applied to eliminate the other diffracted beams [63]. A hologram is created
from the interference between the diffracted beam emanating from an unstrained region of crystal unstrain

~g ,
which serves as the reference, and a beam from the region of interest in the strained crystal  strain

~g (see
figure (1.16.B)). The relative phase difference of the diffracted beams between the two regions can then be
determined from the dark-field hologram, assuming a suitable calibration of the carrier frequency i.e. the tilt
angle ↵ generating by the electron biprism (see figure(1.5)).
To measure the geometric phase component 'geo, the other phase terms, notably crystalline and electrostatic
phase assuming a non magnetic sample, must be eliminated. To a first approximation, these two phases do
not depend directly on the local strain. Therefore, if the sample is uniformly thick, these terms will cancel out
and a direct measurement of geometric phase difference between  unstrain

~g and  strain
~g becomes possible :

�' = 'unstrain
~g � 'strain

~g = 'unstrain
geo � 'strain

geo .

Indeed, for the measurement of strain, which depends on the phase gradient, it is only necessary that the
gradient of the non-geometric phase terms be zero, or the gradient of the difference. Fortunately, the require-
ments for uniform thickness are not as stringent as for the measurement of dopant distributions since the
geometric phase variations are generally quite large, as the examples will show. In order to have a constant
crystalline phase, the diffraction conditions must also be uniform over the two regions. The situation is more
complex in the presence of compositional variations, as these will introduce additional crystalline and elec-
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Figure 1.16 Off-axis electron holography schemes: A- bright-field electron holography (BFEH) with strained crystal
transmitted wave  strain

0 and the unstrained one  unstrain
0 B- dark-field electron holography (DFEH) with strained

crystal diffracted wave  strain
~g and the unstrained one  unstrain

~g .

trostatic phase terms. Significant and localized phase changes can occur at interfaces, which are therefore
difficult to eliminate from the analysis. Finally, the measurement will provide the relative distortion of the
reference lattice and the region of interest. Therefore, a strict mechanical strain analysis requires the refer-
ence region to be unstrained, otherwise a systematic error will arise. Note, that there is no fundamental reason
why the reference region must be the same material as the region of interest, provided that it diffracts within
the objective aperture. Only the interpretation requires a suitable adaptation. We will describe in part (1.3.2)
the specific configuration where a tilted reference wave in the vacuum can be used as a perfect unstrained
reference [49]. This orignal DFEH configuration was only possible thanks to the unique configuration of the
I2TEM microscope.
We will call the equivalent setup for the transmitted beam, the bright-field electron hologram (BFEH). Here,
the transmitted beam from the region of interest is interfered with that emanating from the reference region of
crystal, and not with the beam in the vacuum as for the conventional setup (see figure (1.16.A)). This configu-
ration is of primary interest for assessing, and correcting the systematic errors of the dark-field measurements
since for the transmitted beam, the geometric phase component should be zero [63].

1.2.2.2 DFEH with large field of view thanks to Lorentz mode The configuration of DFEH reported in
figure (1.16) has been simplified on purpose compare to its real practical implementation in a TEM. Indeed,
the hologram is never directly generated from the object wave, i.e. with a biprism physically located in an
optical plane below the object, but using the image wave formed after the objective lens. From a paraxial
point of view, either in standard off-axis holography, BFEH, or DFEH, the phase difference �' will be
strictly identical with the one obtained without considering the objective lens effect. Indeed under paraxial
approximation the objective lens will not affect�', but only change the hologram field of view relatively to
the image size. Usually, an electron biprism will be installed between the objective lens yoke and the first
intermediate lens very close to the selected area aperture plane where the object magnified image is obtained
[27]. The off axis hologram will then be recorded in this image plane and the field of view W , compared
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Figure 1.17 Paraxial fundamental rays showing the influence of the objective lens magnification on the hologram field
of view. A- standard TEM configuration B- Lorentz lens configuration.

to the image dimension, will then depend on the objective lens magnification ((x|x) in equation (1.2)). It is
worth noted that aberrations have to be considered in high resolution holography configuration [27]. In this
specific off-axis configuration the sample is oriented in ZAP (such as in the case of HREM imaging) and,
if the magnification of the objective lens is sufficient, it becomes possible to separate in the hologram FFT,
the interference coming from the transmitted beam and the vacuum reference area, with all the other inter-
ferences generated by the superposition of each diffracted wave and the same vacuum reference beam. In
that particular case the objective lens will then affect the quantities �'~g/0, measured from the interference
of a diffracted beam ~g and the vacuum reference beam 0, depending on the selected ~g. That’s why, high
resolution electron holography is usually used to retrieve the main objective lens wavefront aberrations, such
as the aperture one, in order to correct them using specific post-processing methods applied to the hologram
sideband [64].
As far as DFEH is concerned, we will only consider the paraxial effect of the objective lens as the two
diffracted wavefronts (the ”unstrain” and the ”strain”) will be affected by the same aperture aberrations
which are canceled out in the measurement of �' = 'unstrain

geo � 'strain
geo . To be more specific, only objec-

tive lens off-axial aberrations, which depend on the object spatial coordinate x0, y0, such as coma (x|xaa)
depending linearly on x0 (together with equivalent term along y, and mixed complex terms), could affect the
measurement. However it is reasonable to neglect them as far as the hologram field of view remains in the
range of hundred nanometer or below, remaining in isoplanatic condition [65].

Carrying out an holography experiments to map the magnetic configuration of a sample in a TEM is
impossible using standard objective lens. The sample is indeed located in the center of the objective lens
pole piece gap where a field in the range of few Tesla is applied along the optical axis i.e perpendicular to the
sample [27]. This field will saturate the magnetic configuration of the object under analysis. The operator
will then have to stop the objective lens field. This is known as ”low magnification” configuration. Without
objective lens, the object will not be sufficiently magnified inside the hologram width W . The answer is
to use a Lorentz lens. Most of the time, this lens is optically located below the objective-image lens and
the focal length fLor of this lens is then bigger that the standard objective lens fobj < fLor. The use of
this lens will have two important consequences on holography experiments. First of all the object could
then be magnified inside the hologram without the use of the main objective lens, leaving the sample in
a magnetic free environment. But, most importantly regarding the DFEH configuration, and as reported in
figure (1.17), the use of a Lorentz lens will decrease the image size inside the hologram width W . This second
consequence, which could be problematic to study small magnetic objects, is however very positive for DFEH
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Figure 1.18 Side-band selection for dark-field holography. See text for details (extracted from [63]).

analysis. Indeed, main applications of strain mapping are found in the microelectronic community. The size
of their stressed devices as well as the localisation of an unstrained zone relatively to the strained area, prevent
the use of DFEH configuration using standard objective lens due to its strong magnification. This limitation
of DFEH can be relaxed using the Lorentz lens configuration where few hundred of nanometers field of view
DFEH can be recorded, which has proven to be largely sufficient to study modern devices, as we will see in
the following [45][63].

1.2.2.3 Strain measurement using dark field electron holography The test sample used to illustrate
the technique is an array of dummy p-MOSFET transistors with embedded Si0.7Ge0.3 sources and drains
[45]. TEM specimens were prepared by focused ion beam (FIB) to a thickness of between 100 and 150
nm. Observations were carried out on the SACTEM-Toulouse [66]. Specimens were oriented close to a
[�110] zone axis. The microscope is operated in the Lorentz mode using the corrector first transfer lens as a
Lorentz lens and with the main objective lens and hexapoles switched off (see figure (1.21)). Typical fringes
spacing are s = 1–2 nm, fringes contrast of around C = 20%, and hologram widths from W = 300–500 nm
allowing lengthwise fields of view of several microns. Strain fields are extracted using home made software
coded in Gatan Digital micrograph language [67].
Once the hologram is recorded the geometric phase can be retrieved. The process used is based on the Fourier
transform described by the equation (1.19) and mapped on the figure (1.18) .

It requires the correct choice of side band, which can be understood using figure (1.18)[63]. The crys-
tal diffracts into the transmitted beam O and diffracted beams from the undistorted crystal, A and A0, and
the strained region of crystal, B. The objective aperture is used to select only these diffracted beams. The
biprism deflects these beams depending on whether they pass to the left (A) or the right (A0, B). The car-
rier frequency linked to the biprism deflection angle ↵ is denoted by qc. In this example, the voltage of the
biprism is positive and the wire is then located before the image plane. As usual, the Fourier transform of
the holographic fringes will have two side bands (see equation (1.19))[27]. It can be seen that the direction
of �~g, corresponding to the difference in reciprocal lattice vectors between strained and unstrained crystal
areas, is unaltered in the side band pointing towards the substrate. It is this side band that we choose to
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Figure 1.19 Determination of two-dimensional displacement field by dark-field holography: A- dark-field hologram
for (�1 � 1 � 1) beam; B- dark-field hologram for (�1 � 11) beam; C- extracted phase of (�1 � 1 � 1) DFEH D-
extracted phase of (�1� 11) DFEH. 2D displacement calculation and corresponding strain tensor components are also
reported (extracted from [63]).

reconstruct. Using the other side band simply changes the sign [63].
The reference region of phase A–A0 can be conveniently used to define both the unstrained state and the
carrier frequency. Any phase gradient elsewhere in the hologram indicate a difference in local lattice param-
eter or orientation due to the quantity �' = 'A�A0

geo � 'B
geo. The strain in the direction of the diffracting

vector ~g, can be determined directly from the gradient of the phase�'. To determine ~g in image coordinates,
the corresponding lattice spacing d~g , needs to be known along with the magnification of the hologram and
the direction of the diffraction vector with respect to the image. Indeed, the difference in reciprocal lattice
vector �~g, can be determined unambiguously from the hologram but to determine percentage changes in
lattice parameters and orientation the length and direction of ~g is required. For instance, using the ~g = (220)
diffracted beam in the (001) grown strained-silicon transistor sample, the strain could be measured in the
direction parallel to the specimen surface from source to drain, corresponding to the "xx component in figure
(1.19).

To determine the 2D strain tensor, holograms need to be taken for two non-collinear diffraction vectors
~g1 and ~g2 [63]. For the [110] zone-axis sample, we typically chose two (111) diffracted beams. The result
obtained from these experiments is shown in figure (1.19). They can finally be combined to determine the full
in-plane strain tensor "ij , and rigid-body rotation !ij . The difficulty is that the holograms need to be aligned
correctly but fortunately, this alignment procedure is facilitated in that the technique is a medium-resolution
technique. We either use the phase images or the amplitude images to identify equivalent sample areas.

Such as for CBED measurements, DFEH evaluations have to be compared with FEM simulations of the
sample strain state in order to take into account thin film relaxations. Figure (1.20) reports the comparison
for the p-MOSFET transistors used to develop the DFEH method. We can notice that the overall agree-
ment between the experimentally determined strain maps and those coming from the modeling is excellent
[45][63].

1.2.2.4 Summary on strain mapping using dark field electron holography By implementing dark
field illumination inside an FE-TEM, we show that geometrical phase 'geo = �2⇡~g.~u(~r) is a real physical
quantity that could be extracted directly from the diffracted beam phase thanks to interferometric method.
Carrying out an interference between two ~g reflections taken from an unstrained and a strained area, it was
possible to measure directly the geometrical phase difference �' and thus extract the associated displace-
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Figure 1.20 Strain tensor for p-MOSFET transistors: A- experimental strain components and B- simulated strain
components from finite element method (extracted from [63]).

ment field ~u(~r). DFEH is then a fully quantitative technique for the measurement of strain in nanostructures
and devices. The analysis is straightforward and gives directly the strain components that can be compared
with modeling. DFEH is, in particular, adapted to epitaxial systems as the substrate can act as a reference
area. The technique has already been applied successfully to a number of systems, from the MOSFET and
FinFET devices and similar strained silicon devices, to strained layers, misfit dislocations therein and quan-
tum dots [63][68][69]. The technique can be powerfully combined with conventional holography to provide
a complete study of strain and dopants in devices. Finally, the implementation of this configuration using a
Lorentz objective lens allowed us to map this displacement field over wide field of view (almost 1µm).
However, the main difficulty of DFEH was related to the Lorentz configuration used in the SACTEM-
Toulouse. Our main limitation lied in the accessible illumination tilt angle in dark field before the beam
touched mechanically the upper part of the objective lens which remains inactive. As a consequence, we
were limited to low ~g reflections to record DFEH (maximum ~g = (004) in the silicon at 200 kV). Measuring
very small displacement field ~u(~r) will benefit in selecting higher order of ~g reflections as the geometri-
cal phase sensitivity increases with ~g. Our goal was to develop a new instrument allowing to reach higher
reflections such as the ~g = (008) of the silicon, and enable the implementation of modern correction of
biprism artefacts, described in part (1.1.3.3), using multi-biprism optics [41]. Furthermore, this new instru-
ment will be designed to allow split beam illumination using a biprism located in the illumination system
[70]. Split beam can be used to select the reference area independently from the measurement area in off-
axis electron holography experiments. This configuration could be very interesting either to map electric or
magnetic fields using BFEH as well as strain fields using DFEH. The development of this instrument, called
the I2TEM, started around 2009. It was performed in collaboration with the Hitachi company and will be the
topic of the next part.
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1.3 Improving coherent TEM

1.3.1 Introduction

Carrying out coherent TEM with enough signal to noise ratio in the detected signal requires brightest electron
source, ideally a Dirac-like point source. In this latter ideal situation, all electrons will come from the same
spatial origin and each plane wavefront observed far away from the source will then have a phase relation
over the two infinite dimensions perpendicular to the propagation direction. In that case, the coherent current
available to perform an electron hologram, given by the equation (1.37), will then be maximum. Of course,
even the brightest electron source available nowadays (but honestly designating with confidence one specific
technology among existing developments is not very wise ...) will have an extended spatial distribution at the
origin. As described in the part (1.1.3.2), for a given spatial distribution s(⌫q), the dimensions of the plane
wavefront, observed far away from the source, on which a phase relation remains will be reduced compare to
the ideal point source. Increasing the source intensity distribution s(⌫q) will, of course, decrease the lateral
dimensions of the coherent wavefront [12][10].
There are two possible directions to reduce the size of s(⌫q) to improve coherent TEM methods that we have
investigated in all our different developments. But first, it is worth noting that the relevant distribution which
have to be considered for a coherent experiments will be the last one before the object. This cross over will
be formed by the illuminating optics located between the source and the object. The optical configuration
chosen to illuminate the sample will then have a very important impact on the experiment. Therefore, the
first simple way to reduce the object illumination cross over will be to strongly demagnify the original source
cross over. But, due to illuminating optics aberrations, especially the aperture one, the use of illumination
apertures will then become necessary to enable the formation of small cross over. This will automatically
result in a loss of probe current as the source brightness is conserved from the source, to the detector [10]. As
a consequence, higher demagnification will result in higher loss of currents, and this method cannot be used
if the original source brightness is not sufficient, i.e using thermionic source where the need of very strong
demagnification will result in dramatic loss of currents.
However, even with high brightness source, the illumination optics have to be optimized to generate a suitable
cross over depending on the experiments (STEM, holography, ...). This optimization is particularly important
in off-axis electron holography where the use of a too high demagnification, and the associate probe current
loss, will result in the need of higher exposure time preventing the observation of contrasted fringes due to
the contribution of instabilities. However, hologram fringes recorded under off-axis configuration are gen-
erated by the interference of the two half-wavefronts located on each side of the biprism wire. Optimizing
the fringes contrast will require a higher demagnification only along that direction. That’s the reason why
elliptical illumination, with an ellipse direction perpendicular to the biprism wire, are usually implemented
in off-axis holography experiments [71]. Using such kind of illumination, the source cross over before the
object will therefore have an elliptical shape, with a very small dimension perpendicular to the wire, maxi-
mizing the degree of coherence along that direction, and a biggest dimension along the wire to optimize the
hologram total current.

Optimizing coherent TEM experiments using dedicated and optimized column optic, knowing that the
commercial source defined by its brightness cannot be changed, corresponds to the direction taken for the
development of the I2TEM column I want to describe in the following. The second direction will be of
course to address the problem directly at its source, optimizing the brightness of the brightest technology
available i.e the cold field emission source [35]. The developments performed following that direction will
be described in the second chapter dedicated to instrumental developments.

1.3.2 Improving the optical flexibility of electron interferometry : the development of the
I2TEM

1.3.2.1 Target specifications Before the installation of the I2TEM microscope, electron holography in
CEMES, and particularly DFEH experiments, were performed using the SACTEM. Hence, before describing
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the unique characteristics of the I2TEM instrument, I would like first to present the configuration of the
SACTEM to stress out its limitation regarding holography experiments. As quickly introduced previously,
the SACTEM is a TECNAI F20 based microscope from the FEI company i.e a microscope equipped with
a 200keV Schottky source, 2 condenser lenses, a super twin objective lens and finally 2 intermediate and 2
projector lenses. This microscope was then retrofitted with a semiaplanetic system C-COR from the CEOS
GmbH company located after the objective lens and one rotative electron biprism located in the SA aperture
position, limiting the number of accessible SA apertures to two instead of four ordinary. The main limitations
of this configuration for DFEH arise from the position of the single biprism and the configuration of it’s
Lorentz optical mode. They can be briefly summarized below :

1. The position of the electron biprism in the same plane as the SA aperture prevents the formation of
an electron hologram in the SA mode of the TEM. Yet, SA mode includes almost all the intermediate
magnifications of the imaging lenses. Acquiring an hologram using these intermediate magnification
required the use of free lens control and suffered from a strong lack of optical flexibility. Additionally to
a poor optical flexibility we must also include the annoying interconnexion between the hologram width
W with the interference fringes distance s. Indeed, such as for all single biprism off-axis configuration,
increasing W will increase the deflection angle ↵ generating hologram with smaller s. Adding all these
limitations together, it becomes very challenging to prepare a random experiment with a required field
of view, set by W and the magnification, independently from the hologram resolution, defined by s.

2. Carrying out Lorentz imaging using the SACTEM required a specific setting of the C-COR reported in
figure (1.21). Figure (1.21.A) shows the paraxial trajectories inside the C-COR when all the optical ele-
ments are activated (round transfer lenses (TL), adaptive lens (ADL) as well as the two long hexapoles
(Hex)) [72]. When the main objective lens is OFF, Lorentz imaging condition can be implemented by
shutting down all the C-COR lenses but the TL11. The two paraxial trajectories of this so called TL11

Lorentz mode are reported in figure (1.21.B) [73]. On purpose, the image plane is slightly shifted below
the standard SA plane due to the previous point related to the biprism location. Recording hologram
in Lorentz mode was then possible using the SACTEM thanks to this new condition. As a result of
the mechanical dimensions, a linear magnification of 7.7⇥ could be reached. This value was sufficient
for most of experiments, but the global image quality was very poor mainly due to the strong aperture
aberration ( (x|aaa) = (y|bbb) = (r|aaa) = Cs = 1m). Moreover, since the beam deflections coils
used to tilt the beam on the sample plane are located before the objective lens pole piece and that the
objective lens remains OFF in the Lorentz mode, the achievable tilts were limited to 15mrad. Above
15mrad the incoming beam touches the upper pole piece hole. Recording DFEH also requires the use
of contrast aperture located in the back focal plane (BFP) of the objective lens to select the proper ~g
reflection. Unfortunately, using TL11 Lorentz mode, the BFP of the TL11, located inside the C-COR,
was not mechanically accessible (see figure (1.21.B)). The use of a contrast aperture located in an op-
tical plane different from the optimum aperture-stop position strongly affects the imaging field of view
of the DFEH imaging mode. Indeed, as observed in figure (1.21.B), the aperture mechanically located
in the objective lens BFP will cut the principal ray when TL11 Lorentz mode is used. These two last
points were the main limitations for DFEH applications.

3. Finally, the pole piece gap of the super TWIN objective lens was 4.5mm. This last point was also
a limitation regarding all the in situ applications targeted in the laboratory such as contacting devices
to study transport properties of devices, applying external magnetic fields on the sample, ... while
recording off-axis hologram at the same time. These specific experiments will indeed require the use
of bigger holder maintaining standard tilting capabilities around 40 degrees, or more, which will not be
possible with the gap of the SACTEM pole piece.

Resolving all these limitations and propose a dedicated electron interferometry platform were the goals
behind the developments of the in situ interferometry transmission electron microscope (aka I2TEM). The
main specifications required can be briefly summarized below :

1. A versatile optic designed for optimum off-axis holography where the magnification of the sample inside
the hologram, the field of view W as well as the resolution s can be set independently. This will require
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Figure 1.21 Paraxial fundamental rays (principal and marginal rays) inside the SACTEM C-COR system. A- Standard
corrected mode B- Lorentz TL11 mode.

the use of multibiprism configuration in the imaging part, and at least one biprism carefully located
in the illumination optic [41][70][74]. Mechanically all the biprism holders will have to be located in
dedicated positions separated from standard aperture positions.

2. The microscope should offer an optimized Lorentz optical mode allowing to perform aberration cor-
rected Lorentz imaging with the same flexibility as standard TEM imaging. Tilting the beam should be
possible to almost 30mrad to perform DFEH with (008) reflection of Silicon. Mechanically, the con-
trast aperture should be also located in the correct aperture-stop positon of the Lorentz mode to avoid
any vignetting from the aperture in the recorded DFEH. While image field of view obtained with Lorentz
mode are bigger than using standard TEM objective lens, the aberration correction should be aplanatic
to minimise contribution of off-axial aberrations such as coma [65]. Applying an external magnetic
field on the sample using a controlled excitation of the main objective lens current while observing the
sample in Lorentz mode should be also possible.

3. Finally, the mechanical configuration of the sample area must be carefully designed allowing the use of
bigger in situ sample holders with adapted sample tilt range.

The final target of this instrument was to optimize standard off-axis electron holography technique as well as
develop new electron interferometry configurations and perform in situ observations of sample using them.

1.3.2.2 I2TEM column overview Fulfilling the specifications described previously, have requested the
development of a specific instrument not available originally on the market. To perform this challenging
development we jointly worked with the Japanese manufacturer Hitachi-High Technologies (HHT) Corpora-
tion located in Hitachinaka in the north of Tokyo area [75]. The I2TEM project was financially supported by
a ”CPER” (Contrat Plan Etat Région) and the ”equipex MIMETIS”. I2TEM was the beginning of our joint
adventure with HHT which have grown in intensity after the installation of the I2TEM, especially around the
developments of new cold field emission technologies that I will describe in detail during the second chapter.
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Together with HHT and CEOS GmbH located in Heidelberg Germany, we worked on the instrument de-
scribed in figure (1.22). The overview of the optical configuration is reported in figure (1.22).A and was
adapted from a standard HF3300 microscope. The illumination system is composed by a 300keV CFEG
source, followed by a first condenser aperture (cond apt), a rotatable electron biprism (BPC) and three
condenser lenses (C1, C2, C3). A second STEM aperture (STEM apt) is located between C2 and C3. The
first condenser aperture is used in the TEM illumination mode described in figure (1.2.A) while the STEM
aperture is used in the STEM illumination mode schematically reported in figure (1.2.B).
The objective lens has been selected with a wide pole piece gap of 10mm following the in situ requests pre-
viously described. Two sample stages can be inserted in the objective area. The first one is located above the
objective lens yoke, 11mm below the lower pole piece of the C3 probe forming lens and is called Lorentz
stage. The second is located in the standard position, allowing to insert the sample holder directly in the
middle of the objective lens pole piece gap. This stage is called normal stage.

The corrector is an aplanatic solution originally developed by the CEOS company and called B COR [18].
As briefly described in the introduction and reported in the figure (1.3.D), the CEOS B COR is a 8�f system
based on an hexapole triplet. Two transfer lenses doublets (respectively called TL21/TL22 and TL31/TL32)
are placed between them. The first transfer doublet is located between the first and second hexapole planes
(called Hex1 and Hex3). The second one is installed between the second and third hexapole planes ( Hex3

and Hex5) [76].

The hexapole fields successively contribute to the aperture aberration correction such as in standard
C COR. For the correction of off-axial coma two additional weak hexapole doublets (respectively called
Hex21/Hex22 and Hex41/Hex42), not represented in figure (1.3.D) but reported in figure (1.23).A, are ex-
cited anti-symmetrically relatively to the intermediate image planes. These two intermediate images planes
are located in the middle of the first and the second transfer lens doublets i.e between TL21 and TL22 then
between TL31 and TL32 as reported in figure (1.23).A.

All second-order aberrations, locally introduced by the hexapole fields, vanish outside the corrector. Fig-
ure (1.23.A) reports the two paraxial trajectories when the corrector is fully activated. The corrector is
coupled to the objective lens by means of a further transfer lenses doublet (TL11/TL12) and a final adapter
lenses doublet (ADL1 and ADL2) is used to form a magnified image at the selected-area (SA) plane below
the corrector and before the first intermediate lens (I1). The necessary column extension for the standard
Hitachi HF3300 amounts to 430 mm and the contribution of the corrector’s focussing elements to the total
chromatic aberration is about 25% of the chromatic aberration of the objective lens [77]. This last point is the
only drawback which, together with the influence of the large pole piece gap, strongly limits the applications
of I2TEM at low voltage.

Lorentz imaging using the B COR can be implemented similarly to C COR Lorentz mode optic used with
the SACTEM, and described in figure (1.21). Main objective lens is switched OFF, and the TL11 lens is used
as a Lorentz lens to focus an image in the SA plane. Compare to the SACTEM configuration, the image plane
of TL11 Lorentz mode of I2TEM remains in the standard SA plane as the electron biprism is inserted me-
chanically above this plane thanks to a dedicated port. Furthermore, aberrations of the I2TEM TL11 Lorentz
imaging mode can be corrected as for the standard objective lens, maintaining aplanatic optical condition.
Carrying out observations in Lorentz mode can then be realized over wide field of view.

The I2TEM B COR has also a specificity compared to the original design of CEOS. Indeed, the mechan-
ical position of the TL11 lens relatively to the objective lens pole piece, has been optimized to improve the
Lorentz imaging quality. Lorentz type BCOR distance between TL11 and the standard objective lens is 53
mm while this distance is 80 mm for the so-called HIRES type B COR originally proposed by CEOS [77].
This change has important consequences especially looking at the chromatic aberration of the Lorentz TL11

corrected mode going from Cc = 520 mm using the HIRES type B COR to Cc = 164 mm using the Lorentz
type B COR. This improvement leads to an increase of the Lorentz imaging resolution going from 1 nm using
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Figure 1.22 Outline of the I2TEM instrument. A- Optical description of all the optical elements. B-C- External view
of the instrument (CAD and real instrument). All the elements described in A are reported using their specific color.

HIRES type to 0.56 nm with the Lorentz type at 300 kV. Additionally, the image magnification on the SA
plane is also affected by this height difference of the TL11 lens going from 4.2⇥ using HIRES type to 8.8⇥
with the Lorentz type. The I2TEM B COR is then optimized to perform Lorentz imaging sacrificing resolu-
tion in high resolution, when the main objective lens is activated. Indeed, a small increase of the chromatic
aberration is observed in this mode going from Cc = 3.5 mm with the HIRES type B COR to Cc = 3.7
mm for the Lorentz type B COR. This will slightly degrade the standard resolution of the microscope going
from theoretical resolution of 0.082nm using the HIRES type to 0.084nm using the I2TEM Lorentz type
B COR at 300 kV. Working at this voltage, we have considered this difference insignifiant. However, once
again, this will have consequences for observations at low acceleration voltage for which I2TEM optics is
not optimized. All these important parameters of the Lorentz type B COR TL11 mode, including aperture
and chromatic aberrations coefficients, have been reported in the figure (1.26).
Finally, compared to the C COR system, the B COR offers additional optical flexibility to adapt the image
magnification in the SA plane. Since the first biprism (BP1) is located before the SA plane, first transfer
lenses of the corrector can be excited allowing to form a real cross-over inside the corrector and before the
adaptive lenses. Adjusting this cross over position will then adjust the image magnification inside the holo-
gram width W . This adjustment is reported in the figure (1.23.B) where two cross-over modes (CO modes)
obtained thanks to TL11 are shown.The optical flexibility given by the high number of transfer lenses located
between the object and the first biprism of the B COR system, is then another interesting asset for off axis
electron holography experiments [78].

As already described, the first rotatable biprism BP1 is inserted between the B COR system and the I1
lens. Optically the wire is located before the SA plane. The imaging system of I2TEM consists in three
intermediate lenses I1, I2, and I3, and two projector lenses P1 and P2. Two additional rotatable electron
biprism systems called BP2 and BP3 are inserted between I1/I2 and I2/I3 respectively. Biprism voltage
can be adjusted between �500 V and 500 V. Final acquisition is performed either using a Gatan one-view
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Figure 1.23 Paraxial fundamental rays (principal and marginal rays) inside the I2TEM B COR system. A- Standard
aplanatic corrected mode B- Lorentz TL11 mode. Two cross-over (CO) modes are represented showing the influence of
the B COR optic on the hologram field of view bringing higher flexibility compare to standard TL11 mode of a C COR.

CMOS 4k⇥4k camera or using a standard CCD 2k⇥2k installed at the end of a post column Gatan Imaging
Filter (GIF) quantum ER type.
I would like now to describe few specific features of the I2TEM which make this optical column unique for
applications in electron interferometry.

1.3.2.3 Double stage Lorentz configuration Thanks to the double stage configuration, the I2TEM is
able to fulfill all the specifications required for the Lorentz imaging reported in part (1.3.2.1). Carrying out
Lorentz imaging is possible thanks to three distinct modes : single focus mode, double focus mode and
TL11 mode. The last one has been described in detail in the previous section, and is used when the sample
is inserted using the normal stage with the main objective lens OFF.
We will now describe the two other modes given once the sample is inserted using the Lorentz stage. In that
case, the object plane is located almost 50 mm above the center of the main objective lens pole piece gap.
The objective lens can first be used to focus the image on the standard SA plane enabling observation in
Lorentz mode as the object is located in a magnetic field free area. Focusing using such high object distance
requires a weak excitation of the objective lens. This mode, called single focus mode requires only few
amperes in the objective lens to form an image in the SA plane. The two paraxial rays obtained in Lorentz
single focus mode are reported in figure (1.24.A). Compare to the TL11 Lorentz mode, the corrected single
focus mode offers a slightly higher imaging resolution of 0.48 nm at 300 kV, due to a smaller contribution of
chromatic aberration Cc = 115 mm, and a higher magnification of the image in the SA plane of 13⇥. More
importantly, due to the mechanical position of the object, the single focus mode is no more limited in beam
tilt range by the edge of the upper objective lens pole piece contrary to the TL11 Lorentz mode limited to 15
mrad tilt angle like the SACTEM.

However, knowing that the lower and upper dipoles positions of the beam deflector (BD) are located
respectively 71 mm and 107 mm above the Lorentz stage object plane, the beam tilt remains nevertheless
geometrically limited to 15 mrad by the maximum excitation offered by the upper coils, as described in the
figure (1.25.A). This limitation is true only if the propagation remains field-free between the deflector and the
object plane which corresponds to C3 = 0A as the deflection coils are located between C2 and C3. However,
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Figure 1.24 Paraxial fundamental rays (principal and marginal rays) of the Lorentz imaging mode when the sample is
inserted using the Lorentz stage. A- Single focus Lorentz mode. B- Double focus Lorentz mode.

the achievable beam tilt relatively to the Lorentz stage position can be increased by a factor 2 if the excitation
of C3 is set to 1.1 A, as reported in figure (1.25.B). In that case dark field imaging with a beam tilt range of
almost 30 mrad at 300 keV can be achieved when the sample is located in the Lorentz stage whatever the
Lorentz mode, which was one of the required specification.
On the other hand, the single Lorentz mode cannot be used to perform a suitable dark field imaging condition
with the contrast aperture properly located in the aperture-stop position, as required initially in the specifica-
tion. Indeed, as seen in figure (1.24.A) using single focus mode the principal ray doesn’t cut the optical axis
in the contrast aperture location (slightly below z = 0 mm), but somewhere close to z = 40 mm inside the B
COR system where no aperture can be inserted. As a consequence, carrying out dark field imaging in single
focus mode will be strongly limited in accessible field of view depending on the contrast aperture used.
Still, the Lorentz stage position offers a possible alternative to this issue as the main objective lens can be
strongly excited to create a first intermediate image in the center of the pole piece gap at z = 0 mm, where
the sample is normally inserted using the normal stage. This first intermediate image is then focused in
a second image located in the standard SA plane position thanks to the objective lens strength and helped
by the TL11 lens located at z = 53 mm as shown using the axial magnetic field curve in figure (1.24.B).
Paraxial rays of this optical mode called ”double focus” mode are reported also in figure (1.24.B). This mode
can be set using a strong excitation of the objective lens around 12.8 A, instead of 12.2 A used in normal
TEM mode when the sample is inserted using the normal stage. Applying such strong excitation to the main
objective lens allowed us to focus the principal ray in the contrast aperture position at z = 0 mm. Now that
the contrast aperture can be properly inserted in the aperture-stop plane it becomes possible to perform dark
field imaging in Lorentz imaging without field of view limitation coming from the aperture, and using beam
tilt range going to almost 30 mrad which fulfill all the required specifications in terms of Lorentz imaging
for DFEH.

However, Lorentz double focus mode can only be implemented sacrificing the image resolution. Indeed,
due to the strong excitation of the main objective lens imposed by the high object plane distance, the aperture
aberration increases dramatically to 241m. This aberration can be decreased using the B COR system, but
not sufficiently to reach sub-nanometric resolution. Together with the chromatic aberration, these aberrations
limits the double focus Lorentz imaging mode to 1.8 nm resolution top. The corrected double focus mode still
remains in aplanatic condition with a final magnification in the SA plane of 3.8. This value is smaller than the
magnification achieved in single focus mode allowing a larger hologram field of view but deteriorating the
reconstructed phase resolution. This is the reason why the poor resolution of Lorentz double focus imaging
was never really an issue.
To conclude this part dedicated to I2TEM Lorentz imaging, the figure (1.26) reports all the important numbers
associated to the three specific Lorentz imaging modes available using this instrument as well as for the
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Figure 1.25 Influence of the C3 lens excitation on the beam tilt range achievable using Lorentz single or double focus
modes.

Figure 1.26 Summary of the optical properties offer by the four I2TEM imaging modes either non-corrected or using
the aplanatic corrected B-COR properly aligned. From top to down : Lorentz TL11 mode with sample inserted inside
normal stage, Lorentz single focus mode, Lorentz double focus mode and finally the normal (or high resolution) mode.

normal imaging mode called ”high resolution mode”. All these numbers are given for 300 kV of acceleration
voltage without B COR system, and with B COR system optimized to perform aplanatic imaging.

1.3.2.4 Electron holography using multibiprism optics As already described in detail, an off-axis elec-
tron hologram is formed by overlapping an image wave image

0 transmitted through a sample with a reference
wave  vacuum

0 passed through the vacuum area outside the sample [27].
The two important parameters s and W determine respectively the spatial resolution of a reconstructed phase,
and the observable size of the specimen inside the hologram. An ordinary optical setup of electron holog-
raphy used one electron biprism as reported in figure (1.16.A) and is unable to control the two parameters
independently. Moreover, the final reconstructed phase is affected by the wire Fresnel fringes superimposed
to the hologram.
Carrying out off axis electron holography using two biprisms allowed to get rid of all these artefacts [41].
The general configuration is reported in figure (1.27.A). The first biprism (BP1) is located in the standard
position i.e after the main objective lens, and before the I1 lens, and a second one (BP2) is inserted between
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Figure 1.27 Two multibiprism optical configurations offer by the I2TEM instrument. A- The double biprism
configuration. B- the split-illumination configuration with a BPC located below the electron gun and before the
illumination lenses.

I1 and I2. BP1 is excited to generate a shadow area after I1. BP2 has to be located within this shadow, and
the final hologram created by the superposition of the left and the right wavefronts (respectively blue and red
trajectories in figure (1.27.A)) is obtained by polarizing BP2. By positioning BP2 in the shadow, it becomes
possible to remove all the Fresnel fringes from the BP2 wire. Additionally, the I1 lens is set to conjugate
the BP1 plane position with the final hologram plane below BP2. This allowed to get rid of BP1 Fresnel
fringes as well. In that case, the image plane of the objective lens has to be adjusted to superimpose it with
the BP1 plane, slightly above the standard SA plane.

Moreover this optical configuration, called double biprism electron holography, allowed to set indepen-
dently W and s. Indeed, as demonstrated by Harada et al from HCRL [41], W is independent from the upper
deflection angle ↵1 set by the BP1 voltage. Furthermore, as BP2 is located very close to the crossover point
of the I1 lens, s is also independent from the lower deflection angle ↵2 set by the BP2 voltage. This last
condition can be perfect only if BP2 is exactly located at the cross over position. Still, in the real situation
BP2 is close enough to consider s sufficiently independent from ↵2. Off axis holograms acquired using the
double biprism configuration are reported in figure (1.28) showing the flexibility offers by this new optical
configuration. We can also appreciate their good quality due to the removal of the Fresnel fringes. Figure
(1.28.A) displays the effect of BP2 voltage, increasing the hologram width W independently from the inter-
fringes distance s. Similarly, figure (1.28.B) reports the effect of BP1 voltage leading to an increase of s
keeping the width W unchanged.

Thanks to another electron biprism located in the illumination system after the electron source and before
the C1 lens, the I2TEM can be used to implement split illumination configurations [70]. A schematic of one
possible optical configuration is reported in figure (1.27.B) where the illumination lenses have been set to
create a pure split shift of the beam in the sample plane (see part (1.3.2.5)). In the literature split-illumination
is usually used for off-axis electron holography using a reference wave located far away from the sample area
[70][79]. This is particularly interesting for magnetic imaging where the magnetic flux lines can disturb the
reference wave located close to the sample [27]. The condenser biprism (BPC) can then be used to select a
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Figure 1.28 Double biprism electron holograms acquired in the vacuum (A) or with a sample of iron nanocubes (B). A-
Evolution of the hologram field of view W with the BP2 voltage maintaining s unchanged B- Evolution of the hologram
interfringes distance s with the BP1 voltage maintaining W unchanged.

reference electron wave free from the influence of the sample magnetic flux lines, and the imaging biprism
is finally used to perform the final superimposition of this reference wave with the imaging one, either in one
(BP1) or double biprism configuration (BP1 and BP2).
In the following I will briefly describe the development of two specifics split illumination configurations
applied to strain measurement either using CBED or DFEH methods.

1.3.2.5 Observation using split illumination Carrying out split illumination using a BPC located before
the illumination lenses offers a wide range of possible optical configurations. Indeed, by setting properly
C1, C2 and C3 lenses we can either create a pure split-shift or a pure split-tilt configuration [48][49]. The first
one can be very interesting for many applications such as electron energy loss spectroscopic measurements
on nano-optics samples that we have recently started. I will present here it’s implementation for strain
measurement using CBED. The second one allowed to perform DFEH measurements using a pure unstrained
reference beam taken in the vacuum where no diffraction beam can be observed.

1.3.2.6 Development of pure split-shift configuration : application to splitting CBED By activating
the BPC, electron trajectories that passes on each side of the wire will be bend in opposite directions. The
further propagation through the illumination system transfers the initial relative tilt into a mixture of related
beam shift and tilt. However, due to the particular position of the BPC, the illumination conditions (conver-
gence angle, shift, tilt, probe size) on the sample, which is inserted in the normal stage, will strongly depend
on the three condenser lenses strength.

Our goal is to create a splitting CBED pattern (SCBED) by splitting the incident illumination cone in two
half-cones of equal size and same semi-convergence angle. To achieve that, the condenser illumination sys-
tem is set to only shift the two illumination half-cones without introducing additional tilt in the sample plane.
This condition is mandatory as the SCBED pattern should contain each half-disks (transmitted or diffracted)
of exactly the same diameter (i.e. corresponding to the exact same semi-convergence angle) in the BFP of the
objective lens. This configuration is called “pure split-shift” in the following. By using this “pure split-shift”
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condition on the sample plane, the two half-CBED patterns will be simply added in a single pattern without
introducing any shift in the diffraction plane and therefore without any overlapping or separation between
the two half-disks of each transmitted and diffracted beams [48].

A SCBED pattern is then obtained in the BFP. It consists of disks formed by two half-disks originating
from two areas separated by the focused image of the biprism wire. As in standard CBED, each point in
the transmitted SCBED disk corresponds to a different incidence of the convergent beam. However, if in
standard CBED this intensity distribution is obtained on a single crystalline area, in SCBED it corresponds
to the intensity distribution obtained on two areas probed by the two beams respectively denoted Right (R)
and Left (L) in the following (see figure (1.29)). The intensity mapping in each half disk R and L will there-
fore correspond to the variation of the diffracted intensities as a function of the incident beam direction and
obtained in the crystalline regions R and L respectively.

To determine the correct lenses excitations fulfilling the requested “pure split-shift” conditions, we have
developed a first paraxial simulation code using Matlab environment [49] [13] [48]. Fast numerical opti-
mization of the trajectories is obtained by using analytical lens field models such as Glaser bell shaped axial
magnetic field for each condenser lenses [80]. The marginal electron trajectory starting from the source is
finally calculated by Runge–Kutta integration of the standard paraxial equation [81]. As reported in figure
(1.29.A), the “pure split-shift” condition is obtained focussing the BPC plane onto the front focal plane
(FPL) of the objective lens. This leads to a “pure split-tilt” at the FPL. Furthermore, to achieve a conver-
gent beam, the image of the source is required to be focussed on the object plane. C1 and C2 excitations are
numerically determined to fulfill these conditions. Figure (1.29.A) also shows a detailed ray diagram of the
objective lens area (OB) for two biprism voltages UB . The shift between the right and the left parts of the
beam (R and L) can be clearly identified without any tilt contribution.
Various combinations of condensers lenses currents can be used to perform SCBED. The configuration cho-
sen will depend on the shift range required for the analysis. The curves used to choose the illumination lenses
excitations depending on the shift range can be found in Houdellier el al [48].

SCBED patterns recorded in the Si substrate of a sample constitutes by 20 multilayers of Si1�xGex/Si
epitaxially grown on a Si substrate, and prepared using FIB system, are reported in Figure (1.29.B). The
FIB sample geometry was the same as the one described in figure (1.13), with only two constant thickness
areas of t1 = 145nm and t2 = 200nm called respectively zone 1 and zone 2. SCBED patterns have been
acquired along the [750] quasi-kinematical ZAP in the zone 2. The BPC voltage was varied between 0 and 20
V, which corresponds to a maximum shift of 200 nm, as the C3 strength was set to allow 10 nm/V shift using
the BPC voltage. Aligning the split-shift direction perpendicular to the interface between the substrate and
the multilayers, we can observe the HOLZ line broadening coming from the inhomogeneous strained area on
the right side of the SCBED pattern (R in figure (1.29.B)) as the BPC voltage increases, the associated half
spot on the sample becoming closer and closer to the epitaxial interface. All the left half disks of the SCBED
patterns (L in figure (1.29.B) remain unchanged and can be used to determine the reference high voltage of
the microscope.

Quantitative analysis has been performed for the SCBED pattern recorded with a BPC voltage of 10 V.
By fitting the HOLZ lines position in the left part of the disk with the one determined using quasi-kinematical
simulations, we have measured an acceleration voltage of 300.47 ± 0.1 kV. Quantitative strain analysis has
been performed by fitting the (�4, 6,�10) HOLZ line rocking curve broadening extracted from the right part
of the SCBED disk. As previously described, strain state simulations were performed using finite element
modeling to take into account thin lamella relaxation [47]. Finally, the variable parameter adjusted to fit the
rocking curve, computed using dynamical simulations, was the Ge content x in the multilayer thanks to the
Vegard’s law. The best fit has been obtained for x = 20%± 1% of Ge [48].

While this new split illumination configuration was first applied to strain measurement using CBED, we
are now more interested to implement it together combined with EELS and cathodoluminescence measure-
ments. These specific experiments will be conducted by two recently recruited scientists in CEMES Dr.
Sophie Meuret and Dr. Hugo Lorenço Martins. My contribution in this case will be limited to training them
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Figure 1.29 A- Paraxial ray tracing (R and L beams) of the I2TEM condenser system for a pure split-shift set-up with
C1 = 2.7 A, C2 = 2.3 A and C3 = 0.89 A excitations. Detailed of the paraxial ray paths (R and L) in the objective
lens area are reported in the two bottom boxes. The BPC voltages UB are 0 V (left) and 10 V (right). z and r define
respectively the length of the electron optical column, and the lateral dimension perpendicular to the electron beam.
B- [750] zone axis SCBED transmitted disks observed in the Si substrate of a sample constitutes by 20 multilayers of
Si1�xGex/Si deposit on Si. The patterns have been recorded on the zone 2 of the FIB prepared sample defined by a
thickness t2 = 200nm. The BPC voltages were set between 0 and 20 V (1:0 V, 2:4 V, 3:8 V, 4:12 V, 5:16 V, 6:20 V
respectively). The red arrows indicate the position of the BPC wire in the SCBED disks (extracted from [48]).
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on the pure split-shift optical mode. But prior to this, it is necessary to improve the optical simulations
used to determine the optimized excitations of the illumination lenses, associated to a specific experimental
configuration. Indeed, our first software only computes paraxial equations which, by definition, neglects
the influence of lenses aberrations. Carrying out splitting illumination under a pure shift condition will be
possible for a sets of excitations which will give identical half spots sizes, as far as paraxial solutions are
concerned. However, they will not be equivalent regarding the influence of aberrations. For instance, by im-
plementing shifts larger than a few microns we have noticed the contribution of off-axial coma on each half
focused probe, even with the aplanatic B COR. This effect decreases the spatial resolution and introduces a
distortion of the SCBED disks.

The development of a new software enabling to compute real trajectories (not only paraxial ones) over the
full I2TEM optic from the CFE source to the detector has been performed in collaboration with Hitachi and
will be described in the part (1.3.2.8). The goal of these developments was to improve our simulations to
finally help I2TEM’s users to develop new complex interferometric configurations, such as pure split-shift,
but specific to their needs. Prior to these developments, we have implemented a second innovative split
illumination configuration allowing pure-tilt on the sample plane and called ”tilt reference wave” (TRW)
briefly described in the following [49].

1.3.2.7 Development of pure split-tilt configuration : application to tilt reference wave DFEH During
the post-doctoral visit of Dr. Falk Röder, we have realized a tilted reference wave (TRW) by means of the
combined actions of a BPC, the illumination lenses and the deflection system [49]. This configuration
offers new possibilities in DFEH in which a tilted reference wave could replace the dark-field reference wave
scattered by an unstrained object area unstrain

~g (see figure (1.16)). This allows to realize a well-defined and
object-independent plane reference wave in DFEH. Using the I2TEM optic, a TRW has been obtained by
means of the BPC which acts as a wave front splitter to introduce a relative tilt between the partial waves
passing along opposite sides of the biprism wire. In the following, the deflector system is set to generate
an absolute tilt, i.e. tilting both waves in the same way, and the illumination lenses act as an amplifier with
respect to the tilt angle.

Indeed, within aplanatic condition, the tilt introduced by the BPC between the two waves can be in-
creased by the illumination lenses considering the Abbe’s sine condition [12]. By demagnifying the biprism
plane we therefore obtain a magnification of the tilt angle. Since the biprism stability decreases with increas-
ing voltage, we target a tilt angle given by the lowest possible voltage. Furthermore, carrying out optimum
DFEH requires parallel illumination conditions and this condition should remains constant under biprism
voltage variation. To find suitable condenser lenses excitations, we used the first home-made paraxial sim-
ulation software developed within Matlab and already introduced in the previous part dealing with SCBED
[13].
Figure (1.30.A) shows the paraxial simulation of marginal rays starting from the source to the sample plane
with BPC, illumination lenses and deflectors (upper and lower) set to generate a TRW condition. Such as for
the pure split-shift condition introduced previously, the simulations show that for a certain range of C3 lens
excitations, the C1 and C2 lenses can be adjusted to fulfill the pure split-tilt condition in the sample plane,
also defined by a pure split-shift in the FFP of the main objective lens as seen in the detailed simulations of
figure (1.30.A). All the lenses excitations allowing to generate various kinds of TRW range conditions can be
found in Röder et al. [49]. The action of the deflectors is also very important. Indeed, as observed in figure
(1.30.A), the upper dipole centres one beam (the blue one in the figure) onto the optical axis at the pivot plane
of the lower dipole. The lower dipole can then align the beam symmetrically with respect to the optical axis.
The C3 lens remains excited in a such way that the virtual sources are exactly imaged onto the FFP of OB.
Since the blue beam (set as the object beam) is focussed on the optical axis, no tilt is introduced on the object
plane. Furthermore, the shift of the red beam (set as the reference beam) at the FFP will tilt this beam at
the object plane, while the object beam remains centered. A change in the biprism voltage then requires an
adaptation of the deflection coils such that tilt and displacement conditions remain fulfilled.

In order to verify experimentally the TRW conditions we have acquired a series of images and diffrac-
tion patterns which are reported in figure (1.30.B) [49]. As we can observe in the image series (left part of
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Figure 1.30 A- Paraxial ray tracing of the I2TEM condenser system including the objective lens allowing to generate
a tilted reference wave set-up with a BPC polarized under UB = �100 V and a condenser aperture radius of 10µm
(located slightly above BPC). The gap’s center of the condenser lenses (C1-C3), the upper and lower dipoles of the
deflection system (upper Def and lower Def), and the main objective lens (OB) are marked by dashed horizontal lines.
The front focal plane (FFP ) of OB is drawn by a dotted line. The normal stage is located at OB and the Lorentz
stage is also reported. The condenser lenses are excited by C3 = 0.636 A and the corresponding currents of the first
illumination lenses are C1 = 2.6 A and C2 = 2.3 A. Inside the black square are reported the paraxial trajectories through
the objective lens under variation of the BPC voltage (UB=5,0,5V). The pole piece gap of OB is marked by a black
arrow. The beams are focussed at the front focal plane (FFP ) where pure split-shift is generated allowing to provide
parallel illumination at the centre of OB with a pure split-tilt condition. B- Images (left) and diffraction patterns (right)
for a TRW condition obtained under various BPC voltages for a C3 lens excitation of about 0.65 A. Up to 200 V, the
center of the biprism wire stays in focus (black line). For higher voltages, aberrations of the condenser system introduce
a defocus of the biprism. Diffraction patterns show the relative tilt between the two waves (extracted from [49]).
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figure(1.30.B)), the biprism nearly stays in-focus for voltages up to UB = 200 V without any mutual tilt
between the two parallel half disks. The BPC is getting out-of-focus for larger voltages, which may be
attributed as an effect of illumination lenses aberrations, as discussed for the SCBED configuration. The
diffraction patterns (right part of figure(1.30.B)) indicate that the parallel illumination required is properly
fulfilled and show monotonic separation of the corresponding bright field spots with increasing voltage of
BPC. The shift observed corresponds to the mutual tilt angle introduced between the two half parallel
beams. The range of mutual tilt, determined from the shift distances in the diffraction plane, follows a quasi
linear dependence.

The method has been finally applied to DFEH. Figure (1.31) reports the first DFEH experiment realized
interfering the dark-field wave with a tilt reference wave in the vacuum. The sample used to implement this
first proof of concept was an orthorhombic crystal structure of neodymium scandate NdScO3 defined by
larger reticular parameters compare to standard silicon (a = 0.5575 nm, b = 0.5776 nm and c = 0.8003 nm)
allowing to generate a closer (002) reflection with g002 = 2.5nm�1. The sample was prepared by FIB. The
specimen was first oriented into a (002) dark field condition. Additionally, as described in figure (1.30), both
beams were tilted allowing to reach the (002) Bragg angle. Carrying out the TRW set-up, it becomes possible
to obtain a tilted reference wave in the vacuum which is at the same time parallel to the (002) scattered wave
and to the optical axis. Increasing the BPC voltage to UB = 160 V, the tilted reference wave spot coincides
with the (002) reflection as shown in figure (1.31.A). Inserting a 10µm contrast aperture around the (002)
reflection yields a dark-field image of the object next to the intensity of the tilted vacuum wave as seen in
the image below the diffraction pattern in figure (1.31.A). The superposition of both sides of the images (the
dark field on the left with the TRW on the right) is obtained thanks to the BP1. This superposition have
produced the hologram reported in figure(1.31.B). On the right part, we obtain the superposition of the TRW
with itself which will be the reference for the phase analysis, performed using standard Fourier methods
previously described. The dark-field hologram created by the superposition of the (002) diffracted wave and
the TRW is located in the left part of the hologram. In this region, the amplitude of the hologram fringes as
well as the phase relative to the TRW could be reconstructed for the first time, as reported in figure (1.31.C).
It shows the feasibility of TRW under dark field imaging conditions [49].

Unfortunately, following this first proof of concept obtained thanks to a well adapted test sample (due to
his large reticular parameters), we have never succeeded in applying this method to a sample of interest such
as the stressed microelectronic device used to develop DFEH in the first place. The primary reason stems to
the illumination lenses aberrations which are not taken into account in the paraxial simulations. Looking at
the paraxial simulations, many kind of configurations are indeed available using I2TEM, but many of these
configurations are not feasible practically due to the aberrations contribution which significantly reduces the
degree of coherence of the beam and hence, destroys the hologram contrast. Implementing TRW-DFEH on
a real silicon based device was possible optically, but the remaining degree of coherence was not sufficient
to observe any fringes.

Finally, as for the SCBED configuration, even if the TRW configuration is available using the I2TEM,
its optimisation requires a more complete simulation enabling the calculation of real trajectories to take into
account the non-linear effects of the lenses. More generally, a complete simulation should benefit all types
of interferometric configurations implemented using the I2TEM. The wide optical flexibility offered by the
I2TEM instrument is indeed its main weakness. Implementing a specific optical configuration in I2TEM,
such as SCBED or TRW-DFEH, requires a deep knowledge of all the possible modes of operation to select
the one which is feasible practically. This development direction has been taken in deep collaboration with
the HHT factory in Naka and was the main work of Yudai Kubo, a HHT engineer who visited CEMES during
one year [82]. The work of Kubo-San has been then improved during the PhD thesis of Julien Dupuy [83]. I
will now describe briefly these developments and their current status.

1.3.2.8 Optimizing I2TEM configuration thanks to full trajectory simulations Optimizing advanced
configurations using I2TEM, ideally requires to simulate the complete electron trajectories within the micro-
scope for any kind of situations. This will give, prior to any experiment, the optimal conditions (i.e. excita-
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Figure 1.31 A- Diffraction patterns of neodymium scandate oriented in systematic row condition along c-axis including
the spot of the tilted reference wave for BPC voltages of UB = 120 V (left) and UB = 160 V (right). At 160 V
the location of the tilted reference wave coincides with the (002) reflection. The white circles indicate the position of
the objective aperture (10µm) inserted to perform for dark (image 1 : left) and bright field imaging (image 2 : right).
Inset in the bright field image on the right, shows the image including both reflections using a larger objective aperture
(image 1+2). The location of the BPC wire can then be observed. B- Dark-field hologram of NdScO3 using the (002)
superimposed with the reference wave tilted in the same direction. The blue arrow indicates the direction perpendicular
to the fringes. C- Amplitude (left) and phase (right) reconstructed from the complete hologram (partly shown in B) with
a 2 nm spatial resolution. The bright areas in the amplitude indicate the areas where sufficient fringes contrast can be
observed allowing the phase to be retrieved. The phase difference between the (002) dark-field wave and the TRW can
be clearly seen on the left part of the phase map (extracted from [49]).
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tion of lenses and deflectors as well as extraction, gun lens and acceleration voltages for the gun part) which
should be used experimentally to obtain the desired optical parameters (shift distances, tilt angles, magni-
fication etc.). The first model used to implement SCBED and TRW configurations previously described, is
limited to paraxial solutions and to simple Glaser axial magnetic field lens models [80]. Simulating under
paraxial approximation remains nevertheless particularly relevant to prepare the first required configurations.
Among all the possible paraxial solutions, the realistic ones will finally have to be discriminated using a more
complete software able to determine the real trajectories over the whole instrument.
Hence, this will require two specifics developments :

1. Developing a real tracing simulation allowing to extract the complete trajectories from the source to the
detector plane. The full magnetic field distribution within the lenses, or electric field within the gun,
should be simulated starting from the real design of each component.

2. Improving the existing paraxial simulation and extent it to simulate paraxial solutions over the complete
instrument, from the source to the detector. The axial magnetic fields should be extracted from the real
components and not approximate using simple Glaser bell shaped model as before

3. Both simulations should be included within a common software designed to optimize the visualisation
of these complex trajectories over the complete instrument taking care of the large size differences
(length of the column vs tip area for instance)

As briefly introduced at the beginning of this document, describing electrons trajectories inside static elec-
tromagnetic fields can be performed using the langage of optical science thanks to the Hamilton’s character-
istic function derived from the Lagrange variational principle of the mechanic [9][12]. Indeed, characteristic
function, usually the angular one is the most appropriate to describe an optical system, can be developed in
power series thanks to the development achieved on the electromagnetic field. For instance in round optical
system such as magnetic lens, the development of the angular characteristic function, also called angular
eikonal function, will contain only even order terms [9]. The derivative relatively to the object side or image
side angles (for the angular eikonal) of the second order term will describe paraxial properties of the system
while the derivative of the fourth order term will give access to primary Seidel aberrations, sixth to secondary
aberrations, and so on [13]. This first way of describing the real electron trajectories inside a static field by
separating them in terms of paraxial (linear) properties perturbed by aberrations (non linear) will be called the
optical method. This method was developed since the birth of charged particles optics as it gives relatively
simple analytical equations for each contribution [80][91]. For instance, in the case of single round magnetic
lens, the paraxial equation is a time-independent second order derivative equation depending simply on the
axial magnetic field distribution and is given by :

r00 + k2(z)r = 0 (1.60)

where the derivative is performed relatively to z : r” = d2(r)/dz2. The term k2(z) = (Qref )2

8Eref
0 mref

B(z)2

where Qref ,Eref
0 , mref are respectively the charge, the kinetic energy and the mass of the reference partic-

ule which defines the optical axis and B(z) is the distribution along the propagation direction z of the lens
axial magnetic field. The propagation variable is defined by w = x+ iy = rei✓(z) where ✓(z) is the Larmor
rotation [13][91]. More details on the origin of this equation will be given in part (3.2.3) dealing with the
description of the research project.

The two independent solutions of this equation (usually principal and marginal rays) don’t have simple
analytical solutions, but they can be easily compute using standard numerical methods such as Runge-Kutta
ones [84]. These equations were the one used to compute the paraxial solutions of the SCBED and TRW
configurations within Matlab. Analytical expressions of aberrations are also given by the optical method on
the form of integral containing the paraxial solutions, given by the paraxial equation, and the power series
components of the electromagnetic field [13][85]. These integral equations don’t have simple analytical so-
lutions as well, but can be also compute very easily using numerical methods such as Simpson rules [81].
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Computation of paraxial solutions as well as aberrations calculation using integral equations are performed
by any software based on the optical method such as Munro Electron Beam Software (MEBS) or Electron
Optics Design (EOD) [86][87]. These softwares are used to designed new single optical components, or new
instruments. In that case the optical method is the most relevant. Indeed, computation of all optical properties
is then very fast which is a major positive point with regards to the optimisation of optical system geometry.
The computation speed also explains the attraction of this method in the past when computer systems were
slower than today. Indeed, the following method that I will describe requires higher computational time but
offers a more direct interpretation of the real effects of the lenses on the trajectories, especially for TEM
microscopists who are not used to manipulating aberrations coefficients with paraxial solutions.

Hence, this second method to study the electrons trajectories is indeed more ”brutal” and relies on the
modern capabilities of computers. The movement of a charged particle inside an electromagnetic field can
be simply described using Newton equations of the dynamic and the Lorentz force [11][90]. Of course these
time dependent derivative equations don’t have any analytical solutions, but they can be also computed di-
rectly using numerical methods such as Runge-Kutta ones, without separating them in power series like in
the optical method [84]. Calculating one electron trajectory inside an electromagnetic field using step by
step numerical integration of Newton equations will allow to see the real trajectory inside a lens, or a full
instrument, depending on the initial conditions of this particle. However, this will not directly give usual
optical informations on the system (paraxial or aberrations). Many trajectories will be needed, requiring
a lot of computing time, to have such informations. Moreover, the true paraxial properties will never be
easily accessible using these calculations. Indeed, only real trajectories are computed and they are always,
by definition, formed by an intrinsic combination of linear and non linear contributions. Separating them is
more complicated and requires a much longer computing time compare to the optical method. We will call
it the mechanical method and it is sometimes called real tracing method [87]. Carrying out real tracing
is also possible with EOD for instance, but the method is very efficient using SIMION software allowing to
compute these trajectories over a whole instrument with many components [88]. SIMION also offers coding
capabilities thanks to the internal LUA langage and a lots of dedicated variables which can be easily manip-
ulated to perform in flight calculations or optimisations [89]. The strength of SIMION lies in these coding
capabilities allowing to extract additional information from the real calculated trajectories depending on the
user’s needs.

For both methods, prior to the determination of paraxial solutions and aberrations or the real trajectories,
we have to carry out the calculation of the electric or magnetic fields inside a lens. These fields will be given
by the geometrical shape of the electrodes (electrostatic lenses) or pole pieces (magnetic lenses) and the
potentials applied to the electrodes or the excitation of the coil. In the case of magnetic lenses it is also nec-
essary to take into account the permeability of the pole pieces. Let’s first consider the case of an electrostatic
lens such as the electron gun in a TEM. The electrostatic potential U(r, z) can be determined everywhere
by solving Laplace’s equation subject to the boundary conditions. These conditions are given by the applied
voltages on the various electrodes and at infinity [81]. Because the lens electrodes may have arbitrary shapes
it is almost always not possible to do this analytically, and there are number of numerical ways of solving the
problem. Three families of methods have been found useful for this purpose: the finite-difference method
(FDM), the finite-element method (FEM), and the boundary-element (or charge density) method (BEM) that
I will not describe here as we have never used it during our previous work [13]. Yet, I will briefly describe
it in the part (3.2) dedicated to computational methods within the research project. In the FDM the space in
which the potential of field is to be calculated is covered with a mesh and Laplace’s equation is used to relate
the values at the nodes. A systematic procedure (relaxation) then enables us to find a set of values that are
compatible with the boundary values and ith iteration of Laplace’s equation [88]. In the FEM the mesh is no
longer necessarily rectangular and meshes of very different sizes can be used in different areas, which means
that the mesh size can be matched to the rate at which the potential varies—slowly far from the electrodes,
for example, and rapidly close to areas where the shape changes, such as corners [86][87][81]. Once again,
the values at the nodes are related, this time with the aid of a variational approach (see part (3.2.2)), and a
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Figure 1.32 A- Main window of SIMION where all the I2TEM optical components have been inserted and assembled
following the real dimensions of the instrument. B-SIMION full simulation of 12 electrons trajectories in I2TEM. The
xz and yz planes are reported and enlarged in the direction x and y by a factor of 800. Inside the red dashed line rectangle
after the P2 lens we have shown the electron trajectories in xz and yz enlarged in x and y direction by a factor of 40. In
the small red filled line rectangle, we have also reported the detailed trajectories around the sample plane (extracted from
[82]).

solution is found. Both methods are used in different commercial software.

SIMION for instance will use FDM methods to determine the potential distribution inside an optical com-
ponent, while EOD or MEBS used FEM methods [88][86][87]. These methods can be also used to deal with
magnetic problems. In that case, since the interesting optical region, i.e the pole piece region, contains no
coil windings, and if we assume that the magnetic circuit has a very low reluctance, the magnetic field can
be simply expressed as the gradient of a magnetic scalar potential w(r, z) [90]. The same methods can then
be applied to map the scalar magnetic potential distribution either by minimizing the variational function
F , given by the corresponding Lagrange density ⇤ (see part (3.2.2)), or by solving the equivalent Laplace’s
equation subject to the prescribed boundary conditions on the two pole pieces surfaces [81]. This problem
becomes then equivalent to a standard electrostatic one. If the coils have to be taken into account, as well as
the magnetic saturation effects of the magnetic circuit (pole piece and yoke), the magnetic vector potential
~A(r, z) must be used. The distribution of ~A can be also computed for instance by minimizing the new varia-
tional function F extracted from the Lagrange density ⇤ (see part (3.2.2)) usually using the FEM [81].
SIMION cannot take into account coils and magnetic saturation effects. The software will always consider
a magnetic problem using scalar magnetic potential [88]. On the other hand EOD and MEBS are able to
handle a more advanced description of magnetic circuit to take these effects into account. They are indeed
very important to take into account when designing new magnetic components.

The development of a real tracing simulation used to compute any electron trajectories over the whole
I2TEM instrument has been performed within SIMION [82]. Figure (1.32.A) reproduces a screenshot of the
SIMION main window where all the I2TEM components have been extracted from ”computer aided design”
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(CAD) models given by the HHT factory. From these CAD models, the active optical components, i.e. pole
pieces for the magnetic lenses, tip, extracting and accelerating anodes for the source, are selected using the
CATIA CAD-software and are finally exported in a .stl format, a well known CAD format usually used in the
3D printing community. SIMION can import this .stl format and convert it to the so-called ”potential arrays”
(.pa). Potential arrays is a SIMION format where the boundaries conditions can be applied on the surface
of the electrodes. Solving the Laplace’s equation by FDM is then possible using the mesh automatically
generated by SIMION. The mesh size can be adapted at will using the LUA coding capabilities.
This operation has been carried out for all the I2TEM components which are then assembled in one so-called
”ion optic bench” (.iob) corresponding to the complete instrument, as seen in figure (1.32.A). The assembling
has been performed taking care of the real distances between the different elements given by the HHT factory.
Carrying out FDM computation of the electrostatic potential field inside the source was possible only by
adjusting the mesh size going from very small close to the tip to a coarser one in the accelerator. Finally, the
boundary conditions applied to each lens pole pieces have been calibrated by comparing the axial magnetic
field obtained with SIMION using scalar magnetic potentials, with the one computed within EOD using
FEM taking care of the coils excitation and all the magnetic materials properties. Thanks to this comparison
method, it was even possible to take into account in SIMION asymmetric axial magnetic field observed in C1

and C2 lenses at high excitation (above 2.5 A) and resulting from the magnetic saturation of their permalloy
pole pieces. This saturation effect was observed only for C1 and C2, the other lenses pole pieces being in
pure iron or in permendur for the main objective lens. Once again, all the material properties were given by
the HHT factory. A more detailed description of this procedure can be found in Kubo et al. [82].
Finally, electrons are generated one by one starting from the tip surface with different angles relatively to the
optical axis. Initially all the electrons are contained in one plane chosen to be xz, where z is the propagation
direction. The electrons remain in this plane as far as electrostatic components are concerned, but due to the
Larmor rotation introduced by the magnetic components, the real trajectories will have projected components
in both xz and yz planes [91]. Figure (1.32.B) shows the calculation result of nine trajectories from the
source to the detector projected in the xz plane (left) as well as the yz one (centre). The right schematic
simply describes each optical component with their respective excitation used to perform this simulation. The
paraxial simulations previously presented in figure (1.29.A) and (1.30.A) are not described in the cartesian
system xyz, but only shows the paraxial amplitude r given by the complex vector w = x + iy = rei✓(z)

which corresponds to a system representation following the Larmor rotation ✓(z) [91][13].
Compared to these first paraxial simulations, our SIMION model allowed us to calculate the real trajecto-

ries which intrinsically take into account all the aberrations, even if it can’t express them numerically. This
simulation has then been used to refine the SCBED configuration taking into account the real lens axial mag-
netic field distribution in the illumination system, especially the saturation effect of highly excited condenser
lenses, as well as the aberrations contributions for large shifts. Simulations carried out for nine trajectories
from the source to the sample, and projected in the xz and yz planes, are reported in figure (1.33.A). Of
course, the BPC has been also introduced in the simulation and is polarized using UB = 100V in that case.
The comparisons with the experimental datas, especially with the pure-shift condition and the shift distances,
are in a very good agreement and can be found in figure (1.33.B,C and D). Better optical configurations al-
lowing pure ”split-shift” have been derived from this SIMION model. These optimized configurations are
now used to perform EELS measurements on plasmonic nano-structures where the two focused half-spots
can be located at the same time on two different areas of the structure. In the future, this should allowed us
to extract new informations on the electromagnetic density of states in nano-optical systems [92].

Additionally to the SIMION real tracing model of the I2TEM, we have also improved the paraxial ray
tracing software. In the previous one developed within Matlab, the numerical solutions of the paraxial
equation, computed using Glaser’s Bell shaped axial magnetic field models for each illumination lenses,
was achieved by an explicit Runge–Kutta algorithm where the formula can be found in the Bogacki and
Shampine paper [93]. Improving this paraxial simulation first requires to resolve the paraxial equation using
real axial magnetic field distribution B(z) for all the lenses, such as the one calculated within SIMION.
The simulation must be also extended to compute the trajectories inside the source as well as inside all the
imaging lenses of the microscope, to generate a complete paraxial simulation of the whole instrument. This
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Figure 1.33 A- SIMION simulation of nine electron trajectories calculated using the SCBED configuration at 300 kV.
Only the illumination part of the I2TEM column, in xz and yz planes, is depicted. Blue and red trajectories correspond
to the electrons crossing on the right side and left side of the biprism wire, respectively. B- Experimental SCBED haft
focused probes observed at 300 kV and C3 = 0.9 A, using different C2 lens excitations. C- Comparison between
experimental and simulated shift in nm per biprism voltage between the two half focused probe with C3 = 0.9 D- Effect
of C3 excitation on the split-shift purity. The residual tilt between the two focused half cone is reported as a function of
C2 current and calculated for 4 values of C3 (extracted from [82]).
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Figure 1.34 Paraxial solutions calculated using the new semi-analytical approach and computed with an homemade
Python software, in the case of a simple two lenses system. Once the fundamental rays h1, g1 of the first lens and h2, g2
of the second lens are calculated, we can obtain the total paraxial solution utotal by linear combinations of these pairs
of rays in their respective areas. The coefficients associated are determined by maintaining the continuity of utotal (in
particular at the boundary conditions between the field zones and the free propagation areas), and respecting the initial
conditions (z0, u0 and u

0
0). These boundary conditions result in a system of linear equations that link the coefficients of

each of the linear combinations, which can then be solved properly (extracted from [83]).

extended paraxial model will be complementary with the simulation provided by SIMION. Indeed, paraxial
properties cannot be easily extracted using SIMION as already explained. Furthermore, computing a single
trajectory from the source to the detector using SIMION requires 2.5s, while the paraxial simulation of the
full column only requires one hundredth of second.
Within the PhD thesis of Julien Dupuy, a new semi-analytical approach has been developed for the resolution
of the paraxial equation and its implementation was achieved using Python scripting [83]. Briefly, the idea
was to mix the discretized axial magnetic field B(z) calculated for each mesh point of the lens model within
SIMION together with the paraxial equation given by equation (1.60). Indeed, for each mesh area i the
axial magnetic field B(z) calculated by SIMION has a constant value Bi. Then for each mesh area i the
two independent paraxial solutions, the marginal and principal rays, can be expressed analytically using
harmonic oscillator expressions as the paraxial equation (1.60) becomes a second order differential equation
with constant parameter. Then, using proper boundary conditions between mesh areas i � 1, i, and i + 1
it becomes possible to finally compute the marginal and the principal rays for each lenses. An exemple of
simulation is reported in figure(1.34) for a two lenses optical system where g and h represent respectively
the principal and the marginal ray of the first (g1 and h1) and the second lens (g2 and h2). Once the two
paraxial rays have been computed for each element, the complete trajectory can be easily found using linear
combinaison as reported in figure (1.34) where utotal represents one paraxial ray of this simple two lenses
system. The complete mathematical description of this semi-analytical method used to compute the paraxial
solutions thanks to axial magnetic field distribution extracted from SIMION, can be found in the Julien
Dupuy’s PhD manuscrit [83].

Finally, as introduced at the beginning of this section, the two simulations have to be included in a sin-
gle visualisation code with a user-friendly vision. The target of such an application will be to help I2TEM
users to prepare, prior to the experiment, an optimized optical configuration of the I2TEM depending on the
configuration needed. A screenshot of the final visualisation code is reported in figure (1.35.A) where the
left column corresponds to the paraxial solutions calculated for one possible double biprism configuration.
Various measurement tools (distances, angles, ...) have been also included. The center column is used to de-
fine the excitations of each I2TEM elements (currents, voltages, ...) while the right part reports the SIMION
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Figure 1.35 A- Main window of the I2TEM trajectories visualisation software showing (from left to right) the paraxial
trajectories, the excitation values of all I2TEM components used to perform the simulation and the real trajectories given
by SIMION. B- and C- Two typical situations where the use of mixed reality could be interesting to implement for a
better visualisation of tridimensional electrons trajectories inside a microscope (extracted from [83]).
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real tracing simulation. In that case the trajectories are projected in a plane selected by the user using a tool
located at the top. The three squares at the bottom of the software window report the beam shape in three
planes chosen by the user and located at three positions perpendicular to the optical axis (z1, z2 and z3). This
visualisation code has been developed during Julien Dupuy’s thesis with the help of two groups of master
students and one scientist (Dr. Sylvain Pauchet) from the ENAC (Ecole Nationale de l’Aviation Civile) who
worked exclusively on this development during one year. More details concerning this software can be also
found in Julien Dupuy’s PhD manuscrit [83].

The future direction taken by Dr. Pauchet together with the I3EM group for these specific visualisation
developments will be to adapt the three-dimensional trajectories visualisation using modern augmented real-
ity and virtual reality tools as described in figure (1.35.B-C).
I think this will be a very interesting direction to explore, but as a non specialist I will not participate deeply
to these developments oriented to the human-machine interaction. My future prospect will be to improve
the SIMION simulation in order to include quantitative aberrations determination. I will also explore the
possibility offers by COMSOL multiphysics to improve the computation of the electrostatic field and axial
magnetic field distribution of the I2TEM optical elements which may be more relavant than FDM in the case
of complex geometry [94]. At longer term I wish to develop a homemade code carrying out field mapping
computation as well as paraxial properties and aberrations determination within one unique language allow-
ing the optimization of an optical system without the interaction of too many software packages such as
SIMION, COMSOL, EOD, ... Field computation will be performed using BEM methods, and the code will
be written in Python (see part (3.2)). These theoretical developments will be also very important to support
the future hardware developments that I wish to carry out, for instance the MOLENS project which deals
with the design of a pre-accelerated magnetic lens CFEG. They will be described in the last chapter.

1.4 Discussion

This first chapter addressed one major part of my research activity dealing with the characterization of
nanometarials, mainly strain mapping at the nanoscale, using coherent TEM methods. These methods have
been implemented using two kinds of illumination mode on the sample, either coupling the sample plane
with the illumination image plane, which allows a very small electron probe to be focused on the sample
like in STEM/CBED, or with the illumination pupil plane to generate a parallel beam on the sample like in
electron holography. In both cases brightness is the key parameter. Increasing the brightness in an optical
system is however impossible. Its value in the different optical planes of an instrument cannot be higher than
the one given by the electron source. However, it can be quickly deteriorated by the lenses aberrations either
intrinsic, or parasitic introduced by misalignements, instabilities ... Following my initial works on the devel-
opment of CBED and DFEH exploring new kinds of methods to determine the strain state of semiconductor
devices, I chose to focus my research on the brightness optimisation of coherent TEM methods. Improving
the brightness could be implemented following two distinct directions, either by optimizing the optical con-
figuration of a given instrument to minimize the contribution of intrinsic and parasitic aberrations, or directly
by increasing the original brightness given by the electron source.
I have first followed the optimization direction which has resulted, thanks to our collaboration with HHT
formally started during that time, in the development of the I2TEM instrument. The specifications as well as
the optical properties offered by this unique instrument have been described in this first chapter. The I2TEM
is now a central instrument in CEMES used for various kinds of holography experiments such as DFEH.
The development of optimized split illumination configurations, mainly ”split-shift” mode, thanks to the full
trajectories simulations have opened new perspectives to study optical properties at the nanoscale. These
topics are currently under discussion with the LPS in Orsay and the first experiments performed are very
promising. In the future I will continu to work following this ”brightness optimization” direction with the
help of new simulation approaches.
In the next chapter I will discuss the developments performed following the second direction, which is a
more instrumental one. Improving the brightness of modern electrons sources requires a thorough knowl-
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edge of the electron gun technology used in TEM. The types of the electron sources are determined by the
physical mechanisms of electron emission from the gun cathode materials. There are essentially three kinds
of electron emission in most TEM guns: thermionic emission, field emission and Schottky emission, where
Schottky emission can be considered as a mixture of thermionic and field emission. The source based on
thermionic emission can generate very intense electron beams but they are brightness limited. On the con-
trary, sources using field emission are the brightest among all source technologies. Following the second
development direction, I have started to work on new field emission technologies trying to improve their
intrinsic brightness and also to enable the generation of bright and ultrashort electron pulses, thus paving the
way for coherent time-resolved methods using electrons beams. I have initiated these developments almost
at the same time as we began to install the I2TEM instrument. The whole story really started with the recy-
cling of three old Hitachi HF2000 given by the EPFL in Lausanne and the Physics department of Bristol’s
university for one symbolic euro.





CHAPTER 2

COLD FIELD EMISSION ELECTRON SOURCE :
FROM HIGHER BRIGHTNESS TO ULTRAFAST
BEAM

Si tu es pressé, fais un détour

proverbe japonais

2.1 Introduction

In the first chapter we discussed how coherent methods can be implemented in a TEM if enough coherent
current can be transported to the sample plane. For STEM/CBED applications, the produced beam can be
focused in a small spot, or in a specified sample illumination form for interferometric applications. We al-
ready discussed how we could optimize the beam spatial coherence on the sample plane by adjusting the
TEM optical configurations for a given source brightness. We will now detail more technically the operation
of a coherent source in a TEM and the range of possibilities offer by the modifications of some specific
components.

As briefly introduced in the discussion of the previous chapter, several electrons sources are available in
TEM : thermionic, cold field emission and Schottky electron sources [5]. In the following parts, we’ll go
through the basic mechanisms of electron emission from metallic cathodes, which are used in all of these
technologies.
The highest occupied electronic energy level inside a material at T = 0K is called the Fermi level, EF

[96]. When the temperature T of the system is increased, some electrons can gain energy and occupy higher
energy levels. The occupation number f(E, T ) describes the probability of having an electron on a state of
energy E. It is given by the Fermi-Dirac (FD) distribution [35] :

HDR manuscript entitled Coherent electron microscopy: contributions and project.
Florent Houdellier, CEMES-CNRS.
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Figure 2.1 Left side. Fermi-Dirac (F-D) distribution at three different temperatures: T = 0K (black curve),T = 300K
(green curve), T = 2700K (orange curve) that is the typical temperature used for thermionic emission from tungsten.
Right side. Potential barrier at a metal-vacuum interface for [310] oriented tungsten (� = 4.25eV ) for different values of
the applied electric field. The black curve represents the potential barrier without any applied electric field and neglecting
the image charge contribution. The colored curves take into account the image charge in three cases: no applied field
(red), Schottky electron gun Floc = 0.65V/nm (blue) and Cold Field Emission Guns Floc = 3.55V/nm (magenta). z
is perpendicular to the metal surface.

f(E, T ) =
1

exp
⇣

E�EF
kBT

⌘
+ 1

(2.1)

where kB is the Boltzmann’s constant.
As shown in Figure (2.1) at T = 0K the FD distribution is a step function (black curve) that changes with
the temperature of the system.

To be emitted in vacuum, an electron located inside a material at the Fermi level requires an extra energy
at least equal to the material work function�. At high temperature, the F-D distribution includes an apprecia-
ble fraction of occupied electronic states with energies above the work function and therefore these electrons
are emitted in vacuum. This is the basis of thermionic emission, in which electrons are extracted by heating
a metallic filament [5]. The case depicted in Figure (2.1) corresponds to a [310] oriented monocrystalline
tungsten (W ) cathode defined by � = 4.25eV [35]. The unit vector ~z is taken perpendicular to the emitting
surface of the source.

In absence of applied field the potential is still a step function (black curve) that is modified due to the
image charge (red curve). An applied electric field Floc modifies the potential step (blue and magenta curves)
following the general expression :

V (z) = �� eFlocz �
e2

16⇡✏0z
(2.2)
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Thanks to this applied field Floc, the potential in the vacuum follows a linear curve starting from the
cathode surface. When the potential barrier between the material and the vacuum, around the Fermi level, is
thin enough, the electrons can tunnel through it. This is called field emission. Additionally, the applied field
Floc decreases the exit work function barrier by a quantity :

�� =

s
e3Floc

4⇡✏0
(2.3)

This is called the Schottky effect. Schottky field emission sources are taking advantage of the combination
between field emission and Schottky effect [95].
The selection of a suitable emitter with some specific properties depends on application requirements. For
applications where low intrinsic energy width and high brightness is required, the thermal field Schottky
emitter (SFE) or the cold field emitter (CFE) are the preferred choice. Each of these two technologies have
their own ”pro” and ”con” which can be found in the literature [35] [95][97][98]. For instance, It is well
known that cold field emission technology is more difficult to implement due to the combination of high
voltage and ultra high vacuum mandatory to obtain the necessary current stability [99]. But, in the case of
standard TEM/STEM probe current, CFE are intrinsically brighter than SFE [100][97]. That’s why all the
developments performed during my research work, have been always performed on CFE gun technology
which I will go over in depth in the next sections.

2.2 Principle of cold field emission electron sources technology

As described in figure (2.2.A), FE electrons can be obtained by applying several thousand volts between
the tip of a metal needle (FE tip) with a radius of less than 100 nm, and a circular extracting anode. The
extraction voltage will now be always expressed using V1.

The energy spread of the emitted electrons is narrow (�E = 0.2–0.3eV ) because the emitter runs at room
temperature. The current density J(A/cm2) is obtained using equation (2.4) from Fowler and Nordheim
[101]. This density strongly depends on the electric field applied to the FE tip Floc and on the work function
of the metal �.

J = 1.54⇥ 10�2 F 2
loc

�.t2(y)
exp

✓
�6.83⇥ 105�3/2v(y)

Floc

◆
(2.4)

where t2(y) and v(y) are elliptic functions nearly equal to 1 [101][35]. In comparison, the thermionic
electron current density is obtained using the Richardson–Dushman equation [102]. The CFE current den-
sity (104–106A/cm2) is three orders of magnitude larger than the one obtained using thermionic electrons
(1–10A/cm2) [24][35][5]. The FE source is ideally a point source, and the diameter dv of the virtual source
ranges from 5 to 10 nm because of the small FE tip, which is 1/1000 the source size of the thermionic
emission (1–10 µm). Using equations (1.37) and (1.38), we can now fully understand why CFEG is the
optimum source for coherent TEM techniques thanks to its small virtual source size and, as a consequence,
the maximum coherent current available. If we consider a tip with a hemispherical end, and also assume that
electrons will be emitted within a finite voltage range 0 to VT , then it was demonstrated that the apparent
source radius r is approximatively [24] :

r = R

✓
VT

V1

◆1/2

(2.5)

where R is the radius of the tip. This expression is good for a spherical source only, which is a reasonable
approximation for FE tip as observed in figure (2.2.B) where R = 50nm. Knowing that VT = 0, 5V and
V1 = 1kV we can find r = 1nm. Under this approximation we can assume that the source size dv used
to calculate the brightness in equation (1.38) is then defined by dv = 2 ⇥ r. In practice the source size are
bigger than the one obtained using this approximation, but not by an order of magnitude as already mentioned
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Figure 2.2 A- Simplified outline of a cold field emission source. B- SEM image of a tungsten emitter used in a
conventional CFEG. The TEM image of the tip apex is reported in the red square. The W cathode is oriented along the
[310] zone axis. C- Optimum electrodes shape used in a triode gun calculated by Butler.
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previously.
The following table shows a comparison of emitters characteristics between FE and thermionic electron guns
[35][103].

Field emission W [310] Thermionic emission (W filament)
Source Brightness 109A.cm

�2
.sr

�1 5.105A.cm
�2

.sr
�1

Source size 5-10nm 1� 10µm

Energy spread ⇡ 0.3eV ⇡ 2eV

Temperature 300K 2800K
Vacuum pressure < 10�8

Pa < 10�3
Pa

Typical cathode material in modern CFEG are made with mono-crystalline tungsten (W). The tip is ori-
ented either along [310] or [111] zone axis corresponding to crystallographic orientations with minimum
exist work function � (see figure (2.2.B)) [35]. The tip is etched by immersing it in a sodium hydroxide
(NaOH) solution and by applying a DC voltage (around 12V ) between the tip and a remote electrode also
immersed in the solution [104]. Even when employing ultra high vacuum (UHV) environment, one of the
challenges in designing CFEG is to avoid emission current instability owing to adsorption of residual gases
on the cathode surface [99]. This effect first increases the work function�which then decreases the emission
current. Then, the diffusion of adsorbed gases and surface sputtering is at the origin of irregular current fluc-
tuations. They can eventually breaks down the cathode by generating a vacuum arc. As a result, the lower
the vacuum, the better the CFEG current stability will be. In practice, using standard vacuum technology al-
lowing to reach 10�9Pa range, the emitter has to be cleaned by thermal heating (called flashing) at intervals
as short as a few hours [35].

The electron gun must have a minimum of three electrodes when using a field emission source in an
electron microscope (see figure (2.2.C)) [24]. Two voltages can then be applied in order to allow independent
control of the emission current and the final electron energy. The voltage V1 applied between the tip and the
extracting anode defines the total emission current and the acceleration voltage V0 defines the electron energy.
Apertures in the first and second anode allow electrons to pass through to form the beam. The distribution
of the electric field going through these apertures will be responsable of the focusing effect of this three
electrodes system [13].
Thus, like any electron optical system, this electrostatic lens will have paraxial and aberrations properties.
Due to the cylindrical symmetry of this optical system, third order aperture aberrations (x|aaa) = (y|bbb) =
(r|aaa) = Cs will be the major limiting factor [11]. Indeed, this spherical aberration will broaden the source
size dv of the final setup, observed in an optical plane located after the gun. This will strongly decrease the
total brightness Br of the source, and then decrease the coherent current available. That’s why, the electron
gun should be designed to have minimum spherical aberration, as well as mechanical vibrations, which are
the two main reasons behind catastrophic broadening of the final source size dv [24]. Usually a CFEG is
designed using the so-called ”Butler” electrostatic lens which has an optimum spherical aberration [105].
As described in figure (2.2.C), an FE electron gun with a Butler lens has a FE tip and a diode area for the
extraction and acceleration electrodes, with particular surface curvature predicted to reduce the gradient of
the electric field along the electron path when the beam passes through the two apertures [105].
In the case of source optic, the aperture aberration coefficient Cs is referred to the emitter plane [24]. Hence,
the effect of the aperture aberration Cs is to convert an ideal point source into one with an apparent radius of
:

�r = Csa
3
0 = Cs(x|x)3

✓
V0

V1

◆3/2

a31 (2.6)

where a0 and a1 are the electrons beam half-angles at the source and image plane respectively (see figure
(2.2.C). The conventional linear magnification in the Gaussian image plane is defined using the Helmholtz-
Lagrange paraxial invariant (x|x)(a|a) = (V1/V0)1/2. Due to the cylindrical symmetry, we know that the
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linear magnification is identical along any directions perpendicular to the optical axis (x|x) = (y|y) =
(r|r) = m. The theoretical radius of the spot measured at the Gaussian image plane due only to aperture
aberration is then :

rs = m�r = Csm
4

✓
V0

V1

◆3/2

a31 (2.7)

Finally, the real image size is obtained including the effect of source size using equation (2.5) and the
diffraction effect considered only on the first diffraction zone :

d2total = (2⇥ rs)
2 +

 
2⇥mR

✓
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◆1/2
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+
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�1
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where �1 is the electrons wavelength in the Gaussian plane. Curves showing theoretical and experimental
optical properties of CFEG using Butler lens can be found in the literature [24]. In order to have some order
of magnitude in mind, let’s assume a Butler system with a voltage ratio of 60 given by V0 = 60 kV and
V1 = 1 kV, and a tip defined by a radius R = 50 nm located 10 mm above the extracting anode. This
configuration will have a magnification m = 0.23 and an aperture aberration coefficient of Cs = 11 cm.
Sources with a large value of dv , such as thermionic source, or even Schottky FEG source with dv ⇡ 30�60
nm, require the column to be operated in a strongly demagnified mode. This, combined with a high extrac-
tion value (V1 ⇡ 4 � 5 kV) results in such a small gun lens aberrations contribution that it can typically be
ignored or at most considered a minor contribution to the total column aberrations [106]. In comparison,
for an equivalent probe current, due to the small source size, good CFE performances are achieved using
larger value of m than for SFEG, which in turn leads to a larger contribution from the gun lens to the overall
aberrations in accordance with equations 2.6 and 2.7. This is a consequence for any CFEG that achieves a
large brightness due to its intrinsic small source size as opposed to a large value of angular current density,
which is the case for SFEG [35]. Additionally, the larger value of m used for CFEG explains why more
mechanical stability and magnetic shielding are required for the total instrument.

I would like to mention also the contribution of chromatic aberration which can become not negligible
when the beam energy V0 is small, such as for low voltage SEM where V0 could be in the kV range. In
that case, the non linear contribution �x = (x|a�)a0�0, previously introduced in the part (1.1.3.3), has to
be considered in the calculation of the total spot size contribution given by equation (2.8). Considering the
cylindrical symmetry and the very small object size given by the FE tip, we will only take into account
axial chromatic aberration coefficient Cc and neglect chromatic distorsion Dc [9]. In the same way as for
the aperture aberration, the axial chromatic aberration coefficient Cc is referred to the source. That’s why,
the contribution of axial chromatic aberration to the total beam size in the image plane is calculated using
equation (1.39) and the Lagrange-Helmoltz paraxial invariant [24] :

dc = 2⇥m�rc = 2⇥m2Cc
�E
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To sum up this crucial point, we can see that CFEG’s greatest strength is also its greatest vulnerability.
Indeed, CFEG’s small virtual source size leads to a higher column magnification necessary for optimum
performance ; this, in turn, leads to an increased contribution of the gun lens aberrations which, if not
obviated, minimizes the advantage of the high source brightness. One of the key challenges addressed by my
research project described in the last chapter will be improving gun lens aberrations to enhance final source
brightness.
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2.3 200keV CFEG of Hitachi : the HF2000

At the heart of the developments on coherent electron sources that I will described in the next parts, is the
HF2000. The HF2000 is an Hitachi FE-TEM developed at the end of the 80’s that we used to modify and
test our instrumental ideas [107]. Indeed, since 2008 we have collected 4 HF2000 instruments all around
Europe. Nowadays, 2 instruments are running in CEMES and can be used to test new hardware, and 2 are
used for spare parts.

2.3.1 Multistage acceleration CFEG

Akira Tonomura and his team working in Hitachi Central Research Laboratory (HCRL) developed in 1972
a Butler lens type FE source working at V0 = 50kV [108]. They installed it for the first time in a TEM
to perform new electron holography’s experiments thanks to the high spatial coherence of the CFEG. In a
direct continuation, they developed in 1978 a 80-kV FE-TEM with a higher brightness and obtained 3000
lines of Fresnel fringes observed on the defocused image of the condenser aperture hole [109]. This number
must be compared with the 300 fringes obtained with the previous 50kV source. This allowed them to obtain
practical electron holography datas [110].
Many remarkable CFE-TEM experiments have been performed with the 80-kV CFE-TEM at HCRL; how-
ever, it was difficult to exceed an acceleration voltage of 80 kV with the Butler lens CFEG due to discharge
occurring between the emitter and electrodes. The same team in HCRL developed in 1984 a multistage
electrodes gun that produced an acceleration voltage of 125 kV and they could also show a significative im-
provement of the total brightness [111].
A schematic of the general design for a multistage electrodes CFEG is reported in figure (2.3). On the same
figure, the evolution of the source size image (real or virtual) with respect to aberrations, magnification and
diffraction is also indicated for the multistage acceleration gun followed by one condenser lens. To simplify
the mathematical expressions all terms coming from the Lagrange-Helmoltz paraxial invariant used to ex-
press angular magnification, such as in equation (2.7), are hidden in the aberration coefficients. This principle
is the same for all multistage gun design whatever the acceleration voltage (from 100kV to 1MeV) [112].

In the 125 kV multistage CFEG first implemented in 1984 at HCRL, the distance between the emitter and
ground electrode in this multistage electrode gun was approximately 10 times bigger than in the Butler lens
gun. This distance reached 1.5 m in the 1MeV CFEG also created by Hitachi using the same design reported
in figure (2.3) [113].
As already discussed, the main challenge of CFEG technology is to generate stable emission current. Indeed,
long-term emission current drift as well as high frequency current fluctuations are always observed in CFEG.
But these intensities can be manageable for practical applications if the beam is generated under ultra high
vacuum (UHV). Using standard UHV technology, state of the art CFEG are operated under ⇠ 1.10�9Pa.
By using this vacuum level, 10µA beam can be extracted from a W [310] cathode and this value will decrease
with a ⇠ 10%/hour rate with ⇠ 1% of high frequency current fluctuations [35].
Implementing UHV in a multistage CFEG is more challenging than in standard Butler lens CFEG. Indeed,
pumping system is electronically referenced relatively to the earth potential and UHV is needed close to the
tip area which is then further away from the earth electrode. This distance will increase with the high voltage
value as the number of intermediate electrodes will increase as well [114]. To reach 10�9 Pa range close
to the cathode in a multistage CFEG, apart from selecting an optimal vacuum system, we have to carefully
design all the internal electrodes (material choice, shape, ...). The final accelerator tube used to install the
electrodes and applied high voltage is a complex ceramic-to-metal brazed assembly which have to be baked
out under high temperature (⇠ 300� 350�C). Furthermore, special attention should be paid to high voltage
conditioning necessary to obtain a proper vacuum level even when high voltage is applied to all electrodes
of the multistage CFEG and the beam is fully extracted.
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Figure 2.3 Outline of a multistage acceleration CFEG showing the evolution of the source size from the virtual source
size in the emission area to the formation of the focused electron probe in the sample plane. m and M are respectively
the linear magnifications of the Butler lens and the condenser lens. Cs1, Cc1 the spherical and chromatic aberrations
coefficients of the Butler lens. Cs2, Cc2 the spherical and chromatic aberrations coefficients of the condenser lens.
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Figure 2.4 A- Outline of the Hitachi Field-Emission 200 keV TEM : the HF2000. B- Picture of one conventional
HF2000 FE-TEM used at CEMES. C- Electric configuration of the HF2000 multistage acceleration CFEG.

2.3.2 The HF2000 column

All the developments performed in HCRL on high-voltage FEG technologies were then transferred to Hi-
tachi’s Naka Works [115]. With the aim of enabling new applications in electron holography and nanoanal-
ysis using high brightness STEM, Hitachi launched a project to develop a 200keV FE-TEM model in 1986.
Scientists moved from HCRL to Naka to work on developing this mass-production 200-kV FEG called
HF2000 [107]. This model, described in figure (2.4), was one of the world wide top instrument at the end
of the 80’s. Its nano-probe illumination performance with sufficient beam current (several hundred nA),
smaller (< 0.4 eV) energy spread, together with the generation of optimum beam spatial coherency in TEM
illumination, enabled many applications that were previously impossible [116].

Figure (2.4.A) reports a schematic of the HF2000 column. This schematic is associated to the picture of
the instrument reported in (2.4.B). The column is equipped with a 200keV multistage CFEG, which will be
described in detail in the following, associated with a double condenser illumination system (red lines) and
a Ruska type objective lens with a 4.5 mm pole piece gap. The sample is inserted in the center of this pole
piece gap located at the maximum of the axial magnetic field of the objective lens, as well as to the eucentric
position of a 4 axis goniometer (4 movements : 3 translations x, y in the sample plane, z along the electron
beam, and one tilt ↵ around the sample holder rod).
The imaging system consists of two intermediate lenses and two projector lenses. Four deflection systems
are used in the HF2000. Each deflection system consists of a pair of magnetic dipoles (one upper dipole
and one lower dipole) for each direction perpendicular to the beam (x and y). Each pair of dipoles pro-
duces either a pure shift of the beam parallel to the optic axis (called ”Horizontal” in the instrument), or
a pure tilt relatively to a specific optical plane which can be adjusted. Gun horizontal X,Y , and gun tilt
X,Y (GH(X,Y);GT(X,Y)) are located after the accelerator tube before the gun valve (GV) located above the
first condenser lens. Beam horizontal X,Y , and Beam tilt X,Y (BH(X,Y);BT(X,Y)) are located between
condenser 1 and 2. STEM scan coils are located in the same optical area as BH,BT coils. Finally im-
age/diffraction shift can be adjusted using intermediate and projector alignement coils (IA(X,Y),PA(X,Y)))
located in the imaging system.
The aperture system is classic and consists of one condenser aperture (CA) located after the gun valve di-
rectly below the gun and before the condenser 1 lens. This aperture is used to adjust the beam angle in TEM
illumination mode corresponding to the figure (1.2.A) case (called ZOOM mode). This mode is obtained
when condenser 2 is inactive. Another illumination aperture located between condenser 1 and condenser
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Figure 2.5 Axial electron trajectory inside the multistage acceleration CFEG computed using SIMION for two ratios
R = 5 and R = 8.

2 called STEM aperture (not represented in figure (2.4.A)) is used when analysis illumination mode is set,
corresponding to the figure (1.2.B) case (called ANA mode). This mode is obtained with a specific condenser
2 excitation.
Finally a contrast and a selected area apertures (OA and SA) are located respectively in the objective lens fo-
cal and image planes. Electron biprism can be also installed in a dedicated port located mechanically close to
the SA aperture, but in an optical plane located slightly above the objective lens image plane. Unfortunately,
a mechanical interference between SA aperture and biprism holder prevents to use both system at the same
time (unlike the I2TEM biprism systems which are more moderns).
The detection system can include STEM detectors such as BF, ADF or HAADF as well as camera system
incorporated below the usual fluorescent screen.

Focus on the HF2000 200keV multistage CFEG Figure (2.4.C) reports the electric configuration of the
HF2000 multistage CFEG. The V0 voltage is generated thanks to a Cockcroft-Walton electronic bridge lo-
cated inside a dedicated tank, filled with mineral oil, called V0 tank [117]. The voltage is sent to a second
tank called ”FE-tank” filled with SF6 gaz which is used to control the Butler lens CFEG located above the
accelerating tube. This lens can be adjusted by two voltages V1 (the extraction) and V2 called gun lens volt-
age. Such as for any Butler lenses, V1 is used to set the FE emission current and V2 can be used to adjust
the Butler lens strength. Because the V1 value will evolve during the tip lifetime, the V2 voltage will have to
follow this change to keep the optical configuration chosen by the user. That’s why the Butler lens strength
is set through the ratio R = V2/V1 calculated between the two voltages. Figure (2.5) reports two axial rays
trajectory calculated by SIMION [88]. The two rays start from the tip and are focused by the Butler lens
using two different ratios R = 5 (black trajectory) and R = 8 (red trajectory).

Thanks to these simulations we can observe the focalisation action of the gun lens going from virtual
cross over configuration, obtained using ratios R < 7 (black trajectory), to real cross over mode set using
ratios R > 7 (red trajectory). Virtual cross over configuration are used when high demagnification of the
source by the condenser lens is needed. In this mode the aperture aberration coefficient is optimum around
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Figure 2.6 CAD drawings of the HF2000 multistage acceleration CFEG showing - A and B : the external gun housing
attached to the FE-tank on one side (not shown) and installed around the complete electron source on the other side. The
electric configuration inside the housing is outlined in A. C- The whole electron source is divided into two sections in
this technical illustration: the accelerating tube and the gun assembly shown in D.

Cs ⇠ 30 mm. This mode is set for applications requiring an optimum brightness such as high resolution
STEM, nanoanalysis, and electron holography. On the other hand, the real cross over configuration allowed
to collect more emitted electrons in the final probe at the expense of a smaller condenser demagnification
power and a higher gun lens aperture aberration coefficient twice the one calculated in virtual cross over.
This mode is set for applications requiring an optimum beam intensity such as conventional TEM imaging.
Inside the FE tank, we also find the electronic controlling the flash cleaning of the tip VF . The three voltages
V1, V2 and VF are all referenced to V0 voltage as reported in figure (2.4.C). They are injected into the gun
area by a second high-voltage connection that runs from the FE tank on one side to a specialized high-voltage
plug on the other, known as the external housing or gun housing. Figure (2.6) shows how the real system
works. The housing, made of insulating material, is installed around the gun. The inner parts of the housing
are springs connected to the 4 voltages signals (V0,V1, V2 and VF ) coming from the high voltage cable. These
springs simply touch the gun external electrodes when the housing is plugged around the gun. VF voltage is
applied between the two tip contacts, V1 to the first large external electrode, V2 to the second one, and finally
the total voltage is equally distributed between the five remaining electrodes from V2, referenced at V0, to
the ground electrode thanks to five resistors connected between these electrodes. Each of the gun’s external
electrodes is then connected to the inner electrodes via metallic contacts that are insulated by ceramic com-
ponents. All this complex structure is sealed using metal-to-ceramic brazing. Between the housing and the
gun structure, we inject 2.5 bars of pressurized SF6 gaz to insulate the high voltage applied to the external
electrodes [118]. The inner part of the gun is evacuated under ⇠ 1.10�9Pa UHV.
The gun can be separated in two parts : the gun assembly and the accelerating tube. As already described,
the accelerating tube is a metal-to-ceramic assembly allowing to connect external electrodes to the internal
cylindrical electrodes of the Butler lens and the accelerator. The accelerating tube includes two UHV com-
patible mechanical ports on each side of the cylinder. On the top side a DN-CF63 flange is used to connect
the gun assembly and a DN-CF100 flange on the bottom side is used to connect the gun to the column.

As described in figure (2.7), the gun assembly is also separated in two parts : the tip holder and the
extraction holder. The tip holder is a DN-CF40 metal-to-ceramic assembly used to insulate the V1 voltage
applied between the tip and the extracting anode. The FE tip is eventually attached to the tip holder, as shown
in figure (2.7.B), via a metallic cylinder that also connects the VF voltage to the tip’s two pins. The tip holder
is finally inserted in the DN-CF40 UHV port of the extraction holder. This port is coupled to a second UHV
DN-CF63 port used to fasten the gun assembly on the accelerating tube. A below connects the two flanges,
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Figure 2.7 Enlargement of the gun assembly area. A- General CAD drawing showing the tip holder (1) and the
extractor holder (2) used to fix the extractor anode. B- Picture of the HF2000 tip holder. In the yellow squares are
reported the SEM images of the FE tip. As shown in B, the tip holder will be connected to the extractor holder through a
DN-CF40 connector.

allowing the tip holder to be moved relative to the extractor anode, which is attached to the extractor holder
assembly (see figure (2.7.A)). The total range of these two translation movements of the tip in the x and y
directions is 1 mm. They can be driven from the outside of the housing even when the beam is started and
accelerated to 200 keV. Carrying out this tip mechanical alignement is possible thanks to four ceramics bars
used to actuate 8 mechanical wheels (4 in the ground area and 4 in the high voltage zone) which will then
push the tip holder along the chosen direction. These bars can be seen in figure (2.6.C).

2.4 improving brightness using new carbon nanocone cathode

My first hardware development, which was aimed at increasing the brightness of the HF2000 electron source,
was focused on the cathode rather than the electrostatic optic that focused the electron probe. These primary
works aim to see how CFEG properties could be improved thanks to new cathode materials. Many kind of
cathode materials have been used as emitter inside a CFEG, but the majority of these works were concentrated
on the study of their emission properties using a simple point projection microscope i.e. the cathode, the
extracting anode and a detector located after the extractor [122][119][120][121]. The distance between the
extractor and the detector is carefully chosen to have enough magnification enabling the visualisation of
emission sites on the emitter surface. All these works are very interesting but none of these cathodes were
finally used as emitter in a real FE-TEM, even when emission properties seemed very promising. Among all
these studies, I was very impressed by the emission properties of carbon nanotubes obtained in the pioneering
works of de Jonge et al. [122][123][124][125]. In partnership with Marc Monthioux, a carbon material
specialist at CEMES, I chose to pursue that approach, trying to adapt a new carbon nano-cone cathode as
a FE TEM emitter [127][128][129]. The first results were very promising, and a new collaboration around
this development was then initiated with HHT slightly after the installation of the I2TEM. Up to now, no
Hitachi product proposed an FE-TEM equipped with this new cathode. Indeed, thanks to this very productive
collaboration, we quickly understood that the main strength of this cathode, arising from its very small apex
size, was also it’s major weakness when used in combinaison with a Butler type CFEG optic to focus the
electron probe. The important results of this study will be discussed in the next section, and a possible
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approach for adapting the CFEG optic to this type of cathode will be investigated in the third chapter, which
will be dedicated to my future research project.

2.4.1 Characterization of carbon nanocone field emission cathode

The carbon nanotube (CNT) cathode studied by de Jonge et al was the ideal candidate since it exhibits very
good stability properties of the emitted current as well as high brightness [122][123][125]. But on the other
hand the practical use of CNT cathodes remains strongly limited due to many technical challenges. Indeed,
the CNT needs to be correctly mounted onto a filament which includes the laborious task of selecting a CNT
which is suitably straight, aligning the selected CNT in the right direction for emission, and fixing the CNT
to insure a good electrical contact. Reproducibility is poor due to the difficulty of the mounting operation and
variation in field-emission characteristics and conductivity of the CNTs are often observed [124]. Growing
a single, well-aligned CNT at the right place is also tricky. A review of the various procedures to implement
such a delicate mounting operation can be found in the literature [126]. Furthermore, nanotubes are long and
thin making them prone to vibrate, a feature which is able to provoke their breakage during emission and a
dramatic degradation of the emission brightness [130].
Few years ago, the CEMES carbon material group, around the research activity of Marc Monthioux, de-
veloped a new kind of carbon structure in the form of a carbon nanotube-supported pyrolytic cone, that
we will called carbon nano-cone or CcNT from now [131][132][133]. They are prepared by a so-called
“time-of-flight chemical vapor deposition” process which consists in depositing pyrolytic carbon onto previ-
ously grown CNT used as substrates. It can be precisely described as a carbon-nanotube-supported pyrolytic
carbon deposit which includes a short microfiber segment with rough surface and two opposed cones with
smooth surface which terminate the short fiber segment ends as observed in the figure (2.8.A).

Installing the CcNT as an emitter inside a FE-TEM first requires the mounting of this cone on the stan-
dard filament support. The mounting procedure is performed inside a dual beam FIB using a tungsten support
[134]. Hence, a regular tungsten tip needs first to be prepared by electrochemically etching of a polycrys-
talline tungsten wire in a KOH solution [104]. The tip is then micro-welded on a regular V-shape TEM
tungsten filament. The resulting tungsten support is shown in the inset of figure (2.8.E) [127].
A suitable carbon cone is then selected using the SEM imaging, according to the proper alignment of the
cone axis with respect to the microfiber axis (see figure (2.8.B)). It is then lifted from the surface using
micro-tweezers after cutting it from its base using the Ga ion beam (see figure (2.8.D)). The apex of the
tungsten tip has been preliminary prepared by cutting it to generate a flat surface once again using the Ga ion
beam (see figure (2.8.C)). The cut face of the carbon microfiber segment bearing the cone is finally welded
by W ion beam induced-deposition (from a W precursor, namely W (CO)6) on the flat tungsten surface as
reported on figure (2.8.E). The final support, which could be installed inside a standard HF2000 CFEG, is
now obtained displaying an apex radius below 5 nm corresponding to the diameter of the multi-wall CNT
originally used as substrate to prepare the CcNT. A particular attention has been paid to protect the carbon
cone from parasitic deposition or ion irradiation of the cone by tilting the FIB stage by 20� as shown in fig-
ure (2.8.D). This allows the cone to be protected from the ion beam using tweezers throughout the procedure
[127].

I will quickly detail the crucial field emission properties of these cones, namely their exit work function
and the angular current density of the extracted electrons, before moving on to the characterization of the
electron probe generated by a CcNT emitter inside a FE TEM. They were studied first thanks to in situ
field emission TEM experiments and in a second time inside a point projection microscope developed in
the laboratory (an UHV bench fitted with the CcNT emitter+extractor and a fluorescent screen with Fara-
day cup located few cm ahead of the extractor). All the technical details can be found in the literature
[135][136][128]. The in situ experiments were carried out using a Nanofactory holder (double tilt, with field
emission, STM and nanoindentation capabilities) inside the SACTEM. The mounting procedure of the CcNT
on the nanofactory holder is strictly identical to the one previously described [136]. In situ biasing exper-
iments were carried out inside the TEM during the observation [135]. For each extraction voltage V1, one
electron hologram was acquired around the tip apex. Electric field strength around the tip is then extracted
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Figure 2.8 A- Morphology of a CcNT with a fiber segment B- CcNT selected to be used for the assembly procedure
(similar to A). The inset shows the apex radius of the carbon cone, measured below 10 nm. C- View of the tungsten tip
after being truncated using the FIB. The inset shows the original apex of the tip. D- The clamp of the carbon cone made
with the tweezers using 20� tilted stage enables a protection of the tip during electron or ion imaging and ablation. The
inset shows the next step when the carbon microfiber is cut using the FIB. E- Final tip obtained after welding the carbon
microfiber to the tungsten tip. The inset displays the whole set-up inside the dual beam (tweezers on the left, the tungsten
support on the right and the gas injection nozzles on top) (extracted from [127]).
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Figure 2.9 Table summarizing the main source properties. All the numbers reported for standard W [310] CFE source
and ZrOW [100] SFE source have been gathered from [35] and [95].

from the hologram phase shift relatively to an area taken far from the tip. Additionally emission current Ie as
a function of the extraction voltage V1 has been plotted. Ie(V1) curve was then fitted following the Fowler-
Nordheim emission law given by equation (2.4) using Floc determined by the holography experiments. It
is worth noting that extracting Floc from an electron hologram is not straightforward and needs comparison
with simulations [136]. By combining FEM simulations of the electric field around the apex and electron
phase shift calculation using Aharonov-Bohm formula, it was possible to determine a theoretical hologram
phase shift. This value was systematically compared to the experimental one. Fitting the Ie(V1) curve us-
ing Fowler-Nordheim law allowed us to determine the exit work function � = 4.8 eV of the CcNT emitter
[128]. This value was consistent with the measurements performed on CNT emitter in the literature [122].
Finally, using the point projection microscope, an angular current density in the range of [10-13] µA.Sr�1

has been determined [129]. This value is also consistent with standard angular current density encountered in
CFE using W emitter [35]. This small value compare to Schottky emitter (SFEG) is actually one important
property of CFEG. Indeed, combining small angular current density together with high brightness allowed
CFEG to generate coherent beam with low energy spread due to the minimization of the Boersch effect. This
very important property remains then unchanged using CcNT emitter. These numbers compared to the one
determined for W based CFEG and ZrO/W SFEG are reported in the figure (2.9).

The emitter has been finally installed inside two instruments : the HF2000 in CEMES and an HD2700
in HHT factory [127][129]. The HD2700 is a 200 kV dedicated STEM described in figure (2.11.A). The
gun of these two instruments are strictly identical. However they were complementary to study the imaging
capabilities of this emitter using the two illumination setups described in figure (1.2). Indeed, our HF2000
didn’t have the STEM capabilities at that time. As a result, the imaging capabilities of CcNT were investi-
gated using the HF2000 illumination system’s TEM optical configuration, corresponding to a sample plane
conjugated with the illumination pupil plane. The HD2700 works using STEM optical configuration where
the sample plane is conjugated with the image plane of the illumination system allowing to focus a small
probe. Furthermore, regarding potential application market, HHT was more interested in the HD2700 STEM
results than the coherent TEM capabilities, such as holography, measured using the HF2000 in CEMES.
TEM and STEM capabilities will be described in the next paragraph.
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Figure 2.10 Nine hours stability measurements, performed on a Hitachi HD-2700 dedicated STEM, of a 2nA probe
with 200 keV of energy. Comparison between CcNT CFE source (A) and W [310] CFE source (B). Both measurements
were started after a flash-cleaning of the tips (extracted from [129]).

To conclude this part dedicated to field emission properties of CcNT, it is important to look at the emission
current stability. They were studied using both instruments by measuring the probe current stability with a
faraday cup located at the sample plane. Gun optical conditions were the same for the two instruments and
the results obtained with CcNT emitter were then identicals. These measurements were finally compared to
the datas measured using W emitter [129]. To have a fair comparison, the chosen datas were the best one
obtained by HHT with their W emitter measured under optimum conditions (new tip, best vacuum level,
optimum optical configuration). The tip was set at V0 = �200 kV. The distance between the tip and the
anode is adjusted in a range of about 4� 7 mm. The ratio R = V 2/V 1 between the focusing anode and the
extracting anode can be adjusted between 2 and 13 on both instrument. Figure (2.10) reports the stability data
of a 2 nA probe at 200 kV measured over 9 h without any flash cleaning of the tip during the measurement
[129]. Figure (2.10.A) corresponds to the CcNT emitter with a total emission current set at 5.7 µA, an
extraction voltage V1 = 1.3 kV and a ratio of 13, while figure (2.10.B) refers to the standard W [310] based
CFE source with an emission current of 10 µA for an extraction voltage of 2.9 kV and a ratio of 4.5. The
source’s vacuum system was the same for the two instruments and for the two measurements (CCnT and
W ), fitted with two ion pumps and one non-evaporable getter (NEG) pump reaching a vacuum level below
2.10�9 Pa. As figure (2.10) clearly demonstrates, the long-term stability is strongly improved with the CCnT
used as FE cathode. Indeed, using state of the art W [310] emitter installed in an optimized environment,
the probe current decreases by a factor of 50 % after 4 h and by almost 90 % after 8 h while under the same
vacuum condition the CCnT CFE source shows no decrease of the probe current over the full measurement
time range i.e. 9 h. The presence of tiny peaks can be seen, although they have no bearing on STEM or TEM
imaging. The root mean square value of the probe current noise is however not improved and is measured
around 1 %, which is in the order of magnitude of standard CFEG technology using W emitter [35].

2.4.2 Application to S/TEM

Imaging properties were first studied using the TEM configuration inside the HF2000. In particular, com-
parison between coherent properties of the illumination system, fitted either with a CcNT or a standard W
emitter, were carried out looking at condenser aperture Fresnel fringes [127]. Electron holograms were also
recorded under the same conditions using the two emitters. However, the use of off-axis electron hologra-
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phy to unambiguously compare the coherence properties of the two sources is not straightforward due to
the contribution of various perturbations described in part (1.1.3.3) that could induce a contrast damping.
Comparison of Fresnel fringes was then preferred to carry out this comparison. By combining Fresnel con-
trast measurement with the probe current and the angular current density measurements, determined in the
previous experiments, we have measured a reduced brightness of Br = 1.6⇥ 105A.cm�2.Sr�1.V �1. This
value is higher than the state-of-the-art reduced brightness obtained using W based CFEG on commercial
instrument which is in the range of few 104A.cm�2.Sr�1.V �1. Finally, using equation (1.38), we have also
determined the virtual source dv = 1 nm which is 5 times smaller than the one measured with the W emitter
[129]. This factor 5 is the same for the brightness as the angular current density remains identical using the
two emitters. All the details concerning these measurements can be found in the literature [127][128][129].
These first encouraging results seemed to show us that CCnT could be an interesting candidate as a new
emitter to improve coherent TEM capabilities. However, when considering the imaging capabilities of CCnT
in a STEM setup, the situation becomes slightly more complicated, yielding results that are far more mixed
in terms of prospective applications.

Compared to a conventional W [310] tip the CcNT apex is smaller, which is its main strength regarding
previous brightness measurements. But this will have important consequences on the Butler lens properties.
Indeed, the extraction voltage V1 required for a specific probe current value will then have to be smaller.
This is the case in figure (2.10) where 2 nA is obtained using V1 = 1.3 kV of extraction voltage using the
CcNT cathode while we have to apply V1 = 2.9 kV using a new W cathode. This difference will change
the electron optical configuration of the gun because it changes the strength of the electrostatic Butler lens.
This effect was simulated and reported in figure (2.12.B and C) showing the evolution of axial electrons
trajectories calculated using SIMION considering 5 ratio values under the same emission conditions as those
described in figure (2.11).

We can see that, whatever the ratio value, the 200 kV gun cross-over remains real when the CcNT is used
as a cathode. As already introduced in figure (2.5), the same trajectories obtained using W cathode (reported
in figure (2.12.C)) show a gun cross over which can be switched from a virtual position to a real one for
ratios taken between 6 and 8. This effect is clearly observed looking at the ratio 2, which corresponds to the
condition with the minimum strength of the Butler lens. Even using this condition the cross-over remains
real and located below the accelerator when the CcNT cathode is used, while it should be virtual in a conven-
tional CFEG. This unwanted effect, related to the small apex size of the CcNT, has a direct consequence on
the STEM properties. Indeed, for STEM imaging the virtual CO condition is the most desirable in order to
maximize the demagnification power M of the illumination lenses which is strongly related to the distance
a1 between the gun cross-over and the condenser lenses, as explained in figure (2.12.A). Furthermore, as
already mentioned previously, real cross-over condition is not optically optimum due to higher contribution
of spherical and chromatic aberration coefficients of the Butler lens which are respectively Cs ⇡ 60 mm and
Cc ⇡ 12 mm (instead of 30 mm and 10 mm in virtual CO condition) [137]. Of course, as the Butler lens
demagnification MG grows, the aberrations effect reduces, but if the CO stays real, the characteristics never
reach those achieved in the virtual CO state.

Then, to maximise the illumination demagnification M , the distance a1 must be as large as possible.
Using the CcNT emitter the only solution was to increase the Butler strength to a ratio of 13 (see figure
(2.12.B)). It’s worth noting that, in addition to the poor aberration properties provided by this condition, it’s
also not ideal for an EELS application because the cross-over is placed in a zone where the electrons have
a low energy, which is favorable to energy spreading due to the Boersch effect. Unfortunately as shown
in figure (2.11.C), even using this ratio condition, the demagnification M does not reach the level typically
achieved with a W based CFEG set in virtual CO with a certain C1 strength. Indeed, considering a maximum
C1 lens current of 3 A, the demagnification remains limited to 400 with a CCnT source and a ratio of 13,
while it could reach almost 700 using a W source with a ratio of 4.5 [129].
The BF-STEM image of gold nano-particles acquired using the CcNT CFE source, set at 200 kV with a ratio
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Figure 2.11 A- Configuration of the dedicated STEM Hitachi HD-2700. C- BF-STEM image of gold nanoparticles
obtained with the HD-2700 fitted with CcNT CFE source set to a ratio R = 13. Emission conditions were the same as
the one reported in figure (2.10.A). D- Comparison of C1 lens demagnification power of the gun cross-over obtained with
a CcNT and a W [310] CFE source (extracted from [129]).
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Figure 2.12 A- General optical outline showing the source demagnification principle combining the effect of the gun
electrostatic lens demagnification MG and the one coming from the total action of the illumination lenses M . B and
C- Axial electron trajectories inside the HD-2700 source calculated with SIMION 8.1 [88]. Trajectories reported in B
correspond to the evolution as a function of the ratio, of one axial ray extracted from the CcNT CFE source set to 5.7
µA of emission current corresponding to V1 = 1.3 kV. For each ratio, the initial conditions are the same. Trajectories
reported in C correspond to the evolution as a function of the ratio, of one axial ray extracted from the W [310] cathode
set to 10 µA of emission current corresponding to V1 = 2.9kV. To improve the visibility the trajectories are enlarged in
the x direction by a factor 500 and superimposed to a sketch of the source (extracted from [129]).

of 13, is reported in figure (2.11.B). Although the overall STEM image has a good quality, it was impossible
to reach the desired atomic resolution due to this lack of demagnification M .

2.4.3 Discussion

We have significantly increased the probe current stability of a CFE source by using a CcNT as a field
emission cathode inside a 200 kV dedicated FE S/TEM. This makes it a serious challenger to SFE sources
in the TEM, STEM, and even SEM markets. Besides its very good stability, the CcNT CFE source preserves
all the excellent properties encountered using standard CFE source i.e. high brightness together with low
current angular density, small virtual source size and low energy spread. Indeed, as compared to a normal W-
based CFE source, the reduced brightness has grown by a factor of 5, owing to a virtual source size reduction
of nearly the same factor. As a result, the spatial coherence properties of the produced beam in the TEM
illumination condition have been improved. These excellent properties are however strongly limited in STEM
illumination configuration due to the electron optical configuration of the original Butler electrostatic lens.
Combining CcNT cathode with a Butler lens generates a first real cross over inside the accelerator, which
is responsible for a lack of demagnification power of the illumination system and a stronger contribution of
the gun lens aperture aberration. To take full advantage of the properties provided by the CcNT cathode, a
dedicated electron optical configuration will have to be designed to see beyond standard Butler optic in CFE.
Indeed, this simple electrostatic optic was used almost since the birth of CFE, and was always improved from
time to time but never changed in depth as far as medium acceleration voltages commercial instruments are
concerned. Using this CcNT we have now reached the limit of this technology. Hence, in the last chapter
dedicated to my future research project, I will discuss possible solutions to overcome this problem. The one
based on an pre-accelerated magnetic gun lens introduced long time ago by Troyon et al. is the one which
seems practically feasible in combination with a 200 kV accelerator [138][114]. First theoretical calculations
have shown very promising results ! Our future work will move towards that direction. Before I go into the
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details of this project, I will end up this second chapter with a description of another instrument I have been
working on with new CFE hardware. By combining a CFE with an ultrafast Laser we succeed to generate
ultrashort coherent electron pulses (few hundred of femtosecond). This new ultrafast CFE source has been
installed inside a HF2000 to implement new coherent ultrafast TEM investigations using pump-probe setup.
Such as for CcNT CFE source, we will see how this new ultrafast CFE source is also strongly limited by
the poor properties of the Butler electrostatic lens. The development of new CFE optic proposed within my
future project will then be highly beneficial for both design.

2.5 Generation of ultrashort electron pulses using femtosecond laser pulses exciting a FE
cathode

2.5.1 introduction

The observation of a physical system as it evolves in real time is essential to the understanding of its dy-
namics. From the beginning, studying the dynamic of samples under excitation was very much part of the
I2TEM project as described in part (1.3.2). Indeed, the I2TEM instrument has been carefully designed to
allow a full and an optimum use of cumbersome in situ sample holders. Thanks to these holders it is possible
to apply an external biasing, traction or even magnetic field excitation on the sample during its observa-
tion. Many interesting in situ or even in operando experiments can be performed within millisecond to
hundred of microseconds timescale, which are the timescales compatible with the frame rate of CCD/CMOS
cameras. For instance studying the structural dynamics of materials can be carried out using traction experi-
ments looking at the evolution of crystalline defects thanks to diffraction contrasts imaging (BF/DF imaging)
[139][140][141]. Also, understanding the fine operation of microelectronic devices at the nanoscale, from
single nano-capacitor to more complex and state-of-the-art transistors, is possible thanks to the unique com-
binaison of in situ stimuli and holography field mapping given by the I2TEM [142][145]. These topics are
investigated by many scientists in CEMES, such as Christophe Gatel, Frédéric Mompiou, Marc Legros, etc.
who are regularly using the I2TEM, or other in situ dedicated instruments [143][144].
However the timescale of many important processes of the dynamics in solids lies typically in the femtosec-
ond to nanosecond range i.e. far beyond the reach of the I2TEM, limited by the detector frame rate [146].
Indeed, despite all the numerous technical improvements in electron optics, electronics, vacuum, etc. investi-
gations by TEM have been always restricted to systems either static or evolving very slowly compared to the
ultrafast dynamic of many phenomenon at the nanoscale. For instance electron microscopes were capable of
looking at static atoms but were not fast enough to monitor their displacement on the appropriate timescale
i.e. picosecond timescale considering the simplest vibration mode of a spherical gold nanoparticle.
Hence, after carrying out, together with HHT, the development, the installation and the final fine adjustments
of the I2TEM instrument, I have decided to follow a new instrumental direction together with Arnaud Ar-
bouet combining our knowledge in ultrafast laser science and cold field emission technology. The idea was
to develop a prototype of ultrafast source generating femtosecond coherent electrons pulses allowing to im-
prove considerably the time resolution of a conventional FE-TEM. Indeed combining a bright ultrafast elec-
tron source with a well equipped FE-TEM, such as the I2TEM, will open many developments opportunities
in ultrafast science. For instance, it will be possible to study the femtosecond dynamic of magnetic systems
by time-resolved electron holography, or the vibrational properties of crystals by time-resolved CBED, or
nano-optical properties of materials using time-resolved EELS, cathodoluminescence, etc.

The idea of time-resolved TEM is not new. Following the pioneering work of Oleg Bostanjoglo at the
Technical University of Berlin, spectacular progress have been made to provide TEM with a constantly
improving temporal resolution [147][148]. These developments rely mostly, although not exclusively, on
ultrafast lasers and are largely inspired from time-resolved optical spectroscopy techniques [150]. Indeed, the
generation of femtosecond optical pulses shorter than the characteristic times of material dynamics and the
ability to synchronize optical excitation (the pump) and detection (the probe) made possible the acquisition of
“snapshots” at regular time intervals�t during the evolution of a system. These kind of experiments are then
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Figure 2.13 A- Scheme of the pump-probe optical setup set-up with the pump pulse photoexciting the sample, while
the probe pulse is used to monitor the sample response at different times after photoexcitation�t. B- Principle of ultrafast
pump-probe TEM experiments. The beam from a femtosecond laser source is split in two parts. The first part of the
beam is sent to the electron source of the TEM where it triggers the emission of ultrashort electron pulses. Frequency
conversion such as Second Harmonic Generation (SHG) is used to improve the emission efficiency. The second part of
the beam is sent to the objective lens. It is focused on the sample and brings the sample out of equilibrium, initiating its
dynamics. The pump-probe delay�t is adjusted by controlling the position of a mechanical translation stage.

called ”pump-probe experiments” and are schematically described in figure (2.13.A). All time-resolved TEM
experiments with temporal resolution in the nanosecond range or faster rely on pump-probe experiments
involving an optical pulse and a delayed electron pulse as described in figure (2.13.B) [149][151]. The beam
from a first pulsed laser is sent to the electron source to trigger the emission of electrons. A second beam from
a pulsed laser is sent inside the objective lens of the microscope and focused on the sample. The optical pump
pulse brings the sample out of equilibrium and the electron probe pulse, delayed by �t and synchronized
with respect to the excitation, is used to probe the sample during its relaxation. By systematically changing
the delay between pump and probe, it is possible to record the dynamical evolution of the sample as the latter
goes back to equilibrium. Therefore, the development of time-resolved TEM requires the modification of
two areas of a conventional TEM allowing the injection and the focalisation of an ultrafast laser beam : the
electron source and the objective lens area (see figure (2.13.B)).

Time-resolved TEM experiments can be performed in two different modes described in figure (2.14.A and
B) called respectively Dynamic TEM (DTEM), or sometimes high-speed TEM, and Ultrafast TEM (UTEM)
[152]. In the single frame mode DTEM only one electron pulse containing a sufficient number of electrons
to get an exploitable signal (image, diffraction pattern, spectrum), is used to probe the sample with a delay
�t with respect to the excitation of the sample by a single pump pulse. By generating a sequence of several
electron pulses and displacing the image on the CCD camera with a high speed beam deflector synchronized
with the laser, it is possible to acquire multiple frames at different delays�t with respect to the initiating op-
tical pulse: this mode of operation is called movie-mode DTEM [153]. These two DTEM modes are reported
in figure (2.14.A). In the stroboscopic mode, a very large number (typically > 108) of excitation-observation
cycles are used to accumulate signal. This mode cannot be used to investigate irreversible processes which
could be studied only using DTEM. However, it enables TEM measurements with electron pulses contain-
ing only a few electrons per pulse. This so-called single-electron regime allows minimizing the Coulomb
repulsion inside the electron pulse and brings the temporal resolution into the femtosecond range [154].
Time-resolved TEM in the stroboscopic mode and single electron regime is called Ultrafast TEM (UTEM)
due to its better spatio-temporal resolution and is schematically reported in figure (2.14.B)[151].
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Figure 2.14 A- Left: single-shot DTEM: a single electron pulse containing a large enough number of electrons
(typically > 108) is used to probe the sample after excitation by one optical pulse. Right : movie-mode DTEM: a
sequence of several electron pulses is used to probe the evolution of the sample at different delays after excitation by a
single optical pulse. B- Ultrafast TEM in stroboscopic mode: a large number of excitation/detection cycles (typically
> 108) is used to accumulate signal. In the single electron regime, each electron pulse only contains a few electrons
therefore minimizing Coulomb repulsion and enabling TEM with sub-picosecond temporal resolution.

The first DTEM developed in Berlin by the team of O. Bostanjoglo was later improved in the Lawrence
Livermore National Laboratory [149][155]. A major breakthrough was achieved in 2005 in the group of
A. Zewail at the California Institute of Technology [156]. By using electron pulses containing only a few
electrons they succeeded in improving for the first time the spatio-temporal resolution of a DTEM. This
first world wide UTEM opened a completely new window on the ultrafast dynamics at the nanoscale [151].
However all these developments were performed on brightness limited electron source which are the ultra-
fast equivalent of thermionic source in conventional TEM. No coherent techniques such as holography are
available using this kind of instrument. A schematic outline of these incoherent ultrafast sources is reported
in figure (2.15.A). An ultrafast laser shines a flat photocathode, in general made of LaB6 crystal. The elec-
trons are extracted by photoemission from the photocathode surface and are then accelerated towards the
illumination lenses. Thanks to their ability to extract a high number of electrons in one shot, photocathode
sources are well adapted for DTEM, but their limited brightness, linked to their large source size, restricts
their capabilities in UTEM mode and prevents the implementation of coherent techniques.

An alternative to the flat photocathodes implemented in UTEMs appeared one decade ago when the emis-
sion of electrons from metallic nanotips, similar to the ones used in SFEG or CFEG, could be triggered
using a low power, high repetition rate, ultrashort laser beam focused on the tip apex [157][168][158][159].
Recently, a lot of efforts have been put in the development of UTEMs based on high brightness ultrafast
electron sources. The team of C. Ropers in Göttingen university succeeded in modifying a SFEG enabling
the generation of bright ultrashort electrons pulses [160][161][162]. In conventional mode, the emitter is
heated at a temperature of about 1800 K. The high temperature of the tip melts a droplet of zirconia coming
from the reservoir resulting in the creation of a ZrO overlayer on the (100) front facet of the W tip. This
additional layer reduces the work function down to 2.9 eV. In the ultrafast photoemission mode, the temper-
ature of the nanotip is reduced below 1400 K to avoid continuous emission. Electrons are generated with
the laser focused at the tip apex by one-photon photoemission from the W[100]/ZrO tip as schematically
described in figure (2.15.B). The brightness difference measured between the photocathode and the SFEG
ultrafast source were in the same order of magnitude as the one determined between conventional thermionic
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Figure 2.15 Schematic showing the general strategy used to generate ultrafast electron pulses by combining an ultrafast
laser pulse with conventional electron source technologies. A- Emission from a large photocathode performed by sending
a laser on a flat photocathode located inside a conventional thermionic assembly. To apply this strategy to a TEM, the
laser pulse is usually sent from the bottom of the gun through the accelerating tube and the Whenelt hole (not represented
here). B- Emission generated from the interaction of a laser pulse with the apex of a ZrO/W emitter located slightly
below the suppressor electrode inside a SFEG assembly. C- Emission generated from the interaction of a laser pulse with
the apex of a W nano-emitter inside a CFEG assembly. The electron emission brightness generated by these ultrafast
sources increases from left to right such as for conventional source technology.

and SFEG emitter i.e. from 102 to 104 A.cm�2.Sr�1.V �1 [162]. Therefore, our idea was to further im-
prove the brightness of ultrafast source by an order of magnitude using a CFEG technology as illustrated in
figure (2.15.C) [163][164]. Indeed conventional SFEG and CFEG brightness are respectively 104 and 105

A.cm�2.Sr�1.V �1. Improving UTEM brightness should enable us to implement time resolved electron
holography which was not implemented even using the SFEG UTEM of Göttingen [165].
Finally it worth noting that the use of bright electron source in a DTEM mode is pointless due to the catas-
trophic brightness deterioration coming from the electrons-electrons interaction inside a DTEM pulse and
increasing during the pulse propagation through the instrument. The ultrafast CFEG source described in the
next parts will be therefore exclusively used for coherent UTEM applications.

These developments have been implemented during the PhD thesis of Giuseppe Mario Caruso and all the
details have been described inside his manuscript [167].

2.5.2 Development of the first CFEG based UTEM

Similarly to the first implementation of the CcNT cathode, the development of the ultrafast CFEG prototype
has been carried out using the HF2000 test bench. Indeed, modifying directly the I2TEM source would have
been too much risky. However the new source was designed from the beginning thinking of an hypothetical
retrofit onto the HF3300 gun which is, apart from the accelerator size, almost identical to the HF2000 one.
Furthermore, the new source was designed using standard [310] oriented monocrystalline W emitter. Indeed,
the interaction between this material and an ultrafast laser pulse has been intensively studied in the literature
especially in the P. Hommelhoff’s group [157] [168] [169] [170]. Using a CcNT would have been also too
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Figure 2.16 CAD drawing displaying the design of the new 200 kV metallic housing filled with 2.5 bars of SF6 gaz.
The electric configuration inside the housing is outlined in A. The window located at the top of the housing is used to
inject the laser pulse above the gun assembly from the outside to SF6 pressured area.

much risky due to a too large number of scientific and technical unanswered questions.
Carrying out emission of ultrashort electrons pulses from a W tip is possible by strongly focussing the ul-
trafast laser beam on the emitter apex with the Laser beam arriving perpendicular to the tip. The emission
process will depend on the extraction voltage V1 and on the so-called Keldysh parameter � describing the
ratio between the tunneling time and the optical cycle duration of the laser [168]. This parameter is mainly
linked to the laser intensity. The process can be multi-photon photoemission as well as photo-assisted field
emission for � >> 1 or optical field emission for � << 1. Privileging low laser intensity emission process
(high �), we were looking for field-assisted photoemission. In that case, the extraction voltage V1 should be
decreased preventing continuous field emission of electrons from the Fermi level EF . However thanks to the
laser, one or two photons (depending on the photon energy Ephoton and the emitter exit work function �)
could be absorbed by the electrons located at the Fermi level to higher energy levels E in the metallic tip i.e.
E � EF > 0. These electrons could then be emitted by tunneling effect from these energy levels E to the
vacuum if V1, and the associated Floc, remains sufficient to provide a small potential barrier at this energy
location (see figure (2.1)).

Implementing this kind of emission process inside the HF2000 CFEG technology, described in part (2.4),
have requested numerous modifications [163][164]. Before all, the chosen laser system is a commercial
instrument based on a compact ultrafast fiber laser, delivering ultrashort (350 fs), high energy (up to 20 µJ)
pulses at 1030 nm with a repetition rate frep tunable between single-shot and 2 MHz. Electron emission is
triggered by the femtosecond pulses generated at 515 nm by Second Harmonic Generation (SHG) of the laser
output in a beta barium borate (BBO) crystal to increase Ephoton. The laser beam needs first to be driven
from the outside of the gun to the UHV area of the tip and then focused on the tip apex.

Bringing the laser beam in the emitter UHV area requires two major modifications of the electron gun.
As a first step, the beam will have to be driven from the outside to the intermediate SF6 area inside the gun
housing, previously introduced in part (2.3.2) and figure (2.6). The original Hitachi housing cannot be easily
modified to open an optical window. Indeed, the manipulation of the resin material used to insulate the high
voltage inside the housing is a too complex technology for us. We have then designed our own gun housing
from scratch. This new important element is described in figure (2.16). The conception is fully metallic and
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Figure 2.17 Detailed description of the new ultrafast CFE gun assembly. A- New tip holder fitted with three transparents
ceramic optical windows allowing the injection of the laser beam from the SF6 area inside the housing to the UHV area
inside the gun. B- Comparaison of the mounted tip assembly before (right) and after (left) the modifications required
for the focalisation of laser beam on the FE tip apex. In particular, the polished mirror holder used to hold the parabolic
and the plan mirrors can be seen around the tip. C- CAD drawing showing the internal configuration of the ultrafast gun
assembly. The tip holder can be seen inside the cylindrical extractor electrode surrounding it. D- Optical outline showing
the focalisation principle of the laser beam on the tip apex thanks to the combined action of the plan and the parabolic
mirrors (f 0 = 8 mm). E- Image of the FE Tip seen from the outside through the mirror optics inserted inside the gun and
thanks to the CCD camera located in the optical head described in figure (2.18.A)

is constituted by two cylindrical parts. The first cylinder incorporates the high voltage ceramic (HV ceramic
in figure (2.16).A). The cable from the FE tank can then be connected to this ceramic on one side, outside
the housing. All the signals driven from the tank (V0, VF , V1 and V2) thanks to the cable could then be
separated on the other side of this ceramic located inside the SF6 area. The HV ceramic is attached to the
housing with a specific O-ring preventing SF6 leakage. From the ceramic to the external electrodes of the
gun, specific insulated wires are installed to bring the VF and V0 signals to the emitter, V1 voltage to the
extracting electrode and finally V2 to the focusing electrode. This first cylinder, attached to the HV cable on
one side, is fixed to the second metallic cylinder on the other side. This second metallic part of the housing
is installed around the gun. The complete housing is finally attached to the column using a specific flange
seen on figure (2.16). To bring the laser inside the emitter area we finally choose to inject the beam from the
top of the gun which prevents to modify the accelerator [163]. The top part of the metallic housing was then
separated from the two main cylinders. A distinct metallic plate, with a hole located in the middle, is fixed on
the top of the housing. This plate is reported in black in figure (2.16). A glass window could then be attached
on the top of this hole with another O-ring used to avoid any SF6 leakage. Thanks to this new housing, the
FE tank signals could then be safely linked to the external electrodes while maintaining 2.5 bars of insulating
SF6 gaz and allowing the laser beam to be injected in this first intermediate area. High voltage stability was
first better with the Hitachi original housing made with insulating resin. Due to surface charging occurring
on the inner surfaces of our metallic housing, some high-voltage instabilities were observed. Positioning
teflon insulating materials (i.e. polytetrafluoroethylene : PTFE) between the inner metallic surfaces of the
housing and the external electrodes of the gun have prevented us the generation of micro-discharging at the
origin of these HV instabilities.
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In the second step, the laser beam will have to be injected from the inner housing area to its final lo-
cation in the vicinity of the emitter maintained under UHV. Injecting the laser pulse in this zone requires
the modification of the tip holder presented in figure (2.7). Indeed, the laser beam arriving from the top of
the gun assembly, only this part has to be modified in the complete gun. During almost two years a new
tip holder has been designed in collaboration with the Société des Céramiques Techniques (SCT) company
located in Tarbes [171]. This company is indeed specialist in the fabrication of customized and complex
metal-to-ceramic assemblies, a technology not accessible in CEMES. The final tip holder is reported in fig-
ure (2.17.A). Standard alumina has been used to insulate the V1 potential maintained between the tip holder
and the other part of the gun assembly. Through this white alumina, seen in the picture of figure (2.17.A), one
central metallic contact surrounded by three identical contacts are used to apply the V0 reference voltage, and
the voltage difference VF between the central electrode and the three external ones. Three optical windows
have been also inserted between the three contacts. These windows are made of transparent alumina which
are finally brazed to the main white alumina. Prior to the fabrication of the new tip holder, the influence of
this transparent alumina window on the laser beam properties (pulse duration, polarisation mainly) has been
studied and did not indicate any detrimental influences. All the brazing connections, i.e. main metallic flange
to white ceramic, white ceramic to transparent ceramic and finally white ceramic to metallic contacts, have
been leak tested after many baking cycles to a maximum temperature of 450�C.
The laser is then reflected on a plan mirror before being directed to a parabolic one to focus it on the tip
apex. Reflective optics have been privileged to minimize the dispersion of the ultrafast pulses. The focal
distance of the latter is f 0 = 8 mm which yields a focal spot diameter of ⇡ 3µm. This focalisation prin-
ciple, reported in figure (2.17.D), is basically the same in miniature as a the one used in a solar oven. The
mirror are conductors and gold coated avoiding any charging issues. A mirror holder has been designed
to hold the flat and parabolic mirrors in the immediate vicinity of the tip as shown in figure (2.17.B). The
diameters of the flat and parabolic mirrors are, respectively, 8 and 6 mm. The design of the two mirrors and
their holder, their compatibility with the UHV and high voltage requirements of the electron gun have been
carefully optimized. In particular the mirror holder has been mirror polished with a final surface roughness
of Ra = 0.1µm. Indeed, the mirror holder is finally inserted in the close vicinity of the V1 electrode inner
surface located only 2 mm below the mirror holder surface, as seen from the CAD design in figure (2.17.C).
The alignment of the mirror holder with respect to the tip is first realized outside the gun on a dedicated
optical bench. The mirror holder is tightly held in position by a set of mirror polished screws and can then be
moved with the tip during the final mechanical alignment of the electron beam with respect to the extractor
hole. After this pre-alignment step the emitter, the mirror holder, and mirrors attached together with the tip
holder are inserted in the gun assembly and sealed using the DN-CF40 flange. Air evacuation is then initiated
followed by a nine hours baking and a careful high voltage conditioning of the accelerator to reach V0 = 200
kV. The laser beam is directed from the laser system to the tip using an optical setup mounted inside the
so-called optical head [163][167]. The small breadboard of this optical head is attached above the metallic
plate located on the top of the metallic housing. The ray path inside this optical head before the beam enters
the housing is outlined in figure (2.18.A). The fine alignment of the laser beam on the tip apex is achieved
by means of two piezo mirrors located in the optical head. A CCD camera and a white light are also located
in the optical head allowing to see the tip when all the gun parts are sealed, baked and HV conditioned. A
typical picture of the tip after installation and ready for operation is shown in figure (2.17.E).

Thanks to a beam splitter located in the optical head, the laser beam can be injected and focused on the
tip apex looking at the tip simultaneously using the white light. The beam of a red laser, used for the optical
alignement, focused on the tip and captured by the CCD in the optical head is presented in figure (2.18A).
The probe current Ip coming from the emission current generated by the interaction between the ultrafast
beam and the W tip, can be acquired using a Faraday cup located in the condenser aperture plane right after
the accelerator and before going through the illumination system of the microscope [164]. Figure (2.18.B)
is a map of this probe current Ip obtained by scanning the position of the laser beam on the tip using piezo
mirrors also located inside the optical head. It clearly shows that the electron emission is restricted to a region
having an extension smaller than 1µm. The probe current reaches 2.8 pA in that case, with an incident laser
power of 4.5 mW and a repetition rate of frep = 1 MHz. This corresponds to an average of ⇡ 20 electrons
per laser pulse inside the probe beam. Figure (2.18.C) shows the polarization dependence of the probe current
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Figure 2.18 A - Optical head used to drive the laser beam into the Ultrafast CFEG : HWP: Half-Wave Plate. FMM:
Flip Mount Mirror. PW: Power meter. PzM: Piezoelectric Mirror. BS: Beam Splitter. WL: White Light source. OW:
Optical Window. FM: Flat Mirror. PM: Parabolic Mirror. PC: Polarizing Cube, NDF: Neutral Density Filter. B - Map
of the probe current measured by the Faraday cup located below the accelerator obtained by scanning the position of the
laser beam on the tip apex using one PzM. C - Probe current measured by the same Faraday cup for different polarizations
of the femtosecond laser pulses focused on the W tip inside the electron gun. D- Dependence of the probe current
measured with the Faraday cup located below the accelerator, on the incident laser power. E - Series of zero loss peaks
(ZLP) acquired for different numbers of electrons per pulse (NEPP) (extracted from [167]).
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Figure 2.19 Simulations of the optical properties of the modified ultrafast gun assembly containing the tip, the extracting
electrode V1 and the Butler lens V2/V1. A- Paraxial marginal trajectory calculated using EOD : comparison between
the standard gun assembly (left) and the modified one (right). The position of the paraxial virtual image cross over as
well as the evolution of the aperture aberration Cs are also reported. B- Simulation of two axial rays using SIMION :
comparison between the standard gun assembly (left) and the modified one (right). Such as for EOD, the electrostatic
equipotentials are also reported with their corresponding value in kV (left vertical scale), (extracted from [163]).

Ip. Maximum emission is obtained when the polarization of the laser electric field is parallel to the tip axis
[168]. Figure (2.18.D) shows the dependence of the probe current Ip on the incident average laser power
WLAS . The slope S extracted from the logarithmic curve log(Ip) = S⇥ log(VLAS)+B shows that electron
emission is triggered from the apex of the nanotip by multiphotons field assisted photoemission, mainly two
photons [163][158][169]. This makes sense regarding the photon energy Ephoton = 2.4 eV given by the
SHG ultrafast beam and the tungsten exit work function � = 4.5 eV. To discriminate a possible heating
contribution of the emitter from the laser beam, autocorrelation measurements have been also implemented
and all the results are described in the Giuseppe-Mario Caruso thesis and in the literature [167][163]. These
measurements consist in sending a sequence of two laser pulses on the tip and measuring the probe current
Ip as a function of the delay between the two pulses. They demonstrated that the electron pulse duration is
limited by the laser pulse duration and that cumulative heating effects can be discarded. This conclusion is
further supported by a theoretical estimation of the average temperature rise inside the tip apex which is of
the order of 10 K.
The Zero Loss Peak (ZLP) has been also studied to determine the influence of the electrons pulse energy
resolution �E as a function of the number of electrons per pulse (NEPP) [166]. NEEP is linked to the
probe current Ip and is increased thanks to the incoming average laser power WLAS following the power
dependance reported in figure (2.18.D). The resolution�E is measured using the full width at half maximum
(FWHM) of the ZLP. Figure (2.18E) shows the evolution of the ZLP as a function of NEEP chosen between
[0.1-10]. The energy resolution of the femtosecond electron pulses is in the eV range and increases with
NEPP due to electron-electron interaction. However, even with NEEP< 1, �E remains significantly larger
than the one measured on a conventional CFEG (⇡ 0.4eV ), with an ultimate measurement of �E = 1.08
eV given by NEPP = 0.1. This is related to the ultrafast dynamics of the electrons gas inside the emitter
just after the interaction with the laser pulse. Simulations reported during the Giuseppe-Mario Caruso PhD
support this explanation and anticipate a reduction of this effect using single photon photoemission instead
of the multi-photons process [167][166]. It could be implemented by extracting the electrons pulse using UV
pulses generated by fourth harmonic generation of the 1030 nm laser instead of the SHG.
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Numerical simulations have been also performed to understand the influence of the mirror holder on the
electron optical properties of the modified CFEG. Indeed, as seen in figure (2.17.C), the mirror holder is
located very close to the extracting electrode resulting in the modification of the electrostatic equipotentials
distribution around the tip and the extractor hole. By computing the electrostatic field in the tip vicinity using
FEM software COMSOL multi-physics we have first measured a 2.5 times reduction of the apex field when
the mirror holder is inserted [94]. These simulations with and without the mirror holder have been carried
out using same V1 potential. In practice, this effect prevents the emission of continuous electrons beam using
standard V1 voltages ranging between [2-6] kV. As a result, after the mirror holder is inserted, a continuous
electron beam begins only above V1 = 7kV [163]. The mirror holder being cylindrically symmetric, it does
not affect the symmetry of the electric field at the tip apex. Using SIMION we have first cross-checked the
previous results on the electrostatic field around the tip and then computed electron trajectories with and
without the mirror holder for the total Butler lens including the focusing electrode V2 [88]. The two results
are reported in figure (2.19.B). Our calculations have consistently shown that the mirror holder shrinks the
electron trajectories toward the source axis. This confinement can be clearly seen by comparing the left and
right sides of figure (2.19.B). Paraxial properties as well as primary aberrations have been also computed
using EOD again for the total Butler lens [87]. The two simulations with and without mirror holder have
been also inserted in figure (2.19.A). Looking at the position of the marginal ray virtual cross-over of the
Butler lens, we observe an increase of the distance between this cross-over and the tip due to the mirror
holder. This change in the paraxial behavior of the Butler lens is equivalent to the trajectories confinement
computed with SIMION. Aperture as well as chromatic aberrations have been also determined. Carrying
out these simulations using the same voltages conditions (V1 = 7kV and V2 = 35 kV) for the two Butler
lens models show no strong detrimental change on the aberrations coefficients due to the mirror holder. In
conclusion, the mirror holder only affects the paraxial properties of the Butler lens without any additional
contribution to the primary aperture and chromatic aberrations. This small change in the paraxial strength of
the gun electrostatic lens can be easily compensated using the ratio R = V2/V1. The evolution of ultrafast
electron probe depending on the ratio is reported in figure (2.20.A). Below R = 6 the Butler lens generates
a virtual crossover located before the tip, as previously described in figure (2.5) for standard HF2000 CFEG.
With the mirror holder inserted, the shift between virtual and real cross over conditions is observed around
R = 6 instead of R = 7 in conventional CFEG. This is a direct consequence of the Butler lens paraxial
changes computed using EOD [167].
Looking at figure (2.20.A), we could observe the evolution of the ultrafast source demagnification in virtual
and real cross over conditions. Indeed, the probe size increases (i.e. the lens demagnification decreases)
when the Butler strength get closer to R = 6, and decreases again (i.e. the lens demagnification increases)
from R = 6.9 to R = 8. We have also determined the time-averaged probe brightness defined by:

Bav =
frepNee

(⇡r2)(⇡↵2)
(2.10)

in which frep is the laser repetition rate, Ne is the NEPP, e is the elementary charge, r is the radius
of the electron probe and ↵ is the beam convergence semi-angle. This probe brightness will be equiva-
lent to the real source brightness only in paraxial or aplanatic condition for the illumination optic [172].
Experimentally we tried to be the closest possible to the paraxial conditions using a small STEM aper-
ture of 30 µm. The time-averaged brightness in ultrafast emission mode has been determined both in real
(Bav ⇡ 2.5 ⇥ 103A.cm�2.Sr�1) and virtual (Bav ⇡ 5.8 ⇥ 103A.cm�2.Sr�1) cross-over conditions of
the gun. These values are the highest measured brightness among all UTEM instruments reported in the
literature until now [162][164][151]. Considering frep = 1 MHz of laser repetition rate, electron emission
occurs during ⇡ 350 fs, i.e. the laser pulse duration, every 1µs. Therefore, assuming a constant value of
the instantaneous current, the measured value would correspond in continuous emission to a brightness in
the 109A.cm�2.Sr�1 range, i.e. similar to state-of-the-art continuous CFEG. Finally an angular current
density of 2nA.Sr�1 has been determined. Combining these measurements together we have estimate a
virtual source size in the 5 � 10 nm range, which is the smallest achieved to date in UTEMs and equivalent
to standard CFEG virtual source size [35]. Therefore, our ultrafast CFEG allowed to generate bright ultrafast
electrons pulse at the expense of a strong decrease in the probe current. Unfortunately this current loss will
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Figure 2.20 A- Ultrafast electron spots acquired for different ratios R showing the transition between virtual to real
gun cross-over position performed by the Butler lens. This transition is located around R ⇡ 6 (conditions : repetition
rate frep = 2 MHz, average number of electrons per pulse Ne = 12.5, integration time 20 s). B- Top-left : Ultrafast
HREM image of a crocidolite crystal (frep = 2 MHz, Ne = 11, 150 s, Binning 4). Top-right Ultrafast conventional
BF image of a gold cross-grating (frep = 2 MHz, Ne = 11, 100 s, Binning 1). Bottom-right : ultrafast SAED pattern
taken along the [110] direction of a TiAl � -phase crystal (frep = 1 MHz, Ne = 12.5, 150 s, Binning 2). Bottom-left
: ultrafast CBED pattern acquired in (220) two beams condition using a Si crystal (frep = 1 MHz, Ne = 12.5, 100
s, Binning 1). C- Table summarizing the difference of probe currents available inside a conventional FE-TEM and the
one modified to generate ultrafast electrons pulses. The typical acquisition times required for TEM techniques using the
ultrafast CFEG are also reported in C (extracted from [164]).

have a significant impact on the capabilities of our coherent UTEM to implement sensitive methods such as
electron holography. The main motivation for my research project, which will be outlined in the last chapter,
will be to address this issue.

The potential of the new TEM equipped with the ultrafast CFEG, illustrated in figure (2.20.B), has been
investigated for conventional and high-resolution imaging as well as electron diffraction in parallel (SAED)
and convergent beam configuration (CBED) [164]. The UTEM was operated using an acceleration voltage
of 150 kV. A bright field image of a gold cross grating, used as a calibration sample, has been acquired using
the ultrafast emission and is reported in the top right part of figure (2.20.B). Additionally the high-resolution
image of a crocidolite crystal is shown in the top left part of figure (2.20.B) where the 0.9 nm reticular
planes could be separated. A SAED pattern taken along the [110] direction of a TiAl �-phase crystal and
the ultrafast CBED pattern obtained in (220) two beams orientation in a silicon crystal are also reported in
the two micrographs located at the bottom of figure (2.20.B). These images and diffraction patterns obtained
with ultrashort electron pulses (duration smaller than 400 fs at the sample) are of comparable quality as the
ones obtained with the HF2000 in conventional mode. Moreover, the excitation of all lenses was the same
in ultrafast and conventional mode. In ultrafast mode, we could then measure a lattice image resolution of
0.9 nm at 150 kV, thanks to the crocidolite crystal. However, the atomic structure of gold particules in the
cross grating sample could not be resolved in ultrafast mode while it can be easily resolved using standard
HF2000. This limitation is a direct consequence of the strong reduction in available probe current arising
from the ultrafast nature of the emission.

Indeed, in conventional continuous CFEG the emission current is usually set around 10 µA, which will
generate a probe current of approximately 1 nA (measured with illumination set in STEM mode using a 30
µm STEM aperture). This four order of magnitude difference between emission and probe current is due
to the aberrations of the illumination system, and mainly to the one coming from the Butler lens system
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introduced in part (2.3.2) and described in figure (2.3) [35]. Usually, the influence of these aberrations are
minimized using small condenser (or STEM) apertures preserving the original source brightness in the probe
at the expense of this 104 loss in the final probe current. In continuous emission this difference is not really a
problem as 10µA of emission current is available in the source and 1nA of probe current is largely sufficient
for almost all analysis.
However, in ultrafast mode the same electron optical condition (V1 = 4 kV and R = 5) will yield an emission
current around 2.5 pA for an incident average laser power of 6 mW and a repetition rate of frep = 1 MHz.
This is equivalent to approximately Ne = 15 electrons per pulse. Using the same illumination setup than
before, the corresponding 104 loss between emission and probe will then generate a probe current around
0.2 fA. Traditionally, we choose to use a bigger STEM aperture to reach ⇡ 50 fA of probe current even
if the brightness will be slightly deteriorated. This will correspond to an electron dose on the sample of
approximatively 5 � 20 electrons per Angström square equivalent to the dose traditionally set to observe
extremely fragile sample in conventional TEM imaging i.e. the low dose mode of TEM [173]. These ultrafast
probe current values are limited by the tip damage threshold and the laser repetition rate. Therefore, the
exposure time has to be increased and the image resolution remains mainly limited by the microscope stability
during the exposure time and the detector properties. This is why gold atomic structure could not be resolved
using the ultrafast emission as HREM imaging requires 150 s of exposure time. Figure (2.20.C) reports a
list of typical exposure times used for the acquisition of good TEM micrographs using various techniques
implemented thanks to the ultrafast emission. Improving this emission/probe current loss thanks to innovative
source optical setup will be the direction taken by my research project which will be described in the last
chapter.

2.5.3 Moving towards coherent UTEM

I will now briefly describe two applications of this new coherent UTEM showing the potentialities of our
developments even using low dose like probe current. The first one called electron energy gain spectroscopy
(EEGS) is a pump-probe experiments set to determine the temporal coincidence between the laser pump and
the electron probe on the sample plane [166]. EEGS is central for future UTEM experiments since it must
be always carried out before any other experiments to determine the starting time�t = 0 given by a specific
position of the delay line. The second and last section will look at how our ultrafast CFEG may be used to do
off-axis electron holography experiments despite the low probe current, paving the way for future ultrafast
holography studies with the pump-probe configuration [165].

2.5.3.1 Implementation of Electron energy gain spectroscopy using pump-probe setup Besides to
the development of the ultrafast CFEG presented in the previous parts, the implementation of the pump-
probe setup described in figure (2.13.B) requires the modification of the objective lens allowing to inject and
focus the ultrafast laser beam on the sample. Using a free port located in the objective lens yoke, previously
dedicated to the baking system of the OL pole piece, we introduced a mechanical setup originally developed
in LPS-Orsay for cathodoluminescence experiments in a dedicated STEM VG microscope [174][175]. This
system has been adapted for the HF2000 in close collaboration with the colleagues from LPS [164]. It is
composed of a parabolic mirror placed above the specimen holder inside the 4.5 mm pole piece gap of the
HF2000. The mirror has a focal distance f = 1 mm and a 300 µm hole allowing the electron beam to
pass through. It can be moved from outside by a XYZ translation stage equipped with three micrometrical
screws. Carrying out the injection of the laser beam from the outside to the inner area of the objective lens
and allowing it’s focalisation using the parabolic mirror enabled us to excite the sample in the same area
probed by the electrons after an adjustable delay�t (see figure (2.13.B)). A computer controlled mechanical
delay line is installed in the laser pump line located on the optical table close to the microscope. By moving
this delay line, the length of the optical pump line can be changed very precisely compare to the probe one
allowing the delay�t to be adjusted.
Electron Energy Gain Spectroscopy (EEGS) is a UTEM technique that characterizes the optical or vibrational
excitations of nanostructured systems from the detection of electrons which have gained energy during their
interaction with the sample. The coupling between electrons and photons in free space is forbidden due to the
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energy-momentum mismatch. However, electrons and photons can couple in free space by mean of a third
system or a particle [176] [178]. For instance, an electromagnetic wave incident on a nanostructure creates
an evanescent electric field that can provide the necessary extra momentum to couple electrons and photons
as outline in figure (2.21.A). In particular, the field component parallel to the electron motion yields efficient
interactions between electrons and light. Implementing this setup experimentally has been realized using a
regular tungsten tip located in the sample plane of the HF2000. This tip will then act as a nanostructure,
coupling electrons and photons. The electron beam is focused closed to the edge of the tip where the optical
near field component will be stronger (see figure (2.21.A)). Figure (2.21.B)) shows a typical EEGS/EELS
spectrum acquired when the delay �t = 0 (bottom one) and a zero loss peak (ZLP) given by the electron
probe with a delay larger than the pulses time resolution�t >> �tpulse i.e. without any interaction between
the field and the electrons arriving too late (top spectrum). The pump wavelength is 515 nm and the pulse
average power measured on the external optical bench was 595 mW. Bidimensional spectra are displayed in
figure (2.21.B)) where the horizontal direction stems for the energy scale and the vertical for the angular one
defined by the spectrometer entrance aperture (SEA) set at 1 mm. The microscope has been also adjusted
in diffraction mode. Angular averaged spectrum along the vertical direction are also reported below the
bidimensional ones.
From the comparison between the two spectrum, we can notice that when �t = 0 the ZLP is depleted and
sidebands appear [177][162][166]. The latter are populated by electrons that absorbed or emitted photons
during the interaction with the evanescent electric field [178]. The energy spacing between the peaks is equal
to the incident photon energy Ephoton = h̄! (2.4 eV in our case). EEGS could then be a powerful technique
allowing to obtain informations on the local electric field in proximity of a nano-sized system illuminated by
a laser pulse [177]. However, we will now be more interested in its ability to determine the temporal features
of the electrons pulse.

A sequential acquisition of 52 EEG spectra with a step of 50 fs in the delay �t has been realized and in-
terspersed with the same number of ZLP acquisitions to correct a posteriori a drift of the spectrometer. Each
spectrum has been acquired using a t = 10 s of exposure time, SEA = 1 mm and the energy dispersion 0.05
eV/channel. Figure (2.21.C) reports all the spectra as a function of the time delay �t. The variation of the
electrons population as a function of the time delay is clearly visible from figure (2.21.C). When the electron
and laser pulses are synchronized, the ZLP depletes and the electrons populate the sidebands. The electron
pulse time resolution �tpulse could be evaluated by comparing the range of time delay �t during which
sidebands are observed in figure (2.21.C), with the range determined theoretically by simulating the time
autocorrelation between the photon pump pulse (known) and the electron pulse one (unknown). Of course
�tpulse will also depend on the NEPP. A rigorous evaluation has been carried out by Giuseppe-Mario Caruso
during his PhD thesis [166]. All theoretical details as well as experimental curves acquired as a function of
the NEPP can be found inside his manuscript [167]. For instance, considering a photon pulse of 350 fs, he
found a FWHM of �tpulse = 400 fs for the case Ne = 0.59 with a precision of 6%. The pulse duration
increases to�tpulse = 524 fs for the case Ne = 4 reported in figure (2.21.C).

Additionally, the presence of a chirp effect in the electron pulse can be identified by the tilt of the side-
bands. Indeed, this effect, which depends on the energy spread and the NEEP, is usually understood as the
time dependence of the electron energy i.e. the electrons having more energy will arrive on the sample faster
than the one with less energy [179]. The chirp dependance to the NEPP has been also studied in detail by
Giuseppe during his PhD. He found a chirp increasing almost linearly from 1100 fs.eV �1 for Ne = 0.59 to
825 fs.eV �1 for the case Ne = 4 shown in figure (2.21.C) [167].

2.5.3.2 Off-axis electron holography using ultrafast emission As already stated in paragraph (2.5.2),
there is a difference of approximately three to four orders of magnitude in the emission current between
continuous and laser-driven mode, under the same electron optical conditions. In the latter the current is also
reduced due to the effect of the laser repetition rate frep and the limited NEPP allowed by the tip and by the
time properties required for the pulse. Looking at the good average brightness of the ultrafast CFEG it should
be possible to implement off-axis holography in UTEM but the small probe current will strongly influence
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Figure 2.21 A- Schematic representation of the electron-photon interaction obtained thanks to the presence of a nano-
system. An evanescent electric field will be generated from the interaction between the photon pulse and this nano-sized
object. The evanescent field will then interact with the ultrashort electrons pulse after an adjustable delay �t. In our
experiments, the selected nano-system was the apex of a W tip. B- Electron energy loss (EELS) and gain (EEGS)
spectrum acquired from the ultrashort electrons pulse after it’s interaction with the evanescent field located at the edge
of the W apex. Top : acquisition performed using a too large delay i.e. the electrons pulse and the evanescent field
generated by the photons pulse are not superimposed in time. Bottom : acquisition performed using a delay close to
�t = 0 maximizing the interaction between the electrons pulse and the evanescent field in time. C- Temporal scanning
of the EELS/EEGS spectrum obtained varying the delay�t between the photon pump and the electron probe (extracted
from [167]).
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the phase detection limit �' defined in equation (1.42). The number of electrons per pixel N in equation
(1.42) can be determined by the relation:

N = Nppx.frep.texp (2.11)

where frep is the laser repetition rate, texp the exposure time and Nppx = Ne
Npx

the number of electrons
per pulse per pixel. Ne indicates the NEPP and Npx the total number of pixel in the measurement area.
Substituting equation (2.11) in equation (1.42), and considering equation (1.43), we obtain :

�' =
(snr)'

�total ⇥ Cinst ⇥MTF

s
2.Npx

DQE ⇥Ne.frep.texp
(2.12)

assuming the contribution of inelastic scatterings to be negligible. The number of electrons emitted per laser
pulse is:

Ne =
IP

e.frep
(2.13)

IP being the probe current and e the elementary charge. Knowing that our emission process is a multi-photon
process involving n photons i.e. Ip / Wn

LAS , we can easily explicit the relation between �' and the average
laser power, WLAS :

�' / (snr)'
�total ⇥ Cinst ⇥MTF

s
2.e.Npx

DQE ⇥Wn
LAS .texp

(2.14)

As in continuous mode, the spatial coherence �total is maximized with the highest brightness source and
using an appropriate illumination setup, while the MTF depends on the detector and the parameters set
during the experiment (i.e. camera binning, hologram magnification, spatial frequency, biprism voltage). In
equations (2.12) and (2.14) there are new parameters related to the optical excitation. By changing the laser
power WLAS , it is possible to adjust the number of electrons per pulse Ne. However, the latter is limited for
two reasons: the cathode damage threshold and the probe properties rapidly deteriorate increasing NEPP, as
described in the previous section. The laser repetition rate frep in equation (2.12) cannot be freely changed
to improve the phase detection limit because it is limited by the dynamics of the specimen to be investigated.
The exposure time is another free parameter that can be easily adjusted. As in the case of holography
performed with a continuous beam, an increase of texp can improve �' by increasing Ne at the expense of
higher instabilities contribution, i.e. Cinst in equations (2.12) and (2.14).
Figure (2.22.A) shows a series of off-axis holograms acquired in the vacuum with increasing exposure time
texp. We can notice that the case texp = 100 s reports the lowest standard deviation �'. Using longer
exposure times standard deviations start to deteriorate due to the influence of instabilities [165].

100 s of exposure time is still too high for conventional holography application requiring higher field
of view. Therefore, we have implemented the acquisition of hologram stacks. Image stacks consist in
a sequential acquisition of several holograms. Using a stack of a high number of holograms with short
exposure times allows to correct the effect of instabilities. However, due to the latter, simply summing all the
hologram fringes would not improve the contrast. The resulting hologram would corresponds to a standard
one acquired with a total exposure time equal to texp ⇥ Nholo, where texp is the acquisition time of each
individual hologram and Nholo the number of holograms in the stack. In order to properly exploit hologram
stacks, a realignment process is required. Data processing has been performed using home-made scripts
developed in CEMES by Christophe Gatel [180][181]. These methods were originally implemented during
the Julien Dupuy PhD thesis to align automatically the holograms during their acquisition in the I2TEM
[83]. The full description of the realignment process can be found in the Giuseppe’s manuscript too [167].
Figure (2.23.A) shows the effect of the individual hologram exposure time and the threshold of instability
contribution in the hologram contrast. The total exposure time remains constant at 1800 s. We can clearly see
that by increasing the individual acquisition time, the contribution of instabilities becomes more important.
Hence, stacks composed of a high number of individual holograms acquired with shorter exposure times
should improve even more the contrast. However for exposure times shorter than 20s, the hologram contrast
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Figure 2.22 Influence of the exposure time on the hologram. A- Electron holograms acquired in vacuum. Exposure
times in seconds are displayed in white. B- Power spectra of the holograms. Green circles indicate the mask position in
the Fourier space used for the phase reconstruction. The achieved spatial resolution is 2 nm. C- Reconstructed phases.
Standard deviations calculated inside the black square are displayed. Experimental conditions: biprism voltage 18.8 V,
WLAS = 8 mW, frep = 2 MHz, Ne ⇡ 9, binning 1, magnification 200 kX (extracted from [165]).

is not sufficient for the correction algorithm to be used properly. Figure (2.23.B) also shows the influence of
the NEPP. Obviously, the use of higher NEPP decrease the standard deviation at the expense of a loss in the
time properties of the electron pulse.

Carrying out off-axis electron holography experiments using ultrafast emission is then possible. Standard
deviations and phase detection limits can be improved implementing stack acquisition of 20s holograms
and a careful realignment procedure between each individual hologram which are finally summed up. An
optimum standard deviation of �' = 0.03rad has been obtained for an hologram field of view of W = 10
nm and a NEPP of Ne = 15. The implementation of these methods to measure the mean inner potential
of a MgO nano-cube test sample can be found in the Giuseppe-Mario Caruso PhD’s manuscript [167]. The
corresponding phase detection limit determined under ideal conditions ((snr)' = 3, Cinst = 1) was �' =
0.1rad which is a reasonable number regarding future applications [165].
The remaining limitation to study the ultrafast dynamic of a sample performing time resolved pump-probe
off-axis electron holography will be the too small hologram field of view which cannot be easily improved in
single biprism condition without Lorentz mode. This technical limitation cannot be simply overcome inside
the HF2000 prototype. A second important limitation is coming from the sample drift arising during the
stack acquisition. The previous realignment procedure only concerns the hologram fringes, but the sample
has to be realigned between each individual hologram as well. This will require to control the sample
stage during the stack acquisition. Fortunately, these kind of corrections have been already implemented
for conventional holography experiments using the I2TEM during the PhD work of Julien Dupuy and all
the details can be found in his manuscript [83][180]. As described in part (1.3.2), the I2TEM was indeed
designed to optimize holography experiments and such a dedicated column could then solve all the remaining
limitations for ultrafast holography at once. Therefore, implementing ultrafast characterization of materials
using time-resolved off-axis holography will require to transfert this ultrafast CFEG source on the I2TEM or
an equivalent microscope. This second option will be implemented on a dedicated HF3300 column within a
joint laboratory created between HHT and the CNRS called HC-IUMi for Hitachi-CNRS Infrastructure for
Ultrafast Microscopy [182]. This will be briefly described in the following part.

2.6 Discussion and introduction to the research project

All along my research work, I was interested in the development of new coherent electron microscopy meth-
ods. In the previous sections, I choose to separate my contribution to this field in two distinct parts: the
methodological approach and the instrumental one. Dealing with coherent techniques such as highly focused
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Figure 2.23 A- The effect of the individual hologram exposure time in summed corrected hologram stacks. The total
exposure time remains constant. Left : off-axis holograms acquired in the vacuum (the white numbers indicate the number
of images in the stack and the individual acquisition time). Center : Power spectra of the holograms. The green circles
represent the 2.5 nm resolution mask in Fourier space used for the phase reconstruction. The blue dashed line shows the
position of the Nyquist frequency. Right : reconstructed phases. Standard deviations calculated inside the black square
are displayed. Experimental conditions: WLAS = 8 mW, frep = 2 MHz, Ne ⇡ 6, binning 2. Magnification: 400 kX.
Biprism voltage: 30 V. B- Influence of the NEPP in off-axis electron holography. All holograms are extracted after a
careful realignment from the stack of 90 single holograms acquired with 20s of exposure time each (same conditions
as before). The associated reconstructed phase is also reported on the right with the evolution of the phase standard
deviation (extracted from [165]).
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CBED or off-axis electron holography requires specific optical configurations of the microscope column. The
development of the I2TEM together with HHT enabled us to implement optimized off-axis electron holog-
raphy experiments and also to develop new kind of interferometric setups such as SCBED or TRW-DFEH.
Optimizing these complex configurations have required the development of paraxial simulation codes for the
calculation of fundamental rays as well as ray tracing simulations of the full microscope using SIMION. All
these developments are part of the methodological approach which aims to reach the full potential of a given
TEM optic such as the I2TEM.
By modifying key components of the CFEG I also tried to improve the capabilities of coherent techniques
from the root. For instance, decreasing the source size using innovative cathode materials I tried to improve
the phase detection limit in holography or the probe brightness in STEM ; then enabling the electron emission
to be triggered by a femtosecond laser I allowed the generation of ultrashort bright electrons pulse enabling
the coherent methods to be implemented in a time-resolved fashion.
These two research directions should continue to be explored, and I will of course participate to these adven-
tures in collaboration with my HHT and CEMES colleagues. These new developments, on the other hand,
will correspond to the logical next steps in my prior research and cannot be deemed fresh directions for the
research project described in the third chapter. I could then briefly described these following developments
as follow :

1. Methodological developments: in collaboration with Martin Hytch, Christophe Gatel in CEMES and
Sylvain Pauchet in ENAC, we will continue the work initiated by Yudai Kubo from HHT and strongly
upgraded by Julien Dupuy during his PhD. We will improve the I2TEM real tracing simulation code
computed within SIMION and also the visualisation of the calculated trajectories. In particular, I would
like to implement the determination of all lenses non linear properties thanks to the real tracing simula-
tion and also to work on a method allowing optical configuration optimization using paraxial and real
tracing codes. Carrying out a configuration optimization will need initial requirements from the users
(for instance : hologram field of view W , resolution s, ...) and, thanks to the paraxial solutions, the
code should be able to find a first rough solution of the ideal microscope configuration fulfilling these
requirements. Then, knowing all aberrations properties, the solution will have to be refined to determine
the optimum excitations which will be inserted in the microscope lenses.

2. Instrumental developments : in collaboration with Yoshifumi Taniguchi and Shunichi Watanabe from
Hitachi High-Technologies together with Sophie Meuret, Arnaud Arbouet and Hugo Lourenço-Martins
in CEMES I will continu working on the transfert of the ultrafast CFEG on the HF3300 microscope
within the HC-IUMi joint laboratory. Such as the I2TEM, the IUMi microscope is also equipped with
a double stage objective lens allowing the implementation of Lorentz imaging configurations described
in part (1.3.2), except the TL11 Lorentz mode as the column will not be equipped with a B COR. The
conversion of this microscope in a new UTEM will require the production of a new 300keV metal-
lic housing, two laser injectors i.e. one for the Lorentz sample stage and a second one in the normal
stage position. All these modifications will be strictly identical to the one performed on the HF2000
previously described, but adapted to a 300 keV column. The final IUMi UTEM will enable the imple-
mentation of time-resolved electron holography performed using single focus or double focus Lorentz
imaging modes with the opportunity to use the double biprism configuration. Such as the I2TEM op-
tic, which has enhanced conventional holography capabilities compare to SACTEM, the IUMi UTEM
should open new perspectives in time-resolved electron holography originally tested on the HF2000
prototype. Nevertheless, the IUMI microscope will remain limited by the small probe current, such as
the HF2000 prototype. Indeed, since these limitations originate mainly from the Butler lens properties,
they will be exactly identical in IUMi equipped with the same Butler lens as the one used in the HF2000
prototype. This is why these works should be viewed as a technological transfer to a more efficient
optical equipment rather than a brand new instrumental development that will overcome this limitation.

As a result, in the third chapter I would like to focus the discussion on a new instrumental direction I wish to
follow. The concept behind this next step will be to introduce innovative electrons optics designs inside the
CFEG to see beyond the traditional electrostatic Butler lens. Indeed, by improving the source optic we could
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tackle many limitations at once, for instance the demagnification limitation encountered using CcNT emitter
or the limited probe current given by the ultrafast CFEG technology. These two problems are endemic
to the poor optical properties of the Butler type electrostatic lenses. Moreover, improving CFEG optical
properties should also lead to valuable consequences for other applications requiring an optimization of the
probe brightness such as new monochromated CFEG. In the following chapter I will outline the concepts I
would like to develop and test on the HF2000 bench. They will be the heart of my research project.



CHAPTER 3

EVERY ELECTRON COUNTS : TOWARDS THE
DEVELOPMENT OF ABERRATION OPTIMIZED AND
ABERRATION CORRECTED ELECTRON SOURCES

Quand on travaille pour plaire aux autres on
peut ne pas réussir, mais les choses qu’on a
faites pour se contenter soi-même ont toujours
une chance d’intéresser quelqu’un.

Marcel Proust

3.1 Introduction

The development of the first coherent UTEM opens up a wide range of opportunities such as the implementa-
tion of coherent techniques, like highly localized CBED, or off-axis electron holography, in a time-resolved
fashion. In the previous chapter, we have introduced the first results obtained using holography and dis-
cussed future implementations of time-resolved holography experiments using the IUMi microscope. CBED
geometry seems also very promising to be implemented using our UTEM. Indeed, by recording the time
evolution of the HOLZ line rocking curves in a CBED pattern, we should be able to look into new structural
informations in the ultrafast physics of nano-materials. For instance, by focusing a laser on a thin crystalline
lamella, we could start a damped oscillation mechanism which can be precisely recorded in time using the
pump-probe setup. The oscillation of a thin lamella will be observed through a time dependent evolution of
its curvature. We have previously demonstrated that a thin and curved crystalline lamella will exhibits an
inhomogeneous strain field [183]. Yet, as described in part (1.2.1), we know that such an inhomogeneous
strain field along the propagation direction of the electron beam will be detected though the broadening of
the HOLZ line rocking curves in a CBED pattern. Therefore, carrying out ultrafast CBED pump-probe ex-
periments will allowed us to follow the time dependent evolution of each HOLZ line rocking curve located
inside the transmitted CBED disk. These rocking curves could then be quantitatively analyzed using the time

HDR manuscript entitled Coherent electron microscopy: contributions and project.
Florent Houdellier, CEMES-CNRS.
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dependent dynamical theory approach developed during my PhD, and reported in part (1.2.1.3). Combined
with FEM simulations of the crystal strain state, it will be possible to retrieve the full four dimensional strain
tensor of the nano-structure i.e. the time dependent three dimensional strain tensor of the crystalline lamella.
Applying these methods to a perfect crystal with a specific shape, such as well-known MgO cubes, could be
used to determine elementary vibrational properties of these nano-structures i.e. the phonons and their dis-
persion properties. It would be therefore interesting to compare these results with recent phonons mapping
obtained using monochromated STEM-EELS experiments [184]. Indeed, from the physics point of view,
studying structural dynamics of nano-materials using very low energy loss EELS, or very fast time resolved
diffraction should be strictly equivalent. However, thanks to the three dimensional nature of the CBED pat-
tern, the diffraction configuration gives us much more information than a standard EELS experiment. We
can see how a seemingly innocent thought experiment could already yield new interesting informations help-
ing us to better understand the fundamental dynamic of nano-materials. This shows how important it is to
continu investigations following that fruitful research direction.
Hence, this could have been the logical direction to follow for my project, regarding my CBED background
and having in my possession an unique coherent UTEM instrument. However, I am also strongly convinced
that the lack of probe current, intrinsic to the poor optical properties of the gun focusing optics of our first ul-
trafast CFEG design, must be addressed if we wish to expand the spectrum of applications of coherent UTEM
while simultaneously improving the coherent source utilizing new cathodes. It is clear that these two direc-
tions cannot be followed at the same time. Recently, the CNRS hired two new scientists Dr. Sophie Meuret
and Dr. Hugo Lourenço-Martins who will work on the development of new time-resolved experiments being
two well-known specialists in this domain. Together with Dr. Arnaud Arbouet, there are currently enough
forces to successfully continue the development of innovative coherent methods in UTEM. My contribution
can now be restricted to assisting them with CBED setups and maintaining the two prototypes on a regular
basis. This is the reason why I have decided to follow this new direction for my research project : designing
and implementing original electron optical setups to improve the probe brightness of FE-TEM instruments.

This project is part of a wider strategy I want to push in Toulouse around the field of charged particles
optics, in collaboration with the engineering school INSA ”Institut National des Sciences Appliquées”. Re-
cently engineers with strong skills in that field have become increasingly sought. Indeed, companies supply-
ing cutting-edge analysis instruments are in a constant innovation race first to meet the needs of the original
market (semiconductors, etc.) , but also to enter new markets such as the characterization of organic materials
(pharmaceutical molecules, etc.) or biological (viruses, etc.), and the development of specific instruments.
However, to the best of my knowledge, there is currently no formation in France offering a complete and ded-
icated teaching dealing with the design of modern charged-particles optical systems. At the European scale,
some historical centers such as the Institute of physical engineering and nanotechnology in Brno-Czech re-
public around the Pr. Lencova, continue to offer such a specific teaching in CPO [185], but the choice is quite
restricted. This is why many manufacturers in that field are looking for new engineering schools offering a
modern and a practical CPO teaching, adapted to their needs. Based on this observation, and looking for an
efficient way to consolidate my theoretical background in CPO before moving on with new design projects, I
proposed few years ago a first course of advanced geometrical optics in the 4th year formation of the Physics
department (Hamilton’s characteristic functions, paraxial theory, aberrations expansions of surfaces, rules in
the design of optical system, aberration correction, Abbe theory of imaging). This course is supported by
practical sessions using OSLO software [186] to apply all the design methods learn during the class. Addi-
tionally, a dedicated charged-particles optics teaching is proposed in the 5th year formation of the Physics
department (Hamiltonian theory, paraxial and aberration expansions, symplectic relations between paraxial
and aberration coefficients, principle of trajectory and eikonal methods in CPO, electrostatic and magneto-
static optic : round lenses, multipoles and sectors). Practical sessions using SIMION and a dedicated electron
optical bench are also proposed. During this practical, the students will have to design an electrostatic lens,
install it inside the electron optical bench, which is simply an old SEM chamber fitted with one thermionic
electron source and a vacuum system, test the optical properties of the system and compare with the calcu-
lations performed with SIMION. The first year of this cycle of CPO training started during the 2019-2020
university year, and it is now a part of the program offers by the physics department. This teaching strategy is
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reinforced by a partnership between INSA and Orsayphysics, a CPO manufacturer specializing in ion optics
systems, which allows students to complete their training by working with real CPO systems. I also began to
provide specific internships with me in CEMES to work on new CPO developments, for the moment mainly
centered on computational methods that I will describe in the next part (3.2).
To conclude, the global strategy I am pushing is based on three strongly entangled pillars :

1. The teaching : allowing to reinforce my optical, CPO and optical design background, and at the same
time attract some curious students every year to work on that field. I am even convinced that the new
magnetic field superimposed cold field emission gun (MCFEG) design, which will be described in the
section 3.3, is mature enough to propose a new thesis topic for the next generation of students.

2. The student : offering them internships and PhD specifically selected on CPO developments to support
the new concepts that I will describe in the next sections. Since the beginning of my geometrical optics
and CPO classes at INSA, I have already worked with two masters students, Antoine Salih Alj (2019-
2020) and Yann Tavernier (2020-2021), on the computation of aberrations of the MCFEG.

3. The research project : of course all these efforts will strongly support my project allowing to address
more efficiently specific developments, yet essential, within the general framework of the research pro-
gram. For instance during his internship, Antoine worked with EOD trying to optimize the MCFEG
configuration. This task was extremely laborious as it required the implementation of a new mesh for
the calculation of the fields each time one geometrical parameter was modified in the design, such as the
extraction anode diameter, or the tip anode distance, etc. Because we don’t have access to the EOD code
we couldn’t modify it following our needs and we have to worked only through the EOD user interface.
During the next internship, Yann tried to solve this issue using SIMION software which can be more
easily parametrized through its internal LUA code capability. But unfortunately the implementation of
the calculation of aberrations, which was very well optimized in EOD, was excessively time-consuming
using SIMION. All of these efforts have taught me that before we can move deeper into the production
of new designed systems, we must first master computational methods, reducing the number of software
used in the optimization loop. Once again here, teaching optimisation of conventional optical systems
using OSLO software in INSA helps me a lot towards this goal.

Hence, before starting the description of the three optical solutions I want to explore to improve the CFEG
properties, I would like to describe the direction we will follow to definitively address the computational
methods challenge.

3.2 Computational strategy for the design of charged-particle optics system

3.2.1 introduction

Carrying out simulation of charged particles trajectories through optical system requires various steps, briefly
introduced in the part (1.3.2.8), which can be summarized as follow :

1. implement the field computation in the three dimensional space located between the electrodes or the
pole piece using numerical methods such as FDM, FEM or BEM, or using analytical models.

2. either perform direct ray tracing using the mechanical method by solving numerically the Newton equa-
tions describing the fundamental law of the dynamics

3. or determine the two paraxial fundamental rays (the marginal and the principal rays) by numerically
solving the paraxial equations and, in a second time, compute the aberrations coefficients of equation
(1.3) by numerically integrate their integral expressions obtained using the eikonal method.

During our previous works, we have implemented the computation of trajectories using many disparate
methods :
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1. paraxial fundamental rays tracing using Matlab software and analytical field model

2. FDM field computation and real tracing simulations using SIMION

3. FDM field computation using SIMION and paraxial fundamental rays tracing using python software

4. FEM field computation and real tracing simulations using EOD

5. FEM field computation, paraxial fundamental rays tracing and aberrations determination using EOD

6. FEM field computation using COMSOL, paraxial fundamental rays tracing and aberrations determina-
tion using Matlab software

None of these methods were satisfactory to implement an optimisation procedure even for a simple op-
tical system. Indeed, optimization requires the definitions of operands for instance paraxial ones such as
the principal or marginal ray positions, or their slopes, in a specific plane. It could be also aberrations val-
ues in that plane. Then, we will have to determine a set of variables such as the electrodes distances, the
lens excitation for a single lens, and the distance between lenses inside a complete system. An ideal, and
hypothetical for now, optimization code will try to fit an operand requirement set by the user (minimizing
one aberration for instance) adjusting the set of selected variables. If many operands have to be optimized
at the same time, we will have to give them a specific weight defining the priority in the optimisation loop
allowing to reach a realistic solution in a short time. This procedure cannot be easily automated using the
previous methods due to difficulties in the definition of the variables (EOD, COMSOL) or the calculations
of a paraxial or non linear operands (SIMION). Technically, the last option based on COMSOL FEM field
computation, paraxial fundamental rays tracing, and aberrations determination within Matlab, remains the
most promising method examined for now, because an optimisation code could be written in Matlab due to
its compatibility with COMSOL. However, this solution is not entirely satisfactory, because it is based on
commercial software solutions which can become obsolete with the time, thus maintaining our dependance
to the providing company. Finally, in order to complete this task once and for all, I think the easiest way
will be to develop our own internal code from the field calculation to the final optimisation. We have now
enough background following our previous code, to be able to reach this goal. Furthermore, platform such
as python offers many possible open source package for the field calculations using BEM for instance [187]
which should be easily implementable within our previous python codes. In the following I will detail the
strategy I would like to follow.

3.2.2 Field calculation

3.2.2.1 Field description in electron optical system First of all we shall deal with the calculation of
electrostatic or magnetostatic fields i.e. time-independent fields which will be always true in our future
design. Radio-frequency (RF) electrostatic systems could be nevertheless very interesting considering the
optimisation of the aperture and chromatic aberrations as already pointed out by Scherzer [14], but for now
we will restrict our code developments to static fields. The space through which particles travel, and where
the fields have to be determined, will be referred to the ”extended paraxial” domain located between elec-
trodes and pole piece [13]. The final goal will be to derive suitable series expansions for the field within
this domain. Indeed the various coefficients encountered in the field series expansions will be used in the
next parts for the computation of paraxial beam properties as well as aberration coefficients. Even if the
field is only needed in this so-called ”extended paraxial” domain, it finally requires its complete calculation
within the whole device. Indeed, static field within a given domain can only be calculated as the solution of
a boundary-value problem. In our case, the boundaries are defined by the electrodes or pole-pieces surfaces.
Boundary-values problem will be different considering a magnetostatic or electrostatic system.

The boundary-value problem for the electrostatic field can be defined by each electrodes potential U(~r).
The corresponding value for one electrode must be constant anywhere on its surface. Whereas the material
properties of the metallic electrodes are not interesting in electrostatics, since the electrostatic field vanishes
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inside any conductor, the situation in magnetostatics is far more complicated as the magnetic field inside
pole-pieces does not vanish. Unfortunately it is not always possible to restrict the computation in the lens
gap because a knowledge of the field distribution in the yoke is often needed when the shape of the latter is
being designed and optimized. Hence, lens excitation in ampere-turns will be needed to estimate the mag-
netic field strength ~H . Additionally, yoke and pole pieces magnetization properties will also be required to
finally determine the magnetic flux density ~B which is the only relevant vector field acting on the charged
particle.

These fields will be extracted by computing their associated potential distribution in the extended parax-
ial domain considering specific boundary-value problem. This distribution is expressed thanks to partial
differential equations originally extracted from the four Maxwell’s equations of statics fields [13]. For an
electrostatic problem considering a domain free of charges (i.e. the space charge density ⇢(~r) = 0), the goal
will be to compute the electrostatic potential anywhere using the Laplace equation :

~r2U(~r) = 0 (3.1)

while it will require to compute the magnetic vector potential ~A anywhere using the Poisson equation in
the case of a magnetostatic field :

~r2 ~A(~r) = �µ~j(~r) (3.2)

where ~j(~r) is the electric current density in the simulation volume and µ the permeability.
Furthermore, in connection with the finite-element method, it is of importance that the partial differential

equations given above can also be derived from a variational principle, the integrand being the stored field
energy. The general form of variational principle for n coupled functions of position fi(~r) (with i = 1 to n)
in a three-dimensional domain D is given by :

�F = �

Z Z Z

D
⇤(~r, f1, f2, ..., fn,rf1,rf2...,rfn)d

3~r = 0 (3.3)

where ⇤ is the corresponding Lagrange density. Least action principle described previously in equation
(1.9) is a specific problem which uses the variational principle. In the case of an electrostatic system we have
n = 1 and f1(~r) = U(~r). Hence, considering a domain free of charges, the Lagrange density will be written
:

⇤ =
✏

2
~r.U(~r)~rU(~r) (3.4)

where ✏ is the permittivity. Minimizing the associated variational function F =
R
D ⇤dv, i.e. the energy

density, is equivalent to considering the solution of the Laplace’s equation (3.1). Indeed, the former can be
simply retrieved from the Euler-Lagrange equation using ⇤ given in equation (3.4). In the case of a general
magnetostatic system we have to consider n = 3 and fi(~r) = Ai(~r) are the three components of the magnetic
potential vector. Hence, the Lagrange density will be written:

⇤ =
1

2µ
(~r^ ~A)(~r^ ~A)�~j. ~A (3.5)

Before moving on to the description of the numerical computational methods, I will first describe a few
extra formalisms that are required for determining electron optical system properties.

As already pointed out, the field and potentials within the extended paraxial domain of an optical element
should be expressed using series expansions. The general idea is to decompose a three-dimensional field into
a sequence of uncoupled two-dimensional fields. The potentials being periodic with respect to the azimuth ✓
in cylindrical coordinates, it suggests that we should first introduce their Fourier series expansions [80]. For
simplicity, we will always considered a straight optic axis for now. Corresponding mathematical develop-
ments expressed in a curved optical axis system can be found in the literature [13][9].
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Considering any scalar potential (electrostatic or even magnetostatic under the scalar magnetic potential ap-
proximation), we can develop the three-dimensional potential function U(~r) following the series expansion:

U(~r) =
1X

m=0

<(Um(z, s)wm) (3.6)

expressed in the Cartesian coordinate system with w = x+ iy = r.exp(i✓) and s = r2 = ww⇤

Inserting equation (3.6) inside the general Poisson equation ~r2U(~r) = �⇢(~r)/✏ = �S(~r), where S(~r)
is called the source term, we first find a sequence of uncoupled differential equations:

@2Um

@z2
+
@2Um

@r2
+

2m+ 1

r

@Um

@r
= �gm (3.7)

where gm corresponds to the Fourier components of the series expansion performed on S(~r) identical to
equation (3.6) changing U(~r) by S(~r) and Um by gm. Neglecting the space-charge effect in the extended
paraxial domain we have S(~r) = 0 and we simply retrieve the equation (3.1).

Equations (3.7) will have then to be solved (usually limiting the Fourier development to 0 < m < 5) as a
sequence of boundary-value problems [13].
The similar method can be applied to a magnetostatic system described using the scalar magnetic potential
approximation. However, regarding a real magnetostatic system, the Fourier series expansion must be real-
ized on each component of the magnetic vector potential with the source term defined in the equation (3.2)
by the electric current density. Inserting these new series expansions in the Poisson equation (3.2) allowed
us to determine a set of new differential equations for the Fourier components, such as equation (3.7). I
will not describe them as it doesn’t bring anything new for the methodology we want to implement, and the
mathematics are well described in the literature [13].
Since the extended paraxial domain is source-free S(~r) = 0, we shall now investigate solutions of equa-
tion (3.6) with source terms vanishing for sufficiently small values of r. In that case, we can show that each
Fourier coefficient m defined by Um(z, s) is uniquely determined by its axial distribution, or axial harmonics,
um(z) = Um(z, 0) following the radial series expansion:

Um(z, r2) =
1X

n=0

m!

n!(m+ n)!

✓
�r2

4

◆m

u(2n)
m (z) (3.8)

where u(2n)
m is the (2n)th derivative of um(z) relatively to z. In the case of a magnetostatic system,

the Fourier terms encountered inside the series expansions of the magnetic vector potentiel components
can also be written using a radial series expansions equivalent to equation (3.8), assuming that the domain
of solution is also source-free. All these important series expansions are well described in the literature
[9][13][188][189]. Practically it is sufficient to truncate the power series expansions of the potentials after
the terms of fourth order in x and y. The original publication of P.W.Hawkes contains explicit representations
of the potential series expansions to the fourth order inside the extended paraxial domain of any optical device
with a straight optic axis [190]. For instance, considering an electrostatic system with rotationally symmetric
field, such as the Butler lens, we have m = 0 in the Fourier series. Assuming a domain free of charges
(S(~r) = 0), we find that the electrostatic potential will be written following the well known expansion :

U(r, z) = u(z)� r2

4
u00(z) +

r4

64
u(4)(z)� r6

2304
u(6)(z) + ... (3.9)

where u(z) = u0(z) = U0(z, 0) is the zero-order axial harmonic simply corresponding to the familiar lens
axial potential. Multipole fields series expansions can be obtained using the same method considering m = 1
for a dipol field, m = 2 for a quadrupole field, and so on [13][9].

We can now carry out the field calculation once a sequence of axial harmonics um(z), m = 0, 1, 2, ... is
known, but these functions are so far not known. They can indeed only be specified by their boundary values
and by the source distribution (space charge density or electric current density). For instance, considering an
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electrostatic system, since all electrode surfaces must be equipotentials, the field strength on their vacuum
side is given by :

~E(~r) = � 1

✏0
�(~r)~n(~r) (3.10)

� ~E(~r).~n(~r) = ~n(~r).~rU(~r) =
�(~r)

✏0
(3.11)

where �(~r) is the surface charge density and ~n(~r) is the surface normal directed outwards from the
medium (electrodes, pole pieces) [96]. Boundary conditions in magnetostatic systems can be found in the
literature and are determined by applying Biot-Savart’s Law to the electric current density condition and
taking the surface magnetization distribution of ferromagnetic pole pieces into account [13].

3.2.2.2 Integral equations and boundary element method Solving a boundary-value problem can be
also reduced to the solution determination of an integral equation [191]. Computational methods known
as boundary-element methods (BEM) used to estimate the concrete numerical solutions of these integral
equations will now be discussed after a brief description of the formalism behind these integral equations.
Indeed, in close collaboration with Dr. Axel Lubk from the Leibniz institute for solid state and material
research in Dresden who is also looking for source-free CPO computational codes for its own instrumental
developments, we would like first to implement these methods for CPO systems using existing and source-
free python package such as the BEMPP package [187]. These approaches were largely developed in Python,
and there are now entire packages and a large user community accessible. In comparison to writing our
own BEM, or FDM and FEM, code from scratch, these existing packages appear to be the simplest way to
implement such a sophisticated computational method necessary for the three-dimensional determination of
fields.
Solving a uniquely specified boundary-value problem for the Poisson’s equation ~r2U(~r) = �⇢(~r)/✏ =
�S(~r) can be also described mathematically writing the problem in boundary integral form using the Green’s
theorem. It allows us to represent solutions of certain types of partial differential equations using only values
and derivatives on the boundary [191]. Let’s consider a three-dimensional domain � and its boundary ��,
the potentiel in all the domain � given by the Poisson’s equation can be written following the expression :

1

4⇡
⌦(~r)U(~r) =

Z

�
G(~r,~r0)S(~r0)d3r0 +

Z

��

⇣
G(~r,~r0)�(~r0)� ~n0.~r0G(~r,~r0)U(~r0)

⌘
da0 (3.12)

where G(~r,~r0) = (4⇡|~r � ~r0|)�1 is the free-space Green’s function, ~r0 is the derivative operator over
the variable of integration ~r0, ⌦(~r) = 1 for point ~r inside the domain �, ⌦(~r) = 1/2 for point ~r inside the
boundary ��, and finally ⌦(~r) = 0 for point ~r outside the domain � [13].

The first right-hand side of equation (3.12) is a space-source term, the second a surface-source term and
the last is a surface-polarization term. Yet, the boundary functions U(~r0) and �(~r0) are still independent and
we have to define one additional boundary condition. Defining uniquely the boundary value U(~r0) while
�(~r0) remains unknown is called Dirichlet boundary value problem, while the opposite situation is called
Neumann boundary value problem. Within the Dirichlet problem, the integral equation (3.12 ) becomes an
integral equation of Fredholm’s first kind for the boundary values of �(~r) written :

U(~r) =

Z

�
G(~r,~r0)S(~r0)d3r0 +

Z

��
G(~r,~r0)�(~r0)da0 (3.13)

After solving equation (3.13) we could then determine the potential at any point ~r in the domain �. De-
scribing the problem using Neumann boundary conditions, the integral equation (3.12) becomes an integral
equation of Fredholm’s second kind for the boundary value U(~r), which can also be used to determine U(~r)
at any arbitrary points inside � [192]. Following the same methodology, similar integral equations can be
also derived from the Green’s theorem applied to the magnetostatic Poisson’s equation (3.2). Various form
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of integral equations for a magnetostatic problems have been demonstrated depending on the situation and
can be found in the litterature [9][13][193].

Thus, carrying out the determination of three-dimensional unknown functions can be obtained by means of
two-dimensional integral equations usually only soluble numerically using BEM methods. This reduction of
a three-dimensional problem in a two-dimensional one is the main strength of these integral/BEM methods.
Considering, cylindrically symmetric system we can even reduce the problem by one dimension and describe
it by means of one-dimensional integral equations. Indeed, following the Fourier decomposition of the
potential described by equation (3.6), and neglecting the source term S(~r) = 0 in the extended paraxial
region, we find that equation (3.13) using Dirichlet boundary value problem can be written as a sequence of
uncoupled one-dimensional Fredholm equations given by (for m = 0; 1, 2, ...) :

⌫m(s) =

Z

C
Gm(~u(s)~u(s0))r(s0)�m(s0)ds0 (3.14)

where, considering cylindrical coordinate system with the vector ~u = (r, z), ⌫m(s) is defined by the in-
verse Fourier transform of U(~u(s),') with respect to the variable '.
Following the same logic Gm(~u(s), ~u(s0)) are essentially the Fourier coefficients of the free-space Green’s
function G(~r,~r0) with respect to ', and �m(s0) are the Fourier coefficients of the surface charge density with
respect to ' : �(~r) =

P1
m=0 <(�m(s)eim'). Gm(~u(s), ~u(s0)) can be evaluated analytically and the re-

sulting expressions contain complete elliptic integrals. Then equation (3.14) can be also estimated thanks to
numerical computation using BEM methods. Same one-dimensional integral equations can be also extracted
for the Fourier components of the scalar magnetic potential or each components of the magnetic vector po-
tential in cylindrically symmetric magnetostatic problem [13].
We can now discuss the numerical solution of these integral equations using BEM methods. In the elec-
trostatic case, the physical idea behind BEM method will be to compute the charge density distribution
corresponding to the voltages applied to the electrodes. Finally the potential distribution in the domain given
by this charge distribution will be calculated using integral equations [13][194][196]. One can start with an
arbitrary guess of the charge-density distribution. Then the differences between the given and the calculated
values of the electrode potentials can serve as bases to obtain improved values of the surface-charge densities
and so on (using iterations). Same philosophy for magnetostatic system as described in the literature, see
for instance the work in the group of Murata [197][198]. The BEM method finds an approximation by dis-
cretizing these boundary integral equations either using one-dimensional equations in cylindrical symmetric
system, or using two-dimensional ones in the most general case. The mathematical background of BEM is
well covered in [199][200] and in [13][193] for the specific case of electron optics. A clear overview of the
mathematical development can be also found in the very good thesis of Guillaume Boudharam [204]. As
a result, I won’t go through it in depth here; instead, I will discuss how this method could be implemented
using the Bempp package, which we would like to test for our field calculations [187].

In order to solve a problem using the Bempp package, we must first define the mesh on which the problem
will be discretized. In Bempp, the grid will be a triangulation of a 2D surface in 3D space and it only supports
grids consisting of flat surface triangles. Once we have created a surface mesh, Bempp needs to define finite-
dimensional function spaces on the grid. This is important for choosing the right type of discretization in
actual computations. Indeed, in order for equation (3.12) to make sense, we require all terms to be finite.
This motivates the definition of the following spaces :

1. The space of square integrable functions L2(⌦) of all functions f that satisfy
R
|f |2d3r0 < 1

2. The space H1(⌦) of all square integrable functions f in L2(⌦) that also have a square integrable
derivative, that is

R
|~r.f |2d3r0 < 1. This space is called a Sobolev space.

The space H1(⌦) can also be interpreted as a space of functions with bounded energy. It therefore makes
physical sense to look for solutions in this space, and indeed it is the right space of functions for Poisson’s
problem. Other important boundary spaces are fractional Sobolev spaces H1/2(⌦) and H�1/2(⌦). There are
indeed different ways to define fractional Sobolev spaces. But this is a technical topic, which I will not cover
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Figure 3.1 A-Discontinuous polynomial order 0 basis function. B- Continuous polynomial order 1 basis function.
From the Bempp webpage (see https://bempp.com). C- Electrostatic potential inside a unit sphere determined using the
Bempp package considering Dirichlet boundary conditions (source located at the point (0.9, 0, 0)).

in more detail here. Complete description is reported in the Bempp package webpage as well as inside the
following papers [187][201]. These spaces will then be used to discretize the boundary integral formulations
of our problem. In our case, solving electrostatic problems or magnetostatic problems will required the use
of scalar function spaces. ”Discontinuous polynomials”, ”continuous polynomials” and ”dual spaces on the
barycentrically refined grid” functions space are supported by the Bempp package. Solving more complicate
problems using full Maxwell’s equation, will require vector function spaces. Bempp supports various kind
of vector function spaces such as ”Rao–Wilson–Glisson functions space” (RWG), ”Scaled Nédélec functions
space” (SNC), ”Buffa–Christiansen functions space” (BC) or ”Rotated Buffa–Christiansen functions space”
(RBC). All the mathematical details can be found in the description paper [201] as well as on the Bempp
webpage. More details and references can also be found in the overview paper [202] and in [203]. In order
to set the main concept behind function space down, I have reported on figure (3.1.A-B) the description of
two scalar functions spaces used in Bempp.

With the definition of a function space we can now discretize functions over a given space into a grid
function object. Indeed, in Bempp, data on a given grid is represented as a grid function object. A grid
function consists of a set of basis function coefficients and a corresponding function space [201]. Now,
we can define an operator acting on grid functions either using Dirichlet, Neumann or mixed problems.
Boundary integral formulations of these problems, are commonly written in BEM using boundary integral
operators. They simply correspond to the potential operators, given formally by the equation (3.12) and
describe in the following, taken at the boundary limit ~r ! ��. When creating a boundary integral operator
in Bempp, three spaces are provided: the domain, the range, and the dual to the range (given as inputs in that
order). The domain and dual spaces are used to calculate the weak form of the operator. The range is used
by the operator algebra to correctly assemble product of operators [201]. Discretizing the identity operator
leads to a matrix M = (mij) written with the following general form :

mij =

Z

��
�i(x) j(y)dxdy (3.15)

where �i(x),  j(y) are the basis functions of the domain and dual spaces respectively. For Laplace’s
equation used in electrostatic problem, there are four boundary operators that are used in Bempp which are
reported in [201]. For instance the simplest one is the so-called ”single layer” operator will have the classical
form encountered in the integral equations :

mij =

Z

��
G(x, y)�i(x) j(y)dxdy (3.16)

where G(x, y) is the free-space Green’s function. Same kind of operators will be generated for Poisson’s
equation problem. It is worth noting that Bempp was created to compute more complicate electromagnetic
problems requiring the use of complete Maxwells equation instead of Laplace or even Poisson’s equations.
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Hence, other operators can be also generated in Bempp using Green’s function for the Helmholtz equation
depending on the wavenumber [201]. In our case, the situation is simpler as we will always considered static
problems.
Once we have assembled the relevant operators, and have created a grid function containing the relevant
right-hand-side data, we will need to solve our linear system. The computation can be performed using a
direct solver, or an iterative solver. Direct solvers compute the solution of a linear system by computing
the inverse of the matrix. Iterative solvers solve a linear system iteratively. Finally, once the solution of
a boundary integral formulation has been approximated, potential operators can be used to compute point
evaluations of the solution inside the domain. For instance, considering Laplace’s equation, there are two
potential operators SL(f) and DL(f) that are used in Bempp, given by the equation (3.12), which are in
one-dimension :

SL(f)(x) =

Z

��
G(x, y)f(y)dy (3.17)

DL(f)(x) =

Z

��

@G(x, y)

@fy
f(y)dy (3.18)

To assemble potential operators in Bempp, first the desired evaluation points must be defined and then
we use Green’s representation theorem to evaluate the solution on these points. The solution can finally be
plotted using python. Figure (3.1.C) reports the computation result of a simple Laplace problem performed
following the on-line tutorial (http://bempp.com/documentation/tutorials.html). The computation solve the
electrostatic potential inside a unit sphere considering Dirichlet boundary conditions (i.e. unknown Neu-
mann conditions). The boundary data is a source located at the point (0.9, 0, 0) (see the online page for the
boundary source equation).

We can then see that Bempp is well suited for the implementation of an electrostatic problem. Bempp
offers also the possibility to solve problem considering Dirichlet and Neumann boundary conditions applied
to different surfaces of the domain boundary. Additionally, it allows to couple BEM and FEM to solve one
specific problem [187]. The implementation of magnetostatic problem either considering the scalar magnetic
potential or the magnetic vector potential, or even superimposed electrostatic-magnetostatic problems seems
also feasible with the Bempp package by implementing Maxwell’s equation. Thus, the next step will be to
use this package to map the various Fourier components of the integral equations (3.14) in order to evaluate
the field series expansions in any electrostatic or magnetostatic electron optical system. In the following
parts, we will see how these datas will be used to determine the linear and non linear properties of the optical
system. Before going on to the computation of the optical properties, I will briefly describe how FEM can be
also used to solve an electrostatic-magnetostatic problem if we want to use these methods in specific situation
in combinaison with BEM.

3.2.2.3 First-order Finite Element Modeling (FOFEM) As noted previously, FEM approaches can be used
to solve electrostatic and magnetostatic problems. Carrying out these simulations is possible using Comsol
multiphysics, MEBS or EOD [94][86][87]. However, within the framework of my research project the goal
will be to fully control the computation of the fields allowing us to implement optimization procedure within
an open source homemade code. This is almost impossible combining many third party softwares as we
have experienced over the past few years. The use of open source python package, such as Bempp, within
a more general homemade python optimization code will be, in my opinion, the only valuable solution to
this situation. However, some problems will not be easily treated using BEM methods and will require to
combine them with FEM methods (also available in Bempp as already pointed out).
One of the most simplest and versatile method is called first-order finite element modeling or FOFEM
[86][205]. For instance, solving an electrostatic problem using FOFEM will require to mesh the entire do-
main volume � surrounded by the boundary �� on which the potential distribution is assumed to be known.
In FOFEM, the mesh will subdivise the domain inside and between electrodes in quadrilateral volumes with
different size following the real electrodes geometry. Finally each fine quadrilateral is divided in two tri-
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angles called finite element. An electrostatic potential Ui is assigned to each mesh point. The first order
approximation of FOFEM will assume that the potential vary linearly with position inside each finite ele-
ment. Thus, in FOFEM, the potential inside an element is then given by the potentials at its nodes and the
potential distribution within the domain is finally determined by the set of potentials Ui determined for N
mesh points (with i = 1, N ).
Computing the potential is implemented by minimizing the variational functional F given by equation (3.3)
taken the Lagrange density from equation (3.4) for an electrostatic problem or the one in equation (3.5) con-
sidering a magnetostatic problem. Minimizing numerically the variational functional requires to assign a
potential Ui to each mesh points, and expressed the functional F as a quadratic function of the mesh-point
potentials. Solving �F = 0 will then generate a set of finite element equations, each of them expressing
the potential on a mesh point relatively to the potentials of the eight surrounding points. These equations
can be solved using different numerical methods such as Gaussian elimination, or the incomplete Cholesky
conjugate gradient (ICCG) as described in detail by Munro [86]. This finally allows to compute the potential
at each mesh point. When the potential distribution has been properly computed, it is possible to plot out the
equipotential lines and, for instance, the axial potential distribution u(z) used in the field expansions (3.9)
for a cylindrically symmetric element.
I will not enter more deeply in the mathematical description of these methods described in detail in the liter-
ature. The next step will be to find the best way to implement them either in combinaison with BEM or alone
depending on the particular problem to be solved. For instance, the FEM is definitively a best choice when
saturation effects become important in magnetostatic problems considering the ferromagnetic properties of
the pole pieces or the yoke. However, this corresponds to very specific situation, and most of the time I think
that BEM will be sufficient thanks to the use of modern python package such as Bempp.
It is worth noting that, for some applications, higher accuracy FEM can be implemented called second-order
FEM or SOFEM. The main difference with FOFEM is that instead of using triangular elements with three
nodes and a linear variation of potential, a second-order isoparamatric finite elements with nine nodes in
which the potential is a quadratic function of position, will be used. SOFEM could bring a lots of advantages
looking at complicate geometry such as the extracting anode of a CFEG. All details can be found in the
literature [206][207].

3.2.3 Paraxial properties

Determining optical properties (paraxial and aberrations) of an optical system can be performed using meth-
ods based on Hamilton’s characteristic function, originally proposed for conventional optics system [12].
This is the core of the ”optical approach,” which was first discussed in Chapter 1. In electron optics the
Hamilton’s point characteristic function is given by equation (1.12) and the optical index by equation (1.13).
It is convenient to transform the optical index n from equation (1.13) into the following form [190] :

m =

r
U(~r)(1 +

e

2m0c2
U(~r))(1 + x02 + y02)�

s✓
e

2m0

◆
(Ax.x

0 +Ay.y
0 +Az) (3.19)

where z is chosen to be the straight optical axis of our system. As a consequence, n.ds encountered in
the original Hamilton’s principle reported in equation (1.12), can be replaced by m.dz. Following equations
(3.6) and (3.8), all the potentials U(~r) and ~A(~r) can be expanded as power series in the off-axial coordinates.
Inserting these expansions into m and expanding the square roots as power series also, we find that m
is composed of a series of terms which we group according to their degree in coordinates x, y and their
derivatives. Thus :

m = m(0) +m(2) +m(4) + ...+m(2n) + ... (3.20)

in which m(2n) consists of all the terms of degree 2n in the power expansion. Only even terms appears
as we will now consider system with two axis of symmetry such as round lens, quadrupole or octopole.
Hexapole or magnetic/electrostatic sectors defined by only one axis of symmetry, will have also odd terms
such as m(3) generating second-order transverse aberrations [9]. We will restrict our description to systems
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with two axis of symmetry because they will be dominant in our future designs. Nevertheless the following
method could be directly applied to handle other systems, simply by considering odd order point character-
istic function in the determination of aberrations.
Using the optical index expansion (3.20) we can derive an identical expansion for the Hamilton’s point char-
acteristic function S = S(0)+S(2)+S(4)+ .... Considering the action of a refracting surface in conventional
optics, similar power expansion is obtained for the optical length V given by equation (1.4) i.e. the point
characteristic function of a raylight [12]. In that case the zero-order corresponds to the optical length of
the optical axis from the object plane to the image plane, the second-order to the paraxial contribution on
the total optical length, fourth-order term to the primary Seidel aberrations contribution on the total optical
length, and so on.
Same logic will be used in our case. Indeed, paraxial equations will be extracted applying the Hamilton’s
principle, given by equation (1.12), on the second-order point characteristic function as follow :

�

Z
m(2)dz = 0 (3.21)

The explicit dependence of m(0), m(2), m(4), ... upon the axial harmonics um(z), extracted from the
Fourier coefficients Um of the potential, and their derivatives relatively to z, can be determined by inserting
the series expansion given by equations (3.6) and (3.8) inside the optical index given by the equation (3.19).
In order to give an explicit representation of the zero-order and second-order terms of the optical index,
we must first introduce a more convenient expression for the axial harmonics. For instance, regarding an
electrostatic system we will rewrite the axial harmonics in equation (3.8) as follow :

um(z) =
(�1)m

m!
(pm(z)� iqm(z)) (3.22)

where pm(z) and qm(z) are real axial harmonics which have physical meanings. For instance p0(z) =
u0(z) = u(z) is the classical axial potential, p1(z) and q1(z) are encountered in dipol system (m = 1) and
correspond to the transverse components of the field strength ~E on the optic axis along x and y respectively,
p2(z) and q2(z) functions describe the potential distribution within symmetrical electrostatic quadrupoles
(m = 2), and so on... As usual, same operation can be performed considering magnetostatic system [13].
Hence, considering a general electrostatic system and neglecting dipol m = 1 terms, we can now explicitly
express the zero-order and second-order order terms of the optical index expansion as a function of the axial
harmonics of the potential as follow [190] :

m(0) =
p
u(z)(1 + a.u(z)) (3.23)

m(2) =
1 + 2.a.u(z)p
u(z)(1 + a.u(z))
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◆
(3.24)

+
1

2

p
u(z)(1 + a.u(z))(x02 + y02)

where the notation a = e/(2m0c2) is used to simplify the mathematical expressions.
Equivalent expressions of second-order point characteristic function S(2) =

R
m(2)dz can be derived for

magnetostatic system, or even mixed electrostatic-magnetostatic, by simply considering the series expansion
of each magnetic vector potential components in the calculation of the optical index expansion. The Cartesian
coordinate system x, y used in the previous formula is fixed in the referential of the laboratory. Expressions
in rotating coordinates system are important especially for magnetostatic system, or in quadrupole depending
on the orientation of the axis relatively to the electrodes/pole pieces. They can be derived very easily from
previous equations and they can be found in the literature [190][13].
Carrying out minimisation of point characteristic function using equation (3.21), or solving Euler-Lagrange
differential equations considering m(2) as the Lagrangian function which is strictly equivalent, will give
the paraxial equations. This method is general, and can be applied considering electrostatic, magnetostatic
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or mixed systems either with cylindrically symmetry, or quadrupole elements. It is obvious from equation
(3.24) that octopole will not have any paraxial effects (only m = 2 multipole contribution appears coming
from quadrupole paraxial action, no higher order). For instance, limiting the m(2) development to zero-
order magnetic axial harmonics (corresponding to the action of the cylindrically symmetric elements) we
can derive from Hamilton’s principle the simple paraxial equation (1.60) of round magnetic system. Same
procedure is used to extract paraxial equation of round electrostatic lenses given by [86]:

r”(z) +
u0(z)

2u(z)
r0(z) +

u”(z)

4u(z)
r(z) = 0 (3.25)

or paraxial equations of quadrupoles lenses taking care of m = 2 axial harmonics [190]. In fact,
quadrupoles-based solutions will be also examined within my project for a new aberration-corrected electron
gun concept which will be described in the following sections. As a consequence, implementing this general
point characteristic-based method will be well adapted to determine the paraxial properties of any kind of
systems addressed in the future project.
Solving paraxial equation (3.21) will enable to determine the two fundamental rays i.e. the principal ray
~g(z) and the marginal ray ~h(z) previously introduced in chapter 1. In the fixed Cartesian coordinate system
x, y, z, the general solutions of any paraxial trajectory will then be formally written :

x(z) = xogx(z) + xphx(z) (3.26)
y(z) = yogy(z) + yphy(z)

where xo, yo are the coordinates of the starting point of the trajectory in the object plane, and xp, yp the
positions in the pupil plane or the aperture stop plane. xp, yp can be directly expressed as a function of a0 and
b0, originally used in expressions (1.2) and (1.3), by a simple geometric construction considering the position
of the pupil plane zp relatively to the object one zo. In CPO, we will always choose the two fundamental rays
which fulfill the boundary conditions g(zo) = h(zp) = 1 and g(zp) = h(z0) = 0.
Paraxial equations can be solved numerically using fourth-order Runge-Kutta formula [84]. A python soft-
ware has been already realized during the Julien Dupuy’s thesis described in part (1.3.2.8). This code allows
to compute paraxial solutions of round magnetic lenses taken the discretized magnetic field values deter-
mined by SIMION thanks to its FDM approach. Within the framework of my project, this code will need
to be modified to solve equation (3.21) for any type of system (electrostatic or magnetostatic, round or
quadrupole lenses) using the appropriate second-order term in the optical index expansion. Axial harmonics
will have to be extracted from the field calculation performed within the same code, for instance using the
Bempp package. This part should be straightforward if the field computation can be properly implemented.

3.2.4 Aberrations properties

Using the Hamilton’s point characteristic function expansion derived from the equation (3.20), we can now
determine the contribution of each primary Seidel aberrations. Primary aberrations can indeed be derived
considering the fourth-order point characteristic function S(4) [190]. Such as for second-order transverse
geometrical aberration terms in equation (1.3), third-order point characteristic function vanishes in system
with two planes of symmetry. They will then have to be considered only in systems with one plane of
symmetry such as hexapoles or sectors.
Fourth-order point characteristic function can be written :

S(4) =

Z
m(4)dz (3.27)

where the fourth-order term of the optical index expansion have to written as a function of object and
pupil coordinates after substituting paraxial solutions (3.26) in the expression of m(4). Such as for the m(2)

term in (3.24), m(4) will have first to be expressed using axial harmonics. The description of these highly
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heavy calculating steps can be found in detail looking at the impressive series of papers and books of P.W.
Hawkes for instance [13][190]. Finally, fourth-order optical index can be written using the following form:

m(4) =
X

k,l,m,n
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0 + a4000x
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p + a0400y

4
p + a0031x

3
0y0 + ... (3.28)

where aklmn can be expressed using real axial harmonics pm(z) and qm(z) and their derivatives relatively
to z (see [13][190] and also [211]).

The Hamilton’s point characteristic function S is a four variables function. These variables are the object
xo, yo and image xi, yi positions given by the integration limits zo and zi chosen to perform the integration
of the optical index in (1.12). Let’s note it Sp

oi = f(x0, y0, xi, yi) from here, with p is used for ”point” char-
acteristic function. Similarly to how classical optics works, the derivative of Sp

oi relatively to any variables
xo, yo, xi, yi will provide the coordinates, along x, y, of the canonical impulsion vector ~p either in the object
zo or the image zi areas, depending on the variables chosen to perform the differentiation (see equations
(1.6)).
Apart from the point characteristic function, it is worth noting that other characteristic functions can be de-
rived from Sp

oi by Legendre transformation which replaces one set of variables by another [12][9]. Indeed,
starting from equation (1.12), it is possible to generate the point-angular (or mixed) characteristic function
Spa
oi = TL~ri/~pi

(Sp
oi) = f(xo, yo, pxi, pyi) where TL~ri/~pi

is the Legendre transformation changing point
coordinates ~ri by the canonical impulsion ones ~pi in the image space (the exponent ”pa” stands for ”point-
angular”). Hence we have also the angular-point (or mixed) characteristic function Sap

oi = TL~ro/~po
(Sp

oi) =
f(pxo, pyo, xi, yi) and finally the angular one Sa

oi = TL~ro/~po
(Spa

oi ). The fourth-order angular characteristic
function S4a

oi , extracted from the series expansion of this function, is generally used to determine the primary
Seidel transverse aberrations. It allows to determine all third-order terms in the expansion x(z)ab reported in
equation (1.3). Indeed, the derivation of Sa

oi relatively to the coordinates of the impulsion vector, gives di-
rectly the position coordinates (object side or image side depending on the choice of the derivation variable).
Determining transverse aberrations coefficients using this method is usually implemented in conventional
optics [12]. It has been described for charged particles optics by Pr. Rose [9][208].

Following the pioneering work of Sturrock, deeply developed in the work of Hawkes, transverse aberra-
tions coefficients (...|...) in equation (1.3) can be also extracted simply using the high-order point character-
istic function, without having to go through the angular characteristic function [188][13]. The Sturrock idea
was to consider higher order terms of the refraction index as a perturbation of the paraxial solutions extracted
from the second-order term m(2). This general method, called the eikonal method, will be implemented in
our case limiting the perturbation term to the fourth-order m(4) corresponding to primary Seidel aberrations
(see equation (3.28)). Of course, secondary aberrations will have to be considered if primary aberrations
vanishes. In that case, this perturbation method can be applied taking into account the sixth-order term in the
refraction index expansion.
Using the eikonal method we can now derive the transverse aberrations expansion, given by equation (1.3)
for the x coordinate, relatively to the derivative of the fourth-order point characteristic function and the two
paraxial solutions. Considering transverse aberrations along the two directions x and y, Sturrock formula
can be written as follow :

x(zi)ab =
hx(zi)(@S

4p
pi /@xo)� gx(zi)(@S

4p
oi /@xp)p

u(zi)(1 + a.u(zi))(gx(zi)h0
x(zi)� g0x(zi)hx(zi))

(3.29)

y(zi)ab =
hy(zi)(@S

4p
pi /@yo)� gy(zi)(@S

4p
oi /@yp)p

u(zi)(1 + a.u(zi))(gy(zi)h0
y(zi)� g0y(zi)hy(zi))

(3.30)

These expressions allowed us to determine each transverse aberration coefficient in an arbitrary plane
located in the image side at a position zi. S4p

pi is the fourth-order point characteristic function calculated by
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integrating the fourth-order optical index between the pupil plane (usually the aperture stop) located in zp
and the final plane zi : S4p

pi =
R zi
zp

m(4)dz. zi corresponds to a random plane, not necessarily the Gaussian
image plane.
Thus knowing the paraxial solutions and the fourth-order point characteristic function, we can determine any
aberration coefficients for any kind of system. The fourth-order point characteristic function S4p is given by
integrals formula. Indeed using equation (3.28) we have:

S(4) =
X

k,l,m,n
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(3.31)

Now that all the formalism has been properly described, we can propose an optimum coding strategy
allowing us to determine the optical properties of any optical system.

So, what data are we looking for and how can we get it using numerical computation ? First we must
determine all the axial harmonics pm(z) and qm(z) in the field series expansions of our system, for instance
using BEM methods. These functions appears in the optical index expansion. Each components m(0), m(2)

and m(4) as a function of z can then be determined. The paraxial equations can be solved using m(2) and the
two fundamental functions g(z) and h(z) must be extracted taking care of their boundary conditions. Inside
m(4) all functions aklmn must be also expressed using the axial harmonics given by the BEM calculations,
and the two paraxial solutions. To determine S4p

oi and S4p
pi , the integration of each aklmn functions can be

performed numerically using Simpson’s rule easily implemented in python [209]. Combining the paraxial
solutions and the fourth-order point characteristic function, estimated in the previous steps, inside equation
(3.29), we can compute transverse aberrations x(zi)ab and y(zi)ab. Each coefficients (...|...) will be extracted
looking at their power dependance in x0, y0, xp/ao, yp/bo i.e. considering the associated aberration integralR
aklmndz in the development (3.31).

During the first work of Yudai Kubo performed in collaboration with HHT, followed by the PhD thesis of
Julien Dupuy, we have implemented real tracing simulations of a complete instrument using only one third
party software namely SIMION (see part(1.3.2.8)). Transverse aberration coefficients cannot be directly
determined by real tracing as we don’t have access to the expansion terms of the optical index, but the LUA
capabilities of SIMION gave us hope that they could be extracted and visualized. During the internship of
Yann Tavernier, we succeed to compute numerically the point characteristic function Sp

oi for each trajectory
inside SIMION, thanks to a homemade LUA code. Carrying out paraxial calculations we could also extract
all cardinal elements (image, entrance and exit pupil planes, aperture-stop plane) (see figure (3.2.A)). Finally
this code computes the function Sop for all rays, by numerically summing the optical index m determined
in each grid unit of the SIMION FDM mesh, as well as the one given by the paraxial principal ray (from
the object plane zo to the exit pupil plane zp). By subtracting each ray point characteristic function with
the principal one, we were able to map, for one object point taken in the field, the wavefront aberration as
reported in figure (3.2.B). Finally, each aberration order can be estimated by fitting the wavefront aberration
surface using Zernike polynomials (see figure (1.6)). This operation must be then performed for many field
points to have access to off-axial aberrations.

This approach was originally used to improve the original SIMION code, which was one of my key goals
following Julien Dupuy’s PhD (see part (1.3.2.8)). Unfortunately, using this method mapping the wavefront
aberration of one of the simplest lens geometry reported in figure (3.2.B), took almost 30 min with a modern
computer. This is why I came to the conclusion that SIMION was not well suited to optimize a complete
optical system that would necessitate several aberration estimations that, in order to be realistic, should take
less than a second to compute.

Therefore, my strategy will be to determine system aberrations within the same code as the one used for
field and paraxial computation, by implementing numerical methods to estimate the integral formula derived
from the eikonal approach previously introduced. This strategy has been first tested and validated on an
Einzel round electrostatic lens mixing COMSOL and Matlab, but the goal will be to transfer it to an open
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Figure 3.2 A- Paraxial fundamental rays of a simple electrostatic Einzel round lens. B- Wavefront aberration mapped
in the exit pupil plane of the Einzel lens, computed within SIMION thanks to a homemade LUA code. The estimation
is performed by subtracting the point characteristic function Sop extracted for each ray, starting from one field position
x0, y0 (0, 0 in that case) with starting angles a0, b0 (or pupil coordinates xp, yp), with the point characteristic function
S

(2)
op of the principal ray.

source language such as python with a full control on the field estimation. This should allowed us to imple-
ment optical system optimization methods more effectively.
The chromatic aberration may be treated in a similar fashion. For the transverse primary axial chromatic aber-
ration (x|a�) the perturbation point characteristic function S(cp) which must be introduced in equation (3.29)
(corresponding to S(4p) in the case of the primary geometrical aberrations) is given by (@S(2p)/@U)�U +
(@S(2p)/@B)�B where U,B are the electrostatic potential and the magnetic flux density respectively. In
practice, if we consider a magnetic system we take �U to be a variation of the acceleration voltage V0 and
�B a variation of the maximum magnetic field B0. The final expression of the chromatic perturbation term
S(cp) as a function of U,B,�U and �B derived from this method can be found in the literature [13].

3.2.5 System design optimization strategy

The overall strategy for the optical system optimization will be identical to classical methods used within
well-known conventional softwares such as OSLO [186][210]. The term optimization refers to the improve-
ment of the performance of an optical system by changing the values of a subset of the system’s constructional
parameters that we called variables. Typically, the variables will be quantities such as bore radius, electrodes
distances, excitation, etc. The system’s performance will have to be measured by a user-defined error func-
tion. In OSLO they use the weighted sum of squares of operands, that represents an estimate of the difference
in performance between a given optical system and a system that meets all the design requirements.
The conventional approach to optimization is iterative, in which the user chooses initial values for the vari-
ables (a starting point) and an optimization algorithm is applied that repeatedly attempts to find new values
for the variables that yield ever lower error function values. This approach to optimization, illustrated in
the figure (3.3), will depend strongly upon the choice of the starting point (see figure (3.3.A)). For instance,
if a starting point is chosen from region A or region C, the program will proceed the corresponding local
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Figure 3.3 A- Scheme showing the importance of the starting point in the optimization process trying to reach a global
minimum. B- Damped least square optimization general algorithm used in most of modern optical softwares [210].

minimum at x = a or x = c, rather than the global minimum at x = b [210].
If the starting point is chosen from region B, however, the program will proceed to the global minimum at
x = b. In an optical design (even rather simple), the dimensionality i.e. corresponding to the number of in-
dependent variables, will be high and the number of local minima will be typically large, making the choice
of starting point crucial to the success of optimization. In OSLO, the same starting point issues occurs, and
the one from which the optimization can proceed to reach a global minimum (or a suitable local minimum)
is in general be determined by experience or by finding an existing design with properties similar to those
desired [210]. The importance of the choice in the starting point is also well explained in the fantastic series
of books edited by Pr. Gross dealing with optical optimization of conventional system [12]. Furthermore,
the prime source of difficulty in optimizing a given error function is that the minimum usually depends on
balancing, rather than removing, the aberrations of the system.

There are many local optimization methods available ; most of those employed in optical design com-
mercial software are least-squares methods, meaning that they produce a solution that is as close as possible
to the desired solution when a complete solution is not possible (ordinarily there are more operands than
variables). For instance in OSLO, the standard optimization algorithm is called damped least squares that I
will briefly describe in the following.
The damped least squares (DLS) optimization is the most popular optimization algorithm in optical design
softwares [186][212]. In DLS the error function E(~x) is expressed in the form of a weighted sum of squares:

E(~x) =
mX

i=1

wif
2
i (~x) (3.32)

where the vector ~x = (x1, x2, ...., xn) represents the set of optimization variables and the fi are the
so-called operands. Each individual operands are defined by :

fi = c1,i � c2,i (3.33)

The terms c are called components. Each operand contains two components that are linked by a math
operator, which may be addition, subtraction, multiplication, division, exponentiation, greater than, or less
than. Usually in OSLO, the first component is a ray displacement, the second component is a target value,
and the operator is subtraction, but the definition (3.33) allows for more complex operands. Any quantity that
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can be specified as an optimization variable can also be used as a system operand component. Components
c could be for instance :

1. Aberration and paraxial data components extracted from the homemade code : primary or even sec-
ondary transverse aberrations, paraxial principal or marginal rays heights and slopes, chromatic aberra-
tions.

2. Ray components corresponding to values derived from aiming exact rays from specified field points at
specified pupil points and tracing the rays through the system derived from real tracing software such
as SIMION.

3. Spot diagram components such as modulation transfert function (MTF), Strehl ratio or root mean
squared (RMS) wavefront error, computed by tracing a spot diagram from specified field points.

Thus the optimization code will mainly used first type of components extracted from the homemade
software. However the code will also have the possibility to call specific ray components or spot diagram
components from SIMION if the model have to be more refined. Given that the coarse time-consuming
optimization will have been done using the fast homemade code, the use of third-party software at the end of
the optimization process does not appear to be aberrant.
wi in equation (3.33) are called weights, which can be used to account for the relative importance of different
operands. The error function has its minimum value when all the operands are zero. It is useful to write E(~x)
in vector notation as:

E(~x) = ~fT ~f (3.34)

where ~fT is the transpose matrix of ~f = (f1, f2, ...fm).
Minimization of the error function is based on a piece-wise linear model of the operand dependencies on

the variables. That is, the change in the ith operand due to a change in the jth variable is assumed to be given
by :

fi(xj +�xj) = f(xi) +
@fi
@xj

�xj (3.35)

Of course, this is an idealized model. In a real situation, there may be nonlinearities that require second
or higher-order derivatives of the operands in the above equation.
To describe the optimization of systems in which there are several operands and several variables, it is best
to use matrix notation : ¯̄A.�~x = �~f . where ¯̄A is the derivative matrix of each of the operands with respect
to each of the variables (Aij = @fi/@xj). Ordinarily there are more equations than variables, so there is no
direct solution. However, there is a least squares solution for which the error function has a minimum value.
The least squares algorithm operates as follows: given an initial estimate ~x0 of the minimum (a starting
point), iteratively determine new estimates of the minimum ~xk+1 = ~xk + �~xk by solving the following
linear system, called the ”least-squares normal equations”, for the change vector�~xk :

¯̄AT
k .

¯̄Ak�~xk = � ¯̄AT
k .~fk (3.36)

where k is the iteration number. In OSLO sometimes the above scheme doesn’t work due to nonlinearities
in the system where the change vector�~x typically diverges. The solution to this problem is to add a damping
term µ to the equations (3.36) that prevents large values for�~x. The new equations are called ”damped least
squares normal equations”. I will not go further into details regarding the mathematical background which
can be found in the literature [210]. The basic scheme for damped least squares iteration which we will have
to implement in our final code is shown in the figure (3.3.B).
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3.2.6 Discussion

The first priority of the research project will be to implement all these methods and test the final code on well-
known systems such as Butler electrostatic lens in CFEG or any round magnetic lenses used in the I2TEM.
Thanks to this robust homemade software, we will have now the possibility to properly study new innovative
optical design for the CFEG and optimized them before starting their manufacturing. In the next sections,
I propose to work on three unique ideas, all of which appear to be quite promising for future coherent
EM technology. The key idea common to all these designs will be to solve the brightness deterioration
issue coming from the poor gun optics either by directly modifying it or by combining many sources with
complementary properties in one unique gun system.
In the first scenario, two optical configurations will be studied. The first one will use a magnetic lens very
close to the tip enabling a strong reduction of the aperture aberration. Carrying out the optimization of this
design and it’s manufacturing in collaboration with another Toulouse CNRS Laboratory specialist in complex
coils manufacturing (LNCMI : Laboratoire National des Champs Magnétique Intenses) has been funded
by the EUR grant NanoX ANR-17-EURE-0009 in the framework of the ”Programme des Investissements
d’Avenir”. Optical and mechanical design steps are almost finished, and we will soon start the manufacturing
of the new system. This first gun optical configuration will be described in the next section (3.3). A second
configuration using a self-centered quadrupole-octopole electrostatic gun lens will be also studied within my
project and will be described in part (3.4). Because the optical design of this device is still in its early phases,
the homemade optimization code will be necessary before any experimental work can begin.
Finally, for the second scenario one gun system will be proposed. This configuration is inspired from the
illumination optic used in dynamic Secondary Ion Mass Spectrometer (SIMS) for instance those proposed
by the Cameca company [213]. Two distincts, but complementaries, primary ion sources are used in these
instruments (for instance Cesium and Duoplasmatron ion sources). These two sources are simply installed
before a magnetic sector, called the primary beam magnetic field (PBMF), which is used to select which
one will be the source for the illumination optic. In the final section (3.5) of this project, we will briefly
study the feasibility of this innovative configuration for EM instruments, for instance combining a coherent
and bright electron source, such as standard CFEG, with intense one, such as thermionic source, on the
same final instrument. This conception will require to implement system with curved optical axis in the
optimization code, taking into account odd order contributions of the Hamilton’s point characteristic function
in the perturbation term of the eikonal method.

3.3 Development of an aberration optimized magnetic field superimposed cold field emis-
sion gun (MCFEG)

3.3.1 Introduction

As described in part (2.1), electrostatic gun lenses were used in almost all CFEG illumination systems. The
most widely used and the simplest of all triode configurations remains the Butler configuration used in the
Hitachi HF CFEG (see part (2.4)). More elaborated electrostatic system were proposed such as the pentode
configuration described by Veneklasen et. al. [214]. Tetrode configurations were also studied and imple-
mented during the high voltage STEM project (called the MEBAHT project) in the ”Laboratoire d’optique
électronique du CNRS” in Toulouse, the former name of the CEMES laboratory [35]. Without getting into
the details of a comparaison between the advantages and disadvantages of different types of electrostatic
CFEG, they all have the same drawbacks. On one hand they give comparable brightness and beam current
and on the other hand the beam characteristics are limited by aperture Cs and chromatic Cc aberrations of
the electrostatic lens (of the order of a few cm). In 1980 Troyon et. al. developed a 100kV field emission
gun using a pre-accelerator magnetic lens [138]. This first original design is reported in figure (3.4.A). Be-
sides it’s high brightness, which is specific to all types of FEG, it showed superior emission current density
compare to electrostatic CFEG (J about 7 times larger at maximum brightness). In particular it allowed a 25
times larger beam current compare to electrostatic CFEG due to its low aberration coefficients in the range
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Figure 3.4 A- Schematic cross-section of the magnetic CFEG developed by Troyon et. al. (extracted from [138]).
B-Cross-section of the first Hitachi 350 kV MCFEG located before the multistage accelerator (extracted from [215]).

of Cs ⇡ 2mm and Cc ⇡ 1mm for the aperture and the chromatic contributions respectively. They have
even demonstrated that beam current values close to the one generated using thermionic sources can be ob-
tained without sacrificing any brightness. Moreover, they showed that pre-accelerated magnetic lens CFEG
(MCFEG) allowed the source position to be practically constant in a large range of acceleration voltage,
enabling very appreciable flexibility compare to electrostatic system.
Implementing a MCFEG in a multistage acceleration source has been realized by the Tonomura’s group in
the Hitachi central research laboratory (HCRL). They first installed MCFEG in a 350kV TEM as reported
in figure (3.4.B) and on a 1MV holography TEM [215][112][113]. In particular, they succeed to reach an
unrivaled probe brightness of 1.8 ⇥ 1010A.cm�2.Sr�1 for the 1MV microscope. Recently they developed
a new holography TEM working under an acceleration voltage of 1.2 MV and fitted with a C-COR spher-
ical aberration corrector. To properly align the corrector they had to stabilized the emission current of the
source without any adjustment of the extraction voltage which was not possible using the first 1MV MCFEG
configuration. Indeed using this first design it was difficult to reach a high vacuum condition around the
emitter, generating higher current instabilities. This was mainly due to the mechanical position of the pre-
accelerator magnetic lens in this first design which restricts the vacuum conductance. This is why, for the
new 1.2 MV microscope, they have decided to design a new MCFEG working under extreme-high vacuum in
the 10�10Pa range thanks to the use of differential pumping in combinaison with three NEG pumps located
in the magnetic lens area [114]. The current variation using this new source over a 8h experiment was only
5.2%. Finally the aperture and chromatic aberration coefficients on the object plane of this new MCFEG
design were calculated to be 10 and 6 mm, respectively. In both design, an order of magnitude in the aber-
rations coefficients separates the MCFEG configuration with the original electrostatic one enabling a strong
increase in beam current owing to the enlarged acceptance angle of the optic.

A general schematic of the multistage electrode MCFEG configuration is reported in figure (3.5). Such as
in figure (2.3) where the evolution of the source size image (real or virtual) was described for an electrostatic
CFEG with multistage acceleration, we have reported in figure (3.5) the same evolution with respect to
aberrations, magnification and diffraction considering a MCFEG assembly, an electrostatic lens, a multistage
accelerator and one condenser lens. To simplify the mathematical expressions all terms coming from the
Lagrange-Helmoltz paraxial invariant used to express angular magnification, such as in equation (2.7), are
also hidden in the aberration coefficients. The Butler lens in figure (2.3) is simply replaced by the magnetic
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Figure 3.5 Outline of a multistage acceleration CFEG equipped with a pre-accelerating magnetic lens showing the
evolution of the source image size from the virtual source size in the emission area to the formation of the focused electron
probe in the sample plane. mm, me and M are respectively the linear magnifications of the pre-accelerated magnetic
lens, the electrostatic lens and the condenser lens. Csm, Ccm the spherical and chromatic aberrations coefficients of the
pre-accelerated magnetic lens lens. Cse, Cce the spherical and chromatic aberrations coefficients of the electrostatic lens.
Csc, Ccc the spherical and chromatic aberrations coefficients of the condenser lens.

lens in figure (3.5). The later is also used to extract the electrons from the tip. Indeed, in both original designs
from Troyon and HHT the upper pole piece part plays the role of the first extracting anode brought at the
potential V1, the axial magnetic field will then focus the electrons in a first cross over which can be real as in
the Troyon’s design or virtual in the HHT’s design [138][215]. The lower pole piece of the magnetic lens and
the first accelerating anode brought to a potential V2 constituted the new Butler lens. The excitation of this
Butler lens is however weaker compared to the original electrostatic configuration. The combine action of the
magnetic lens and this remaining weak Butler lens will focus the image of the source at the nodal object point
of the accelerator which should be located very close to the center of the Butler lens. The accelerator will
then accelerate the beam at constant angular magnification so that the image emerges with the same angular
divergence a2 from the image nodal point of the accelerator located in the d2 virtual cross-over in figure
(2.3). This optical configuration offers two main advantages. First, the weak electrostatic lens aberrations
are completely negligible compare to the magnetic lens ones, mainly due to higher linear magnification of the
magnetic lens. Moreover, the positions of both nodal points remain relatively constant over a large range of
voltage ratios V0/V1 between acceleration and extraction. Adjusting V0 will then require simply to slightly
adjust the magnetic lens excitation without any change in the Butler lens excitation.

The theoretical estimation of the probe size evolution from the virtual source d0 located in the tip area to
the Gaussian probe size d3 has been performed in the work of Kawasaki et al. using the same mathematical
expressions reported in the figure (3.5) [216]. In particular they derived very useful relations between the
probe size d and the probe current Ip under the optimum beam angle condition that gives the smallest probe
size for a given beam current Ip. They studied this relationship depending on the linear magnification of
the MCFEG mm, the Butler lens me and the condenser lenses M . Depending on the probe current Ip, the
evolution of these magnifications terms will balance the contribution of each aberrations term.
Thus, probe size d is proportional to C1/4

sc ⇥I3/8p considering a probe current in the range 0.3nA < Ip < 3nA.
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In this range d will then be limited by the condenser lens aperture aberration Csc and not by the gun ones.

The probe size d is proportional to C1/4
sc

⇣
Ccm + Cce

m2
m

⌘3/4
⇥ I3/4p for a probe current range 3nA < Ip. In

that case, additionally to the weak contribution of the condenser lens aperture aberrations Csc, the chromatic
aberration of the MCFEG Ccm and the Butler lens Cce becomes dominant.
When Ip becomes much larger than 3nA, the spherical aberrations of the MCFEG Csm and the Butler lens

Cse become dominant and d becomes proportional to C1/4
sc

⇣
Csm + Cse

m4
m

⌘3/4
⇥I3/2p . This corresponds to the

same situation as conventional CFEG case without a magnetic gun lens and is known as the ”angular current
density limited region”. Practically this region is never reached as the amount of probe current required for
any experiments is usually located close or below 3nA.

Thus, contrary to electrostatic CFEG, a multistage accelerator source equipped with a MCFEG assembly
will never be limited by the geometrical aberrations of the gun [112][215][216]. This is the reason why I have
selected this first solution as a promising candidat for the new optic of our ultrafast CFEG to ultimately im-
prove the ultrafast probe current for a given brightness. However, the original Hitachi design is impraticable
in our situation due to the presence of the laser focusing optic preventing the use of the same magnetic lens
mechanical configuration (see figure (3.4.B)). In collaboration with Pierre Abeilhou in CEMES and Jérôme
Béard in LNCMI, we have then adapted the mechanical configuration of the magnetic circuit allowing to
insert the ultrafast gun assembly described in part (2.5) while preserving the same optical working modes as
previously described.

3.3.2 Ultrafast MCFEG source : first results and next steps

The first version of the Ultrafast-MCFEG (UMCFEG) mechanical configuration is reported in the figure
(3.6) and was adapted to the HF2000 CFEG described in detail in part (2.4). The final UMCFEG assembly
is installed inside a DN-CF100 chamber attached to the DN-CF63 vacuum port located at the top of the
HF2000 accelerator. Various DN-CF40 vacuum flanges have been added allowing to install NEG pumps
around the tip to optimize the vacuum conductance such as for the last MCFEG configuration described by
HHT [216]. These ports are also used to bring the coil excitation current from the outside thanks to standard
metal-to-ceramic electrics feedthrough.
To open the space around the tip, we chose first to install the coil below the tip. We have also designed
a magnetic circuit with an asymmetric pole piece configuration. Hence, the upper pole-piece hole diameter
(named D1 in figure (3.7)) should be large enough enabling the mirror holder to go through while keeping the
possibility to adjust its mechanical alignement relatively to the center of the lower pole-piece hole diameter
(named D2). The movement range of the tip+mirror holder assembly is ±1mm without any interference with
the edge of the upper pole-piece. The tip is then located inside the pole piece gap (distance S in figure (3.7)).
Such as for the conventional HF2000 gun (see figure (2.7)), the tip holder is attached to the extractor holder
(DN-CF40 to DN-CF63 linked through a vacuum below). Hence, using the extractor holder, usually handled
to precisely select the distance between the tip and the extraction anode, the tip position zt inside the gap S
of the MCFEG could be easily adjusted. The magnetic circuit (yoke + pole pieces) will be manufactured in
pure iron.
Special attention has been paid to the coil design. First of all, preventing the use of a water cooling system,
the coil assembly has been designed maximizing thermal surface contacts inside and outside the winding.
Wire material, section size and geometry, insulating material, and general geometry of the coil have been
selected by the LNCMI accustomed to complex coil manufacturing [217]. Using the design presented in
figure (3.6), the coil excitation is limited to 1.5A.mm�2 which will be sufficient as we will see looking at the
computation of the optical properties reported in figure (3.7). Such a limited excitation will be responsible
to a weak increase of the temperature in the range of few degrees Celsius. Preventing complex vacuum
problem around the tip we choose to enclose the coil winding inside a chamber isolated from the vacuum
thanks to a custom all-metal sealed chamber. The inner part of the coil chamber will remain at atmospheric
pressure, while outside this chamber the source is maintained under UHV in the range of low 10�9Pa. The
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Figure 3.6 Mechanical configuration of the new magnetic field superimposed ultrafast CFE source. A pre-accelerating
magnetic lens is installed very close to the tip. The magnetic lens coil is sealed inside a dedicated chamber and is then
isolated from the ultra high vacuum needed around the tip. Finally the magnetic circuit has been designed asymmetric
allowing to insert the ultrafast tip assembly (tip + mirror holder) and enabling to superimpose the tip apex with the axial
magnetic field.

inner wall of this chamber will correspond to the magnetic circuit, while the other parts have been designed
in non-magnetic materials preventing perturbations of the magnetic field. The entire chamber assembly
could be removed to install the coil, prepare the electric connection using the metal-to-ceramic feedthrough,
and seal it before it will be installed within the DN-CF100 general source chamber located on top of the
accelerator. The tip assembly will be finally installed, and the tip alignement inside the upper pole-piece hole
and relatively to the gap could be adjusted using the original extractor holder.

In order to achieve the appropriate vacuum level, a new baking procedure will have to be developed with
a maximum baking temperature of 150�C corresponding to the limit given by the coil insulator. A new and
dedicated high-voltage conditioning procedure will be also required. Regarding the electric configuration,
the gun housing and the high voltage cable will have to be deeply modified. The metallic housing originally
developed for the ultrafast electron source (see figure (2.16)) will be ideal for this task as its modification
shouldn’t be a big issue thanks to its strong modularity. However, the high voltage cable, as well as the two
ceramic plugs located on each side of the cable, i.e. the FE tank side and the housing side, will have to
be modified allowing to bring the coil excitation current NI in the tip area in addition to the usual signals
such as flash voltage VF , extraction voltage V1 and focusing voltage V2 all referenced to the acceleration
voltage V0 (N is the the coil number of turns and I the excitation current). Thus, two additional high-voltage
referenced wires will be necessary, and the coil power supply will have to be installed inside the FE tank as
the ground will be also referenced to the V0 voltage such as the other power supplies located inside the FE
tank . All these developments will be the main tasks in the near future and will require additional fundings
to be properly implemented.

The study of the UMCFEG optical properties has been carried out using the EOD software and first results
are reported in figure (3.7). As already described in part (3.2), field calculation in EOD is performed using
finite element modeling. Simulating the total UMCFEG field distribution required to combine the computa-
tion of the electrostatic and the magnetostatic potentials on each space point of the source. Hence, our model
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generates an electrostatic mesh superimposed to the magnetostatic one and EOD enables to determine the
paraxial solutions and the primary Seidel aberrations coefficients combining the action of the two fields [87].
Electrostatic (red) and magnetostatic (blue) equipotentials can be observed in the FEM simulation reported
in figure (3.7.A). The mesh size has been also adapted to the fine dimensions of the tip apex. The axial
magnetic field distribution is also shown in figure (3.7.A) which is clearly asymmetric due to the asymmetric
configuration of the pole-piece. A maximum value of 4.6 ⇥ 10�2T has been obtained located close to the
lower pole-piece. The simulation of figure (3.7.A) has been carried using S = 20mm, D1 = 50mm and
D2 = 8mm. The tip height zt = 0mm has been chosen to be at the same height as the upper pole-piece
bottom surface. Due to the asymmetric shape of the axial magnetic field, the tip is then immersed inside
the magnetic lens field. An additional non magnetic extractor anode is also added inside the magnetic lens
gap (reported in yellow in figure (3.7.A)), which have never been considered yet in the mechanical design
reported in figure (3.6) waiting to find the optimum tip position relatively to the magnetic lens pole piece.
During the internship of Antoine Salih-Alj, first series of simulations have been implemented varying the
tip height zt starting from zt = 0mm and going down inside the magnetic lens gap, while keeping the tip
anode distance to 4mm. Different D1 values have been also considered trying to determine the optimum
diameter within a range given by a minimum value of D1min = 22mm, corresponding to the diameter of
the mirror assembly ±1mm, and a maximum value driven by the magnetic field strength available know-
ing that the excitation shouldn’t be higher than 1.5A.mm�2. An optimum tip position zt = 8mm and a
diameter D1 = 30mm has been found to be a satisfactory compromise. Using this configuration a linear
magnification mm ⇡ 8 has been found together with surprisingly small aperture and chromatic aberration co-
efficients: Csm = 10µm and Ccm = 5µm. Real tracing simulations either using EOD or SIMION have also
confirmed these order of magnitude in the aberrations. Even if these numbers seems very promising com-
pare to previous configurations developed by Troyon and HHT, my priority will be first to confirmed them
using our homemade software described in part (3.2) before starting the manufacturing of the new UMCFEG.

The marginal ray paths estimated with either the electrostatic CFEG or the UMCFEG clearly show why
our pre-accelerated magnetic lens technology improves gun optical properties. A comparison between the
two paraxial rays has been reported in figure (3.7.B) with the gun lens excited to create a real cross-over
located 130 mm below the tip for the two configurations. We can clearly observe a strong decrease of the
angular magnification using the UMCFEG (mam ⇡ 5⇥10�3) resulting from the ”confinement” effect of the
magnetic lens while the electrons are emitted and accelerated. A small angular magnification leads to higher
linear magnification mm, thanks to the Lagrange-Helmholtz invariant, as well as smaller contribution of the
aperture aberration.

3.3.3 Discussion

Improving the range of available ultrafast CFEG beam current while keeping its brightness unchanged is
possible only looking at new gun optical configurations. Following pioneering and encouraging works of
Troyon for low-acceleration voltage TEM and HHT in high voltage source, we have started to design a new
source optic using a pre-accelerated magnetic lens. The design has been realized taking care of the specific
requirements brought by the ultrafast technology (space, vacuum conductance, ...), but the new configura-
tion will be also used to improve the CcNT optical properties. Currently, each geometrical parameters of
the system (D1, D2, S, zt) is under refinement using EOD. This step is nearly finished, but the promising
aberration properties will have first to be confirmed using our homemade software. In the meantime, the me-
chanical configuration will have to be properly finalized including the additional extracting anode produced
using a non-magnetic material. The next logical step will be to start the manufacturing of the coil as well
as the gun DN-CF100 UHV chamber described in figure (3.6). A new metal housing will have to be also
produced taking care of the new electric feedthroughs. The new high voltage system, i.e. HV cable, ceramics
and V0 referenced power supply, will be produced and the final source will be tested on a dedicated UHV
bench originally developed to test the first ultrafast CFEG prototype. This bench is fitted with an HF2000
accelerator, two pairs of Grigson scanning coils, a Faraday cup and a camera system. Tests will be performed
using the ultrafast CFEG assembly and the CcNT tips together with the UMCFEG optic. If the results are
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Figure 3.7 A- Electrostatic and magnetostatic fields configuration in the UMCFEG assembly computed using FEM
thanks to EOD [87]. The configuration used to perform this simulation is D1 = 50mm, zt = 0mm, D2 = 8mm,
S = 20mm, V1 = 4kV and the coil excitation has been set to 1.5A.mm

�2. B- Marginal paraxial rays computed using
EOD inside a CFEG considering the beam focalisation in a real cross-over located at z = 130mm using a standard
electrostatic Butler gun lens (orange) or using the new UMCFEG system (yellow).

satisfactory the system will be ultimately retrofitted to the IUMi microscope to improve the amount of beam
current available for future ultrafast coherent TEM experiments.
Implementing this UMCFEG configuration as a future source of coherent UTEM will be one of the medium-
term activities of the overall research project I would want to manage, along with the development of new
computational tools. The goal of these developments is to design an original aberration-optimized source
optics. However, in the two following parts I would like to deal with aberration-corrected source optics.
These more ambitious concepts will be studied in a longer-term basis, and I will now simply describe the
general ideas behind these two configurations before conclude.

3.4 Improving electrostatic gun lens using multipolar optics : from aberration optimization
to aberration correction

The previous design will be implemented to improve the optical properties of the electron source. Because
the system will still rely on cylindrically symmetric optical elements, the aberrations cannot be fully compen-
sated. Indeed, due to the Scherzer theorem, cancelling the unavoidable aperture and/or chromatic aberrations
in static CPO system without space charge requires the use of multipole elements or electron mirror system
[13]. The quadrupole-octopole solution, briefly introduced in part (1.1.1), is in my opinion the most attractive
configuration for application as a source optic corrector.
Quadrupole lenses have paraxial properties as well as aberrations described extensively in the work of
P.W.Hawkes [190][218]. Ideally it consists of four hyperbolically shaped pole faces or electrodes. Quadrupole
lenses are focusing the beam in one plane and defocusing in the perpendicular one. Thus, several lenses must
normally be combined for a useful lens system. Since hyperbolic pole faces or electrodes are difficult to
fabricate, electrodes are often approximate by circles such as the one reported in figure (3.9.A) for the case
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Figure 3.8 Quadrupoles and octopoles multistage configuration used to correct primary aperture aberration of
rotationally symmetrical lens (Q1-Q4 : quadrupoles ; O1-O3 : octopoles). One incoming fundamental paraxial ray
has been also reported, and its propagation inside the system is shown for the two perpendicular planes (xOz) and
(yOz).

of an electrostatic quadrupole.
A symmetrically excited octopole has no paraxial effect upon the Gaussian imagery of a system containing
round lenses or quadrupole lenses. It means that second order point characteristic function S(2) =

R
m(2)dz

of an octopole will be zero as well as third order due to the general symmetry of this element. However,
octopole field will introduce fourth order point characteristic function S(4) =

R
m(4)dz resulting in a four-

fold third-order deformation of a rotationally symmetric pencil of rays. Hence, depending on the azimuth
direction inside the octopole, the sign of the aperture aberration will be different. So, contrary to a cylindri-
cally symmetric system, the aperture aberration of an octopole can be chosen opposite to the one introduced
by an optical element we would like to compensate if the beam is focused along the proper azimuth of the
octopole. This focalisation along one direction independent from the other direction can be obtained using a
quadrupole system.
Optical systems based on quadrupoles elements normally consist of two or more quadrupole lenses known as
quadrupoles multiplets. For instance, a quadrupole doublet consists of two sequentially positioned quadrupole
lenses, one of which is focusing in the x-direction and the other defocusing in this direction. Tuning elec-
trodes potentials or magnetic flux densities at the pole faces allows fulfilling two conditions for the parax-
ial properties in the plane (xOz) and (yOz). For instance, it is possible to create afocal condition in the
first plane, while allowing stigmatic condition along the other plane generating a focusing line in the gaus-
sian plane along (xOz). Quadrupoles doublet is however not very flexible, and a more commonly used
quadrupole lens arrangement as a focusing element is a quadrupole triplet consisting of three lenses [11].
The most famous quadrupole multiplet is known as a russian quadruplet and consists of two identical elec-
trostatic or magnetic quadrupole doublets that are turned back-to-back to each other and rotated with respect
to each other about the optic axis by 90 degrees. Russian quadruplets systems also enable the compensation
of the third-order aperture transverse aberrations by incorporating octopole fields in specific planes located
between each quadrupole. The orientation of the octopole will have to be chosen carefully to introduce the
desired effect on the final aperture aberration. Contrary to cylindrically symmetric optical system, 4 aperture
aberration coefficients have to be considered in this kind of systems. Following equation (1.3) we have :
(x|aaa), (x|abb), (y|baa) and (y|bbb).
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The simplest type of quadrupole-octopole (qpol/opol) corrector consists of a russian quadruplets and three
octopoles located in the mid plane between each quadrupoles [219]. Solid lines in figure (3.8) shows one
paraxial ray decomposed along (xOz) and (yOz) planes after crossing the quadrupoles. Quadrupole exci-
tations are controlled to produce two-line foci at O1 and O3 octopoles positions. The aberration coefficient
(x|aaa) is corrected by exciting octopole O1. In the same way, (y|bbb) is corrected by exciting octopole O3.
Octopole O2, located at the mid-plane of the full system, is used to correct both (x|abb) and (y|baa). In
order to correct the aperture aberration of a rotationally symmetrical lens, i.e. the spherical aberration Cs,
the following condition must be fulfilled by the quadrupoles-octopoles system described in figure (3.8):

(x|aaa) = (x|abb) = (y|baa) = (y|bbb) = �Cs (3.37)

Correcting the spherical aberration of a magnetic objective lens using this configuration has been realized
for commercial dedicated STEM instruments by Krivanek et. al. [16]. In that case the system used a com-
binaison of magnetic quadrupoles and octopole elements. As pointed out by Deltrap already in 1960, slight
misalignment in this kind of system not only results in severe degradation of correction properties but also
brings in mechanical aberrations as an extra disadvantage [219]. Hence, to allow for a reliable alignement of
the final system this corrector consists of four-stage duodecapoles and three octopoles. Adjusting the exact
alignment of the four-stage quadrupole fields is possible using the duodecapoles elements [220]. Further-
more, quadrupole-octupole correction of the axial chromatic aberration is also possible using a combinaison
of magnetic and electrostatic quadrupole. Such a compound lens possesses first order focussing properties
of an ordinary quadrupole lens, however depending upon the actual electrostatic and magnetic field strengths
it may both be achromatic and exhibit negative chromatic aberration [221]. Aperture and axial chromatic
aberrations corrector systems have been also developed for TEM and SEM objective lens following the pio-
neering work of the famous ”Darmstadt project” [222][223].

Compensating the aperture aberration of a CFEG Butler lens should be possible by incorporating a
qpol/opol system between the extracting electrode and the focusing one located before the accelerator. How-
ever, previous configurations based on complex magnetic elements such as duodecapoles are not adapted to
the pre-accelerating gun environment: too cumbersome, not easily compatible with UHV environment, too
high number of V0 referenced signals will have to be injected in the gun area (specific high voltage cable, new
housing and high voltage ceramics plugs etc.) Ideally, carrying out the correction of the Butler lens should
be performed using simple electrostatic qpol/opol system but the specifications required for the mechanical
alignement between each elements will make the system unmanageable.
A simplified, and compact, electrostatic lens system allowing to generate a quadrupole field and an self-
aligned octopole field at the same time has been proposed by S. Okayama et. al.. The new lens unit, called
” self-aligned quadrupole correction lens”, consists of an electrostatic quadrupole and aperture electrode as
reported in figure (3.9.A). An octopole field is automatically created within the quadrupole field by supply-
ing a voltage to the aperture electrode [224]. The potential distribution of this lens, calculated by solving
the Laplace’s equation using FOFEM and performing its Fourier decomposition using MEBS software, are
reported in figure (3.9.B) [225][86]. When the aperture electrode is aligned with the electrostatic quadrupole
and a voltage is supplied thereto, an octopole field u4(z) (green curve in figure (3.9.B)) is created by the
fringing effect of the quadrupole field u2(z) (pink curve in figure (3.9.B)). Additionally a cylindrically sym-
metric field u0(z) is also created centered on the aperture electrode (blue curve in figure (3.9.B)).
Each potential distribution u0(z), u2(z) and u4(z) can be expressed by using a ”characteristic” function
k0(z), k2(z) and k4(z). They correspond to the Fourier contributions of the round lens, the quadrupole lens
and the octopole lens to the total electrostatic field U(~r) previously introduced in equation (3.6) :

u0(z) = VAk0(z) (3.38)

u2(z) =
VQ

a2
k2(z) (3.39)

u4(z) =
VA

a4
k4(z) (3.40)
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Figure 3.9 A- Basic arrangement of self-aligned quadrupole correction lens. eelectrode corresponds to the thickness of
the aperture electrode. B- Characteristic functions of round-lens k0(z), quadrupole k2(z) and octopole k4(z) components
of the self-aligned quadrupole correction lens. Calculations are performed using the geometrical parameters defined in
A (extracted from [225]).

where VA and VQ (in volts) correspond to the aperture electrode potential and the quadrupole potential
respectively. All geometrical parameters, such as the aperture electrode radius a, are given in figure (3.10.A).

This lens has many advantages regarding our target application. First of all this is a compact electrostatic
component compatible with the gun environment (baking/UHV compatible). Furthermore, the octopole field
is automatically created and aligned with the quadrupole field adjusting only one signal corresponding to the
excitation of the aperture electrode. This will significantly reduce the alignment requirements of traditional
qpol/opol systems and will also allow for a reduction in the amount of V0 referenced signals that must be
driven to the gun area. Finally, like the magnetic field in the previous MCFEG setup, the quadrupole and
round-lens potentials might be employed to adjust the paraxial properties of the original Butler lens. The
correction of the Butler lens aperture aberration will be possible combining four self-aligned quadrupole
correction lenses assembled to generate the same paraxial behavior as the original system reported in figure
(3.8). Figure (3.10) reports the simulated beam trajectory in the (xOz) and (yOz) planes together with
the potentials distribution of a four-stages self-aligned quadrupole correction-lens system corresponding to
a standard qpol/opol corrector. In this simulation, the four-stage system is located before the focusing lens
corresponding in our case to the Butler lens. This simulation has been extracted from the paper of Tamura et
al. and the excitations of each element (quadrupoles : Q1, Q2, Q3, Q4 and the aperture electrodes A1, A2,
A3, A4) reported above them in figure (3.10) are calculated in order to correct the focusing lens third-order
spherical aberration of Cs = �890.4 mm [225]. The total distance from the centre of the first quadrupole
to the fourth one is only 112 mm which is really reasonable if we plan to install it between the extracting
electrode and the focusing electrode of the HF2000 CFEG. Mechanically a dedicated interface will have to be
designed and attached to the top of the accelerator using the DN-CF63 port. Nevertheless, increasing the size
of the accelerator by ⇡ 100mm should be compatible with the metallic housing designed originally for the
ultrafast CFEG (see part (2.5)). Electrically, all the system must be referenced to the extracting anode voltage
(V1). Thus the new Butler electrostatic lens, driven by the ratio R = V2/V1, will be generated by the voltages
difference between the last aperture electrode of the system (not represented in figure (3.10)) and the focusing
electrode (V2). The quadrupoles excitations are controlled to produce two-line foci at the octupole fields
induced by the aperture electrodes A1 and A4 for correction of the aperture aberration coefficients (x|aaa)
and (y|bbb). The aperture electrodes A2 and A3 are used to correct the aperture aberration coefficients
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Figure 3.10 Potentials distribution and paraxial beam trajectory in the four-stages self-aligned quadrupole correction-
lens system and a round focusing lens. Q1-Q4 and A1-A4 correspond to the quadrupole and aperture electrodes,
respectively (extracted from [225]).

(x|abb) and (y|baa). Thanks to Tamura et al., correcting the spherical aberration of the focusing lens will
require to supply the following voltages :

VA1 = VA4 = �0.18808⇥ V1 (3.41)
VA2 = VA3 = 0.10918⇥ V1 (3.42)
VQ1 = �VQ4 = 0.030872⇥ V1 (3.43)
VQ2 = �VQ3 = �0.029909⇥ V1 (3.44)

where V1 corresponds to the electrons energy in the system given, in our case, by the extracting anode
voltage. Hence, this is another major advantage of this design regarding our target application. Indeed,
because this configuration is exactly symmetric with respect to the mid-plane, it can be controlled by only
six power supplies: two pairs of ±DC voltage sources for the quadrupoles VQ and two DC voltage sources
for the aperture electrodes. Considering V1 = 4kV these power supplies will be in the range of VQ ⇡ 150V
and VA ⇡ 500V which can be cheap and easy technology. The main challenge is the manufacturing of the
high voltage cable which will require 6 more V0 referenced signals, and the two ceramics located in the FE
tank and the gun housing sides. Tackling this challenge will require to work with a company specialist in
high voltage technology such as HHT, because we do not have access to this technology in CEMES.

During this second part of my research project, I propose to develop an aberration-corrected CFEG based
on the concept of self-aligned quadrupole correction-lens introduced by S. Okayama et al. [224][225]. As-
sembling these electrostatic lenses in a russian quadruplet multistage will enable us to correct the spherical
aberration of the CFEG electrostatic gun lens. Because the multistage is fully electrostatic, it will be com-
patible with the UHV requirements for an optimal operation of the CFEG. The size as well as the voltages
required to implement this configuration seems also realistic and adaptable to the standard HF2000 source.
The next steps will be to refine the calculation using our electron optical software to find the exact excitations
needed to correct specifically the HF2000 electrostatic Butler lens aperture aberration. Then, in a second time
we will have to prepare the mechanical design and seek for specifics fundings to start the manufacturing of
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the mechanical parts and the high voltage components. In the longer-term, the use of mixed electrostatic-
magnetostatic achromatic quadrupoles will be considered to reduce, or even correct, the chromatic aberration
of this system.

3.5 Concepts behind a multi-source optical system

In order to complete the description of my research project, I would like to discuss about a second longer
term optical development. This last configuration should allow us to use different kind of sources on the
same instrument. Originally multi-source optics have been introduced in the SIMS community (Secondary
Ion Masse Spectrometry). SIMS derives compositional information from the solid under study by directing
a focused energetic ion beam at its surface. The ion beam directed at the solid’s surface is called the primary
ion beam. Due to the interaction between the primary ion beam and the surface, secondary emission of atoms
and molecules via sputtering will be generated. Ions from the sputtered region are then extracted/accelerated
to form a beam called the secondary ion beam. Carrying out the mass analysis of these secondary ions using
a mass spectrometer is the principle of SIMS analysis [226].
The history of SIMS started with Georges Slodzian thesis, and the instrument is sometimes called the
Castaing-Slodzian spectrometer [227]. Following these pioneering work, SIMS instruments were improved
by the Cameca company who finally developed the well-known IMS series of instruments (IMS3-4-5-6-7F,
IMS Wf, IMS 1270, and IMS 1280, see the very good history of Cameca in [228]). The first instrument, the
IMS 3F, was equipped with a single ion source which was a duoplasmatron. Very quickly, some improve-
ments were implemented on this instrument. A primary magnetic sector called a primary beam magnet filter
(PBMF) afforded the capability of mounting two ion sources: a duoplasmatron and a cesium source allowing
to select the more-suited source for the analysis. The description of this new optic for the primary ion column
is reported in figure (3.11.A). Additionally Cameca proposed electrostatic sector analyser (ESA) instead of
PBMF for specific instrument such as the IMSWf used in semiconductor companies. In that specific instru-
ment the cesium source is on-axis while the duoplasmatron is located at 90�. A spherical 90� ESA replaces
the PBMF for switching the sources.

In figure (3.11.B) we have reported a detailed schematic description of the PBMF. The two sources are
located at the entrance of a magnetic sector with an angle of 30� relatively to the main optical axis of the
primary ion beam column. The magnetic sector works using two coils and one large parallel pole piece gen-
erating an uniform magnetic field perpendicular to the ion beam trajectory. The ion beam will be deflected
due to the action of the Lorentz force and the beam separation will depend on the mass over charge ratio
m/Q of the primary ion beam. Modifying the coil excitation allowed the user to deflect either the ion beam
coming from the duoplasmatron or the one coming from the cesium source with an angle of 30� to enter in
the primary ion column optical system. The PBMF-aperture is located in the optical column to select the
precise ion beam mass required for the experiments.
A first straightforward idea will be to simply transpose this design to a TEM source, replacing the duo-
plasmatron by a standard CFEG source and the cesium source by the ultrafast one and installing the PBMF
before the accelerator. Depending on the PBMF excitation, the first or second electron beams could be in-
jected into the accelerator. TEM alignement, or preparation experiments requiring higher beam intensities,
could then be carried out using the standard CFEG source, before switching to the ultrafast CFEG when the
user needs to implement time-resolved acquisitions. However, the optical behavior of sectors (electrostatic
or magnetostatic) are different from systems with straight optical axis. Non-linear effects will have to be
addressed properly to prevent a deterioration of the beam properties, which very quickly could be much
more dramatic than the aberrations of the Butler lens. A very good and complete description of paraxial and
non linear properties of magnetic and electrostatic sectors can be found in the book of Hermann Wollnik [11].

A magnetic sector is a system with curved optical axis and only one plane of symmetry. Therefore, third
order point characteristic function will have to be considered to study the non-linear behaviors of these sys-
tems. They will induce second-order transverse aberrations such as the aperture aberration (x|aa). Like for
quadrupole lenses, the paraxial behaviors of a magnetic sector along (xOz) or (yOz) will be also different.
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Figure 3.11 A-Schematic diagram of the primary column coming from a Camera IMS SIMS instrument. B- Outline
of the PBMF system fitted with two ion sources.

Additionally, mass and energy linear dispersion terms (x|�), (x|�) have to be considered along the dispersion
direction chosen to be x in the following. In paraxial, assuming PBMF entrance and exit planes perpendicu-
lar to the ion beam direction (i.e. the curved z direction), the ion beam will be focused along the x direction
and will not be affected along the y direction. The PBMF will then focus a round entrance beam profile into
an elliptic one. Using quadrupoles, or tilted entrance and exit sector planes, this paraxial phenomenon can
be compensated to retrieve a cylindrically symmetric beam [11].
As briefly pointed out previously, non linear behaviors are different from systems with two axis of symmetry
mostly proposed in my research project. In these systems, second order geometrical terms such as (x|aa) and
(x|bb) will induce a distorsion of the paraxial beam line profile. These terms can be nevertheless compen-
sated using one hexapole located at the entrance of the sector, for the compensation of (x|aa), and a second
one at the exit to compensate (x|bb) term. Second-order chromatic terms such as (x|a�), or (x|a�) for ion
beams, are also important in curved optical axis systems, and lead to a tilt of the image plane relatively to the
ion beam axis. This non linear chromatic effect can be also compensated using an hexapole located at the
exit of the sector [11].
Paraxial behaviors of an electrostatic sector will be also different along the dispersion direction x and the non
dispersion direction y. However electrostatic sectors will separate particles according to their ratio energy
over charge, without any mass dependent effects so that only (x|�) linear dispersion have to be considered.
Same consideration for non linear terms for which all chromatic terms depending on the mass difference �
are not considered. Of course, these effects are only important for ion beams. Aside from these considera-
tions, same paraxial and non linear behaviors have to be considered if we want to use an electrostatic sectors.
Second-order aperture aberrations (x|aa) and (x|bb) produced by electrostatic sector fields, can be compen-
sated with the aid of hexapole correctors, in the same manner as for magnetic sector. However, one major
advantage of electrostatic sectors is the possibility to compensate these aberrations using the fringing fields
located at the entrance and the exit of a sector. By accelerating the beam at the entrance boundary of a sector
(or by decelerating particles at the exit boundary) the fringing field decreases the second-order geometric
aberrations of the sector field in the dispersion plane, and at some level of acceleration at the entrance (or
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Figure 3.12 A- CAD design of an electrostatic quadrupole beam deflector (EQBD) seen from the edge (almost
perpendicular to the beam direction) B- SIMION simulation of 4 keV electrons beam deflected at 90� by the EQBD.
Different paraxial behaviors are clearly observed comparing the beam profile along x and y at the exit (purple square).

deceleration at the exit), these aberrations can be compensated [229].

Considering our target application, the use of a pre-accelerated electrostatic system seems more adapted.
Indeed, PBMF system will be more complex to adapt in the CFEG UHV environment. Furthermore, second-
order effects require hexapoles to be corrected and will then need more space before and after the PBMF
to install them. Additionally, too many V0 referenced signals will be required to power up these elements.
On the contrary, the use of an electrostatic sector will be compatible with the UHV requirements. It can be
designed to be more compact and finally by simply biasing properly aperture electrodes it should be possible
to minimize, or even correct, the major geometrical aberrations. The use of hexapole located in the dispersion
plane will be nevertheless needed to deal with the axial chromatic aberration (x|a�).
Standard cylindrical or even hemispherical electrostatic sectors are usually used to change the propagation
direction of a beam but they are not easy to combine for our application [11]. On the other hand, Electrostatic
Quadrupole Beam Deflector (EQBD) described in figure (3.12.A), appears to be an excellent system [230].
Indeed, by deflecting the beam till 90�, it is then possible to install very easily three kind of sources located on
the three entrance planes of an EQBD while the fourth plane will then correspond to the exit beam direction.
The EQBD consists of four hyperbolic main bending poles called quadrupole electrodes, several steering
electrodes and two aperture electrodes on each side of the square housing (see figure (3.12.A)).

Starting from the design of figure (3.12.A), I have computed using SIMION the trajectories of twenty
electrons defined by 4 keV of energy, corresponding to a good order of magnitude after the V1 extracting
electrode in a CFEG. Indeed, the EQBD will have to be inserted after the V1 electrode i.e. above the ac-
celerator. As reported in figure (3.12.B), deflecting the beam to 90� requires to apply ±VQ ⇡ 6kV to the
four quadrupole electrodes, maintaining the other electrodes to the ground potential. Similarly to standard
magnetic or electrostatic sectors, due to the symmetry of the EQBD, a circular beam profile at the entrance
will get out with an elliptical beam profile. Paraxial focalisation is indeed observed only along the x di-
rection. Quadrupoles multiplets described in part (3.4) will have to be used after the EQBD and before the
accelerator. These multiplets will be used to retrieve the cylindrical symmetry of the beam and can act as



CONCEPTS BEHIND A MULTI-SOURCE OPTICAL SYSTEM 139

Figure 3.13 Outline of a multi-source TEM fitted with three complementary electrons sources, an EQBD, and the TEM
optics. Quadrupoles multiplet and hexapole will have to be inserted after the EQBD (see text). They are not represented
in this figure.

the new electrostatic gun lens. Finally, as described in part (3.4), if a russian quadruplet is inserted after the
EQBD and before the standard Butler lens, biasing the aperture electrodes inside the quadruplet will addi-
tionally allowed to compensate all the third-order aperture aberrations of the gun. Second-order aberrations
induced by the EQBD will have to be compensated using accelerating/decelerating fringing fields thanks to
the aperture electrodes and one additional hexapole located at the exit of the EQBD.
This system will be more cumbersome than previous MCFEG or Qpol/Opol designs. Testing it in our HF2000
bench will require the design a of new metallic gun housing. Like the previous systems, it will require a new
high voltage cable, high voltage ceramics, and additional power supplies inside the FE tank. But eventually,
this will offers the possibility to use three sources with complementary specifications (brightness, intensity,
ultrafast) on the same instrument as schematically described in figure (3.13).

The next steps for this last development will be first to incorporate curved optic axis system in our optical
software in order to compute all the linear and non linear coefficients. If the very good optical properties of
the CFEG, mainly the brightness, can be maintained after the EQBD despite the contribution of the second-
order aberrations, and like for the qpol/opol system, we will have to prepare the mechanical design, seek
for specific fundings and collaboration to produce all the complex high voltage parts. This last design is
substantially more difficult than the other two due to the incorporation of a curve-axis optical system, but I
think it is worth the effort given the exciting possibilities offer by this multi-source optics !





CHAPTER 4

DISCUSSION AND CONCLUSION

On ne fait jamais attention à ce qui a été fait ;
on ne voit que ce qui reste à faire.

Maria Sklodowska-Curie

The development of cold field emission by Albert Crewe, professor at the university of Chicago, in the
sixties led to a profound revolution in electron microscopy. These high brightness electron sources have
enabled the development of advanced probe-forming instruments, for instance high resolution STEM such
as the pioneering VG STEM, as well as highly coherent TEM allowing to illuminate sample coherently over
a large field of view. The Hitachi’s pioneering work using these instruments under the leadership of Akira
Tonomura has led to the development of quantitative field mapping techniques in materials at the nanoscale
thanks to off-axis electron holography. The use of a coherent electron beam to apply these quantitative ap-
proaches to material science challenges, first initiated at CEMES in the late 1990s and early 2000s under
the impetus of Etienne Snoeck in the field of magnetism and Martin Hytch for application in stress engi-
neering, was made possible by the advent of this kind of coherent instrument on the market. Together with
Hitachi, and thanks to our experience using the SACTEM, we were able to develop a modern instrument,
the I2TEM, dedicated to the development of this kind of coherent methods. Currently, the optimisation of
these techniques involves more automation, more computer control of the TEM tool or new detectors, such
as direct electron detector, in order to increase the signal-to-noise ratio of the measurements carried out for
instance by electron holography. Measuring ever smaller signals (magnetic, stress, etc.) while maintaining
the ultimate spatial resolution offered by TEM is the goal of all these developments.
This story illustrates how a well thought-out instrumental development can give rise to a myriad of new
research activities in a community like TEM. And this story was repeated with the advent of spherical aber-
ration correctors. The history of aberration correction in electron microscopy is intimately linked to the
development of electron optics theory along the 20th century. It is a very beautiful story, full of twists and
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turns which illustrates the evolution of a scientific adventure in the field of advanced instrumentation. From
the middle of this scientific century until the late 1990s, researchers were constantly trying to find a way to
eliminate aberrations in round lenses by following theoretical ideas originally developed by optical pioneers
such as Otto Scherzer, Walter Glaser, Peter Hawkes, Erwin Kasper, Gertrude Rempfer, Albert Crewe, and
many others. This quest was, for the large majority of these pioneers, unsuccessful and a source of great
frustration in the community, so that complex developments in charged particle optics were eventually con-
sidered too risky and unfortunately abandoned in many laboratories. One of the reasons for this aversion is
the international evaluation system of researchers which is based on their scientific production in terms of
prestigious publications, which is often incompatible with heavy instrumental developments.
Thanks to tremendous advances in computing science and electronics, great inventors have finally succeeded
in developing the first solutions to properly correct aberrations in TEM or STEM at the turn of the twenty-
first century. Today, they are at the origin of the most dynamic and innovative companies in the field known
as CEOS and NION. Once again, the advances made in materials science but also in biology, thanks to these
time-consuming instrumental developments, have been considerable. They have also led to a renewed inter-
est in the community for the multitude of ”out-of-the-box” ideas offered by the theory of electron optics.
My project aims to combine these two stories by providing innovative optical solutions to improve the prop-
erties of coherent electron sources. First, I believe this project will allow to exploit the full potential offered
by the ultra-bright CcNT and CFEG ultra-fast sources, described in the second chapter of this document.
Indeed coherent UTEM applications are currently extremely limited by the low probe current generated in
the ultrafast CFEG. But I also think that these developments could be very interesting for standard FE-TEM
systems. For example, it should make it possible to improve the brightness of a standard CFEG source, thus
enabling it to work at lower emission current while maintaining sufficient probe current, or to couple them
more effectively with post-acceleration monochromatic systems. The development of an optimized gun lens,
coupled with shorter accelerators, should also make it possible to reduce the number of condensers, while
maintaining an optimal probe size. These developments are in line with the miniaturisation ambition of
TEM/STEM systems without compromising spatial resolution. I am strongly convinced that correcting the
source aberrations at the very beginning of the electron’s ”life” throughout the instrument, should maximise
the benefits offered by a bright source. This will be a strategy that pays off for the whole instrument design.
Indeed, when one considers that the virtual source size of a CFEG is only 5 nm, it is clear that an aplanatic
gun optics with a linear magnification of only 0.01 would be sufficient to achieve a spot size of 0.5 Angstrom
! This level of resolution is currently achieved by very bulky instruments equipped with several condensers,
a corrector, and an objective in the case of STEM. This project is therefore part of a more general framework
aimed to imagine the electron microscope of the future. In this context, I am certain that the design of the
source will play a predominant role, together with the development of new and increasingly sensitive detec-
tors and a privileged place for the computer science (fast simulations, fast analysis using deep learning, beam
control, big datas, etc.).
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thesis Université Toulouse 3, (2021).
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les recherches. Université de Toulouse. (2020).
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