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Résumé

La période froide du Dernier Maximum Glaciaire était caractérisée, en regard de notre cli-
mat moderne, par une couverture de glace de mer australe accrue, une circulation profonde
Atlantique moins profonde et une plus faible concentration en CO2 dans l’atmosphère. Ces
différences sont bien connues grâce aux observations indirectes mais difficiles à représenter
dans les simulations issues des modèles de climat. En effet, ces modèles simulent fréquemment
une concentration en CO2 atmosphérique trop élevée, une circulation océanique trop profonde
dans l’Atlantique et une banquise présentant une distribution trop circulaire dans l’océan aus-
tral ainsi qu’une étendue hivernale et une amplitude saisonnière trop faibles. Ces désaccords
modèle-données observés au Dernier Maximum Glaciaire remettent en cause la représenta-
tion numérique de certains processus climatiques essentiels. Plusieurs études soulignent le rôle
majeur de la glace de mer australe sur la capacité de stockage de carbone de l’océan et la
circulation océanique profonde. Je me suis donc focalisée sur cette région pour mieux com-
prendre les processus associés à ce stockage. Grâce aux simulations réalisées avec le modèle
système terre iLOVECLIM, j’ai pu démontrer que les incertitudes liées à la représentation des
calottes polaires ont un impact limité sur les variables examinées ici. En revanche, d’autres
choix de conditions aux limites (affectant le volume de l’océan, l’ajustement de l’alcalinité)
peuvent entraîner des modifications importantes du contenu total en carbone de l’océan. Je
montre également que l’utilisation d’une paramétrisation simple de la plongée des saumures
résultant de la formation de glace de mer permet d’améliorer significativement la simulation de
la glace de mer australe, de la circulation océanique profonde et de la concentration en CO2

atmosphérique. Un ensemble de simulations incluant l’impact de différentes paramétrisations
océaniques est utilisé pour montrer que la circulation océanique très profonde simulée par notre
modèle ne peut être attribuée à une glace de mer australe insuffisante. En revanche, les pro-
cessus de convection dans l’océan austral semblent clefs pour améliorer à la fois la glace de
mer australe, la circulation océanique profonde et la concentration en CO2 atmosphérique au
Dernier Maximum Glaciaire.

3





Abstract

Compared to the present-day climate, the cold period of the Last Glacial Maximum was
characterized by an expanded sea-ice cover in the Southern Ocean, a shoaled Atlantic deep ocean
circulation and a lower atmospheric CO2 concentration. These changes are well-documented by
indirect observations but difficult to represent in simulations of climate models. Indeed, these
models tend to simulate a too high atmospheric CO2 concentration, a too deep Atlantic deep
ocean circulation, and a sea-ice cover with a too circular distribution in the Southern Ocean
and a too small winter extent and seasonal amplitude. The model-data discrepancies observed
at the Last Glacial Maximum call into question the model representation of some important
climate processes. Several studies have underlined the crucial role of the Southern Ocean sea
ice on ocean carbon storage capacity and deep circulation. I have therefore focussed on this
region to improve our understanding of the processes associated with this storage. Thanks to
simulations performed with the Earth System Model iLOVECLIM, I have demonstrated that
the uncertainties related to ice sheet reconstructions have a limited impact on the variables
examined in this study. In contrast, other choices of boundary conditions (influencing the
ocean volume and alkalinity adjustment) can yield large changes of carbon sequestration in
the ocean. I also show that a simple parameterization of the sinking of brines consequent
to sea-ice formation significantly improves the simulated Southern Ocean sea ice, deep ocean
circulation and atmospheric CO2 concentration. A set of simulations including the effects of
diverse ocean parameterizations is used to show that the too deep ocean circulation simulated
by our model cannot be attributed to an insufficient sea-ice cover, whereas convection processes
in the Southern Ocean seem crucial to improve both the Southern Ocean sea ice, the deep ocean
circulation and the atmospheric CO2 concentration at the Last Glacial Maximum.
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Introduction

Paleoclimatology is a field of research dedicated to the study of past climatic variations.
In the context of current and future climate change, studying the past allows us to better
understand the processes behind natural variations of a complex climate system. Although
the present-day climate is largely influenced by anthropogenic emissions of carbon since the
pre-industrial (PI), astronomical forcing is in the Milankovitch theory a dominant control on
the Quaternary climate. Indeed, periodic fluctuations of orbital parameters (i.e. eccentricity,
obliquity and climatic precession) have induced glacial-interglacial cycles which, in the last mil-
lion years, have lasted around 100,000 years. The most recent glacial period culminated with
the Last Glacial Maximum (LGM) around 23,000 − 19,000 years ago [Mix et al., 2001].

The LGM was characterized by cold temperatures (∼ −4◦C relative to the PI, according to
Annan and Hargreaves [2013]), large ice sheets over the Northern Hemisphere and an associated
low sea level (around -130 m, Lambeck et al. [2014]). These differences with the PI climate
were also accompanied by other changes in the climatic system, which are well-documented by
various paleoclimate indicators. Our knowledge of the LGM sea-ice cover, deep ocean circu-
lation, and atmospheric CO2 concentration relies on these proxy data. The Southern Ocean
sea-ice cover, for example, can be reconstructed using the abundance of sea-ice linked diatoms
in marine cores [Gersonde et al., 2005], which suggest an extensive winter sea-ice extent and
enhanced seasonal amplitude at the LGM, along with a northward displacement of the sea-ice
edge particularly pronounced in the Atlantic and Indian sectors. The deep ocean circulation can
also be inferred from marine cores, thanks to measurements of geochemical tracers such as the
δ13C of benthic foraminifera species − among others [Adkins, 2013, Lynch-Stieglitz et al., 2007].
The reconstructions based on such paleotracers tend to indicate that the Atlantic Meridional
Overturning Circulation (AMOC) was shoaled at the LGM, with a shallower North Atlantic
Deep Water (NADW) and an expanded, more sluggish, and denser Antarctic Bottom Water
(AABW) [Curry and Oppo, 2005, Howe et al., 2016, Böhm et al., 2015, Skinner et al., 2017,
Homola et al., accepted, 2021, Adkins, 2013, Sigman et al., 2010]. Finally, a low atmospheric
CO2 concentration at the LGM (∼ 190 ppm) is well-constrained by gas measurements in ice
core bubbles [Bereiter et al., 2015].

The LGM is a period of interest to modellers. Indeed, this recent period is a good target to
investigate how Earth System Models (ESMs) respond to different forcings [Eyring et al., 2016,
Kageyama et al., 2017]. In addition, the amount of available paleoproxy data enables modellers
to test the performance of models − designed for modern times − under a climate very different
from today’s, thus allowing more confidence in future projections [Braconnot et al., 2012].

The identification of significant model biases and of their origin is facilitated by the existence
of a common experimental design to run standardized LGM simulations. Indeed, the Paleocli-
mate Modelling Intercomparison Project (PMIP) enables multimodel comparisons of climate
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variables in a coherent framework. Now in its fourth phase, the PMIP protocol is described
in Kageyama et al. [2017]. Authors detail the forcings and boundary conditions to implement
in all models to simulate this glacial climate: low greenhouse gases concentrations and slightly
different orbital parameters (forcings), but also extensive ice sheets in the Northern Hemisphere
and a low sea level (boundary conditions). They explain the necessary technical steps to follow
in order to properly generate these boundary conditions on the atmosphere (orography, ice
sheet extent) and ocean (bathymetry, coastlines) component. Finally, since some PMIP mod-
els now simulate the carbon cycle, Kageyama et al. [2017] also recommend an adjustment of
biogeochemical variables (Dissolved Inorganic Carbon, alkalinity, nutrients) that results from
the relative ocean volume change.

Following such an experimental design, various models have been run under glacial condi-
tions during the previous phases of the PMIP project. Several model intercomparison studies
have notably examined the simulated Southern Ocean sea-ice cover and the Atlantic deep ocean
circulation, while intercomparison studies of coupled carbon-climate simulations at the LGM
are yet to be made (see Sect. 2.3.2 of chapter 2). These studies report a large intermodel
spread and model-data disagreements in the deep ocean circulation, with a majority of PMIP2
and PMIP3 models simulating an intensified and deepened NADW, contrasting with inferences
from proxy-based reconstructions [Otto-Bliesner et al., 2007, Weber et al., 2007, Muglia and
Schmittner, 2015]. PMIP models also simulate significant biases of Antarctic sea-ice cover with
respect to data inferences, as they frequently show an underestimated winter sea-ice extent
with an oval-shaped distribution in the Southern Ocean [Roche et al., 2012, Goosse et al., 2013,
Marzocchi and Jansen, 2017]. Furthermore, models including the carbon cycle tend to simulate
much higher CO2 concentration than the measured 190 ppm in ice core data for the LGM,
probably due to insufficient ocean sequestration [Hain et al., 2010, Oka et al., 2011, Kobayashi
and Oka, 2018, Marzocchi and Jansen, 2019, Morée et al., 2021].

Despite decades of model development, this recurrent difficulty of most models to simu-
late well-known aspects of this cold period calls into question the model representation of the
physical processes at play. As they are numerous and difficult to disentangle, the source of
model-data discrepancies regarding sea ice, deep ocean circulation and CO2 concentration at
the LGM remains hard to pinpoint in models. These model biases are however likely interde-
pendent, and related to a critical role of the Southern Ocean.

Indeed, brine rejection consequent to sea-ice formation locally increases the density of sur-
face water, a process which can induce deep water formation. As a result, variations in the
Southern Ocean sea-ice cover affect deep water formation rates and the resulting characteristics
of the deep water mass of Southern origin (AABW). As deep water masses arrange themselves
according to density gradients, the surface conditions at high latitudes actually influence the
deep ocean circulation on a global scale. Furthermore, the Southern Ocean is also an impor-
tant region of carbon uptake. As the carbon content of sinking waters may get isolated from
the atmosphere for hundreds to thousands of years, the global carbon sink that is the ocean
is influenced by deep ocean circulation, among other processes [Sigman et al., 2010]. In fact,
Ferrari et al. [2014] suggest that the residence time of carbon in the deep ocean is increased
at the LGM thanks to the expansion of the Southern Ocean sea-ice cover. The authors argue
that such an expansion leads to a more voluminous, isolated, and carbon-rich AABW, due to
less mixing with the overlying NADW and less outgassing in the Southern Ocean.

Consequently, the absence of a NADW shoaling and the overestimation of the atmospheric
CO2 concentration in most models may be related to a too small glacial AABW density. Rare
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estimates of deep temperature and salinity inferred from pore fluid measurements of chloride
concentration [Adkins et al., 2002] evidence an underestimated density of bottom water in the
South Atlantic in most PMIP2 and PMIP3 models [Otto-Bliesner et al., 2007, Muglia and
Schmittner, 2015]. Using the NCAR-CCSM model, Shin et al. [2003] attribute the weaker and
shallower NADW at the LGM to an increased haline density flux in the Southern Ocean, trig-
gered by brine release consequent to an increased sea-ice formation. These results support a
dominant control of the Southern Ocean sea ice on the NADW circulation, over the Northern
Hemisphere influence. Following this line of reasoning, insufficient sea-ice formation in the
Southern Ocean may be linked to an underestimated buoyancy loss and ocean stratification,
and ultimately to a too deep and strong NADW [Ferrari et al., 2014, Jansen and Nadeau, 2016].
This causal chain is statistically tested in Marzocchi and Jansen [2017], who produced both a
multimodel comparison of the Atlantic deep ocean circulation and a model-data comparison of
the Antarctic sea-ice extent simulated by PMIP3 models at the LGM. Relying on correlations
and principal components analysis, this study shows that the link between Antarctic sea ice
and deep ocean circulation is statistically significant (about half of the variance). As seven out
of eight PMIP3 models underestimate the sea-ice extent with respect to proxy data, Marzocchi
and Jansen [2017] partly attribute the depth and intensity of the simulated deep ocean circu-
lation to an insufficient sea-ice formation, though the influence of other drivers of the AMOC
(tidal mixing, Southern Hemisphere and North Atlantic westerlies) is also discussed.

Other studies have suggested an influence on the simulated deep ocean circulation of tidal
mixing changes and vertical diffusivity parameterization [Schmittner et al., 2015, De Boer and
Hogg, 2014], of Southern Ocean [Toggweiler et al., 2006, Marshall and Speer, 2012] and North
Atlantic westerly winds [Sherriff-Tadano et al., 2018, Muglia and Schmittner, 2015]. In partic-
ular, the latter are sensitive to ice sheet boundary conditions, and mainly to the elevation of
the Laurentide ice sheet [Sherriff-Tadano et al., 2018, Ullman et al., 2014, Klockmann et al.,
2016]. Yet ice sheet reconstructions are still associated with large uncertainties. One novelty of
the PMIP4 protocol [Kageyama et al., 2017] is to account for these uncertainties by proposing
to modelling groups the use of three different ice sheet reconstructions.

The aim of this study is thus to investigate the model representation of the Southern Ocean
sea ice, deep ocean circulation, and carbon storage at the LGM, as well as the simulated link
between these three key variables.

In this thesis, chapter 1 is dedicated to the state of the art, followed in chapter 2 by a
description of the methods and tools.

Chapter 3 then focuses on the quantification of the effects of a boundary conditions change
on the simulated carbon content. I first approach this topic by implementing the boundary
conditions associated with the LGM climate in the iLOVECLIM model in an automated way.
Since the glacial ice sheets were much more extensive over the Northern Hemisphere than to-
day’s, the sea level was consequently lower at the LGM [Lambeck et al., 2014]. To account for
these changes, I generate on the model grids both the atmosphere (i.e. orography, ice sheet ex-
tent) and ocean (i.e. bathymetry, coastlines) boundary conditions associated with the two most
recent ice sheet reconstructions recommended in the PMIP4 protocol [Kageyama et al., 2017].
After these technical steps, I evaluate the impact on the simulated carbon sequestration of two
modelling choices related to an ocean boundary conditions change: the total ocean volume and
the adjustment of biogeochemical variables (Dissolved Inorganic Carbon, nutrients, alkalinity)
recommended in the PMIP4 experimental design. To this end, I perform sensitivity tests at
the LGM with the iLOVECLIM model to quantify the carbon content variations induced by
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the ocean boundary conditions change and by each recommended adjustment. In addition, I
produce a multimodel comparison of the ocean volume and carbon content simulated by models
participating in the PMIP-carbon project. The results of this study are presented in Lhardy
et al. [2021a].

In chapter 4, I use the different glacial boundary conditions generated in chapter 3 to identify
the surface conditions biases in the Southern Ocean and their consequences on the simulated
deep ocean circulation and carbon content at the LGM. For this purpose, I evaluate the various
surface conditions (Sea Surface Temperature, sea ice) obtained using a set of LGM simulations
with diverse modelling choices in the iLOVECLIM model (boundary conditions and/or sensi-
tivity tests related to sea ice) against proxy data and identify systematic biases. I then explore
the impact of these modelling choices on the deep ocean circulation by examining the water
mass distribution in the Atlantic, and its agreement with respect to paleotracer data (δ13C),
as well as the consequent carbon content of the ocean. Part of the content of chapter 4 is
published in Lhardy et al. [2021b].

In the course of chapter 5, I quantify the effects of vertical mixing on the same climate
variables (sea ice, deep ocean circulation, carbon content). To do so, we replace the tradi-
tional Bryan and Lewis diffusivity profile with a more sophisticated parameterization, either a
stratification-dependant mixing scheme or a parameterization of internal wave-driven mixing
− which takes into account the energy input by tidal and geostrophic motions interacting with
topography [de Lavergne et al., 2020], to which we combine geothermal fluxes. My motivation
to test a vertical diffusivity of varying complexity lies in the fact that De Boer and Hogg [2014]
demonstrate its critical role on AABW formation rate, while Friedrich et al. [2011] and Bouttes
et al. [2011] also underline a significant impact of these schemes on ocean biogeochemistry and
carbon content.

Finally, the aim of chapter 6 is to further investigate the relationships between sea-ice bi-
ases, deep ocean circulation and carbon content using the large range of LGM simulations ran
within this study. Since the Southern Hemisphere westerlies influence Ekman transport and
therefore the upwelling of deep water masses, I first focus on the effects of an additional set of
sensitivity tests with a modified wind tension in the Southern Ocean. Then, I synthesize the
model-data agreements regarding surface conditions, water mass distribution, and atmospheric
CO2 concentration using this diversity of LGM simulations. This allows me to examine the
consistency of biases and to discuss the model representation of the link between the Southern
Ocean sea ice, deep ocean circulation and CO2 concentration.
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Sea ice, ocean dynamics and carbon cycle
under glacial conditions

Chapter aims:

1. Introduce the main variables examined in this thesis: sea ice, deep ocean circula-
tion, atmospheric CO2 concentration; present their interplay and importance in the
climate system

2. Describe their glacial state reconstructed from proxy data; illustrate the common
model-data disagreements underlined in the literature of modelling studies at the
LGM; present a few potential causes of these discrepancies

3. Justify my regional focus on the Southern Ocean sea ice and Atlantic deep ocean
circulation at the LGM

Highlights:

↪→ Local sea-ice formation at high latitudes of the Southern Ocean influences the large-
scale deep ocean circulation (via density processes), as well as the global carbon
storage capacity of the ocean (via various physical and biogeochemical effects).
However, this influence is difficult to disentangle from other climate variables (e.g.
winds, mixing).

↪→ Proxy-based reconstructions suggest an expanded winter sea-ice cover in the glacial
Southern Ocean associated with an enhanced seasonality; a weak and shallow
AMOC relative to the present-day; a 80 − 100 ppm pCO2 drawdown with respect
to the pre-industrial CO2 concentration.

↪→ Significant intermodel spread and model-data discrepancies are frequently observed
in terms of sea-ice extent, distribution and seasonal amplitude; AMOC strength and
depth; bottom water properties; CO2 concentration. These recurring issues calls
into question the representation in paleoclimate models of the processes involved.
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Sea ice, deep ocean circulation, and atmospheric CO2 concentration are key players of the
Earth climate. Paleoclimatic archives suggest that they have significantly varied at the scale
of glacial−interglacial cycles, inducing large differences between the Last Glacial Maximum
(LGM) and the pre-industrial (PI) or present-day climates. In this first chapter, I present these
variables and some of their characteristics and interplays, with a focus on the Southern Ocean
sea-ice cover, Atlantic Meridional Overturning Circulation (AMOC), and carbon sequestration
in the ocean. I then describe their glacial state, as inferred from proxy-based reconstructions
or as typically simulated by paleoclimate models, such as those participating in the Paleocli-
mate Modelling Intercomparison Project (PMIP). Potential causes of the observed model-data
discrepancies have been identified in the literature, pointing out where model representation
may be lacking, but no consensus has been reached yet. Given the complexity of the climate
system, the objective of this chapter is clearly not to be comprehensive, only to give contextual
elements for the following study.

1.1 Three essential elements of the climate system

1.1.1 Sea ice

The climate system is characterized by numerous variables and multiple interactions and
feedback effects involving them. These interactions can play out on different time scales (e.g.
seasonal cycle, glacial-interglacial cycle, geological time scale) and between different compo-
nents (atmosphere, oceans, cryosphere...). As a result, the thin layer of ice situated at the
interface of the ocean and atmosphere at high latitudes is a particularly reactive element of this
system. It is influenced by heat fluxes from both components, and consequently shows large
seasonal variations. Furthermore, the dramatic sea-ice decline in the present-day Arctic, due
to an especially intense warming in this region, is one of the most visible impact of climate
change. The recent evolution of the Southern Ocean sea ice is, however, more variable and
difficult to interpret [Maksym, 2019, Meehl et al., 2019, Hobbs et al., 2016].

Sea ice grows in winter, when the sea surface water freezes due to a temperature reaching
its freezing point. It usually reaches its maximal extent in February−March, or September in
the Southern Ocean (and the opposite for its minimal extent). A large part of the Artic and
Antarctic sea ice melts in summer (boreal and austral respectively), but it does not completely
disappear. Contrary to volume changes in ice sheets and glaciers, these variations do not im-
pact the sea level.

Sea ice forms a dynamic and heterogeneous pack, transported by oceanic currents and winds.
Drifting ice can collide and build ridges according to its rheology, therefore increasing its thick-
ness, or form openings such as leads and polynias. The ice dynamics is fairly different in the
Arctic or Southern Oceans. Indeed, the Arctic is a polar ocean surrounded by land, which
notably constrains ice export through narrow straits (e.g. Fram and Bering Strait). On the
other hand, Antarctica is a polar continent surrounded by water, the Southern Ocean sea ice
having no northern boundary. In addition, strong katabatic winds, flowing down the ice cap,
tend to push sea ice away from the Antarctic coast, therefore enhancing sea-ice formation in
the newly opened areas and expanding the sea-ice cover, while strong westerly winds create an
eastward ice drift at the sea-ice edge.
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Although influenced by both the ocean and atmosphere thermodynamics and dynamics, sea
ice is also an active player of the climate system with impacts in both of these components,
allowing feedback effects to occur. For example, due to its white surface, sea ice has a high
albedo, meaning that it reflects a much larger part of the solar fluxes than the ocean does.
This allows for a positive feedback effect as a surface cooling tends to enhance sea-ice forma-
tion, therefore leading up to a higher regional albedo and to further cooling − consequently
amplifying the initial perturbation. Such feedback mechanisms involving sea ice are assessed
in Goosse et al. [2018]. Two of them are of particular interest in this study as they also involve
the ocean (excerpt from Table 1, Goosse et al. [2018]):

"Ice production−entrainment (−) (mostly active in Southern Ocean): Brine rejec-
tion during sea ice formation induces an ocean mixed layer deepening that brings
to the surface warmer water from deeper levels, melting a part of the ice initially
formed and inhibiting further ice production."

"Ice production−ocean heat storage (+) (mostly active in Southern Ocean): Anoma-
lous sea ice production induces vertical exchanges of salt, a higher stratification,
storage of heat at depth and finally lower oceanic heat fluxes that favor further ice
production."

As described, these mechanisms rely on density processes. Indeed, a sea-ice characteristic
which is essential in the context of this study is its low salinity. As such, sea-ice melting induces
a surface freshening. On the other hand, sea-ice formation entails a brine rejection process,
which increases the density of residual surface waters and locally triggers deep water formation,
especially in the Southern Ocean [Shin et al., 2003]. As a result, local sea-ice processes at high
latitudes influence the large-scale deep ocean circulation.

The impacts of sea ice on the climate system are however not restricted to density and
stratification effects. Indeed, sea ice insulates the ocean surface from the atmosphere, reducing
heat loss to the atmosphere and therefore also impeding its own growth. This sea-ice capping
also reduces evaporation and − more importantly for this study − carbon fluxes. Moreover,
it affects marine productivity through its effects on sunlight and nutrient availability [Sun and
Matsumoto, 2010, Abelmann et al., 2015]. Therefore, it is to be noted that sea ice may have
direct or indirect effects on carbon sequestration into the ocean.

Despite its relative inaccessibility, the present-day sea ice is well-monitored through satellite
observations (Fig. 1.1). Past sea-ice changes on longer time scales than the recent decades can
only be reconstructed through the use of proxy data. Several decades of research have resulted
in the identification and development of various proxies, though each of them have their own
limitations and are not necessarily associated with a large amount of data [de Vernal et al.,
2013]. These proxies typically rely on the abundance of specific microfossils or biomarkers in
marine cores, and therefore depend on the species habitat. In the Southern Ocean, the sea-ice
cover can be reconstructed thanks to the existence of sea-ice linked diatoms [Gersonde and
Zielinski, 2000]. Compilation of numerous marine core data can allow for the inferrence of a
sea-ice edge at the LGM, though the sparsity of data in some sectors due to the uneven coverage
of coring sites do not constrain it well in summer (see Fig. 1.2 from Gersonde et al. [2005]).
From this reconstruction, Gersonde et al. [2005] point out that the winter sea-ice extent at the
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LGM was much larger than the present-day one (Fig. 1.1 and 1.2), with a sea-ice edge reaching
close to 47◦S in the Atlantic and Indian sectors due to a northward (displacement of 7− 10◦ in
latitude. In constrast, the limited data tend to support only a minor expansion of the summer
extent, hence an increased sea-ice seasonality at the LGM.

Figure 1.1: Figure from Parkinson and Cavalieri [2012], showing the sea-ice concentrations
measured through satellite data, averaged over the years 1979−2010

(a) Austral summer (b) Austral winter

Figure 1.2: Figure from Gersonde et al. [2005], showing the reconstructed (a) summer and (b)
winter sea-ice edge at the LGM according to their study (blue contours) compared to previous
reconstructions

1.1.2 Deep ocean circulation: AMOC

The ocean circulation is a dominant feature of our climate system. On account of the sheer
surface of the oceans (∼ 70% of the Earth surface) and of the high heat capacity of water,
the ocean plays an important role in storing and redistributing heat between different seasons
and latitudes, though with higher inertia than the atmosphere. The ocean circulation plays
an important part in explaining regional climates and is key in interannual variability such
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as El Niño−Southern Oscillation (ENSO). It can be decomposed into a surface wind-driven
gyre circulation and a thermohaline circulation (Fig. 1.3), driven by density gradients. Some-
times called the "conveyor belt", the latter can isolate deep water masses from the atmosphere
for thousands of years, hence the large residence time of carbon in the deep ocean (see Fig. 1.5).

Figure 1.3: Simplified schematic of the global overturning circulation, as adapted from Rahm-
storf [2002] in Kuhlbrodt et al. [2007]. Mixing-driven upwelling occurs over extensive areas and
wind-driven upwelling along the Antarctic Circumpolar Current (ACC), whereas deep water
formation sites are very few and localized.

The thermohaline circulation is influenced by surface buoyancy as heat and freshwater fluxes
can lead to a density increase of surface waters. Sometimes, this increase is enough to trigger
deep water formation at a few rare locations in the ocean, thus explaining the importance of
brine release consequent to sea-ice formation. At larger and more numerous locations, deep
water can also upwell as a result of the Ekman divergence (wind-driven upwelling), notably in
the Southern Ocean where strong westerly winds flow. Upwellings also occur along the west
Peruvian and African coasts, increasing local marine productivity as nutrients become more
available. In addition to winds, mixing processes play an important role: the breaking of waves
such as internal tides interacting with the ocean floor provides turbulent energy, causing dense
deep waters to lose their properties and upwell [de Lavergne et al., 2016].

Since the deep water formation sites are localized in the Nordic seas and Southern Ocean,
the Atlantic Ocean is unique in having both a main southern-sourced bottom water mass (i.e.
AABW) and a northern-sourced deep water mass (i.e. NADW), arranged according to density
gradients between them. As a result, fluctuations in the surface water density at high latitudes
can significantly impact the deep ocean circulation strength and geometry in this particular
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basin, also called the Atlantic Meridional Overturning Circulation (AMOC, Fig. 1.4b, top
panel).

(a) δ13C distribution [Curry and Oppo, 2005] (b) AMOC structure [Howe et al., 2016]

Figure 1.4: (a) δ13C distribution in the Western Atlantic at the present-day (top) and LGM
(bottom) inferred from marine core data in Curry and Oppo [2005]. (b) Schematics of the
AMOC during the Holocene (top) and LGM (bottom) with a sluggish abyssal overturning,
inferred from paleotracer data in Howe et al. [2016]. Are indicated AAIW: Antarctic Interme-
diate Water, AABW: Antarctic Bottom Water, NADW: North Atlantic Deep Water, and their
glacial counterparts (G).

Studying the mechanisms, stability, past variations, and model representations of the AMOC
is critical as it is considered a tipping point of the climate system [Wunderling et al., 2021],
whose collapse is possible [Castellana et al., 2019]. Modern-day observations are monitoring
the AMOC strength, for example thanks to the RAPID array at 26.5◦N since 2004 [McCarthy
et al., 2015]. These observations show an initial decline [Smeed et al., 2014] leading to a reduced
state [Smeed et al., 2017]. The internal variability of the ocean may explain these fluctuations,
and possibly even a future recovery of the AMOC [Moat et al., 2020]. The Intergovernmental
Panel on Climate Change [2014] still announces as "very likely" an overall weakening of the
AMOC over the coming century.

Past variations of the AMOC are documented thanks to numerous paleotracer data [Ad-
kins, 2013], which evidence a shallower and weaker AMOC at the LGM, as well as abrupt
AMOC changes during climatic events on shorter time scales (e.g. Younger Dryas, Heinrich
and Dansgaard-Oeschger events, Lynch-Stieglitz [2017]). Proxy-based reconstructions include
data from different types of proxy, developed using marine core measurements of geochemical
tracers such as carbon and oxygen isotopes in benthic foraminifera [Ravelo and Hillaire-Marcel,
2007], neodymium isotopes, or atomic ratios (Cd/Ca, Mg/Ca, 231Pa/230Th, Adkins [2013]) −
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though less conventional proxies also exist [Beny et al., 2020]. Multiple studies have been con-
ducted using diverse records of δ13C (Curry and Oppo [2005], Fig. 1.4a), radiocarbon ages
[Freeman et al., 2016, Skinner et al., 2017], εNd [Howe et al., 2016, Gu et al., 2017, Wilson
et al., 2020] and 231Pa/230Th [Lippold et al., 2012, Böhm et al., 2015, Bradtmiller et al., 2014,
Lippold et al., 2016]. Each of these proxies is associated with its own strengths and limitations
[Gu et al., 2017, Muglia and Schmittner, 2021]. A majority of them tend to describe an AMOC
at the LGM with a shoaled upper overturning cell (i.e. clockwise cell with a shoaled NADW),
and an expanded and more sluggish abyssal cell due to denser and more saline AABW (see
Fig. 1.4b, bottom panel). A very saline AABW is supported by a few pore-fluid measurements
evidencing an enhanced, salinity-driven stratification at the LGM [Adkins et al., 2002].

In the following study, I will assume these aspects of the LGM circulation to be true, even
though the ambiguity of the proxy signals remains debated [Gebbie, 2014, Pöppelmeier et al.,
2020]. I will rely on δ13C records [Peterson et al., 2014] specifically, which consist of numerous
marine core data in all ocean basins (Sect. 2.4.3). In addition, δ13C is explicitly computed
by the Earth System Model used in this study (see Sect. 2.1.1). This indicator which can be
expressed as [Ravelo and Hillaire-Marcel, 2007]:

δ13C =

13C
12Csample −

13C
12Cstandard

13C
12Cstandard

× 1000

This indicator is a good tracer of water mass distribution, since the δ13C in the ocean interior
is influenced by the source of deep waters, as well as convection and mixing processes [Duplessy
et al., 1988]. Indeed, isotopic fractionation occurs during photosynthesis (favoring the uptake
of light isotopes), which is why an intense marine productivity leads to a high δ13C of surface
waters. On the other hand, remineralization in the ocean interior lowers the δ13C value of water.
Therefore, different water masses carry distinct δ13C signatures (e.g. high values of NADW, see
Fig. 1.4a) depending on their source and ventilation. These past signatures can be recorded
in shells of some epibenthic foraminifera, such as those of the Cibicidoides genus. Especially
low δ13C values (Fig. 1.4a, bottom panel) measured in marine cores drilled in the Southern
Ocean, suggest that the AABW was particularly isolated during the LGM, supporting the view
of a highly stratified, poorly mixed bottom ocean. These records can also evidence interbasin
differences, highlighting a potential role of the Drake Passage sill depth relative to the NADW
shoaling [Sikes et al., 2017].

1.1.3 Atmospheric CO2 concentration

Greenhouse gas concentrations play an essentiel role on the climate. Anthropogenic emis-
sions since the pre-industrial era are responsible for the present-day and future climate change.
Due to their physical properties, greenhouse gases tend to absorb and re-emit in all directions
part of the longwave radiations emitted back to space by the Earth, but not the incoming short-
wave solar radiations, causing a warming of the atmosphere. Although this greenhouse effect
is perfectly natural, the increase of greenhouse gas concentrations observed today in the atmo-
sphere modifies the Earth climate, which did not show much variation during the Holocene.

Among the different greenhouse gases, one of the most important is CO2. The concentration
of CO2 in the atmosphere is determined by variations in the carbon cycle (Fig. 1.5), depending
on the exchanges with much larger carbon reservoirs (e.g. ocean, terrestrial biosphere, litho-
sphere). The carbon fluxes between reservoirs relies on various physical (e.g. atmosphere and
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ocean circulations), chemical (e.g. dissolution of CO2 at the ocean surface), geological (e.g.
sedimentation, weathering, volcanic activity) and biological (e.g. photosynthesis, respiration)
processes, all playing out at different time scales. Some of these processes depend themselves
on climate, for example as the CO2 solubility varies with temperature. This allows for feedback
effects to amplify or lessen initial perturbations, which notably complicates our understanding
of the climate system.

Figure 1.5: Simplified schematic of the PI carbon cycle (figure from Sigman and Boyle [2000]).
The different reservoirs are indicated in boxes, with their corresponding carbon content and
residence time (τ). Arrows show the main carbon fluxes between reservoirs (on the scale of
glacial-interglacial variations).

Variations of the atmospheric CO2 concentration at the scale of orbitally-driven glacial-
interglacial cycles have been recorded by natural archives. Indeed, this concentration can be
measured in air bubbles contained in ice cores [Bereiter et al., 2015] such as those drilled in the
Antarctic or Greenland ice sheets. Such records clearly show variations with an amplitude of
about 80−100 ppm, associated with the most recent glacial-interglacial cycles of 100 kyr (Fig.
1.6). As a result, the atmospheric CO2 concentration during the LGM 21,000 years ago was
around 190 ppm [Bereiter et al., 2015], constrasting the pre-industrial concentration of ∼ 280
ppm and the present-day one, now above 400 ppm.

These variations are still poorly understood, though there is a relative consensus on a large
role played by the ocean. Such a role makes sense considering that the ocean represents the
largest (∼38,000 GtC) carbon reservoir available to exchange carbon with the atmosphere on
a millenial scale. An increased carbon storage in the LGM ocean is needed to explain both a
low atmospheric CO2 concentration of ∼190 ppm (i.e. a pCO2 drawdown of 80−100 ppm), and
less carbon in the terrestrial biosphere (due to the extensive ice sheets, low temperatures, and
a reduced CO2 fertilization effect).
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However, the mechanisms explaining a larger carbon sequestration in the ocean at the LGM
are still subject to debate. Both physical and biological processes can explain an enhanced stor-
age, through what are called the "solubility pump", "soft tissue pump", and "carbonate pump"
[Kohfeld and Ridgwell, 2009]. Indeed, the temperature and salinity influence the solubility of
CO2, which is enhanced in colder waters ("solubility pump"). In the photic zone, photosyn-
thesis allows for a decrease of Dissolved Inorganic Carbon (DIC) and a subsequent export of
organic carbon into the deep ocean, where it is largely remineralized ("soft tissue pump").
In addition, certain species of phytoplankton also trap carbon in their shells in the form of
calcium carbonate. The consequent sinking of CaCO3 drives an opposite effect on CO2 due
to a reduced alkalinity in surface waters ("carbonate pump" or "counter pump", Kohfeld and
Ridgwell [2009], Sigman et al. [2010]). Nonetheless, the exact contributions of temperature,
salinity, ocean circulation, marine productivity (e.g. through iron fertilization) and carbon-
ate compensation changes (i.e. variations in the amount of CaCO3 preserved and buried in
sediments, driven by the DIC and alkalinity budget) are far from being elucidated.

Figure 1.6: Atmospheric CO2 variations during the past 800 ka as measured in ice cores [Bereiter
et al., 2015]. Figure adapted from [Berends et al., 2021].

1.2 Modelling the Southern Ocean sea ice, AMOC and
pCO2 drawdown at the LGM

1.2.1 Paleoclimate models

Considering the complexity of the climate system, models represent valuable tools to in-
vestigate the potential relationships between the Southern Ocean sea-ice cover, deep ocean
circulation, and carbon sequestration at the LGM. Models allow for a numerical resolution of
physical, chemical, and biological laws on a grid mesh (Fig. 1.7). Depending on their spa-
tial resolution, models resolve the coded equations of their dynamical core and approximate
a solution, but have to rely on parameterizations to represent small-scale processes. These
parameterizations are generally a source of uncertainty. They introduce a certain number of
poorly constrained parameters, which can be adjusted to reduce the discrepancies with a se-
lected set of observations, in what is called the tuning of a climate model [Hourdin et al., 2017].

Models are typically tuned for the present-day, while the same code is used to run paleo-
climate simulations. Modellers only apply different forcings and/or boundary conditions (Fig.
1.7, and Sect. 2.3) in order to prescribe changes in orbital configuration, greenhouse gas con-
centrations, coastlines... While "boundary conditions" generally designate model inputs which

27



Chapter 1

are fixed during the run, the definition of these two terms can be ambiguous [Goosse, 2015]. In
any case, these prescribed inputs enable simulations with very different background climates
than today’s (e.g. the LGM with cold temperatures due to low greenhouse gas concentrations
and extensive ice sheets in the Northern Hemisphere). This is why paleoclimate runs can be
especially useful to evaluate model performance, as long as the target period is well-documented
by proxy data (e.g. the LGM). Models which perform well in past warm periods (e.g. Last
Interglacial) tend to give relatively more confidence in their ability to simulate the future cli-
mate. In addition to this rather technical objective, paleoclimate simulations may also improve
our understanding of the processes involved in the climate system, as they give a more compre-
hensive view into the model response to forcings, uncovering potential nonlinear behaviour of
said processes (e.g. CO2 forcing influence on AABW volume, Galbraith and de Lavergne [2019]).

Figure 1.7: Simplified inputs and outputs of a climate model (figure from Goosse [2015])

During the last decades, models have evolved from stand-alone components (e.g. AGCM,
OGCM) to coupled models (e.g. AOGCM) and then on to complex ESMs including multiple
components (vegetation, sea ice, carbon cycle, atmospheric chemistry...). Thanks to advances
in supercomputing, the calculation cost of high resolution models have also been reduced. How-
ever, models of diverse resolution (and diverse complexity of the physical processes represented)
still find their use, from conceptual models to EMICs and higher resolution GCMs [Claussen
et al., 2002]. Paleoclimate modelling in particular often requires runs on a millenial to multi-
millenial timescale, which is why the models used tend to have a comparatively lower resolution
than modelling studies at modern times (e.g. IPSL-CM5A2 version of the IPSL model, [Sepul-
chre et al., 2020]).

This diversity of models is an asset, especially in the context of modelling intercomparison
projects (MIPs). It is essential to assess uncertainties, and identify processes which are robustly
simulated, systematically biased or a source of intermodel spread. Such interpretations are not
easy, and may even be further complicated by the interdependances observed in the genealogy
of CMIP5 models [Knutti et al., 2015].
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1.2.2 Modelling the glacial Southern Ocean sea ice

Model intercomparison studies have analyzed outputs of LGM simulations run in the frame-
work of previous PMIP phases (PMIP2 and PMIP3, while PMIP4 is still ongoing). In particular,
Roche et al. [2012], Goosse et al. [2013] and Marzocchi and Jansen [2017] have focussed on the
Southern Ocean sea ice, examining its distribution and/or extent in both seasons (see Fig. 1.8,
1.9, and Sect. 6.4). These studies underline three recurring biases with respect to proxy-based
reconstructions:

• A fairly round-shaped sea-ice distribution around Antarctica, in disagreement with proxy
data evidencing an oval-shaped sea-ice cover [Gersonde et al., 2005] (see Fig. 1.8).

• An underestimated winter sea-ice extent simulated by a majority of PMIP2 (5 out of 8)
and PMIP3 (7 out of 8) models, relative to the reconstructed extent estimate in Roche
et al. [2012] (see Fig. 1.9 and Sect. 6.4).

• An underestimated seasonal range, staying fairly close to the PI one although proxy data
suggest an enhanced seasonality at the LGM (see Sect. 6.4).

As a result, "models fail to represent the sea-ice distribution in the Southern Ocean for the
LGM both in shape and in seasonal range, calling for a detailed assessment of mechanisms
driving sea-ice changes over such timescales" [Goosse et al., 2013]. The authors point out that
the LGM is a key period to investigate the contrasted response of models in Southern Ocean sea
ice, especially as both Goosse et al. [2013] and Roche et al. [2012] observe a link between LGM
biases and PI ones. I also note that the Southern Ocean sea ice is still poorly represented (and
usually underestimated) in present-day conditions, even in the most recent intercomparison
exercise (CMIP6, Beadling et al. [2020]).

(a) Summer (b) Winter

Figure 1.8: (a) Summer and (b) winter sea-ice edges (defined at 15% of sea-ice concentration)
in the Southern Ocean, as simulated at the LGM by PMIP2 models (figure adapted from Roche
et al. [2012]). The blue area indicates the sea-ice distribution reconstructed in Gersonde et al.
[2005], with the location of their marine core data displayed by black points and crosses.
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Figure 1.9: Minimal (summer, left) and maximal (winter, right) sea-ice extent in the Southern
Ocean, as simulated by PMIP2-3 models at the PI (x-axis) and LGM (y-axis). Horizontal bars
shows the LGM estimates of Roche et al. [2012] and vertical bars the satellite observations for
modern times (1979−2000, Fetterer et al. [2012]). Figure from Goosse et al. [2013].

While it has been suggested that model-data disagreements in terms of sea-ice seasonality
in the glacial Southern Ocean may be linked to a too weak stratification near the surface [Roche
et al., 2012], Marzocchi and Jansen [2017] point out that an insufficient sea-ice formation may
lead to a too weakly stratified Atlantic ocean and a consequently deep AMOC.

1.2.3 Modelling the glacial AMOC

In the context of previous PMIP phases, model intercomparison studies have also focussed
on the AMOC simulated by the PMIP2 and PMIP3 ensembles [Otto-Bliesner et al., 2007,
Muglia and Schmittner, 2015, Weber et al., 2007]. This meridional overturning can be por-
trayed by the streamfunction, which shows the integrated transport of water masses computed
in the Atlantic basin on a latitude-depth plot (Fig. 1.10 and 1.11). The upper clockwise cell
(with positive values) is the one associated with the NADW formation in the North Atlantic
and Nordic seas, while the bottom counterclockwise cell (with negative values) encompasses
the AABW northward transport until its consumption.

A large intermodel spread in terms of the AMOC strength and depth simulated at the LGM
is a recurring issue in PMIP exercises (Fig. 1.10 and 1.11), although substantial discrepancies
in the PI streamfunctions are also visible. Furthermore, half of the PMIP2 models and the
overwhelming majority of PMIP3 models display a deep and intense NADW overturning cell
at the LGM, sometimes even reaching down to the ocean floor in the North Atlantic (e.g.
MIROC, ECBILT-CLIO). Muglia and Schmittner [2015] quantified that on average, PMIP3
models simulate both an increase (41± 26%) and deepening (663± 550 m) of the AMOC. This
is in clear disagreement with the AMOC reconstructed from proxy data (Sect. 1.1.2), which is
associated with a NADW shoaling.
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Figure 1.10: Atlantic meridional streamfunction (Sv) simulated by four PMIP2 models at the
PI (top) and LGM (bottom). Figure from Otto-Bliesner et al. [2007].

Figure 1.11: Atlantic meridional streamfunction simulated by eight PMIP3 models (figure from
Muglia and Schmittner [2015], SI). Legend from Muglia and Schmittner [2015]: "First column
corresponds to PI simulations, middle to LGM, and third to the difference between them. Each
row corresponds to a different PMIP3 model. Isoline difference is 4 Sv. The red line is the
depth of the AMOC calculated as the middle depth between ψ = ψmax and ψ = 0, and the blue
line is the depth where ψ = ψmax

2
".
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Model-data comparison studies using LGM simulations and sensitivity tests run with a
proxy-enabled model have specifically examined the agreement with different types of proxy
data (δ13C, ∆14C, εNd, 231Pa/230Th). These studies show a consistent picture of an improved
agreement with proxy data when an upper cell shoaling (> 500 m) is simulated [Gu et al.,
2020, Hesse et al., 2011, Muglia et al., 2018, Kurahashi-Nakamura et al., 2017, Tagliabue et al.,
2009, Menviel et al., 2017, 2020]. On the other hand, they show more conflicted results in
terms of AMOC strength. Hesse et al. [2011], Gu et al. [2020] and Muglia and Schmittner
[2021] all underline that the proxy data used (in particular carbon isotopes) do not constrain
well the AMOC strength. In addition, it is difficult to generate simulations with similar depths
but different strengths, as these two characteristics of the AMOC often co-vary [Muglia and
Schmittner, 2021, Gu et al., 2020]. As a result, the simulation with the closest match to proxy
data may show a weak overturning (5 Sv in Tagliabue et al. [2009], 6−9 Sv in Muglia et al.
[2018], 8−12 Sv in Hesse et al. [2011]), a moderate one (10−15 Sv in Menviel et al. [2017], 14.7
Sv in Menviel et al. [2020], 9.9−17.6 Sv in Gu et al. [2020]) or even a stronger overturning than
at the PI (22 Sv in Kurahashi-Nakamura et al. [2017]).

(a) PMIP2 [Otto-Bliesner et al., 2007] (b) PMIP3 [Muglia and Schmittner, 2015]

Figure 1.12: Bottom potential temperature and salinity simulated by (a) PMIP2 models and
(b) the PMIP3 multimodel average at the PI and LGM, at the locations of the four sites of pore-
fluid measurements [Adkins et al., 2002], indicated in black in (a) and red in (b). These sites are
situated in the North Atlantic (triangle or NA1 and NA2), South Pacific (SP), Atlantic sector
of the Southern Ocean (upside down triangle or SO). The two PMIP2 models with similarities
with the reconstructed bottom temperature and salinity are CCSM3 (red or ×) and HADCM3
(blue or +).

Looking into the potential causes of the overestimated AMOC depth in most PMIP models,
Otto-Bliesner et al. [2007] and Muglia and Schmittner [2015] have compared the simulated
bottom temperature and salinity to the rare pore-fluid measurements of Adkins et al. [2002]
(Fig. 1.12). They show that most models largely fail to simulate the density gradient between
the deep Southern Ocean and North Atlantic at the LGM. According to Adkins et al. [2002],
this gradient is essentially due to differences in bottom salinity, with very saline (and thus very
dense) bottom waters in the Atlantic sector of the Southern Ocean. However, this gradient
tends to retain its PI pattern in PMIP models (with the exception of CCSM3). These results
suggest that the properties of bottom waters are not well simulated at the LGM, and especially
those of AABW. Both Weber et al. [2007] and Galbraith and de Lavergne [2019] have suggested
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that the surface density difference between AABW and NADW deep water formation sites is a
dominant control on the AABW volume and AMOC depth.

The relative inability of PMIP models to simulate an Atlantic deep ocean circulation in
good agreement with paleotracer data under a different background climate than today’s calls
into question the model representation of the AMOC drivers. Physical oceanography studies
have identified several significant drivers: winds [Kuhlbrodt et al., 2007, Johnson et al., 2019,
Baker et al., 2021], mesoscale eddies [Marshall and Speer, 2012, Johnson et al., 2019], vertical
mixing processes [Kuhlbrodt et al., 2007, Baker et al., 2021, De Boer and Hogg, 2014] and
surface buoyancy [Johnson et al., 2019, Baker et al., 2020] − though their relative contribution
is difficult to elucidate.

In LGM studies, the surface buoyancy of the Southern Ocean in particular has received some
attention [Shin et al., 2003, Ferrari et al., 2014, Watson et al., 2015, Jansen, 2017, Marzocchi
and Jansen, 2017], as increased sea-ice cover induced by the drop of surface temperatures may
have caused enhanced brine-induced stratification (and thus a denser AABW). Other studies
have also pointed out the influence of surface buoyancy and winds over the North Atlantic
[Oka et al., 2011, Sherriff-Tadano et al., 2018, Muglia and Schmittner, 2015], as well as the
impact on the AMOC of freshwater budget changes caused by the Bering Strait closure [Hu
et al., 2010]. However, the wind stress changes in the Northern Hemisphere associated with
high LGM ice sheets tend to deepen the AMOC, while the Southern Ocean buoyancy fluxes
may counterbalance this effect in some models (MPI-ESM, Klockmann et al. [2016]). I also
note that, although rarely implemented in PMIP models [De Boer and Hogg, 2014], LGM
tidal mixing changes would tend to significantly strenghten the AMOC [Wilmes et al., 2019,
Schmittner et al., 2015]. Finally, the Southern Ocean upwelling (and eddy-induced circulation)
could be affected by a shift of latitude and strength of the westerly winds, which seem to be
poorly represented in PMIP models [Gray et al., in review, 2021] − but also poorly resolved
by conflicting paleodata records [Kohfeld et al., 2013].

Considering these different drivers, their often poor LGM representation (or even lack
thereof), and their contrasted effects in interplay (e.g. feedback and nonlinear effects un-
derlined in Oka et al. [2011], Galbraith and de Lavergne [2019], Sherriff-Tadano and Abe-Ouchi
[2020]), it is no wonder that simulating an AMOC in good agreement with paleotracer data is
challenging.

1.2.4 Modelling the glacial pCO2 drawdown

Up until now, carbon outputs have not been examined by PMIP intercomparison studies,
despite a growing number of carbon-enabled models. Therefore, differences between results
from different studies may be linked to the experimental design (LGM forcings and boundary
conditions − a smaller ocean volume is responsible for a ∼16 ppm increase in Morée et al.
[2021]), in addition to model differences (e.g. coupled model vs stand-alone ocean models),
resolution [Gottschalk et al., 2020], simulated climate (e.g. large range of simulated global
mean SAT anomaly in PMIP4 models, Kageyama et al. [2021]), and representation of the
carbon cycle (e.g. with carbonate compensation, permafrost, iron dust). Still, a few tendencies
have emerged from various modelling studies:
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• The LGM pCO2 drawdown of ∼-90 ppm (according to ice core data) is very difficult to
simulate. Most studies quantify a largely underestimated drawdown in LGM simulations
(e.g. -20.8 ppm in Morée et al. [2021], -40 ppm in Marzocchi and Jansen [2019], -38.66
ppm in Kobayashi and Oka [2018], -42.1 ppm in Oka et al. [2011], -34−43 pmm in Brovkin
et al. [2007], -32 ppm in Stein et al. [2020]...), hence an overestimated CO2 concentration.
I however stress here that these numbers can hardly be compared due to various model
settings and additional processes taken into account.

• As a result, modellers have to resort to some adjustments in sensitivity tests to simulate
a more realistic pCO2 drawdown and/or test the impact of various processes. Typically,
they stimulate the biological pump via increased nutrients [Morée et al., 2021, Brovkin
et al., 2007, Oka et al., 2011, Bouttes et al., 2011, Tagliabue et al., 2009, Menviel et al.,
2012] or other biogeochemistry changes (e.g. increased depth of remineralization, export
production of particulate organic carbon, and decreased export production of inorganic
carbon in Buchanan et al. [2016]). Some of these changes are justified by iron fertilization
due to increased aeolian dust fluxes at the LGM. Conversely, modelling studies have also
focussed on changes in the physical pump through an increased stratification [Kobayashi
and Oka, 2018], a parameterized sinking of brines [Bouttes et al., 2010, Menviel et al.,
2012], or a change of vertical diffusivity [Bouttes et al., 2011, Kobayashi and Oka, 2018].

• Studies have suggested an influence from various physical and biogeochemical processes
(Fig. 1.13 and 1.14), including changes in the Southern Ocean sea-ice cover. The potential
contribution of these processes has been reviewed in Kohfeld and Ridgwell [2009] and
Gottschalk et al. [2020]. As underlined in Lhardy et al. [2021a]:

"Despite the identification of these processes, their contribution to the pCO2

drawdown is still much debated. Modelling studies tend to show a large effect
of the biological pump and a moderate effect of circulation changes [Khatiwala
et al., 2019, Buchanan et al., 2016, Yamamoto et al., 2019, Tagliabue et al.,
2009, Hain et al., 2010, Menviel et al., 2012], but model disagreements remain.
Iron fertilization seems to explain a relatively small part (∼15 ppm) of the
LGM pCO2 drawdown [Bopp et al., 2003, Tagliabue et al., 2014, Kohfeld and
Ridgwell, 2009, Muglia et al., 2017]. Accounting for carbonate compensation in
models also seems to significantly reduce the simulated atmospheric CO2 con-
centrations [Kobayashi and Oka, 2018, Brovkin et al., 2007]. However, review
studies show that the amplitude of the CO2 variation caused by each process
is not well constrained [Kohfeld and Ridgwell, 2009, Gottschalk et al., 2020].
Moreover, sensitivity tests underline that, due to the interactions of both these
physical and biogeochemical processes, isolating their effect remains challenging
[Hain et al., 2010, Kobayashi and Oka, 2018, Ödalen et al., 2018]. The emerging
common view is that the LGM pCO2 drawdown cannot be explained by a single
mechanism, but by a combination of different intrinsic processes [Kohfeld and
Ridgwell, 2009, Hain et al., 2010]."

Kohfeld and Ridgwell [2009] also point out that a linear sum of the contributions from
the different identified processes does not explain the full amplitude of the LGM pCO2

drawdown (Fig. 1.14).
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Figure 1.13: Potential mechanisms contributing to millenial-scale atmospheric CO2 concentra-
tion variations, proposed and tested by models in the literature reviewed in Gottschalk et al.
[2020]. The six forcing mechanisms include: changes in freshwater fluxes (in the North Atlantic
or Southern Ocean), in the strength and position of Southern Hemisphere westerly winds, in
Southern Ocean sea-ice extent, and in aeolian dust fluxes. Figure from Gottschalk et al. [2020].

Figure 1.14: Estimated impact of mechanisms contributing to variations of atmospheric CO2

concentration at the scale of glacial-interglacial cycles (figure from Kohfeld and Ridgwell [2009])
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1.3 The strategic Southern Ocean

The present study largely focusses on the Southern Ocean. It may be useful to justify this
choice here, considering that the biases assessed in the following chapters either concerns the
Antarctic sea-ice cover (Arctic sea ice is not examined), the deep ocean circulation (at the scale
of the Atlantic basin), or the pCO2 drawdown (at a global scale) simulated at the LGM. What
makes the Southern Ocean so special? How can local processes occurring in the Southern Ocean
be related to large-scale processes, such as ocean circulation and sequestration?

As mentioned before, Antarctica is a polar continent completely surrounded by water. This
geographic situation has consequences, as there are few landmasses and topographic barriers
limiting winds and currents. Strong westerly winds flow eastward, pushing the largest current
on Earth (the Antarctic Circumpolar Current). The ACC connects the Atlantic, Indian, and
Pacific oceans, and is associated with considerable turbulent energy (mesoscale eddies) and
strong fronts (e.g. polar front). As a result, the Antarctic continent is particularly isolated,
which helps maintaining a huge ice sheet even in the present-day climate change. In addition,
this geography causes significant differences between Arctic and Antarctic sea ice [Maksym,
2019]: the latter is not constrained by a northern boundary, and its export towards lower lati-
tudes is enhanced by katabatic winds flowing down the slope of the ice cap.

As shown in Fig. 1.3, the Southern Ocean is also the location of rare deep water formation
sites. Filling the bottom ocean, the AABW is originated from sea-ice formation, which leads to
brine release and therefore dense waters on the Antarctic continental shelf, then to an overflow
along the continental slope. Other vertical advection of water masses includes the Southern
Ocean upwelling, caused by westerly winds leading to a strong Ekman divergence − but with
a notable influence of the eddy-induced circulation [Marshall and Speer, 2012]. As a result, ex-
changes between the surface and deep ocean are particularly significant in the Southern Ocean.

Carbon fluxes are among such exchanges. Partly because of its low SSTs and SSSs, the
Southern Ocean represents a carbon sink region, accounting for a major uptake into the ocean.
When this dissolved carbon load sinks into bottom waters, it may be isolated from the atmo-
sphere on the long run.

Because of these characteristics, the Southern Ocean can be a critical region of ice-ocean-
wind-carbon feedbacks, especially at the LGM [Ferrari et al., 2014, Stein et al., 2020]. Modelling
studies suggest that an enhanced sea-ice formation due to colder temperatures can lead to an
increased brine-induced stratification, associated with a weaker and shallower AMOC [Mar-
zocchi and Jansen, 2017, Shin et al., 2003, Klockmann et al., 2016, Jansen, 2017]. While the
expansion of poorly ventilated AABW could increase the ocean carbon storage capacity [Skin-
ner, 2009, Muglia et al., 2018], colder temperatures in LGM waters would also yield a higher
CO2 solubility. A third effect on the physical pump has been proposed by Ferrari et al. [2014],
who argue that the AABW may experience less mixing with the overlying NADW as a result
of a displaced sea-ice edge and of a limited reach of topography-enhanced mixing (Fig. 1.15).
In addition, the northward expansion of the sea-ice cover also means that less CO2 outgassing
could occur as a result of a reduced atmospheric exposure time of freshly upwelled surface wa-
ters [Stein et al., 2020]. However, it is difficult to disentangle the sea-ice capping effects, from
this decreased outgassing, to an increased stratification, and a reduced marine productivity
due to less light availability. Sun and Matsumoto [2010], Stephens and Keeling [2000], Stein
et al. [2020] and Khatiwala et al. [2019] have quantified very different drawdowns associated
with this sea-ice capping. Finally, Watson et al. [2015] have also underlined that a northward
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displacement of the upwelling could be associated with a significant increase of carbon seques-
tration in the ocean.

Figure 1.15: Figure and legend from Ferrari et al. [2014]: (Upper) Schematic of the overturning
circulation for the modern climate. The ribbons represent a zonally averaged view of the
circulation of the major water masses; blue is AABW, green is NADW, red are IDW and
PDW, and orange are Antarctic Intermediate Waters. The dashed vertical lines represent
mixing-driven upwelling of AABW into NADW and IDW/PDW respectively. There is also
some mixing between NADW and IDW/PDW in the Southern Ocean. The dashed black line
represents the isopycnal that separates the upper and lower overturning branches present in
the Southern Ocean. l1 is the distance between the northernmost latitude reached by the ACC,
indicated by a solid gray line, and the quasi-permanent sea ice line. The ragged gray line
is the crest of the main bathymetric features of the Pacific and Indian ocean basins: mixing
is enhanced below this line. (Lower) Schematic of the overturning circulation for the LGM.
The extent of the quasi-permanent sea ice line has shifted equatorward compared with modern
climate (l2 < l1). Mixing-driven upwelling of abyssal waters is confined below 2 km and it
cannot lift waters high enough to upwell north of the ice line. As a result the abyssal overturning
circulation closes on itself, leaving above a small overturning cell of North Atlantic waters.

I also note that even in present-day conditions, the Southern Ocean is the location of
significant model biases in SSTs, sea ice, winds, ocean transport, etc. [Hyder et al., 2018,
Park et al., 2014, Downes et al., 2015], despite some improvements in the recent CMIP phases
[Beadling et al., 2020, Meijers, 2014]. Heuzé et al. [2013], Heywood et al. [2014] and Heuzé
[2021] also show large disagreements between the Southern Ocean bottom densities simulated
by coupled models (CMIP5 or CMIP6) and climatological values from historical data (Fig.
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1.16). They relate these bottom water properties to the inaccurate representation of slope
processes in models. Indeed, observations suggest that AABW formation occurs as a result of
a spilling of dense shelf water off the Antarctic continental shelf. On the other hand, open-
ocean convection is a rarely occuring process. Yet, all CMIP5 models and the overwhelming
majority of CMIP6 models (except those relying on an overflow parameterization) simulate an
AABW formation via an open-ocean convection [Heuzé et al., 2013, Heuzé, 2021], noted to be
"too deeply, too often, and/or over too large an area" by Heuzé [2021]. It is likely that the
production of AABW through an unrealistic process may also impact the AABW density under
a different background climate, such as the LGM [Klockmann et al., 2016].

Figure 1.16: (top left panel) Reference bottom density in the Southern Ocean. (all other panels)
Bottom density bias over 1985−2014 with respect to the reference for each CMIP6 model (figure
from Heuzé [2021]). The RMSE over the deep (>1000 m) Southern Ocean is indicated in white.
The black line indicates where the maximum mixed layer reaches 2000 m.
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1.4 Résumé du chapitre en français

L’objectif de ce premier chapitre est de placer mon sujet de thèse dans un contexte scien-
tifique plus général. Je décris pour cela mes trois objets d’étude (à savoir la glace de mer, la
circulation océanique profonde, et le carbone atmosphérique), leur importance dans le système
climatique, ainsi que certaines de leur interactions avec d’autres variables du climat. L’océan
Austral présente un intérêt particulier dans l’étude combinée de ces trois variables, étant no-
tamment le lieu de formation de l’AABW et un puits de carbone majeur. Les différences entre
l’état moderne ou pré-industriel (PI) de ces trois variables et leur état au cours du Dernier
Maximum Glaciaire (DMG, il y a 21 000 ans environ) sont relativement bien connues grâce à
de nombreux enregistrements paléoclimatiques [Gersonde et al., 2005, Adkins, 2013, Bereiter
et al., 2015]. Ces enregistrements témoignent d’une glace de mer australe très étendue en hiver,
d’une circulation de retournement moins profonde qu’à l’actuel et d’une concentration en CO2

atmosphérique très faible au DMG.
En revanche, les modèles paléoclimatiques tels que ceux utilisés dans le cadre du pro-

jet PMIP simulent dans les conditions du DMG une glace de mer australe, une circulation
océanique profonde, et une concentration en CO2 atmosphérique présentant des désaccords im-
portants avec les enregistrements paléoclimatiques. En particulier, la glace de mer simulée au
DMG dans l’océan Austral semble présenter à la fois des biais en terme d’étendue, d’amplitude
saisonnière, et de distribution régionale [Roche et al., 2012, Goosse et al., 2013, Marzocchi and
Jansen, 2017]. Dans l’Atlantique, la circulation profonde simulée par les modèles PMIP est sou-
vent trop intense et profonde, associée à une AABW moins volumineuse du fait d’une NADW
plus profonde qu’au PI, alors que les enregistrements paléoclimatiques tendent à suggérer le
contraire [Otto-Bliesner et al., 2007, Muglia and Schmittner, 2015]. Enfin, la concentration en
CO2 atmosphérique en sortie des modèles intégrant le cycle du carbone au DMG est souvent
très supérieure à la valeur mesurée dans les carottes de glace (∼ 90 ppm), et n’explique donc
pas l’amplitude de la différence avec celle du PI (80− 100 ppm, Kohfeld and Ridgwell [2009]).

Plusieurs études rendent compte d’un lien physique fort entre ces trois variables [Shin et al.,
2003, Ferrari et al., 2014, Marzocchi and Jansen, 2017]. Théoriquement, les biais mentionnés
peuvent ainsi être liés. Toutefois, le système climatique est complexe et de nombreuses autres
variables (ex. vents, mélange profond, pompe biologique) peuvent influencer celles citées. La
représentation dans les modèles PMIP2 de ces trois variables est donc potentiellement limitée
par différents facteurs. Certains d’entre eux seront étudiés dans le cadre de cette thèse.
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Methods

Chapter aims:

1. Present the Earth system model of intermediate complexity (iLOVECLIM) used in
this thesis; its assets and limitations; briefly describe its components

2. Introduce two parameterizations of the ocean model whose effects are evaluated in
chapters 4 and 5; their motivations and methods

3. Present the experimental design which is implemented in chapter 3 in order to run
LGM simulations in the framework of the PMIP project

4. Briefly characterize the proxy data used in the following to perform model-data
comparisons in terms of sea ice, SST and water mass distribution

Highlights:

↪→ Despite its relatively coarse resolution, the proxy- and carbon-enabled iLOVECLIM
model is fully suitable to study the large-scale deep ocean circulation and global
carbon content in reservoirs at the LGM, and may pave the way for more complex
and computationally expensive models.

↪→ Parameterizations are needed to account for two key processes (i.e. sinking of brines,
topography-enhanced mixing). Both have been implemented in the iLOVECLIM
model prior to this study and are tested in chapter 4 and 5.

↪→ The standardized experimental design of PMIP4 defines the LGM forcings and
boundary conditions to implement in PMIP models. For the first time, modelling
groups are urged to explicitely consider differing boundary conditions due to the
uncertainty of ice sheet reconstructions.

In this chapter, I give an overview of the various tools (i.e. model, modelling choices,
data) used in this study. The modelling results presented in chapter 3 to 6 are mainly from
pre-industrial (PI) and Last Glacial Maximum (LGM) simulations. These simulations were
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run with the iLOVECLIM model, though chapter 3 also includes model outputs from other
PMIP-carbon models. I present here the iLOVECLIM model, in particular its ocean module
called CLIO and the carbon cycle model embedded into it. The model was run under different
modelling choices, of which there are 3 types: (1) forcings, (2) boundary conditions, and (3)
model parameter and parameterization choices. I briefly describe the forcings and boundary
conditions associated with glacial conditions, which are specified by the PMIP protocol and
implemented in the model in chapter 3. I also present here two parameterizations of the ocean
model which are of interest to this study. The effects of their use and of related parameter
choice are explored in chapters 4 and 5. Finally, we introduce the experimental proxy data
used to carry out model-data comparisons in the following chapters.

2.1 iLOVECLIM model

2.1.1 General description

The LOVECLIM model, previously known as ECBILT-CLIO, was first developed in the 90s
in Louvain-la-Neuve, Belgium, in collaboration with the Royal Netherlands Meteorological In-
stitute (KNMI) in the Netherlands. As a three-dimensional Earth system Model of Intermediate
Complexity (EMIC), its spatial resolution is coarser than state-of-the-art General Circulation
Models (GCMs) and the physical processes included are described in a more parametrized way.
It therefore occupies a quite specific location in the spectrum of model types, "bridging the
gap" between conceptual and comprehensive models [Claussen et al., 2002]. The most obvious
advantage of using an EMIC lies in its computation time. The LOVECLIM model is fast enough
(5000 years run in ∼54 hours) to enable long-term simulations of thousands of years or even a
full glacial cycle. On the other hand, it is not suitable to study high resolution processes. Since
this study mainly focuses on large-scale ocean circulation, the relatively coarse resolution of the
model can be seen as an asset rather than a drawback. Indeed, it gives us the opportunity to
explore various approaches with a number of equilibrated simulations (e.g. to test the impact
of model parameter choices) which are unaffordable in a GCM. As a result, EMICs may be
useful for "providing guidance for more detailed investigations to be undertaken by GCMs"
[Claussen et al., 2002].

The low computation time of the LOVECLIM model mostly originates from the simplicity
of its atmospheric component, called ECBILT, in which a land surface model is also included.
As a 3-level quasi-geostrophic model on a T21 grid, the spatial resolution of ECBILT is ∼ 5.6◦

in latitude and longitude [Goosse et al., 2010]. ECBILT was first developed by Opsteegh
et al. [1998] before it was coupled to the CLIO (Coupled Large-scale Ice Ocean) model [Goosse
et al., 1997a,b, Goosse and Fichefet, 1999], thus becoming ECBILT-CLIO [Goosse et al., 2010].
The CLIO model itself was the product of the coupling of a comprehensive thermodynamic-
dynamic sea-ice model [Fichefet and Morales Maqueda, 1997] to an ocean general circulation
model [Campin, 1997, Campin and Goosse, 1999]. Shortly after, the terrestrial biosphere model
VECODE joined ECBILT-CLIO [Brovkin et al., 2002a]. This vegetation model is also quite
simple, as it simulates the evolution of only two plant functional types (tree and grass), in
addition to desert. The components of the LOVECLIM model are detailed by Goosse et al.
[2010], who also evaluated the model performance under different climate states and specifically
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underlined important biases at low latitudes. Since sea ice and convection processes occur at
high latitudes, these biases may not be too consequential in the context of this study.

Figure 2.1: Model version used in this study: Atmosphere-Ocean-Vegetation base components,
with the carbon cycle included (figure from Roche, pers. com.)

The iLOVECLIM model is at its core composed by the same components as its parent model
LOVECLIM, but has significantly diverged from it over time. Notable model developments in-
clude the implementation of an ocean carbon cycle model [Bouttes et al., 2015], a permafrost
module [Kitover et al., 2019] and an ice sheet model [Roche et al., 2014], the reimplementation
of the iceberg model [Bügelmayer et al., 2015] and the inclusion of a dynamical downscaling of
temperature and precipitation fields [Quiquet et al., 2018]. In addition, a more complex veg-
etation model than VECODE, called CARAIB, can now be coupled to iLOVECLIM [Extier,
2019]. Substantial efforts have also been made into forward modelling, with the inclusion of
oxygen isotopes [Roche, 2013, Roche and Caley, 2013, Caley and Roche, 2013], carbon isotopes
[Bouttes et al., 2015] and Pa/Th ratio [Missiaen et al., 2020a]. Although these features are not
all activated in the simulations run in this study (see Fig. 2.1), they illustrate the potential
of this model as a tool to study paleoclimates as well as the relevance of undertaking further
developments (see Sect. 1 of chapter 3).

On a practical level, the iLOVECLIM model is developed and run by a small but active team
based at either Laboratoire des Sciences du Climat et de l’Environnement or Vrije Universiteit
Amsterdam. Its documentation is freely accessible at http://forge.ipsl.jussieu.fr/ludus/
wiki/ and its Fortran code is collaboratively shared and updated thanks to the Subversion
software. Substantial changes to the code have been made since the beginning of this thesis,
with more than 500 revisions in less than 3 years. While part of this model evolution has
been crucial to this study, limitations (with respect to multiproxy model-data comparison in
particular) have also arisen, with:

• The discovery of an unsolved bug related to oxygen isotopes. As a result, I could not
run simulations with both the carbon cycle and oxygen isotopes throughout most of this
thesis (or, for that matter, with the FAME module simulating planktonic foraminifers of
Roche et al. [2018]).

• The emergence of significant differences between model versions, after revisions influenc-
ing the global mean surface air temperature, marine productivity, etc. These differences
entailed a retuning of the carbon cycle in PI conditions before re-running LGM simula-
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tions. As a result, I actually ran and used in this study two batches of LGM simulations,
which I call v1 and v2 for simplicity. However, on account of the abnormally long equili-
bration time of radiocarbon (∼ 30, 000 years), the PI restart of my second batch of LGM
simulations was not fully equilibrated in terms of 14C because of time limitations. For
that reason, I did not carry out model-data comparisons of ∆14C and reservoir time as
planned.

• The absence of particulate fields (CaCO3, particulate organic carbon and biogenic silica)
corresponding to LGM conditions. The iLOVECLIM model does not explicitely simulate
the opal cycle and therefore has to rely on prescribed particle concentration fields to
compute the Pa/Th ratio. In Missiaen et al. [2020a], the authors prescribed the fields
simulated by the PISCES-NEMO model under its PI state. Since this model had not run
under LGM conditions at the time of my simulations, I had no LGM particulate fields
to prescribe. I still ran some of my LGM simulations (v1) with the PI particulate fields,
but the significant effects of particle concentrations [Missiaen et al., 2020b] challenge the
validity of model-data comparisons using the Pa/Th ratio.

2.1.2 Ocean model: CLIO

The CLIO model is an ocean general circulation model which solves the primitive equations
with classical approximations [Campin, 1997]. Its horizontal discretization is on a B-grid in
the classification of Arakawa [Mesinger and Arakawa, 1976], with a resolution of 3◦ × 3◦ in
latitude and longitude. This means that tracer and velocity fields are staggered by 1.5◦ [Goosse
et al., 2010], a fact which has to be taken into consideration when generating land-sea masks
(see Sect. 3.1). Actually, two spherical grids are associated to form the CLIO grid in order
to avoid the North-Pole singularity. While the first one has classical coordinates, the second
one is rotated and encompasses both the North Atlantic and Arctic ocean. The two grids are
connected in the equatorial Atlantic. As a result, the Pacific and Arctic oceans are not directly
connected: the transport across the Bering Strait is parameterized [Goosse et al., 1997a]. As
for the vertical discretization, CLIO is a z-coordinate model, with 20 irregular vertical levels.
While the top vertical level is 5 m deep and 10 m wide, the bottom grid cells are much larger
(close to 750 m) when reaching a depth as high as 5000 m. This has consequences for the ocean
volume considerations made in Lhardy et al. [2021a] (see Sect. 3.2 and Fig. S2).

Because of its relatively coarse resolution, the CLIO model has to rely on parameterizations
to represent vertical mixing [Goosse and Fichefet, 1999], the eddy-induced advection term Gent
and McWilliams [1990], or the downsloping currents originated from dense shelf water overflows
[Campin and Goosse, 1999], among others. Some of these parameterizations will be further ad-
dressed in this chapter.

As mentioned before, a thermodynamic-dynamic sea-ice model [Fichefet and Morales Maqueda,
1997] is embedded into CLIO. Described in Goosse et al. [2010], this model simulates on the
same horizontal grid a sea ice of uniform thickness, with visco-plastic rheology. These charac-
teristics are quite unsophisticated but remain similar to a number of models also used in PMIP
[Goosse et al., 2013].
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2.1.3 Carbon cycle in iLOVECLIM

A carbon cycle module has been fully implemented in iLOVECLIM in Bouttes et al. [2015].
In fact, the vegetation model VECODE [Brovkin et al., 1997] already computed the terrestrial
biosphere carbon content in four plant compartments (leaf, wood, litter and soil), but the
authors further included the carbon isotopes, and an ocean carbon cycle model already in use
in the CLIMBER-2 model [Brovkin et al., 2002a,b, 2007].

Figure 2.2: The ocean carbon cycle in iLOVECLIM (schematic from Bouttes et al. [2015])

Based on a NPZD ecosystem model [Six and Maier-Reimer, 1996], this ocean module en-
ables the computation of nutrients (phosphate and nitrate), alkalinity, O2, Dissolved Inorganic
Carbon (DIC), carbon isotopes (13C and 14C) as well as six variables which are part of the
organic carbon pool: Dissolved Organic Carbon (DOC), slow DOC, particulate organic carbon,
CaCO3, phytoplankton and zooplankton (see Fig. 2.2). As a result, thirteen tracers are trans-
ported via the advection-diffusion scheme of iLOVECLIM when the carbon cycle is activated,
which significantly increases the computation time (5000 years run in ∼184 hours). To this
day, sedimentary processes are however not included, with the coupling to a sediment model
being ongoing work.

Bouttes et al. [2015] have also validated the simulated carbon cycle against observational
data and reported a good agreement with modern observations for both the surface and the
ocean interior, though the Atlantic distribution of some variables such as alkalinity tends to be
poorer than other models.

2.2 Parameterizations of interest

Parameterizations in models are meant to account for processes which are not explicitly
computed in the dynamical core [Goosse, 2015], typically because they occur on a subgrid
level. I present here two parameterizations recently included in the iLOVECLIM model, which
are of interest to the present study. Indeed, the brine release and sinking process is crucial
to account for the influence of sea-ice formation on deep water formation and properties [Shin
et al., 2003, Marzocchi and Jansen, 2017, Klockmann et al., 2016]. The effects of a parameterized
sinking of brines are described in chapter 4. Studies have also underlined the importance of
vertical diffusivity to AABW characteristics, such as its volume and formation rate [De Boer
and Hogg, 2014], isolation and carbon content [Ferrari et al., 2014]. Various vertical diffusivity
parameterizations (e.g. including tidal mixing) are tested in chapter 5.
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2.2.1 Sinking of brines

Paleotracer data tend to indicate a glacial ocean with an enhanced and salt-driven stratifi-
cation [Adkins, 2013, Homola et al., accepted, 2021]. Rare pore-fluid measurements evidenced
colder and saltier deep waters, in particular in the Southern Ocean [Adkins et al., 2002]. Mod-
elling studies also underlined the importance of haline density fluxes originated in the Southern
Ocean in setting the glacial deep ocean circulation [Shin et al., 2003]. In this context, an accu-
rate representation of the brine sinking process in models seems crucial. The sinking of brines
occurs when and where sea ice forms, so mostly in leads or areas of thin sea-ice cover, such as
around the Antarctic coast where strong catabatic winds blow away the newly formed ice. As
sea ice is mostly composed of freshwater, salt tends to get rejected into the surrounding waters,
along with other ions. Enriched in salt, these surface waters can form dense plumes sinking
down to the ocean floor.

Since model resolution is generally insufficient to resolve this very local process, both GCMs
and EMICs have to rely on parameterizations to account for its effect. Indeed, the rejected
salt tends to get diluted in the surface grid cells where sea ice is forming. Due to the dimen-
sions of these grid cells (3◦ × 3◦ × 10 m in iLOVECLIM), the consequent salinity increase of
surface waters may either not be enough to entail deep water formation, or lead to large-scale
convection rather than localized salt plumes. To account for the effect of brine sinking in the
Southern Ocean on glacial stratification, Bouttes et al. [2010] parameterized a simple brine sink-
ing mechanism in the CLIMBER-2 model. They evaluated the simulated δ13C distribution in
the Atlantic and deep ocean salinity, and showed an improved agreement with reconstructions
from sediment cores with it, as well as a substantial drop of atmospheric CO2 concentration
(-52 ppm at most). The effect of this parameterization on atmospheric CO2 and δ13C was
also tested in combination with other modelling choices (with respect to iron fertilization or
stratification-dependent diffusion) in the CLIMBER-2 model [Bouttes et al., 2011], demonstrat-
ing notably that low glacial CO2 levels (∼ 190 ppm) can be simulated when combining these
three mechanisms.

The brine sinking parameterization described in Bouttes et al. [2010] has been coded into
the iLOVECLIM model, using the same simple formulation to account for a transfer of salt
from the surface to the bottom level in the Southern Ocean. As explained in Lhardy et al.
[2021b] (chapter 4):

This parameterization allows for a fraction of the salt content of the surface grid
cell to be transferred to the deepest grid cell underneath the location of sea-ice
formation. As a result, the salinity and density of the bottom cells increase while
the salinity and density of the surface grid cells decrease, without congruent motion
of water masses. The modification of the salinity depends on the rate of sea-ice for-
mation, as well as the chosen fraction parameter. [...] This simple parameterization
is relatively different than a downsloping current one as it is not confined to the
continental slope and does not create mixing along the way of the sinking brines.
While "this brine mechanism is idealized, it reflects the impact of intense Antarctic
sea-ice formation during the LGM" [Bouttes et al., 2010] on the AABW density.

46



Chapter 2

However with such a formulation, the brine mechanism does not depend on the water depth.
In contrast, Paillard and Parrenin [2004] argued that brine rejection is favored above continental
shelves, but hindered by a strong negative feedback in open ocean areas. The authors suggest
that this difference may be critical during glacial terminations, when the continental shelves
are made smaller by the large Antarctic ice sheet.

This parameterization is illustrated in Fig. 2.3. The frac parameter can be varied from
0 (standard model version) to 1 (none of the rejected salt is diluted, all is transferred to the
bottom ocean), but Bouttes et al. [2010] showed that intermediate values (around 0.5) represent
the most plausible parameter choices.

Figure 2.3: Brine sinking mechanism (schematic from Bouttes et al. [2010]). FX represents the
flux of salt, and the parameter frac is the fraction of surface salt content being transferred to
the deepest grid cells.

Usually tested in the Southern Ocean under LGM conditions (see chapter 4), this parame-
terization usually allows for both a transfer of salt and of other biogeochemical variables (DIC,
DOC, alkalinity, nutrients, oxygen, 13C and 14C) to the bottom ocean, though their effects have
been decomposed and analyzed in Bouttes et al. [2010]. The same frac is used, and the same
enrichment is assumed when these biogeochemical variables are rejected into the surface waters
as a consequence of sea-ice formation.

2.2.2 Tidal mixing and geothermal fluxes

In ocean models, vertical mixing is a key mechanism with a notable influence on the large-
scale circulation and heat transport. Vertical mixing processes include mainly a wind-driven
mixing in the thermocline and a tidal-driven mixing below, and are more or less explicitely
computed or parameterized depending on the model resolution. The processes which cannot be
resolved are represented by a background diffusivity. Typically for most paleoclimate models
[De Boer and Hogg, 2014], the background diffusivity is imposed with a fixed vertical profile,
such as the one used by Bryan and Lewis [1979]. This is the case of the CLIO model, whose
vertical diffusivity (see Fig. 2.4) is adapted from the Bryan and Lewis [1979] profile below
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-150 m [Goosse et al., 2000, 1999]. Following a tangent function, the vertical diffusivity is low
(10−5 m2.s−1) in the upper layers of the ocean and high (10−4 m2.s−1) at depth, with a rather
sharp increase at mid-depths (∼ 2500 m). As a result, the vertical diffusivity in the deep ocean
(>3000 m) is almost constant.

Figure 2.4: Vertical profile of the background diffusivity in the CLIO model (figure from Goosse
et al. [2000])

The effects of the mixing scheme choice on climate, circulation and water mass character-
istics have been investigated at the present-day with a diversity of models [Hieronymus et al.,
2019, Heuzé et al., 2015, Friedrich et al., 2011]. However, such studies are rather less frequent
at the LGM. Bouttes et al. [2011] have run multiple LGM simulations with a stratification-
dependent vertical diffusivity profile imposed in the CLIMBER-2 model. They notably quan-
tified the effects of the associated model parameter choice on the simulated CO2 and δ13C.
Nonetheless, studies focussing on the impact of vertical mixing at the LGM seem especially
relevant as most models struggle to simulate a deep ocean circulation in good agreement with
paleotracer data [Otto-Bliesner et al., 2007, Weber et al., 2007, Marzocchi and Jansen, 2017].
Indeed, De Boer and Hogg [2014] have suggested that eight out of nine PMIP2 models are
unable to simulate a weaker yet more voluminous bottom water cell because of their vertical
diffusivity parameterization, which did not decrease linearly away from the bottom.

In this context, we have collaborated with Casimir de Lavergne in order to test in the
iLOVECLIM model the effects of a more complex vertical mixing parameterization than a
uniform diffusivity profile. de Lavergne et al. [2020] have indeed produced 3D maps of the
mixing induced by the breaking of internal tides. These maps can be used to implement an
energy-constrained tidal mixing parameterization in models, which takes into account local
dissipation resulting from the sloping or rough topography. In addition, such an approach has
the advantage of abiding by energy conservation, which is not the case of a constant vertical
diffusivity.

Using this approach, four static 2D maps of de Lavergne et al. [2020], which represent differ-
ent source terms of energy dissipation (see Fig. 2.5), have been interpolated on the CLIO grid
along with their corresponding vertical structure. To complete the picture, the energy injected
from geothermal heat fluxes can now also be taken into account (Fig. 2.6).
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Figure 2.5: The four 2D maps accounting for the dissipation of tidal energy by wave-wave
interactions (wwi), breaking through shoaling (sho), critical slopes (cri), or scattering at abyssal
hills (hil) (figure from de Lavergne et al. [2020])

Figure 2.6: Geothermal heat fluxes from Lucazeau [2019], regridded on the CLIO grid (figure
from de Lavergne, pers. com). The Arctic ocean is deformed due to the rotated CLIO grid.
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This tidal mixing parameterization is already implemented in a GCM of much higher reso-
lution (i.e. IPSL model), in a model version which is not used for paleoapplications. Therefore,
this implementation into the iLOVECLIM model may allow for an assessment of its effect un-
der a coarser resolution, but also at the LGM. However, we note that the four maps used in
this parameterization have been generated using the present-day sea level. A low sea level of
around -130 m will affect to some extent the energy dissipation terms. Both Schmittner et al.
[2015] and Wilmes et al. [2019] have estimated that tidal energy dissipation in the deep ocean
was strongly enhanced during the LGM, resulting in an increased vertical diffusivity and a
strengthened and deepened AMOC, in contrast with the common view inferred from the ma-
jority of paleotracer data. Nonetheless, using this parameterization in a glacial setting remains
an interesting sensitivity test.

2.3 PMIP experimental design

The Paleoclimate Modelling Intercomparison Project (PMIP) represents a coordinated effort
in paleoclimate modelling which has been going on for more than 20 years. This project is
phased with the Coupled Model Intercomparison Project (CMIP, e.g. PMIP3-CMIP5, PMIP4-
CMIP6) endorsed by the World Climate Research Program (WCRP) and iterated with each
assessment report of the IPCC. The PMIP project has now entered its fourth phase [Kageyama
et al., 2018]. Enriched by the experiences of previous phases (PMIP1: Joussaume and Taylor
[1995]; PMIP2: Braconnot et al. [2007]; PMIP3: Braconnot et al. [2012]), it has grown along:

• the complexity of Earth System Models (ESMs), with the inclusion of the dynamical
representation of ocean, sea ice, land surface, vegetation, carbon cycle...

• the targeted scientific questions [Kageyama et al., 2017]

• the number of target periods (five in PMIP4-CMIP6: lgm, midHolocene, past1000, lig127k
and midPliocene-eoi400 ), in addition to those of specific working groups (e.g. deglacia-
tion) [Kageyama et al., 2018]

• the explicit consideration of uncertainties in boundary conditions, with Kageyama et al.
[2017] notably advising modelling groups to choose from three different ice sheet recon-
structions and calling for studies testing this impact at the LGM.

The LGM, defined at ∼ 21 ka, has been one of the benchmark periods of PMIP since its
inception. Its study is motivated by the fact that the LGM climate is well-documented, yet
radically different from the present-day climate. Indeed, it is characterized by low greenhouse
gases concentrations, a maximal continental ice extent, and a consequent low sea level [Lambeck
et al., 2014]. These characteristics influence both the atmospheric and oceanic circulations, the
radiative budget and vegetation, involving different feedback effects. As such, the LGM is a
good target period to evaluate the performance of models (which are typically not tuned to
produce better paleoclimates), as well as investigate the model-dependent response to forcings.
With this dual purpose, modelling studies at the LGM may actually address two of the scientific
questions of CMIP6 defined in Eyring et al. [2016]: "What are the origins and consequences of
systematic model biases?" and "How does the Earth System respond to forcing?" [Kageyama
et al., 2017]. In addition, studies of the LGM are insightful in the context of climate change,
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with the PI − LGM global mean temperature difference being of the same amplitude as pro-
jected changes at the end of the century. Recent studies specifically underline the relevance
of using paleoclimate modelling to constrain climate sensitivity or future climate projections
[Schmidt et al., 2014, Bracegirdle et al., 2019, Sherwood et al., 2020].

2.3.1 Description of the PMIP4 protocol

In the framework of PMIP4, Kageyama et al. [2017] provide practical guidelines on how to
run LGM simulations to motivated modelling groups (see Table 2.1).

Table 2.1: Summary of model forcings and boundary conditions recommended by the PMIP4
protocol for LGM simulations (adapted from Kageyama et al. [2017] and Ivanovic et al. [2016])

Forcings Variable LGM value References
Carbon dioxide (CO2) 190 ppm Bereiter et al. [2015]

Methane (CH4) 375 ppb Loulergue et al. [2008]
Trace gases Nitrous oxide (N2O) 200 ppb Schilt et al. [2010]

Methane (CFC) 0
Ozone (O3) PI (10 DU)
Eccentricity 0.018994 Berger [1978]
Obliquity 22.949◦ "

Insolation Perihelion - 180◦ 114.42◦ "
Vernal equinox Noon, 21 March "
Solar constant PI (1361.0± 0.5 W.m−2) Matthes et al. [2017]
Ice sheet extent ICE-6G-C, GLAC-1D, or PMIP3 ICE-6G-C: Peltier et al. [2015],

Argus et al. [2014]
Orography " GLAC-1D: Ivanovic et al. [2016]

Ice sheets Coastlines " PMIP3: Abe-Ouchi et al. [2015]
Bathymetry "

Global salinity +1 psu from PI

The authors define a standardized experimental design in order to enable subsequent mul-
timodel comparison studies. To simulate the LGM climate, modelling groups following this
PMIP4 protocol are required to implement the same forcings (e.g. greenhouse gas concentra-
tions, orbital parameters) and the boundary conditions (e.g. orography, continental ice extent,
coastlines and bathymetry) associated with one of the three proposed ice sheet reconstructions
(namely PMIP3, ICE-6G-C and GLAC-1D). The greenhouse gas concentrations of this recent
paleoclimate are relatively well constrained thanks to ice core measurements. Due to their
cyclicity, the orbital parameters of the LGM are also well-known and the resulting insolation is
not vastly different from the present-day (which is not the case of other target periods of PMIP,
such as the midHolocene or lig127k experiments). This is convenient, as modelling groups do
not have to redefine the seasons of the calendar during analysis. However, the uncertainties
of ice sheet reconstructions are high, as they stem from different reconstruction approaches
[Ivanovic et al., 2016]. Indeed, the boundary conditions associated with the three proposed ice
sheet reconstructions show significant differences, in particular in the elevation of the Lauren-
tide and Fennoscandian ice sheets (see Fig. 2.7). The GLAC-1D ice sheet reconstruction for
example displays a lower altitude than the other two, and is consequently associated with a
higher sea level due to the ice volume trapped on land. As a result, small differences in the
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observed coastlines (aka "land-sea mask") and bathymetry are also emerging, though some of
them are simply due to the grid resolution on which these boundary conditions are provided.

Figure 2.7: Elevation anomalies, continental ice extent and coastlines associated with the three
proposed ice sheet reconstructions: (a) PMIP3, (b) ICE-6G-C and (c) GLAC-1D (figure from
Kageyama et al. [2017])

Since these boundary conditions are interpolated on model grids of varying resolutions,
Kageyama et al. [2017] also provide recommendations on how to implement the LGM orogra-
phy, bathymetry, land-sea mask and ice mask within the climate model. In order to ensure
consistency with the deglaciation protocol [Ivanovic et al., 2016], modelling groups are advised
to apply the LGM orography and bathymetry as an anomaly added to those of the PI. The
authors also underline that specific adjustments in straits and key passages are often required:
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"There are two options for implementing the changes in bathymetry. The first option
is to use the bathymetry anomalies obtained from step 0 directly and add them to the
bathymetry used for the piControl simulations. However, given that the resolution
of the ocean models often decreases with depth, this may not be necessary, and a
simpler option is to modify the present-day bathymetry by subtracting the mean
sea-level drop corresponding to the chosen ice-sheet reconstruction. In this second
option, special treatment will be required for straits that are crucial for the ocean
circulation and for which the change in bathymetry is significantly different from
the mean sea-level drop. The Denmark and Davis straits and the Iceland–Faeroe
Rise, for example, must be treated with care, as these are often locations at which
the bathymetry for piControl is also adjusted to obtain realistic oceanic currents."

The definition of this standardized experimental design is useful to carry out intercompar-
ison studies and explore the intermodel spread and model-data discrepancies in a coherent
framework. Significant improvements have been made with the different phases of the PMIP
project, but important model biases also remain [Braconnot et al., 2012, Kageyama et al.,
2021], for example in terms of the simulated deep ocean circulation [Otto-Bliesner et al., 2007,
Marzocchi and Jansen, 2017]. This project is also not freed from limitations, especially as it
concerns a relatively small number of models [Bracegirdle et al., 2019] which share some degree
of interdependence [Knutti et al., 2015].

2.3.2 Specifications for the PMIP-carbon project

The PMIP-carbon project is a new initiative which is related to the deglaciation working
group of PMIP and coordinated by Nathaëlle Bouttes. As more and more PMIP models are
now carbon-enabled, the objective of this ongoing project is to conduct the first multimodel
comparison of coupled climate-carbon simulations, starting at the LGM.

A protocol was defined and participating modelling groups were requested to perform an
equilibrated PI and LGM experiments with no change of code in between. The simulations
were typically run with an atmospheric CO2 concentration which is prescribed (at 190 ppm for
the LGM and 280 ppm for the PI) in the radiative code, but freely-evolving − if possible −
in the carbon cycle. Running such experiments, with two separate CO2 variables (as opposed
to a fully interactive run), is a common modelling choice in paleoclimate modelling as models
are struggling to simulate the pCO2 drawdown. Modelling groups were also asked to follow
the PMIP4 protocol or an experimental design as close to PMIP4 as possible, with modified
greenhouse gases concentrations, orbital parameters, and ice sheets. Since the priority was
to collect many model outputs, the established protocol was deliberately not very restrictive
and model outputs which were not fully conformed to PMIP4 experimental design were also
accepted.

Thanks to that, we managed to collect outputs (climate, carbon, and fixed fields) from
eight models, either GCMs or EMICs (MIROC4m-COCO, CESM, IPSL-CM5A2, MIROC-
ES2L, CLIMBER-2, iLOVECLIM, LOVECLIM, UVic). Additional outputs from the MPI,
Bern3D-LPX, and NorESM-OC models can also be expected. However, the effects of this
choice of protocol have to be seriously considered, as pointed out by Ivanovic et al. [2016]:
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"Many palaeoclimate model intercomparison projects have been designed to facili-
tate the robust comparison of results from the same "experiment" (i.e. simulation
set) across a range of different models, usually taking a prescriptive approach to
model set-up to ensure that any differences observed in the results are attributable
to differences in model structure and not to differences in chosen "boundary condi-
tions" and climate forcings."

In particular, the effects of the modelling choices associated with a change of ocean boundary
conditions (e.g. bathymetry and coastlines) are assessed in Lhardy et al. [2021a] (see chapter
3). These modelling choices concern either:

• the implementation of the bathymetry and land-sea mask, described in the previous
section, which can impact the ocean volume along with the model resolution

• the related adjustments of biogeochemical variables (DIC, alkalinity, nutrients), which
are recommended in Kageyama et al. [2017] as follows: "The global amount of dissolved
inorganic carbon, alkalinity, and nutrients should be initially adjusted to account for the
change in ocean volume. This can be done by multiplying their initial value by the relative
change in global ocean volume."

2.4 Experimental proxy data

In a few decades of research, the use of proxy data has considerably expanded our knowledge
of the past climate variations, way past the short period of direct observations. In particular, our
knowledge of the Southern Ocean sea-ice cover, deep ocean circulation, and CO2 concentration
at the LGM was established by well-documented proxy-based reconstructions (see chapter 1).
From a paleoclimate modelling point of view, this type of data is extremely valuable to evaluate
model biases. I briefly present here the Southern Ocean sea ice, SST, and δ13C compilations of
proxy data which are used in the following chapters to perform several model-data comparisons.
Robust datation and calibration methods have been used in these published marine core records
to constrain the LGM values.

2.4.1 Southern Ocean sea-ice proxy data compilation

Past sea-ice variations in the Southern Ocean can be inferred from diatom assemblages
found in the sediments. This phototrophic algae is widely distributed in the Southern Ocean,
and some of its taxa reflects a sea-ice presence [Gersonde and Zielinski, 2000]. We use in Lhardy
et al. [2021b] a compilation of Southern Ocean sea ice proxy data recently updated by Xavier
Crosta. It is based on the work from Gersonde et al. [2005], to which the experimental data of
several studies [Allen et al., 2011, Ferry et al., 2015, Benz et al., 2016, Xiao et al., 2016, Nair
et al., 2019] are also added. This compilation include three types of proxies:

• a quantitative proxy of yearly sea-ice duration [Crosta et al., 2004]

• a quantitative proxy of the winter (September) or summer (February) sea-ice concentra-
tion [Esper and Gersonde, 2014]
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• a qualitative proxy of sea-ice presence, based on the relative abundance of sea-ice linked
diatoms Fragilariopsis curta and F. cylindrus (in winter) and F. obliquecostata (in sum-
mer) [Gersonde and Zielinski, 2000].

Quantitative estimates rely on diatom-based transfer functions, using the modern analog
technique [Crosta et al., 2004, Esper and Gersonde, 2014]. As the three proxies are not always
in agreement, we have built an integrated index indicating how certain the sea-ice presence
is. This index is shown in Fig. 2.8, and ranges from 0 to 3 in winter and 0 to 2 in summer,
depending on the number of qualitative or quantitative proxy value above the error of the
calibration step [Gersonde and Zielinski, 2000, Crosta et al., 2004, Esper and Gersonde, 2014].

Summer and winter sea-ice contours have also been drawn, locating the likely delimitation
of sea-ice presence when considering all marine core data. However, proxy data in key regions
are too scarce in summer to robustly constrain the summer sea-ice edge.

(a) Austral summer (b) Austral winter

Figure 2.8: Austral summer (a) and winter (b) sea-ice lines inferred from the proxy data
compilation. The summer sea-ice contour is represented by a dashed red line as it is not well-
constrained. The sea-ice presence suggested by marine core data is represented as an arbitrary
index on a blue to white scale, where blue denotes no indication of sea ice in proxies, and white
denotes agreement of several proxies on the presence of sea ice.

2.4.2 SST proxy data from MARGO Project Members [2009]

Global sea-surface temperature reconstructions at the LGM (23−19 ka) have been developed
since the 70s/80s, with the CLIMAP project (Climate Long-Range Investigation, Mapping and
Prediction). Following this first initiative, the Multiproxy Approach for the Reconstruction of
the Glacial Ocean Surface (MARGO) provided a widely used synthesis of SSTs (at 10 m depth)
at the LGM [MARGO Project Members, 2009]. This reconstruction combines 696 individual
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records, using either geochemical palaeothermometers (alkenones, foraminifera Mg/Ca ratio)
or transfer functions based on microfossils (planktonic foraminifera, diatom, dinocysts, and
radialoria). In contrast, Tierney et al. [2020] relies on a more recent compilation (956 indi-
vidual SST records) of geochemical proxies only (alkenones, foraminifera Mg/Ca ratio, δ18O
and TEX86), excluding marine assemblage data with the argument that: "Although including
marine assemblage data would improve spatial coverage, the outstanding no-analogue problems
and lack of comparable Bayesian models prevent us from using these data in the framework
presented here." As such a choice would exclude most of the Southern Ocean data points, a
region of interest in this study, I chose to use the SST reconstruction from MARGO Project
Members [2009].

The MARGO proxy records are associated with diverse regional and seasonal distribution
(Fig. 2.9), but combined in a final regridded product (Fig. 2.10) by averaging all seasonal
proxy data falling into the same 5◦ × 5◦ cell, weighted by a reliability index [MARGO Project
Members, 2009]. Still, this procedure results in a patchy coverage, with a good amount of data
in the Southern Ocean (in austral summer), in the tropics and in the North Atlantic.

Figure 2.9: Distribution of SST proxy data points (figure from MARGO Project Members
[2009])

(a) Austral summer (b) Austral winter

Figure 2.10: Austral summer (a) and winter (b) SST data from the regridded product of
MARGO Project Members [2009]
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2.4.3 δ13C proxy data from Peterson et al. [2014]

As explained in chapter 1, δ13C represents a useful paleotracer to constrain the water mass
distribution in models. I use in the course of the next chapters a compilation of benthic
foraminiferal δ13C data [Peterson et al., 2014]. This compilation is based on 480 marine core
measurements of late Holocene and LGM δ13C using Cibicidoides species, which are epibenthic
foraminiferas (i.e. living at the sediment-water interface) known to reflect the δ13C signature
of the DIC of surrounding water [Mackensen et al., 1993]. However, I note that Gottschalk
et al. [2016] have recently observed significant offsets in Cibicides kullenbergi and Cibicides
wuellerstorfi δ13C, with possible implications for the interpretation very light values in the
South Atlantic at the LGM (see Fig. 2.11b).

This compilation shows a relatively good coverage in the Atlantic Ocean, though data tend
to be scarce in large areas of the ocean interiors, where sediment rates or carbonate preservation
are insufficient.

(a) Late Holocene (6-0 ka) (b) LGM (23-19 ka)

Figure 2.11: Late Holocene (a) and LGM (b) δ13C data from Peterson et al. [2014]
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2.5 Résumé du chapitre en français

Dans ce chapitre 2, je présente les outils déjà développés que j’utilise dans le cadre de cette
thèse. Il s’agit du modèle du climat de complexité intermédiaire iLOVECLIM, intégrant en
particulier de deux paramétrisations d’intérêt pour cette étude, permettant une représentation
simple de la plongée des saumures ou bien du mélange vertical induit par le déferlement d’ondes
de marée. Je décris également le protocole PMIP4, qui définit les forçages et conditions aux
limites à implémenter lors des simulations du DMG. Pour la première fois, ce protocole PMIP
recommande l’utilisation de différentes reconstructions de calottes, afin de prendre en compte
leur incertitude. L’implémentation des conditions aux limites associées, nécessaire aux études
d’intercomparison auxquelles iLOVECLIM participe, est présentée dans le chapitre suivant.
Ce protocole est également celui recommandé dans le cadre du tout nouveau projet PMIP-
carbon, dont les premiers résultats font l’objet d’une publication. Enfin, les enregistrements
paléoclimatiques (de glace de mer, SST, δ13C) servant à mener par la suite des comparaisons
modèle-données sont brièvement exposés.

Je souligne dans ce chapitre que malgré certaines limitations telles que sa résolution, le
modèle iLOVECLIM est tout à fait adéquat pour examiner la circulation profonde de grande
échelle et le contenu carbone de l’océan. En effet, il intègre un module de cycle du carbone et
simule directement certains proxies tels que le δ13C. De plus, son faible temps de calcul permet
de réaliser un grand nombre de simulations équilibrées, et ainsi d’explorer diverses directions
concernant l’influence des processus tels que la plongée des saumures (chapitre 4), la diffusion
verticale (chapitre 5), ou bien l’effet des vents (chapitre 6) et des conditions aux limites imposées
(chapitre 3 et 4).
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Changing boundary conditions:
consequences on carbon sequestration in
the ocean

Chapter aims:

1. Describe the semi-automated generation of ocean boundary conditions on the model
grid, a method developed in this thesis in order to notably test the influence of the
choice of ice sheet reconstruction on the examined variables

2. Evaluate the impact of this method on the PI climate and ocean circulation

3. Quantify the carbon sequestration simulated in the ocean by PMIP-carbon models
(including iLOVECLIM) as a consequence of modelling choices which relate to
differing implementations of LGM ocean boundary conditions (or lack thereof)

Highlights:

↪→ The technical development undertaken allows for an easy generation of the iLOVE-
CLIM model bathymetry and coastlines from any topographic file, including those
recommended by the PMIP4 protocol. Straits and key passages still have to be
checked, and a limited number of adjustments manually enforced.

↪→ At the PI, the newly generated ocean boundary conditions yield a slight deteriora-
tion of some climate variables (e.g. Drake transport), but a major improvement of
the ocean volume.

↪→ Comparison with other PMIP models demonstrates that the ocean volume tends
to be overlooked during the implementation of the LGM experimental design in
models, yet it is a dominant control on carbon sequestration. In addition, the
adjustment of biogeochemical variables (e.g. alkalinity) to account for a change of
volume must be carefully considered due to its large effect on ocean carbon content.
Future PMIP and PMIP-carbon protocols may wish to draw more attention on these
modelling choices.
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In chapter 2, I have outlined the methods used in this study, which basically amounts to
running multiple simulations and sensitivity tests at the Last Glacial Maximum (LGM) with
the carbon-enabled iLOVECLIM model to explore the relationship between the simulated sea
ice, deep ocean circulation, and CO2 concentration. I chose to do it in the coherent framework
of the PMIP4 project. Following this protocol indeed allows a participation of the iLOVECLIM
model in multimodel intercomparison studies [Kageyama et al., 2021, Lhardy et al., 2021a], but
also to update the LGM boundary conditions implemented in the iLOVECLIM model, which
dates back to PMIP2 [Roche et al., 2007]. This gives me the opportunity to assess whether
the significant differences in the recommended boundary conditions of PMIP4 compared to
previous phases result in any improvement of the simulated sea ice and deep ocean circulation,
previously evaluated in Roche et al. [2012] and Otto-Bliesner et al. [2007]. As recommended by
Kageyama et al. [2017], I chose to run simulations with the boundary conditions associated with
the two most recent ice sheet reconstructions (GLAC-1D and ICE-6G-C) to evaluate the impact
of ice sheet uncertainties [Ivanovic et al., 2016] in the iLOVECLIM model. To facilitate the use
of both reconstructions and to enable future work on transient simulations with an interactive
bathymetry (as in Meccia and Mikolajewicz [2018]), I have developed a semi-automated method
to generate and update boundary conditions on the model grid.

In this chapter 3, I first describe these developments and their validation at the pre-industrial
(PI), as well as the underlying modelling choices. Secondly, I evaluate the consequences of
modelling choices which relates to a change of ocean boundary conditions on the simulated
CO2 concentration. These results, presented in [Lhardy et al., 2021a], are obtained using
both sensitivity tests with the iLOVECLIM model and preliminary results from the PMIP-
carbon project, whose protocol is described in chapter 2. The effects of the choice of boundary
conditions on the simulated sea ice and deep ocean circulation at the LGM are examined in
chapter 4 [Lhardy et al., 2021b].

3.1 Implementation of boundary conditions in the iLOVE-
CLIM model

I have developed a new method to implement the boundary conditions (e.g. orography, ice
sheet extent, coastlines, bathymetry) associated with each ice sheet reconstruction on the at-
mosphere and ocean grids of iLOVECLIM. This semi-automated method allows for consistency
between LGM, PI, and ongoing transient runs with an updated bathymetry. I chose to use both
GLAC-1D and ICE-6G-C ice sheet reconstructions to generate these boundary conditions, and
I compare these results to the ones obtained with the ICE-5G reconstruction [Peltier, 2004]
recommended in the PMIP2 protocol, which was used in the former version of iLOVECLIM in
its LGM configuration [Roche et al., 2007]. As the iLOVECLIM model did not take part in
the PMIP3 phase, there was no need to generate the boundary conditions associated with the
ice sheet reconstruction produced for PMIP3, which is a composite of three individual recon-
structions (ICE-6G v2.0, GLAC-1a, ANU − see Abe-Ouchi et al. [2015]). Both the GLAC-1D
[Tarasov and Peltier, 2002, Tarasov et al., 2012, Briggs et al., 2014, Ivanovic et al., 2016] and
the ICE-6G-C [Peltier et al., 2015, Argus et al., 2014] reconstructions are more recent and also
recommended in the deglaciation protocol [Ivanovic et al., 2016]. However, the advantage of
this semi-automated method is that new boundary conditions can be easily implemented if
need be.
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3.1.1 Generation of atmosphere boundary conditions

To generate the atmosphere boundary conditions (e.g. orography, land-ice fraction), I inter-
polated the variables provided with each ice sheet reconstruction on the T21 grid of ECBilt (see
Fig. 3.1). Although the resolution of this atmospheric component is coarse, the elevation of the
Laurentide ice sheet in particular remains significantly lower in GLAC-1D than in ICE-6G-C
boundary conditions. As recommended by Kageyama et al. [2017], I implemented the LGM
orography by adding the 21 ka − 0 ka anomaly on the PI orography. This enables consistency
between the LGM, PI, and first and last steps of transient runs of the last deglaciation.

(a) GLAC-1D orography (21 ka) (b) ICE-6G-C orography (21 ka)

(c) GLAC-1D interpolated orography (21 ka) (d) ICE-6G-C interpolated orography (21 ka)

(e) Generated anomaly (GLAC-1D − ICE-6G-C) (f) Generated anomaly (ETOPO1 − ICE-6G-C)

Figure 3.1: The GLAC-1D and ICE-6G-C orographies at 21 ka before (a, b) and after (c, d)
interpolation on the T21 grid of ECBilt. Anomaly in the orography generated from GLAC-1D
(e) or ETOPO1 (f) with respect to the one from ICE-6G-C.
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The same was done for the continental ice extent (see Fig. 3.2), though with an additional
step. Indeed, in the files containing the GLAC-1D and ICE-6G-C ice sheet reconstructions,
the ice extent variable (sftgif ) is provided as a point-value mask, typically as an ice fraction
with values equal to 0 (i.e no ice) or 1 (100% ice) [Kageyama et al., 2017]. Such a variable −
regridded on the ECBilt grid − is also what the model needs to read in an input file. However,
the interpolation sometimes results in intermediate values at the border of the ice sheets.
Therefore, a threshold has to be enforced to implement only 0 or 1 values. This threshold can
be arbitrarily chosen at 0.5 (50% ice in a grid cell), but since the interpolation entails a decrease
of the total continental surface area with a high albedo, I chose a lower threshold (20%). As
a result, this ‘white’ continental area remains close to the one computed before interpolation
(see Table 3.1).

Table 3.1: Quantification of the continental surface area with a high albedo (i.e. 0.85), before
and after interpolation on the T21 grid

‘White’ continental surface area (millions of km2) GLAC-1D ICE-6G-C
Raw data from each ice sheet reconstruction 38.9 39.0

After interpolation (integration of grid cell area weighted by the ice fraction) 38.4 37.6
Threshold at 0.50 (integration of grid cell area where ice fraction > 50%) 38.3 37.3
Threshold at 0.01 (integration of grid cell area where ice fraction > 1%) 39.2 40.2
Threshold at 0.20 (integration of grid cell area where ice fraction > 20%) 39.0 39.0

(a) GLAC-1D land ice fraction (b) ICE-6G-C land ice fraction

(c) ‘Ice mask’ generated from GLAC-1D (d) ‘Ice mask’ generated from ICE-6G-C

Figure 3.2: The GLAC-1D and ICE-6G-C land ice fraction, and the resulting boundary con-
dition on the ECBilt grid (after interpolating the land ice fraction, applying a 20% threshold
and adding the 21 ka − 0 ka anomaly on the PI ice mask)
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3.1.2 Generation of ocean boundary conditions

Generating the ocean boundary conditions (e.g. bathymetry, coastlines) is a more delicate
step. As pointed out by Kageyama et al. [2017], the large ice sheets and the lower sea level
of the LGM, around -130 m relative to the present-day [Lambeck et al., 2014], lead to shallow
continental shelves being either emerged (e.g. Sunda shelf, Sahul shelf) or covered by land ice
(e.g. Hudson Bay, Barents and Kara seas), along with the closure of major straits (e.g. Bering
strait). As a result, the coastlines (i.e. ‘land-sea mask’) in these areas have to be defined with
care, in addition to the locations where the bathymetry is also adjusted for the PI (typically,
Gibraltar Strait and Greenland-Iceland-Scotland ridge). This manual polishing is unavoidable
in order to get realistic ocean transport in straits which are often too narrow to be open con-
sidering the ocean model resolution.

In the iLOVECLIM model, the ocean boundary conditions used to be constructed manu-
ally [Roche et al., 2007]. The coastlines were redefined to account for the low sea level and
the bathymetry was adjusted in shallow areas, but no modifications were made in open ocean
areas such as the abyssal plains. This was justified by the irregular vertical resolution of the
CLIO model, which exceeds 700 m in deep grid cells. As these changes are rather tedious, I
chose to develop a semi-automated method to generate bathymetries and land-sea masks on
the CLIO grid from any topographic file, allowing a systematic procedure using input variables
from either GLAC-1D or ICE-6G-C reconstructions (at 21 ka, or at any step of the deglacia-
tion). Moreover, this development enabled the update of the ocean boundary conditions at
the PI, which were generated (and heavily-tuned) from a rather old topographic file (ETOPO5
[1986], see Campin [1997]). This generation method, also described in the appendix of Lhardy
et al. [2021b], is completed in several steps.

First step: The LGM bathymetry anomaly (21 ka − 0 ka) is added to the PI bathymetry
(ETOPO1, Amante and Eakins [2009]), after interpolation on the ETOPO1 grid.
Second step: A connectivity program (Paillard, pers. com.) is run using this topographic
data. This program provides the bathymetry, the hypsometry and the connections between
ocean basins on the two CLIO grids (either regular or rotated). To do so, the lowest sill be-
tween any points is computed thanks to a tree structure, then aggregated on the ocean grid of
coarser resolution (see Appendix B of Lhardy et al. [2021b]).
Third step: The two grids are combined in a program which generates both the land-sea mask
(using the hypsometry from the previous step) and the vertical depth at any location (using
the bathymetry). The program produces an output file containing this bathymetric data with
the land-sea mask applied on it as a mask (defining 0 in land grid cells).
Fourth step: As the coastlines are first defined for the ocean model, the fraction of land and
ocean on the atmospheric grid is computed in an additional pre-processing step, as well as the
interpolation points between the CLIO and ECBilt grids.
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This procedure is largely automated, though the land-sea mask and bathymetry are manually
defined for a few grid cells in the third step. In more details, this step includes:

1. Generation of the land-sea mask

• The hypsometry method. Using the hypsometry (produced on the CLIO grid in the second
step), the program computes the altitude at which a certain percentage of ocean is reached
within each grid cell, and compares it to the given sea level. To illustrate this, I can take
the hypothetical exemple of a coastal grid cell. This grid cell may be divided between
land and ocean on a subgrid level, with 20% of its surface being land and 80% ocean, at
the present-day sea level. Therefore, it makes sense for this particular cell to be assigned
as ocean in the PI land-sea mask. However, depending on the subgrid topography, this
grid cell may be composed of 90% land and 10% ocean at the LGM considering the low
sea level, thus defined as land in the LGM land-sea mask.
I point out that in this computation, two modelling choices come into play: both a sea level
and a threshold need to be defined. I chose to use the sea level reconstructed by Lambeck
et al. [2014], whose evolution is constrained by numerous observations. However, I note
that the ice volume trapped on land in the GLAC-1D and ICE-6G-C reconstructions is
not completely consistent with the sea level inferred by Lambeck et al. [2014], which is
-134 m at 21 ka. As for the threshold, I defined as ocean any grid cell with a surface area
composed of at least 40% ocean at the given sea level. I note that a 50% value was chosen
in the IPSL model [Kageyama et al., 2017]. Nonetheless, a 40% threshold is consistent
with the previous generation of boundary conditions in the CLIO model [Campin, 1997],
and has the advantage of limiting the number of grid cells which have to be manually
defined as ocean (see example in Fig. 3.3). Still, it remains a subjective choice.

• Automated elimination of isolated grid cells. Then, the ocean grid cells with 3 or 4
neighbouring cells defined as land are forced as land in a few iterations, in order to fill
closed seas and eliminate isolated cells on the coast. I mean by ‘isolated’ that single
ocean grid cells on the coast are dynamically isolated (i.e. no horizontal transport can
reach them) since the CLIO grid is of B-type on the classification of Arakawa. Due to
the staggered tracer and velocity fields, the isolated grid cells need to be eliminated or
else the model crashes (due to incoherency in the divergence computation).

• Manual changes. The land-sea mask is further modified to enable model runs and real-
istic ocean currents. Some grid cells are manually defined as land or ocean in order to
completely close or open straits and channels which are not wide enough (see examples in
Fig. 3.3). Indeed, no ocean transport can occur in channels with only one ocean grid cell,
due to the B-grid type of the CLIO model. The manual changes are kept to a minimum
(10 grid cells at the PI, 17 at the LGM using ICE-6G-C and 16 using GLAC-1D). These
changes concern Gibraltar Strait (4 to 5 problematic grid cells) and Denmark Strait (1
to 2) at both the PI and LGM ; in addition to Fram Strait (1), Davis Strait (2), Gulf
of Mexico outlet (5) and Sulawesi island (2) at the LGM ; and the Hudson Bay (2) and
Baffin Bay outlets (1) at the PI only. Since a perspective of this work is to run deglacial
transient runs with an interactive bathymetry, I note that it is not trivial to decide when
these passages should be forced open.
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(a) Before (40%) (b) After (40%)

(c) Comparing (60%) (d) Comparing (40%) (e) Modifying (40%)

(f) No connections (g) With connections

Figure 3.3: Land-sea masks produced at the LGM on the CLIO grid1

1The examples shown here are for the North Atlantic (a to e) or the Indonesian region (f, g). Note that
the Arctic ocean is deformed due to the rotated CLIO grid. I show in (a) that without manual changes, the
Mediterranean sea is closed, and no ocean transport can occur in Denmark, Davis, or Fram straits. I obtain
(b) by manually forcing as ocean 9 grid cells, which are shown in (e) on a black (depth close to 0 m) to white
(at least 200 m) scale. Among these grid cells, 4 of them are not deep enough to simulate a realistic transport
at Gibraltar or Davis Strait, so their bathymetry also has to be manually adjusted (red dots). In addition, I
compare in (c to g) the land-sea mask generated by this method to the former LGM land-sea mask (PMIP2,
Roche et al. [2007]): grid cells which used to be ocean and are now land appear in yellow (and the reverse in
light red). The automated elimination of isolated cells produces land grid cells in green (also formerly land) or
orange (formerly ocean). I show with (c) that using a threshold of 60% in the hypsometry method entails much
more problematic land grid cells (yellow cells in straits) than (d) and also generates more isolated grid cells (in
orange). In (e), the land grid cells in yellow which are not problematic for ocean transport are kept as land,
keeping the manual changes to a minimum. Finally, I show in (g) that computing the connections (in the second
step of the procedure) is useful to make informed choices in (e). The grid cell borders where no ocean transport
is supposed to occur are shown in brown. I chose to define as ocean two grid cells (corresponding to Sulawesi
island) to eliminate the too narrow channel west of it, where the connectivity still shows that ocean transport
is possible. On the other hand, I chose to keep as land a brown grid cell which blocks ocean transport between
Sundaland and the Philippines, isolating the South China sea at the South as suggested by the connections
shown in (g).
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2. Generation of the bathymetry

• The program interpolates the bathymetric data produced in the second step on the irreg-
ular vertical levels of the CLIO grid.

• The bathymetry of a few grid cells is adjusted in critical straits and passages (see Fig. 3.3e).
These manual changes concern 9 grid cells, at Gibraltar Strait (3 cells), Hudson Bay outlet
(2) and Greenland-Iceland-Scotland ridge (4) for the PI, and Gibraltar Strait (3), Davis
Strait (1), Gulf of Mexico outlet (1) and Greenland-Iceland-Scotland ridge (4) for the
LGM. The bathymetry of these 9 grid cells is deepened and set equal to their depth on
the former CLIO grid (i.e. at the PI: ∼ 350 m at Gibraltar, ∼ 1450 m at the Greenland-
Iceland-Scotland ridge, as in Campin [1997]). Without these adjustments, the Norwegian
Sea remains too isolated from the North Atlantic [Campin, 1997] and the salinity of the
Mediterranean Sea diverges.

• Then, the program also eliminates isolated grid cells. Indeed, as the model cannot deal
with ocean grid cells with only one vertical level (e.g. ocean floor at 10 m), the bathymetry
of these few cells is either forced at vertical level 2 or they are defined as land. In addition,
I adjust the bathymetry of grid cells which are vertically isolated (e.g. deeper than their
neighbours) by applying a fonction similar to a smoothing filter. As a result, the deepest
grid cells share the same depth as some of their neighbours, in groups of at least 4 cells
(see Fig. 3.5).

(a) Generated anomaly (GLAC-1D − ICE-6G-C) (b) Generated anomaly (ETOPO1 − ICE-6G-C)

Figure 3.4: Anomaly in the bathymetry generated from (a) GLAC-1D or (b) ETOPO1 with
respect to the one from ICE-6G-C. Deeper grid cells (than the bathymetry generated from
ICE-6G-C) are indicated in blue and shallower grid cells in brown.

The bathymetry generated with this method using both GLAC-1D or ICE-6G-C topographic
data is shown in Fig. 3.5. I note that they are largely similar, with noticeable differences
along the Antarctic coast for example (also see Fig. 3.4a). Plotting the anomaly with the
PI bathymetry (Fig. 3.4b), I underline that despite the coarse vertical resolution at depth
(reaching ∼ 750 m in the deepest vertical level), the interpolation results in shallower grid cells
at the LGM (relative to the PI) in a significant number of grid cells, even in abyssal plains. As
a result, the ocean volume is strongly impacted by the use of this semi-automated method. In
the following section, I will quantify the change in ocean volume (see Fig. 1b and S2 of Lhardy
et al. [2021a]) and elaborate on the consequences on the simulated carbon content.
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(a) GLAC-1D bathymetry (21 ka) (b) ICE-6G-C bathymetry (21 ka)

(c) Bathymetry generated from GLAC-1D (d) Bathymetry generated from ICE-6G-C

Figure 3.5: The GLAC-1D and the ICE-6G-C bathymetries, and the bathymetries generated
from each ice sheet reconstruction on the CLIO grid

3.1.3 Model runs with an automated change of ocean boundary con-
ditions

The boundary conditions generated in the previous sections are implemented in the model
during the initialization of runs. I initialize LGM runs with the same equilibrated simulation
at the PI (i.e. ‘restart’ simulation), which is a common practice of modellers to reduce spin-up
duration [Kageyama et al., 2017]. Since I also generated new ocean boundary conditions for
the PI standard run (using ETOPO1 from Amante and Eakins [2009], in replacement to those
of Campin [1997]), with a large effect on ocean volume [Lhardy et al., 2021a], we first retuned
the carbon cycle. The total carbon content was adjusted (by 632 GtC, i.e. ∼-1.5%) in order to
get the PI atmospheric CO2 concentration to equilibrate at ∼ 280 ppm. We also got δ13Catm

values close to -6.48%�[Lourantou et al., 2010] and ∆14C values close to 0%�. The model code
is kept identical between PI and LGM standard runs, with the exception of the ocean transport
through Bering Strait. Since this transport is enabled via a pipe due to the limitation of the
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CLIO grid, it is explicitely set to 0 in LGM runs. Using this PI restart with a larger ocean
volume, a few adjustments had to be made to ensure mass conservation.

We developed the initialization code of the CLIO model in order to enable an automated
change of ocean boundary conditions. New ocean grid cells (e.g. during deglacial transient
runs) are now detected by comparing the current boundary conditions with the ones from the
restart run. In order to quickly equilibrate the model, their tracer content (e.g. temperature,
salinity) is initialized at the average value of the neighbouring ocean grid cells. We pay specific
attention to conservative tracers. First, we ensure that the oxygen isotopes are initialized with
a Standard Mean Ocean Water (SMOW) of +1%�. Secondly, we conserve salt by computing
the difference between the total salt content in the restart and during initialization (after deal-
ing with new ocean grid cells). The salinity in each grid cell is homogeneously modified below
1000 m to account for this difference. While LGM runs are usually initialized with a salinity
of +1 psu to account for a sea level of -134 m compared to the PI [Kageyama et al., 2017], our
modelling choice allows for salt conservation, regardless of the sea level change. Considering the
realistic relative volume change [Lhardy et al., 2021a], this automated modification amounts
to a similar salinity change relative to the PI salinity (+0.96 psu for GLAC-1D boundary con-
ditions and +1.11 psu for ICE-6G-C). In addition, Kageyama et al. [2017] also recommend
specific adjustments for ocean biogeochemistry models, concerning DIC, alkalinity, and nutri-
ents. We chose to conserve the total quantities of these variables in a similar manner as the
salinity adjustment previously described, instead of multiplying the initial values by a relative
volume change of around 3%. These adjustments and their effects on the simulated carbon are
described in Lhardy et al. [2021a].

Finally, Kageyama et al. [2017] also underline that the models should be spun up until
equilibrium. While different criterias have been advised in previous PMIP phases (mean SST
drift < 0.05◦C/century, net carbon uptake by the biosphere < 0.01 GtC/year, small drift in
zonal mean sea salinity in the Southern Ocean, see Kageyama et al. [2017]), Marzocchi and
Jansen [2017] point out the importance of deep-ocean equilibration in multimodel comparisons
of PMIP simulations at the LGM. Indeed, they observe a significant long-term drift in the
AMOC strength and depth in one of the PMIP models. The authors warn that: "Discrepancies
between models and paleodata can be further amplified by short integration times, as the
transient response to cooling is expected to be associated with a stronger and deeper AMOC."
Since the AMOC is of particular interest to this study, I have standardly run simulations of
3000 (v1) or 5000 (v1, v2) years to ensure a quasi-equilibrated state of the deep ocean despite
its inertia. This is made possible by the low computation cost of iLOVECLIM, with such
simulations ending in little more than one week. To evaluate this equilibration, the drift of
the deep ocean temperature has been quantified in my first batch of simulations (v1), and
happens to be less than 2× 10−4 ◦C per century for any individual simulation at the end of it.
I standardly analyze the last 100 years of each simulation.
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3.1.4 Evaluation of the consequences of the semi-automated ocean
boundary conditions generation method on the PI climate and
ocean circulation

After generating the boundary conditions associated with the ETOPO1 [Amante and Eakins,
2009] or PMIP4 (GLAC-1D and ICE-6G-C, Kageyama et al. [2017]) topographies and adding
related developments to the initialization code, I ran simulations at both the PI and LGM.
Then, I evaluated whether the iLOVECLIM model produces a reasonable climate and ocean
circulation with these new boundary conditions. The differences caused by the use of this gener-
ation method at the LGM are notably assessed in Lhardy et al. [2021b] (see chapter 4), where I
examined global mean temperature, SST, Southern Ocean sea ice and Atlantic streamfunction,
which are variables of particular interest to this study.

(a) Old PI (b) New PI (v0)

(c) New PI (v1)

Figure 3.6: Surface temperature anomaly with respect to model reanalysis (ERA-interim),
for PI simulations run with (a) former ocean boundary conditions (ETOPO5 [1986], Campin
[1997]), or newly-generated coastlines and bathymetry (b) without or (c) with adjusting the
depth of the Greenland-Iceland-Scotland ridge. Grid cells in good agreement with ERA-interim
data are hatched.

In this section, I therefore focus on the PI climate and ocean circulation, using a few variables
which were helpful to determine some of the modelling choices described above. I compared
the usual climatic fields (SAT, ST, SS), but also outputs from the carbon cycle [Bouttes et al.,
2015] to results obtained with the former boundary conditions (simulation called ‘Old PI’).
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It quickly appeared that the negative anomaly of surface temperature (with respect to ERA-
interim) in the Arctic strongly deteriorates with the change of ocean boundary conditions to
automated ones (in simulation ‘New PI (v0)’, see Fig. 3.6a and b). In simulation ‘New PI (v1)’,
I managed to lower to some extent this anomaly by deepening 4 grid cells at the Greenland-
Iceland-Scotland ridge (Fig. 3.6c), which is also a modelling choice documented in Campin
[1997]. Despite numerous tests in this region, I could not further reduce this anomaly. In
addition, we wished to keep manual changes of the bathymetry to a minimum. As a result, I
note that the agreement with the ERA-interim surface temperatures slightly deteriorates with
the new ocean boundary conditions in two regions: the Arctic Ocean (and in particular at
proximity of Fram Strait), and in parts of the Southern Ocean (Atlantic and Indian sectors).

I also compared the simulated ocean fields (ST, SS, biogeochemical variables) to WOA2009
[Locarnini et al., 2010, Antonov et al., 2010] or GLODAP [Key et al., 2004] data. This data is
the same as the one used in Bouttes et al. [2015], in which the PI results from the carbon cycle
implemented in the iLOVECLIM model are fully evaluated, and compared to CMIP5 model
outputs (their Fig. 20 to 22). Using the same graphical representation, I quantified statistical
differences (in terms of root mean square error, correlation coefficient, and standard deviation)
between my three PI simulations in Taylor diagrams (Fig. 3.8). Though the differences remain
small, the simulated fields in the Atlantic are generally in better agreement with observations
in ‘Old PI’, indicating again a slight deterioration of the simulated variables when using the
ocean boundary conditions generated semi-automatically. However, I note that the adjustment
of the Greenland-Iceland-Scotland threshold partly compensates this difference, with the values
from ‘New PI (v1)’ generally lying in-between ‘Old PI (v0)’ and ‘New PI (v1)’.

Figure 3.7: Ocean transport through key straits, in PI simulations with the former ocean
boundary conditions (‘Old PI’) or the newly-generated ones (‘New PI (v1)’)

In addition, I examined more specifically the ocean transport through key straits (e.g.
Drake Passage, Bering Strait, Canadian archipelago, Fram Strait, Denmark Strait, and Iceland-
Norway passage). This transport is quantified in Sverdurp (i.e. 1 × 106 m3.s−1) in Fig. 3.7.
Significant differences are arising, in particular in narrow regions where no manual adjustments
were made to the bathymetry (e.g. Canadian archipelago, Drake Passage).
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(a) Temperature

(b) Salinity

(c) DIC

(d) Phosphate

(e) O2

Figure 3.8: Taylor diagrams obtained using the zonally averaged ST, SS, DIC, phosphate and
O2, and data from WOA2009 or GLODAP.
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I note that I simulate a lower Drake Passage transport with the new ocean boundary
conditions (90 Sv), though this transport was already strongly underestimated with the for-
mer bathymetry (117 Sv), considering the observational estimate of Donohue et al. [2016]
(173.3 ± 10.7 Sv). I realised that Bering transport was also underestimated compared to a
climatology mean of 0.8 Sv [Roach et al., 1995], so I adjusted the pipe to get a much closer
value (0.69 Sv, against 0.37 Sv previously). Still, this ocean transport remains quite low if I
consider the more recent climatology from Woodgate [2018] (1 Sv). The influence of this par-
ticular transport on the freshwater budget and ocean circulation was examined in iLOVECLIM
in Goosse et al. [1997a].

(a) Old PI (b) New PI (v1)

(c) LGM PMIP2 (d) LGM PMIP4 (GLAC-1D) (e) LGM PMIP4 (ICE-6G-C)

Figure 3.9: Sea surface salinity (SSS) in the North Atlantic − Arctic region

Finally, regional differences in sea surface salinity (SSS) can also be related to some of my
modelling choices. Indeed, I have adjusted the bathymetry of a few grid cells at the Gulf of
Mexico outlet and at Gibraltar Strait in my LGM (PMIP4) simulations. As a result, these
simulations shows more moderate surface salinities in the Mediterraneen Sea (Fig. 3.9). The
larger ocean transport at Bering Strait in the ‘New PI (v1)’ simulation also produces noticeable
differences in the salinities of the Arctic ocean at the PI. However, the general pattern remains
unchanged.
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3.2 Article 1: A first intercomparison of the simulated
LGM carbon results within PMIP-carbon: role of
the ocean boundary conditions

I now quantify the consequences of modelling choices related to a change of ocean boundary
conditions on the simulated ocean sequestration and CO2 concentration. In contrast to the
rest of this thesis, this is done in the framework of a model intercomparison study, thanks to
preliminary results from the PMIP-carbon project. In the following article, I use both PMIP-
carbon model outputs and sensitivity tests with the iLOVECLIM model (v2), enabled by the
developments described in this chapter.

My findings underline the importance of the relative ocean volume change between the PI
and LGM simulations, which is rarely accurately represented in PMIP models. In the case of
the iLOVECLIM model, the ocean volume at both the PI and LGM is considerably improved
by the semi-automated method developed here to generate ocean boundary conditions. In addi-
tion, the related adjustment of biogeochemical variables recommended by the PMIP4 protocol
(Kageyama et al. [2017], see Sect. 2.3) also has a large impact on the ocean carbon content.
Yet both of these elements (ocean volume change and alkalinity adjustment in particular) are
not consistently implemented in the PMIP-carbon model ensemble. While this complicates
intercomparison of existing carbon-enabled model outputs, raising these technical issues at the
start of the PMIP-carbon project will allow us to revise the protocol going forward.
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1. Introduction
The mechanisms of the atmospheric 2COE  variations at the scale of glacial-interglacial cycles are not fully 
understood. Ice core records have shown 2COE  variations with an amplitude of about 100 ppm for the last 
four or five cycles (Lüthi et al., 2008). In particular, the atmospheric 2COE  is known to have reached concen-
trations as low as 190 ppm (Bereiter et al., 2015) at 23 E  19 kaBP, during the Last Glacial Maximum (LGM). 
Compared to pre-industrial (PI) levels of around 280 ppm, this LGM 2pCOE  drawdown is commonly thought 
to be mainly linked to an increase in carbon sequestration in the ocean (Anderson et al., 2019).

The total carbon content of this large reservoir currently holding E  38,000 GtC (Sigman & Boyle, 2000) is 
influenced by both physical and biogeochemical processes (Bopp et al., 2003; Kohfeld & Ridgwell, 2009; 
Ödalen et al., 2018; Sigman et al., 2010). Physical processes include changes in the solubility pump: a gla-
cial cooling is associated with higher 2COE  solubility, though counteracted by the effect of an increased 
salinity. They also encompass changes of Southern Ocean sea ice (Marzocchi & Jansen, 2019; Stephens & 
Keeling, 2000), ocean stratification (Francois et al., 1997), and circulation (Aldama-Campino et al., 2020; 
Menviel et al., 2017; Ödalen et al., 2018; Schmittner & Galbraith, 2008; Skinner, 2009; Watson et al., 2015). 

Abstract Model intercomparison studies of coupled carbon-climate simulations have the potential 
to improve our understanding of the processes explaining the 2pCOE  drawdown at the Last Glacial 
Maximum (LGM) and to identify related model biases. Models participating in the Paleoclimate Modeling 
Intercomparison Project (PMIP) now frequently include the carbon cycle. The ongoing PMIP-carbon 
project provides the first opportunity to conduct multimodel comparisons of simulated carbon content 
for the LGM time window. However, such a study remains challenging due to differing implementation 
of ocean boundary conditions (e.g., bathymetry and coastlines reflecting the low sea level) and to various 
associated adjustments of biogeochemical variables (i.e., alkalinity, nutrients, dissolved inorganic carbon). 
After assessing the ocean volume of PMIP models at the pre-industrial and LGM, we investigate the 
impact of these modeling choices on the simulated carbon at the global scale, using both PMIP-carbon 
model outputs and sensitivity tests with the iLOVECLIM model. We show that the carbon distribution 
in reservoirs is significantly affected by the choice of ocean boundary conditions in iLOVECLIM. In 
particular, our simulations demonstrate a 250E    GtC effect of an alkalinity adjustment on carbon 
sequestration in the ocean. Finally, we observe that PMIP-carbon models with a freely evolving 2COE  and 
no additional glacial mechanisms do not simulate the 2pCOE  drawdown at the LGM (with concentrations 
as high as 313, 331, and 315 ppm), especially if they use a low ocean volume. Our findings suggest that 
great care should be taken on accounting for large bathymetry changes in models including the carbon 
cycle.
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Biogeochemical processes rely on changes in the 3CaCOE  cycle (Brovkin et  al.,  2007,  2012; Kobayashi & 
Oka,  2018; Matsumoto & Sarmiento,  2002) or an increased efficiency of the biological pump (Morée 
et al., 2021), through increased iron inputs from aeolian dust for example (Bopp et al., 2003; Oka et al., 2011; 
Tagliabue et al., 2009, 2014; Yamamoto et al., 2019).

Despite the identification of these processes, their contribution to the 2pCOE  drawdown is still much debated. 
Modeling studies tend to show a large effect of the biological pump and a moderate effect of circulation 
changes (Buchanan et al., 2016; Hain et al., 2010; Khatiwala et al., 2019; Menviel et al., 2012; Tagliabue 
et al., 2009; Yamamoto et al., 2019), but model disagreements remain. Iron fertilization seems to explain a 
relatively small part ( 15E    ppm) of the LGM 2pCOE  drawdown (Bopp et al., 2003; Kohfeld & Ridgwell, 2009; 
Muglia et al., 2017; Tagliabue et al., 2014). Accounting for carbonate compensation in models also seems 
to significantly reduce the simulated atmospheric 2COE  concentrations (Brovkin et al., 2007; Kobayashi & 
Oka, 2018). However, review studies show that the amplitude of the 2COE  variation caused by each process is 
not well constrained (Gottschalk et al., 2020; Kohfeld & Ridgwell, 2009). Moreover, sensitivity tests under-
line that, due to the interactions of both these physical and biogeochemical processes, isolating their effect 
remains challenging (Hain et al., 2010; Kobayashi & Oka, 2018; Ödalen et al., 2018). The emerging common 
view is that the LGM 2pCOE  drawdown cannot be explained by a single mechanism, but by a combination of 
different intrinsic processes (Hain et al., 2010; Kohfeld & Ridgwell, 2009). Gaining a better understanding of 
these mechanisms, which depend on the background climate, is critical to accurately project future climate 
(Yamamoto et al., 2018).

As a result, it is hardly surprising that models struggle to simulate the LGM 2pCOE  drawdown, especially 
in their standard version. Previous studies show that models simulate a large range of 2pCOE  drawdown, 
with most modeling studies accounting for one third to two thirds of the 90 E  100 ppm change inferred from 
ice core data (Brovkin et al., 2007, 2012; Buchanan et al., 2016; Hain et al., 2010; Khatiwala et al., 2019; 
Kobayashi & Oka, 2018; Marzocchi & Jansen, 2019; Matsumoto & Sarmiento, 2002; Morée et al., 2021; Oka 
et al., 2011; Stephens & Keeling, 2000; Tagliabue et al., 2009). The discrepancies between models can be 
partly linked to resolution (Gottschalk et al., 2020) and representation of ocean and atmosphere physics, 
completeness of the carbon cycle model (including sediments, permafrost…) (Kohfeld & Ridgwell, 2009), 
and simulated climate and ocean circulation (Menviel et al., 2017; Ödalen et al., 2018). Ödalen et al. (2018) 
also highlights that differences in the initial equilibrium states (which depend on the model tuning strategy 
at the PI) may lead to different 2pCOE  drawdown potentials in models. In this context, we could learn a lot 
from a multimodel comparison study of standardized LGM experiments. Such studies are now common for 
modern and future climates: the Coupled Climate Carbon Cycle Model Intercomparison Project (C4MIP, 
Jones et  al.,  2016) aims to quantify climate-carbon interactions in General Circulation Models (GCMs). 
Since the LGM is a benchmark period of the Paleoclimate Modeling Intercomparison Project (PMIP, Kag-
eyama et al., 2018), the stage is set for a similar study focused on the LGM. Indeed, the PMIP project is 
now in its phase 4 and a standardized experimental protocol has been designed for the LGM (Kageyama 
et al., 2017). Although more and more PMIP models now also simulate the carbon cycle, outputs describing 
the carbon cycle have not been shared through Earth System Grid Federation systematically and no system-
atic multimodel analysis of coupled climate-carbon LGM experiments has been done so far. The purpose 
of the new PMIP-carbon project is therefore to compare outputs of various models in order to better under-
stand the mechanisms behind past carbon cycle changes. As a first step, the project focusses on the model 
response to LGM conditions.

In this study, the preliminary results of the PMIP-carbon project gives us the opportunity to examine LGM 
carbon outputs of a roughly consistent model ensemble for the first time. We evaluate the impact of mod-
eling choices related to the ocean boundary conditions change on the simulated carbon. We assess specifi-
cally the impacts of the total ocean volume change and associated adjustments, two elements which are not 
the focus of the PMIP protocol. Since the PMIP-carbon project is ongoing, this first look is especially useful 
to draw a few conclusions which will help refine the PMIP-carbon protocol.
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2. Modeling Choices in PMIP-Carbon Models and Resulting Ocean Volumes
2.1. The PMIP-Carbon Protocol

The PMIP-carbon project, which falls under the auspices of the “Deglaciations” working group in the PMIP 
structure, aims at the first multimodel comparison of coupled climate-carbon experiments at the LGM. 
Participating modeling groups ran both a PI and a LGM simulation with the same code, following the 
PMIP4 experimental design as far as possible, but model outputs obtained using the PMIP2 or PMIP3 proto-
col were also accepted. These standardized protocols specify modified forcing parameters (greenhouse gas 
concentrations and orbital parameters) and different boundary conditions (e.g., elevation, land ice extent, 
coastlines, and bathymetry). Indeed, the LGM was a cold period with extensive ice sheets over the Northern 
Hemisphere. Due to the quantity of ice trapped on land, the eustatic sea level was around −134 m below 
its present value (Lambeck et al., 2014). To account for the related changes of topography (which encom-
passes changes of elevation, albedo, coastlines and bathymetry) in models, Kageyama et al. (2017) define 
the PMIP4 protocol and provide guidelines on how to implement the LGM boundary conditions on the 
atmosphere and ocean grids. Given the uncertainty of ice sheet reconstructions, the PMIP4 protocol lets 
modeling groups choose from three different topographies: GLAC-1D (Ivanovic et al., 2016), ICE-6G-C (Ar-
gus et al., 2014; Peltier et al., 2015), or PMIP3 (Abe-Ouchi et al., 2015), whereas the PMIP3 protocol relied on 
the PMIP3 ice sheet reconstructions (https://wiki.lsce.ipsl.fr/pmip3/doku.php/pmip3:design:21k:final) and 
the PMIP2 protocol relied on the ICE-5G topography (Peltier, 2004). To account for the sea level difference 
between the LGM and PI, the protocol underlines that a higher salinity of 1 psu should be ensured during 
the initialization of the ocean. We expect that this would partly compensate for the temperature effect by 
reducing the 2COE  solubility.

For ocean biogeochemistry models specifically, Kageyama et al.  (2017) also recommend that “the global 
amount of dissolved inorganic carbon (DIC), alkalinity, and nutrients should be initially adjusted to ac-
count for the change in ocean volume. This can be done by multiplying their initial value by the relative 
change in global ocean volume.” The implicit modeling choice here is to ensure the mass conservation of 
these tracers. Running a LGM experiment from a PI restart, adjusting these variables will induce an increase 
of their concentration. We expect that this will impact the carbon storage capacity of the ocean. Indeed, in-
creased nutrient concentrations can boost marine productivity and consequently affect the biological pump. 
In addition, an increase of alkalinity lowers atmospheric 2COE  concentrations by displacing the acid-base 
equilibriums of inorganic carbon in favor of 2

3COE  (Sigman et al., 2010). These adjustments are typically 
done by assuming a −3% decrease in total ocean volume (Brovkin et al., 2007), or a decrease close to this 
value (Bouttes et al., 2010; Morée et al., 2021). However, it should be noted that these adjustments are meant 
to account for the sea level change at a global scale, and do not reflect local processes such as corals or shelf 
erosion (Broecker, 1982). Studies suggest in particular that the reduced continental shelf area during gla-
cial times may have led to an elevated whole ocean alkalinity via reduced carbonate deposition on shelves 
(Kerr et al., 2017; Rickaby et al., 2010). While changes in the alkalinity budget during glacial cycles remain 
debated, assuming a conserved inventory is a simple and frequent choice in models which do not include 
sediments.

2.2. The PMIP-Carbon Model Outputs

Five General Circulation Models (GCMs: MIROC4m-COCO, CESM, MPI-ESM, IPSL-CM5A2, MI-
ROC-ES2L) and four Earth System Models of intermediate complexity (EMICs: CLIMBER-2, iLOVECLIM, 
LOVECLIM, UVic) have performed carbon-cycle enabled LGM simulations submitted to the PMIP-carbon 
project. Most of them did not include additional glacial mechanisms (e.g., sediments, permafrost, brines, 
iron fertilization…) when running their LGM simulation, with the exception of MPI-ESM which includes 
an embedded sediment module (Ilyina et al., 2013), and MIROC4m-COCO, MIROC-ES2L, MPI-ESM and 
IPSL-CM5A2 in which dust-induced iron fluxes were changed at the LGM. These models and the character-
istics of their LGM simulations are summed up in Table 1.

This table shows that PMIP-carbon model outputs result from differing modeling choices in terms of model 
resolution, boundary conditions, and 2COE  forcing (either prescribed at 190 ppm in both the radiative code 
and carbon cycle model, or prescribed in the radiative code but freely evolving in the carbon cycle part). In 
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particular, the effects of a lower sea level are accounted for differently by the models. Ocean boundary con-
ditions (i.e., bathymetry and coastlines) are not updated in three of the LGM experiments. Furthermore, the 
recommended initial adjustment of ocean biogeochemistry variables (Kageyama et al., 2017) to account for 
the change in ocean volume is not consistently applied. Indeed, when these three variables are adjusted, it 
is often according to a theoretical value of around − 3%E  , rather than according to the relative volume change 
imposed in models. However, considering that the ocean boundary conditions stem from different ice sheet 
reconstructions and are interpolated on ocean grids of various resolution, the resulting ocean volumes and 
relative volume change may not always be equal to this theoretical value. These differing modeling choices 
give us the opportunity to evaluate their impact on the simulated carbon at the LGM.

2.3. Evaluating the Ocean Volume in PMIP Models

We now focus on the total ocean volume, which conditions both the size of this carbon reservoir and the 
adjustment of biogeochemical variables. In models, topographic data are typically used to implement 
boundary conditions for the LGM (e.g., GLAC-1D, ICE-6G-C reconstructions) or PI (e.g., etopo1, Amante & 
Eakins, 2009). To quantify the impact of modeling choices related to the implementation of ocean bound-
ary conditions on the ocean volume, we computed the ocean volumes of PMIP-carbon models for both the 
LGM and PI period. Then, we compared these values to the ocean volumes computed using topographic 
data (Figure 1).

2.3.1. The Ocean Volume From Topographic Data

We computed the ocean volume from the ICE-6G-C and GLAC-1D topographies, both at 21 kyr and at 0 kyr 
(see dotted and dashed lines in Figure 1). The ocean volume from the etopo1 topography was computed by 
Eakins and Sharman (2010): 18 31.335 10 mE   ( E  1%). These topographic data are of medium to high resolu-
tion: the ICE-6G-C topography is provided on a (1,080, 2,160) points grid and the GLAC-1D topography on 
a (360, 360) one. The etopo1 relief data have a 1 arc-minute resolution. Considering the high resolution of 
these data, we assume a relatively negligible error in the computed ocean volumes (with respect to reality). 
We use these reference values to quantify the differences ( E  ) linked with the interpolation on a coarser grid 
and/or with modeling choices made during the implementation of boundary conditions (Table 2).

We observe that the ocean volumes associated with the ICE-6G-C and GLAC-1D topographies at 0  kyr 
are similar to the etopo1 ocean volume (see dotted lines on Figure 1). However, there is a difference of 
around 161 10E   3mE  between the volumes computed at the LGM (see dashed lines on Figure 1): we found 

181.299 10E   3mE  (GLAC-1D), 181.292 10E   3mE  (ICE-6G-C), and 181.288 10E   3mE  (ICE-5G). This difference stems 
from the uncertainties in ice sheet reconstructions. As the Laurentide ice sheet is higher in the ICE-6G-C 

Model name
Ocean resolution lat  

E   lon (levels) Atmospheric 2COE Ice sheet reconstruction
Ocean boundary 

conditions
Adjustment of DIC, alkalinity, 

nutrients

MIROC4m 1 1E      (43) Freely evolving ICE-5G Unchanged No

CLIMBER-2 2.5 3E    basins (21) Freely evolving ICE-5G Unchanged Yes (−3.3%)

CESM 400 40E     km (60) Freely evolving ICE-6G-C Changed Yes (−5.7%)

iLOVECLIM 3 3E    (20) Freely evolving GLAC-1D, ICE-6G-C Changed Yes (see Section 3.2)

MPI-ESM 3 3E    (40) Prescribed GLAC-1D Changed Yes (see Supporting Information S1)

IPSL-CM5A2 2 0.5E    (31) Prescribed* PMIP3 Changed Yes (−3%)

MIROC-ES2L 1 1E    (63) Prescribed* ICE-6G-C Changed Yes (−3%)

LOVECLIM 3 3E    (20) Prescribed* ICE-6G-C Unchanged Yes (−3.3%)

UVic 3.6 1.8E    (19) Prescribed* GLAC-1D, ICE-6G-C, PMIP3 Changed No

Note. * indicates that the 2COE  concentration in both the radiative and the carbon cycle code is prescribed to 190 ppm, following the PMIP4 protocol which 
recommended a slight change of atmospheric 2COE  (compared to 185 ppm in PMIP3) to ensure consistency with the deglaciation protocol (Ivanovic et al., 2016). 
DIC, dissolved inorganic carbon.

Table 1 
Characteristics of the Last Glacial Maximum Simulations of Paleoclimate Modeling Intercomparison Project (PMIP)-Carbon Models
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Figure 1. Ocean volume in (a) Paleoclimate Modeling Intercomparison Project (PMIP) models and (b) iLOVECLIM simulations. The iLOVECLIM reference 
simulations in (a) are “New pre-industrial (PI)” and “P4-I.” The dashed and dotted lines represent the ocean volume computed from high-resolution 
topographic files (etopo1, ICE-5G, GLAC-1D, and ICE-6G-C). LGM, Last Glacial Maximum.

Project Model name PI ( 18 310 mE  ) LGM ( 18 310 mE  )E  PI (%) E  LGM (%) LGM E  PI ( 16 310 mE  )E  LGM E  PI (%) Relative change (%)

PMIP3 GISS-E2-R 1.335 1.286 −0.02 −0.48 −4.89 +13.73 −3.66

MRI-CGCM3 1.334 1.288 −0.09 −0.33 −4.59 +6.92 −3.44

MPI-ESM-P 1.358 1.313 +1.70 +1.66 −4.42 +2.93 −3.26

CNRM-CM5 1.341 1.332 +0.47 +3.11 −0.91 −78.91 −0.68

MIROC-ESM 1.323 1.303 −0.86 +0.88 −2.01 −53.32 −1.52

PMIP-carbon MIROC4m 1.320 1.320 −1.16 +2.13 0 −100 0

CLIMBER-2 1.363 1.363 +2.10 +5.49 0 −100 0

CESM 1.320 1.249 −1.12 −3.25 −7.10 +65.34 −5.38

iLOVECLIM 1.343 1.291 +0.62 −0.05 −5.19 +20.85 −3.87

MPI-ESM 1.351 1.297 +1.17 +0.40 −5.33 +24.08 −3.95

IPSL-CM5A2 1.328 1.319 −0.54 +2.07 −0.90 −79.05 −0.68

MIROC-ES2L 1.367 1.360 +2.42 +5.26 −0.73 −83.09 −0.53

LOVECLIM 1.387 1.387 +3.90 +7.35 0 −100 0

UVic 1.358 1.356 +1.70 +4.93 −0.20 −95.33 −0.15

Note. Their differences ( E  ) with respect to the ocean volume computed from PI (etopo1) and/or from LGM topographic data (ICE-6G-C, 21 kyr) are shown, 
indicating when an overestimated PI volume ( E  PI  E   0%), LGM volume ( E  LGM  E   0%), or volume change ( E  LGM E  PI  E   0%) seems to be observed. The relative 
volume change in models can also be compared to the one computed from topographic data: −2.88% (GLAC-1D) or −3.19% (ICE-6G-C).

Table 2 
Quantification in Paleoclimate Modeling Intercomparison Project (PMIP) Models of Pre-Industrial (PI) and Last Glacial Maximum (LGM) Ocean Volumes, as 
Well as the Volume Changes Between the LGM Simulation and Its PI Restart (LGM E  PI, That Is to Say a PI-to-LGM Change)
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reconstruction than in the GLAC-1D one (Kageyama et al., 2017), the ocean volume calculated from ICE-
6G-C is consistent with a lower sea level. From these reconstructions, we computed a LGM E  PI volume 
difference of around - 164.30 10E   3mE  (ICE-6G-C E  etopo1). We note that running LGM simulations from a PI 
restart entails in theory a relative volume change of −2.72% (GLAC-1D), −3.22% (ICE-6G-C), or −3.48% 
(ICE-5G) when this volume change is computed relative to the PI ocean volume from etopo1 topography; or 
−2.88% (GLAC-1D) and −3.19% (ICE-6G-C) when considering the ICE-6G-C and GLAC-1D topographies 
at 0 kyr. These values are close to the − 3%E  change enforced in the initial adjustment of biogeochemical 
variables in some PMIP-carbon models (Table 1).

2.3.2. The Ocean Volume Implemented in PMIP Models

We used the fixed fields for each PMIP-carbon model to compute the total integrated ocean volume. To pro-
vide more elements of comparison, we also computed the ocean volumes of additional PMIP3 models. We 
chose the GISS-E2-R, MRI-CGCM3, MPI-ESM-P, CNRM-CM5, and MIROC-ESM models since both their 
LGM and PI fixed fields were available for download.

The PMIP models show a large range of ocean volumes for their PI and LGM states, and a range of LGM 
E  PI volume changes (Figure  1a and Table  2). The difference ( E  ) with the computed volume based on 

high-resolution topographic data (etopo1, ICE-6G-C) is significant for the majority of models: this differ-
ence amounts to less than 1% for only 6 models (out of 14) at the PI and for only 5 models at the LGM. 
The PMIP models with an ocean volume close to the high-resolution topographic data at both the PI and 
the LGM are MRI-CGCM3, GISS-E2-R, iLOVECLIM, and MPI-ESM (PMIP4). MPI-ESM-P (PMIP3) shows 
a slight overestimation ( 1.7%E   ) for both its PI and LGM volume but its relative volume change remains 
realistic (−3.26%). However, the LGM E  PI difference is often largely underestimated (CNRM-CM5, MI-
ROC-ESM, IPSL-CM5A2, MIROC-ES2L, UVic) or not implemented at all (MIROC4m-COCO, CLIMBER-2, 
LOVECLIM). As a result, these eight models significantly underestimate the relative volume change (−0% 
to −1.52%). Finally, CESM underestimates both the PI and the LGM volumes while being the only model 
largely overestimating the relative volume change (−5.38%). Although a majority of models substantially 
underestimate the relative volume change, the LGM E  PI difference in ocean surface area is less frequently 
underestimated (Figure S1). This suggests that the coastlines associated with the low sea level of the LGM 
may have been set more carefully than the bathymetry.

We note that EMICs (CLIMBER-2, LOVECLIM, UVic) tend to substantially overestimate the PI ocean vol-
ume with respect to etopo1 data. They also show little to no change in ocean boundary conditions at the 
LGM (Figure 1a and Table 2). This is not the case of the iLOVECLIM model, which will be further detailed 
in Section 3.1 and in Figure 1b. Conversely, most GCMs also show discrepancies with the ocean volumes 
of topographic data at both the PI and LGM (CESM, MPI, and MIROC models) or mainly at the LGM 
(CNRM-CM5, IPSL-CM5A2). There is no obvious correlation between model spatial resolution and ocean 
volume accuracy.

Since PMIP-carbon models simulate various change of ocean volume, we expect different responses of 
the carbon cycle to these differing ocean boundary conditions. Indeed, the simulated ocean carbon con-
centrations, which depend both on mass and volume, may be merely affected by a reservoir size effect. In 
particular, models with a large ocean volume at the LGM may overestimate carbon storage in the ocean. 
Moreover, the adjustment of biogeochemical variables done in some LGM simulations (e.g., according to 
a theoretical 3%E   change) is not necessarily consistent with the ocean volume change enforced in the 
models, which leads to a failed mass conservation of these tracers. It is difficult to assess the consequenc-
es of these bathymetry related modeling choices on the simulated carbon at the LGM by relying only on 
PMIP-carbon model outputs: these models also have differing carbon cycle modules, simulate different 
climate backgrounds, and do not all simulate a freely evolving 2COE  in the carbon cycle (Table 1). Therefore, 
we sought to evaluate the impact of these choices using additional sensitivity tests run with the iLOVECLIM 
model (see Appendix A).
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3. Evaluating the Impact of Bathymetry Related Modeling Choices on the 
Simulated Carbon at the LGM
3.1. Ocean Boundary Conditions in the iLOVECLIM Model and Resulting Ocean Volumes

As shown in Table 1, the iLOVECLIM LGM simulations were run with with a freely evolving 2COE  in the 
carbon cycle and following the PMIP4 experimental design (Kageyama et al., 2017). We used either the 
GLAC-1D or the ICE-6G-C ice sheet reconstruction to implement the boundary conditions (including the 
bathymetry and coastlines), thanks to the new semi-automated bathymetry generation method described 
in Lhardy et al. (2021). We also implemented new ocean boundary conditions for the PI, using a modern 
high-resolution topography file (etopo1) to replace the old bathymetry (adapted from etopo5, 1986). As this 
change of ocean boundary conditions has an impact on the ocean volume and therefore on the size of this 
carbon reservoir (Figure 1b), we retuned the total carbon content at the PI in order to get an equilibrated at-
mospheric 2COE  concentration of around 280 ppm. This content is now 632 GtC lower (41,016 GtC compared 
to 41,647 GtC previously). To ensure equilibrium, we then ran 5,000 years of LGM carbon simulation using 
this PI restart called “New PI.” The two standard LGM simulations (run following the PMIP4 protocol, us-
ing either the GLAC-1D or ICE-6G-C topography) are called “P4-G” and “P4-I” respectively. To observe the 
effect of the semi-automated bathymetry generation method on the ocean volume, in our study, we use the 
fixed fields of simulations run with the former PI and LGM bathymetries (respectively “Old PI” and “Old 
P2”). As the latter was manually generated in the framework of the PMIP2 exercise, we also regenerated 
with this method the bathymetry and coastlines associated with the ICE-5G topography recommended in 
the PMIP2 protocol. The resulting “New P2” simulation is therefore more comparable to “Old P2” than the 
“P4-G” and “P4-I” simulations. All these simulations are also described in Table 3.

Figure 1b shows that with the implementation of manually tuned bathymetries, the former version of iL-
OVECLIM was run with overestimated ocean volumes at the PI ( 3.86%E   for “Old PI”) and especially at 
the LGM ( 7.06%E   for “Old P2”). Most of the overestimation of the “Old P2” ocean volume is caused by 
differences in the deepest (deeper than 4 km) grid cells (Figure S2), rather than the slight overestimation 
of the ocean surface area (Figure S1b). As a result, iLOVECLIM used to simulate only 15%E  of the LGM E  PI 
volume change (Table S1). However, we now have much more realistic ocean volume values in the current 
version of iLOVECLIM, both at the PI (“New PI”) and at the three new LGM simulations (“New P2,” “P4-
G,” and “P4-I”). Indeed, these values are all fairly close to their references (etopo1, ICE-5G, GLAC-1D, and 
ICE-6G-C respectively), though there is still a small overestimation of the PI ocean volume. Despite the 
interpolation of the bathymetry on a relatively coarse ocean grid, it is interesting to note that the differenc-
es ( E  ) with respect to topographic data are now of the same order of magnitude as other GCMs of higher 
resolution (Table 1), and smaller than most models. Since this improvement can be attributed to the ba-
thymetry generation method which notably leads to a reduced number of deep and voluminous grid cells in 
iLOVECLIM LGM runs (Figure S2), we speculate that the effect of the sea level drop in abyssal plain areas 
is regularly overlooked in models.

3.2. Modeling Choices Related to the Boundary Conditions Change and Set of LGM Simulations 
With iLOVECLIM

We made several modifications to the code of iLOVECLIM to allow for a change of ocean boundary condi-
tions in an automated way. These developments allow us to run carbon simulations with the iLOVECLIM 

Simulation name Old PI New PI Old P2 New P2 P4-G P4-I

PMIP protocol - - PMIP2 PMIP2 PMIP4 PMIP4

Ocean BCs from etopo5 (1986) etopo1 (2009) ICE-5G ICE-5G GLAC-1D ICE-6G-C

Generation method Manual Semi-automated Manual Semi-automated Semi-automated Semi-automated

Note. PI, pre-industrial; PMIP, Paleoclimate Modeling Intercomparison Project.

Table 3 
iLOVECLIM Simulations With Differing Ocean Boundary Conditions (BCs, i.e., Coastlines and Bathymetry), Hence the Differing Ocean Volumes Shown in 
Figure 1b
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model under any given change of ocean boundary conditions (PI, GLAC-1D, ICE-6G-C, or otherwise). First, 
we ensured a systematic conservation of salt. Indeed, the boundary conditions changes associated with a 
lower glacial sea level cause a loss of the salt contained in some grid cells such as the ones corresponding 
to the continental shelves. In LGM runs, 1 psu is usually added to the PI salinity to compensate for this loss 
(Kageyama et al., 2017). We computed the total salt content before and after initialization and the lost salt 
was added uniformly over the whole deep ocean ( E  1 km). In iLOVECLIM, this automated modification 
is equivalent to an addition of 0.96 psu (GLAC-1D boundary conditions) or 1.11 psu (ICE-6G-C) to the PI 
salinity. Second, we coded an automated adjustment of ocean biogeochemistry variables. We chose to con-
serve the total alkalinity, nitrate and phosphate concentrations, and DIC, instead of multiplying their initial 
values by a relative volume change. This choice allows us to take into account not only the global sea level 
change, but also the distribution patterns of the tracers which would have been lost during the change of 
boundary conditions. Finally, the change of bathymetry and coastlines from PI to LGM conditions can also 
cause a loss in the ocean organic carbon pools (i.e., phytoplankton, zooplankton, dissolved organic carbon, 
particulate organic carbon, and calcium carbonate). To account for it, we ensured an automated conserva-
tion of the total model carbon content. We computed the total carbon content before and after initialization 
and the carbon from organic pools which would have been lost was put into the atmosphere, which then 
re-equilibrated with the ocean during the run.

We aim at quantifying the impact of modeling choices which relate to the change of ocean boundary con-
ditions on the simulated carbon, that is:

1.  Adjustments of alkalinity, nutrients, DIC
2.  Automated conservation of the total salt content
3.  Automated conservation of the total carbon content, as described above

To do this, we ran sensitivity tests using the ICE-6G-C boundary conditions (like “P4-I”) but without one 
or two of these choices: these simulations are called “alk-,” “nut-,” “DIC-/C-,” “C-,” and “salt-.” To be clear, 
“alk,” “nut,” and “DIC” refer to the adjustments of alkalinity, nutrients and DIC, while “C” refers to the 
total carbon content conservation and “salt” to the total salt content conservation. We ran “DIC-/C-” both 
without the DIC adjustment and without the total carbon content conservation to be able to see the impact 
of the DIC adjustment. As a matter of fact, a “DIC-” simulation (not shown here) results in the same carbon 
distribution in reservoirs as the reference “P4-I,” albeit after a longer equilibration time. Indeed, the total 
carbon content conservation E  ensured by transferring the lost carbon to the atmosphere E  makes up for the 
missing DIC adjustment, though the ocean and atmosphere need more time to re-equilibrate.

As the ocean boundary conditions are not always implemented in LGM simulations of PMIP-carbon mod-
els, we also ran a LGM simulation with the PI coastlines and bathymetry (called “PIbathy”). As a conse-
quence, there was no change of ocean volume nor any adjustment of biogeochemical variables during the 
initialization of this simulation. Finally, this ensemble of simulations is completed by “PIbathy, alk+”. In 
this LGM simulation with the PI ocean boundary conditions, we increased the initial alkalinity according 
to a theoretical relative change of volume, since this is a modeling choice of some PMIP-carbon models. 
All simulations and the modeling choices related to the change of boundary conditions are summed up in 
Table 4.

3.3. Simulated Carbon at the LGM

To assess the impact on the simulated carbon of these modeling choices which relates to the change of 
ocean boundary conditions, we computed the carbon content of each carbon reservoir (atmosphere, ocean, 
terrestrial biosphere) in PMIP-carbon models and iLOVECLIM sensitivity tests. Typically for the ocean, the 
concentration in each carbon pool (e.g., DIC, dissolved organic carbon, particulate carbon, phytoplank-
ton…) was summed, integrated on the ocean grid (weighted by the grid cell volume), and converted into 
GtC. The equilibrated atmospheric 2COE  concentrations of PMIP-carbon models with freely evolving 2COE  in 
the carbon cycle are presented in Figure 2a. The interested reader will find the carbon content of all reser-
voirs and models in Figure S3.

Among the PMIP-carbon models, about half have thus far run with a freely evolving 2COE  for the carbon 
cycle (MIROC4m-COCO, CLIMBER-2, CESM, and iLOVECLIM). Furthermore, among this subset, only 
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CESM and iLOVECLIM are fully comparable in terms of carbon outputs, as they both have run with LGM 
ocean boundary conditions and include a vegetation model. We observe that these two models both typical-
ly simulate high 2COE  concentrations at the LGM (331 and 315 ppm respectively, see Figure 2a). These values 
are very far from the 2COE  levels inferred from data ( E  190 ppm, Bereiter et al., 2015; Ivanovic et al., 2016) as 
they are even higher than the PI levels (280 ppm).

3.3.1. In iLOVECLIM

Looking at the carbon distribution simulated in the different reservoirs by the iLOVECLIM model (Table 5), 
we observe that although the ocean volume is smaller, the ocean is effectively trapping more carbon at 
the LGM (+272 GtC for “P4-I” compared to “New PI”). However, the terrestrial biosphere sink is also less 
efficient due to lower temperatures and the presence of large ice sheets (−344 GtC). Overall, it results in 
higher atmospheric concentrations as the ocean sink is not enhanced enough to compensate for the smaller 
terrestrial biosphere sink. The carbon outputs from the two standard LGM simulations (“P4-G” and “P4-
I”) suggest that the ice sheet reconstruction (GLAC-1D or ICE-6G-C) chosen to implement the boundary 
conditions has a small impact on the simulated carbon (as well as the ocean volume, see Figure 1b and 
Table S1).

Simulation name P4-G P4-I Salt- C- DIC-/C- Nut- Alk- PIbathy PIbathy, alk+

Ocean BCs G I I I I I I PI PI

Salt conservation E  E  No E  E  E  E  E  E 
Carbon conservation E  E  E  No No E  E  E  E 
DIC adjustment E  E  E  E  No E  E  E  E 
Nutrients adjustment E  E  E  E  E  No E  E  E 
Alkalinity adjustment E  E  E  E  E  E  No E  Yes

Note. Ocean boundary conditions (BCs, i.e., coastlines, bathymetry, and the resulting ocean volume) are specified by the letters G (GLAC-1D), I (ICE-6G-C), or 
PI (etopo1). Crosses indicate that the automated conservation of salt and carbon and adjustment of biogeochemical variables are done according to the relative 
change of volume (here relative to the PI restart). Hyphens indicate that these adjustments are inactive due to the absence of ocean boundary conditions 
change. “No” indicates in which simulation these adjustments are deliberately switched off and “yes” when they are done according to a theoretical value 
(−3.22%, the relative change of volume between from etopo1 to ICE-6G-C). DIC, dissolved inorganic carbon; PI, pre-industrial.

Table 4 
Bathymetry Related Modeling Choices of the Last Glacial Maximum Simulations With iLOVECLIM

Figure 2. Atmospheric 2COE  (ppm) in (a) Paleoclimate Modeling Intercomparison Project-carbon models with a freely evolving 2COE  in the carbon cycle 
(excluding the ocean-only MIROC4m-COCO) and (b) iLOVECLIM simulations. The iLOVECLIM reference simulations in (a) are “New pre-industrial (PI)” 
and “P4-I.” The gray and blue dashed lines represents the atmospheric 2COE  concentrations at the PI (280 ppm) and Last Glacial Maximum (LGM) (190 ppm, 
Bereiter et al., 2015).
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Using the iLOVECLIM sensitivity tests, we quantify the carbon content variations associated with the mod-
eling choices made to accommodate the change of ocean boundary conditions. If the total salt content 
conservation is not ensured (“salt-”), we get slightly lower 2COE  concentrations (8 ppm lower), as the 2COE  
solubility is greater when the salinity is lower. The total carbon content conservation apparently has a rela-
tively small effect on the 2COE  (13 ppm lower), but is actually essential when the DIC adjustment is not done 
either (“DIC-/C-”): in this case, 1,357 GtC are lost, and the 2COE  concentration is much closer to the LGM 
data value but for the wrong reason, that is, a loss of total carbon from the system. Only 154 GtC are lost 
in the “C-” simulation, which amount to the lost organic carbon. Indeed, the DIC adjustment compensates 
for most of the lost carbon as the DIC is the largest carbon pool in the ocean. As for the other two recom-
mended adjustments, the nutrient adjustment has a relatively small effect through a marine productivity 
boost (+5 ppm without it, see “nut-”) whereas the alkalinity adjustment is much more critical. Indeed, the 
simulation without it (“alk-”) has a 2COE  reaching as high as 434 ppm: an increased alkalinity reduces the 
atmospheric 2COE  concentration (by 254 GtC). Given the large effect of this adjustment, the method used to 
implement it is crucial.

In addition, we quantify the carbon content simulated at the LGM with no change of ocean boundary con-
ditions in iLOVECLIM. We see from the “PIbathy” simulation that a larger ocean volume can significantly 
increase the ocean carbon content at the LGM (+267 GtC, close to a doubling of the LGM E  PI difference), 
but in this instance at the expense of the terrestrial carbon (−246 GtC). This difference in terrestrial carbon 
content can be explained by the second ocean boundary condition, as the PI coastlines yield less available 
land surfaces to grow vegetation. While this compensation of errors causes a relatively small change of 
atmospheric 2COE  concentration, we argue here that not changing the bathymetry while performing LGM 
experiments significantly affects the carbon distribution since it can potentially trap twice as much carbon 
in the ocean. Furthermore, if this absence of ocean boundary conditions change is combined with the ad-
justment of alkalinity (considering the theoretical relative volume change between etopo1 and ICE-6G-C, 
see “PIbathy, alk+”), the carbon storage of the ocean is increased even more. This time, the drop of atmos-
pheric 2COE  concentration is much more significant as there is no additional compensating effect of the 
terrestrial biosphere.

3.3.2. In PMIP-Carbon Models

Finally, since the ocean is thought to have played a major role in explaining the 2pCOE  drawdown at the 
LGM, we now examine the ocean carbon content simulated by PMIP-carbon models in light of our findings 
on ocean volume. We know that PMIP-carbon models simulate various total carbon content (Figure S3b). 
To be able to compare their carbon content in the ocean, we therefore plotted in Figure 3 the percentage of 
carbon in the ocean at the PI and LGM, against the ocean volume. Figure 3 clearly shows four distinct mod-
el behaviors. CLIMBER-2 and LOVECLIM, which have run with no change of ocean boundary conditions, 
show a significantly larger proportion of carbon in the oceans under LGM conditions (+1.5% and +2.1% 
respectively). IPSL-CM5A2, MIROC-ES2L, and UVic have run with a limited change of ocean volume, and 
they also simulate a large increase of carbon storage in the oceans between their PI and LGM states (+2.6%, 
+2.1%, and 1.7% respectively). In contrast, the ocean carbon content of iLOVECLIM and CESM increases 
at the LGM, but this variation (+0.7% and +0.8%) is relatively smaller than in other models with no large 

Simulation name New PI P4-G P4-I Salt- C- DIC-/C- Nut- Alk- PIbathy PIbathy, alk+

Atmosphere (GtC) 599 674 671 653 643 467 681 924 650 478

Ocean (GtC) 38,480 38,728 38,753 38,767 38,627 37,599 38,742 38,499 39,020 39,191

Vegetation (GtC) 1,937 1,615 1,593 1,596 1,593 1,593 1,593 1,593 1,347 1,347

Atmosphere difference −72 +3 0 −18 −28 −204 +10 +254 −21 −192

Ocean difference −272 −25 0 +14 −126 −1153 −10 −253 +267 +439

Vegetation difference +344 +22 0 +3 0 0 0 0 −246 −246

Note. DIC, dissolved inorganic carbon; PI, pre-industrial.

Table 5 
Quantification in iLOVECLIM Simulations of the Carbon Content in Reservoirs (GtC) and Differences (GtC) With Respect to “P4-I”
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change of ocean boundary conditions. The exception is MPI-ESM, which displays both a large change of 
ocean volume and carbon storage (+1.7%). It is however not fully comparable to iLOVECLIM and CESM 
models as it also ran with a prescribed 2COE  in the carbon cycle. Finally, we underline that the two iLOVE-
CLIM simulations with no change of ocean volume show a larger increase of carbon storage in the oceans 
(+1.3% and +1.7% for “PIbathy” and “PIbathy, alk+” respectively). Therefore, it is likely that other models 
would also simulate lower carbon sequestration in the oceans and high atmospheric 2COE  concentration 
values (much larger than 190 ppm, if freely evolving) if they had a lower ocean volume at the LGM.

4. Discussion and Conclusion
In this study, we use preliminary results of the PMIP-carbon project and sensitivity tests run with the iL-
OVECLIM model at the LGM to quantify the consequences of bathymetry related modeling choices on the 
simulated carbon at the global scale. We consider the effects of the ocean volume change and of the result-
ing biogeochemical variables adjustments recommended in Kageyama et al. (2017).

We show that the implementation of ocean boundary conditions in PMIP models rarely results in accurate 
ocean volumes. We suggest that this may not be primarily related to the model resolution, since we get 
a much more realistic ocean volume in iLOVECLIM after developing a new method to generate the ba-
thymetry despite the relatively coarse resolution of its ocean model. In fact, the ocean boundary conditions 
(i.e., bathymetry, coastlines) associated with the low sea level of the LGM are not systematically generated 
in models. When they are, modeling groups often mostly concentrate on setting the coastlines (“land-sea 
mask”) and the bathymetry of shallow grid cells in order to simulate a reasonable ocean circulation. How-
ever, the ocean volume is mostly affected by the bathymetry of deep grid cells in models with irregular 
vertical levels. Setting the bathymetry of these deep grid cells to account for a sea level of −134 m (Lambeck 
et al., 2014) at the LGM, even if the vertical resolution exceeds such a value, will move up the ocean floor 

Figure 3. Ocean carbon versus ocean volume plot for a subset of Paleoclimate Modeling Intercomparison Project-
carbon models (excluding the ocean-only MIROC4m-COCO) and iLOVECLIM simulations (“P4-I,” “PIbathy,” and 
“PIbathy, alk+”). The dashed lines represent the ocean volume computed from high-resolution topographic files 
(etopo1, GLAC-1D, ICE-6G-C). The pre-industrial (PI) to Last Glacial Maximum (LGM) changes are traced by the gray 
(prescribed 2COE  ) and black (freely evolving 2COE  ) arrows. BCs stands for boundary conditions.
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here and there depending on the outcome of vertical interpolation. As a result, the overall volume of deep 
levels should be closer to reality. It is therefore important to account for the −134 m sea level change before 
the vertical interpolation done to generate the bathymetry in order to implement a realistic volume change 
between PI and LGM.

While these modeling choices may have little consequences on the climate variables usually examined in 
PMIP intercomparison papers, we argue that their effects on the simulated carbon cannot be overlooked, 
considering the role of the deep ocean on carbon storage (Skinner, 2009). In the iLOVECLIM model, the 
carbon distribution in reservoirs is significantly affected when the low sea level is not taken into account. 
Indeed, in the absence of a change of ocean boundary conditions in LGM runs, the carbon sequestration 
in the ocean is increased twofold due to the larger size of this reservoir. In contrast, more carbon is lost in 
the terrestrial biosphere as the coastlines of the PI do not allow for emerged continental shelves to grow 
vegetation. While different model biases may limit carbon sequestration in the ocean (e.g., underestimated 
stratification, sea ice, efficiency of the biological pump), an overestimated ocean volume at the LGM has an 
opposite effect. It is therefore even more challenging for models with a realistic ocean volume at the LGM 
to simulate the 2pCOE  drawdown.

Kageyama et  al.  (2017) recommend an adjustment of DIC, nutrients, and alkalinity to account for the 
change of ocean volume between the PI and the LGM. We quantify the effects of each on the simulated 
carbon at the LGM in the iLOVECLIM model. The DIC adjustment shortens the equilibration time but is 
not essential as long as carbon conservation is otherwise ensured. We observe a limited effect of the nutri-
ents adjustment but adjusting the alkalinity yields a large increase of carbon sequestration in the ocean 
( 250E    GtC). As a result, this last adjustment should be cautiously made. Multiplying the initial alkalinity 
by a theoretical value of around 3% which is potentially far from the implemented relative change of volume 
can significantly decrease the atmospheric 2COE  concentration.

The quantified effects of these modeling choices in iLOVECLIM depend on the carbon cycle module and on 
the simulated climate (e.g., surface temperatures, deep ocean circulation, sea ice). In that respect, quantifi-
cations using other models would be useful to assess the robustness of these results, which can be affected 
by model biases. Further studies using coupled carbon-climate models including sediments may be espe-
cially desirable to be able to compute the alkalinity budget from riverine inputs and 3CaCOE  burial (Sigman 
et al., 2010), as accounting for this mechanism may significantly increase the simulated 2pCOE  drawdown 
(Brovkin et al., 2007, 2012; Kobayashi & Oka, 2018). Still, these results give us a sense of the magnitude of 
each effect. We stress here that the ocean volume and the alkalinity adjustment should be both carefully 
considered in coupled carbon-climate simulations at the LGM as there is a risk of simulating a low 2COE  for 
the wrong reasons.

At present, PMIP-carbon models with a freely evolving 2COE  are all simulating an increased carbon seques-
tration into the ocean at the LGM, but also high atmospheric concentrations ( E  300 ppm). Overall, the en-
hanced carbon sink of the ocean is therefore not compensating for the loss of carbon in the terrestrial 
biosphere due to the lower temperatures and extensive ice sheets. Causes for the glacial 2COE  drawdown can 
be sought inside (e.g., physical and biogeochemical biases, Morée et al. (2021)) or outside (e.g., iron, terres-
trial vegetation, sediments, permafrost) of the modeled ocean. However, investigating the processes behind 
the 2pCOE  drawdown at the LGM and their limitations in model representation remains a challenge insofar 
as model outputs are hardly comparable. Our findings emphasize the need for documenting the ocean 
volume in models and defining a stricter protocol for PMIP-carbon models with the view of improving 
coupled climate-carbon simulations intercomparison potential. One practical recommendation in future 
PMIP protocols could be to enforce an alkalinity adjustment based on the actual (rather than theoretical) 
change of ocean volume implemented in biogeochemistry models at the LGM. Explicit guidelines concern-
ing the change of ocean volume and related modeling choices may also be relevant for other target periods 
of paleoclimate modeling.
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Appendix A: Description of the iLOVECLIM Model Under the PMIP 
Experimental Design
The iLOVECLIM model (Goosse et al., 2010) is an EMIC. Its standard version includes an atmospheric 
component (ECBilt), a simple land vegetation module (VECODE) and an ocean general circulation model 
named CLIO, of relatively coarse resolution ( 3 3E    and 20 irregular vertical levels). In addition, a car-
bon cycle model is fully coupled to these components. Originated from a NPZD ecosystem model (Six & 
Maier-Reimer, 1996), it was further developed in the CLIMBER-2 model (Brovkin, Bendtsen, et al., 2002; 
Brovkin et al., 2007; Brovkin, Hofmann, et al., 2002) before it was also implemented in iLOVECLIM (Bouttes 
et al., 2015).

The iLOVECLIM model is typically used to simulate past climates such as the LGM, and contributed to 
previous PMIP exercises (Otto-Bliesner et al.,  2007; Roche et al.,  2012) under its PMIP2 version (Roche 
et al., 2007), as well as to the current PMIP4 exercise (Kageyama et al., 2021). The LGM simulations run 
with iLOVECLIM follow the standardized experimental design described in the PMIP4 protocol (Kageyama 
et  al.,  2017). In order to assess the impact of the ice sheet reconstruction choice, we implemented the 
boundary conditions associated with the two most recent reconstructions (GLAC-1D and ICE-6G-C, both 
recommended in Ivanovic et al., 2016) in the iLOVECLIM model, using a new semi-automated bathymetry 
generation method described in Lhardy et al. (2021). The change of bathymetry and coastlines was auto-
mated for the most part, with a few unavoidable manual changes in straits and key passages. We also imple-
mented new ocean boundary conditions for the PI, using a modern high-resolution topography file (etopo1, 
Amante & Eakins, 2009) to replace the old bathymetry (adapted from etopo5, 1986).
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of the PMIP-carbon models can be found in Kobayashi and Oka (2018) (MIROC4m-COCO), Petoukhov 
et al. (2000) and Ganopolski et al. (2001) (CLIMBER), Bouttes et al. (2015) and Lhardy et al. (2021) (iLOVE-
CLIM), Liu et al. (2021), Mauritsen et al. (2019) and references therein (MPI-ESM), Ohgaito et al. (2021) 
and Hajima et al. (2020) (MIROC-ES2L).
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Chapter 3

3.3 Résumé du chapitre en français

Dans ce chapitre, j’expose les développements du modèle iLOVECLIM que j’ai réalisés afin
de :

• générer les conditions aux limites du DMG correspondant aux recommandations du pro-
tocole PMIP4 [Kageyama et al., 2017] sur la grille du modèle iLOVECLIM. Le terme
conditions aux limites fait ici référence à l’élévation et l’étendue des calottes glaciaires,
mais aussi à un tracé de ligne de côte et une bathymétrie correspondant à la baisse de
niveau marin observée au DMG. Le suivi de ce protocole standardisé permet ensuite au
modèle iLOVECLIM de participer aux études d’intercomparaison des modèles PMIP (par
exemple, Kageyama et al. [2021]).

• automatiser au maximum la génération des conditions aux limites du modèle océan (ligne
de côte, bathymétrie). La méthode développée permet ainsi de générer facilement les
conditions aux limites associées aux récentes reconstructions de calottes recommandées
dans le protocole PMIP4 (GLAC-1D, ICE-6G-C), mais ouvre aussi d’autres perspectives
pour des périodes de temps différentes du DMG (par exemple, des simulations transitoires
de la dernière déglaciation, avec bathymétrie interactive). Cette méthode reste toutefois
semi-automatique, certaines zones clefs telles que les détroits nécessitant un ajustement
particulier afin d’obtenir une circulation océanique réaliste. Les choix associés sont dé-
taillés ici de façon transparente.

• automatiser l’implémentation de ces conditions aux limites dans le modèle océan. En effet,
un changement de conditions aux limites implique une variation du volume des océans.
Il convient alors de développer l’initialisation du modèle afin d’assurer la conservation de
masse des traceurs, tels que le contenu de carbone ou de sel des océans.

Les conséquences de cette méthode sont d’abord évaluées au PI, dont les conditions aux
limites océan (issues de ETOPO5 [1986]) ont également été remplacées par une topographie
plus récente. Je constate alors une légère détérioration de certaines variables climatiques (ex.
température de surface, débit au niveau du passage de Drake), mais une amélioration très nette
du volume de l’océan [Lhardy et al., 2021a].

Malgré sa résolution limitée, le modèle iLOVECLIM présente donc désormais grâce à ma
méthode une variation de volume entre PI et LGM (-3.9%, contre -0.5% auparavant) proche de
celle suggérée par les reconstructions de calottes (-3.2%), ce qui n’est pas le cas de nombreux
modèles PMIP. Ce n’est pas sans conséquence pour la capacité de stockage de carbone des
océans. En effet, la comparaison des résultats préliminaires du projet PMIP-carbon et de
certains tests de sensibilité du modèle iLOVECLIM suggère que la variation de volume de
l’océan et les choix de modélisation associés (tels qu’un ajustement de l’alcalinité) exercent un
contrôle majeur sur le contenu total de carbone de l’océan. Ces résultats d’intercomparaison
font l’objet d’un article [Lhardy et al., 2021a], et de certaines perspectives concernant une
possible révision du protocole PMIP-carbon.
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Chapter 4

Identification of sea-ice biases in the
Southern Ocean and their consequences
on deep ocean circulation and CO2
concentration

Chapter aims:

1. Identify and quantify the model biases in Southern Ocean surface conditions (SST,
sea-ice), Atlantic water mass distribution and CO2 concentration at the LGM

2. Assess the impact of differing LGM boundary conditions and of a parameterized
sinking of brines

Highlights:

↪→ The iLOVECLIM model under the PMIP4 protocol simulates the same type of bi-
ases as in PMIP2, with respect to proxy data: a warm Southern Ocean (∼40−50◦S)
with a circular sea-ice distribution, an underestimated seasonal amplitude of the
sea-ice extent, a very deep and intense AMOC, and high CO2 concentration.

↪→ However, we have estimated a reconstructed winter sea-ice extent of 32.9×106 km2,
constrasting with the previous estimate of 43.5× 106 km2 [Roche et al., 2012]. On
this basis, the simulated sea-ice extent is only slightly underestimated in winter.

↪→ The choice of ice sheet reconstruction used to generate the boundary conditions
yields only small effects on the examined variables. The boundary conditions asso-
ciated with a cold Southern Ocean tend to show a further intensified AMOC.

↪→ The parameterization of the sinking of brines leads to reduced biases in surface con-
ditions (cold Southern Ocean, enhanced sea-ice seasonality), water mass distribution
(shallower NADW) and CO2 concentration (up to a ∼60 ppm drop). However, the
regional pattern of surface biases remains. These improvements do not necessarily
co-occur, suggesting different causes (stratified surface ocean, denser AABW).
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Chapter 4

As explained in chapter 1, simulating a sea-ice cover and a deep ocean circulation at the
LGM in good agreement with proxy data remains challenging to this day. Model intercom-
parison studies during previous PMIP phases underline recurrent and large intermodel spread
and model-data disagreements [Roche et al., 2012, Marzocchi and Jansen, 2017, Otto-Bliesner
et al., 2007, Muglia and Schmittner, 2015].

Indeed, a majority of PMIP3 models simulate a strengthening and a deepening of the
Atlantic Meridional Overturning Circulation (AMOC), contrasting with the common view in-
ferred from most paleotracer data [Curry and Oppo, 2005, Böhm et al., 2015, Skinner et al.,
2017]. This is also the case of the former version of the iLOVECLIM model (PMIP2), which
is among those with a NADW overturning cell reaching the ocean floor in the North Atlantic
[Otto-Bliesner et al., 2007]. Some modelling studies attribute an increased AMOC to wind
stress changes in the Northern Hemisphere due to the influence of high altitude ice sheets at
the LGM [Oka et al., 2012, Sherriff-Tadano et al., 2018, Klockmann et al., 2016, Muglia and
Schmittner, 2015]. As this suggests a potentially significant impact of uncertainties in ice sheet
boundary conditions [Ullman et al., 2014], it becomes apparent that the recommended ice sheet
reconstructions of the PMIP4 protocol may induce some change in the simulated AMOC with
respect to previous phases. Indeed, the ICE-6G-C and GLAC-1D ice sheets are significantly
lower than the boundary conditions implemented in the framework of previous PMIP phases
[Kageyama et al., 2017]. They also differ from each other, which provides the opportunity to
run LGM simulations with the boundary conditions associated with both reconstructions in
order to assess − to some extent − the impact of uncertainties in ice sheet reconstructions on
deep ocean circulation.

As for the Southern Ocean sea ice, the PMIP2-PMIP3 ensemble demonstrates that most
models fail to reproduce the LGM sea-ice distribution inferred from proxy data, both in terms
of extent, seasonal range, and shape [Roche et al., 2012, Goosse et al., 2013, Marzocchi and
Jansen, 2017]. With their different experimental design (and recent model developments) no-
tably inducing a change of the global mean temperature anomaly (LGM − PI, Kageyama et al.
[2021]), it remains to be seen whether PMIP4 models still show these three types of biases
(Vadsaria et al., in prep).

In this chapter, I evaluate the surface conditions (SST, sea-ice cover), deep ocean circula-
tion and carbon content simulated by the iLOVECLIM model at the LGM, using proxy data
to carry out model-data comparisons of SST, sea-ice distribution, and δ13C (see Sect. 2.4 of
chapter 2). To relate to some extent the identified biases, I use simulations with different
boundary conditions and/or sensitivity tests resulting in various surface conditions. Some of
these simulations test the parameterization of the sinking of brines described in Sect. 2.2.1 of
chapter 2. Published in part in Lhardy et al. [2021b], this work also gives me the opportunity
to evaluate the climatic consequences of the LGM boundary conditions generated using the
new and largely automated method described in chapter 3.
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Chapter 4

4.1 Article 2: Impact of Southern Ocean surface con-
ditions on deep ocean circulation at the LGM: a
model analysis

In this article, I follow an inverse methodology approach, using multiple LGM simulations
which display contrasting climates. This approach is useful to evaluate the effect of differing
boundary conditions and sensitivity tests related to the Southern Ocean sea ice, as well as to
investigate potential relationships between the identified biases. In addition, it allows me to
highlight which biases seem systematically simulated by the iLOVECLIM model. Since this
article is chronologically the first I wrote, these results were obtained using the first batch of
my simulations (v1), whereas the following sections and chapters all consider more recent (v2)
model ouputs.
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Abstract. Changes in water mass distribution are consid-
ered to be a significant contributor to the atmospheric CO2
concentration drop to around 186 ppm recorded during the
Last Glacial Maximum (LGM). Yet simulating a glacial At-
lantic Meridional Overturning Circulation (AMOC) in agree-
ment with paleotracer data remains a challenge, with most
models from previous Paleoclimate Modelling Intercompar-
ison Project (PMIP) phases showing a tendency to simulate
a strong and deep North Atlantic Deep Water (NADW) in-
stead of the shoaling inferred from proxy records of water
mass distribution. Conversely, the simulated Antarctic Bot-
tom Water (AABW) is often reduced compared to its pre-
industrial volume, and the Atlantic Ocean stratification is
underestimated with respect to paleoproxy data. Inadequate
representation of surface conditions, driving deep convection
around Antarctica, may explain inaccurately simulated bot-
tom water properties in the Southern Ocean. We investigate
here the impact of a range of surface conditions in the South-
ern Ocean in the iLOVECLIM model using nine simulations
obtained with different LGM boundary conditions associated
with the ice sheet reconstruction (e.g., changes of elevation,
bathymetry, and land–sea mask) and/or modeling choices re-
lated to sea-ice export, formation of salty brines, and fresh-
water input. Based on model–data comparison of sea-surface
temperatures and sea ice, we find that only simulations with
a cold Southern Ocean and a quite extensive sea-ice cover
show an improved agreement with proxy records of sea ice,

despite systematic model biases in the seasonal and regional
patterns. We then show that the only simulation which does
not display a much deeper NADW is obtained by parame-
terizing the sinking of brines along Antarctica, a modeling
choice reducing the open-ocean convection in the Southern
Ocean. These results highlight the importance of the repre-
sentation of convection processes, which have a large impact
on the water mass properties, while the choice of boundary
conditions appears secondary for the model resolution and
variables considered in this study.

1 Introduction

The Southern Ocean is a major climate player. Due to its
specific geographical setting, it acts as a heat exchanger and
buffer between the southern polar regions and the subtropics
but also connects the other oceanic basins. Furthermore, it is
one of the few oceanic regions where deep water formation
takes place. Indeed, cold surface temperatures and brine re-
jection consecutive to sea-ice formation allow for a large and
localized density increase of surface waters triggering deep
convection. As a result, the dense southern-sourced Antarctic
Bottom Water (AABW) fills the bottom of the world ocean.
Density gradients between this water mass and others – such
as its counterpart, the northern-sourced North Atlantic Deep
Water (NADW) – determine the water mass distribution and
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1140 F. Lhardy et al.: LGM surface conditions and deep ocean circulation

the large-scale circulation. Rearrangement of water masses
explains part of past changes in the carbon storage capacity
of the oceans (Buchanan et al., 2016; Khatiwala et al., 2019;
Yu et al., 2016), which stresses the importance of correctly
simulating the processes affecting the deep ocean circulation.

Multimodel studies using outputs from previous Paleo-
climate Modelling Intercomparison Project (PMIP) phases
showed that models simulate different responses of the At-
lantic Meridional Overturning Circulation (AMOC) to the
same Last Glacial Maximum (LGM) experimental design.
Only a minority of PMIP2 models produce a shoaling of
the NADW (Otto-Bliesner et al., 2007; Weber et al., 2007),
while most PMIP3 models produce an intensified and deep-
ened NADW (Muglia and Schmittner, 2015), at odds with
reconstructions from paleotracer data which display a shal-
lower NADW along with a denser, more voluminous and
possibly more sluggish AABW during the last glacial com-
pared to pre-industrial (PI) era and modern times (Curry and
Oppo, 2005; Howe et al., 2016). Models rarely simulate bot-
tom water temperatures and salinities close to the ones sug-
gested by the few pore-fluid measurements in the deep glacial
Atlantic (Adkins et al., 2002; Otto-Bliesner et al., 2007).
Moreover, Heuzé et al. (2013) showed that, even in present-
day conditions, models generally simulate inaccurate bot-
tom water temperatures, salinities, and densities. Even when
they do simulate relatively accurate modern bottom water
properties, they tend to form AABW via the wrong process
(namely open-ocean deep convection), whereas the largest
proportion of AABW currently results from brine-dominated
formation of dense shelf waters, overflowing in the deep
ocean (Orsi et al., 1999; Williams et al., 2010). While some
high-resolution CMIP6 models now simulate dense shelf wa-
ters, Heuzé (2021) observed no obvious export of these wa-
ters, and open-ocean deep convection remains a much-too-
widespread and frequently occurring process.

As both the sea-surface temperature (SST) and salinity re-
lated to sea-ice formation in the Southern Ocean influence
the surface density and therefore the AABW formation and
properties, any surface condition bias has the potential to im-
pact the deep ocean circulation. Studies on the historical pe-
riod have underlined important model biases in the Southern
Ocean SSTs (Hyder et al., 2018) and sea ice (Downes et al.,
2015), which could also affect paleoclimate simulations. And
indeed, PMIP models struggle to reproduce the glacial sea-
ice extent suggested by sea-ice proxy data and especially its
seasonality (Roche et al., 2012; Goosse et al., 2013; Mar-
zocchi and Jansen, 2017). While Ferrari et al. (2014) have
shown a dynamical link between the deep ocean circulation
and Antarctic sea ice, Shin et al. (2003) have highlighted the
major role played by Antarctic sea ice on the glacial AMOC
by quantifying the haline density flux increase at the LGM in
the Community Climate System Model (CCSM). Moreover,
Marzocchi and Jansen (2017) have quantitatively attributed
part of the observed discrepancies of the AMOC simulated
by PMIP3 models to insufficient sea-ice formation and ex-

port. Therefore, targeting sea-ice biases in models may be
necessary to improve the simulated water mass distribution.
It is also crucial to better understand and simulate the inter-
play between surface and deep conditions, especially as some
processes – such as brine rejection (Bouttes et al., 2010) and
downsloping currents (Campin and Goosse, 1999) – are in-
herently limited by the resolution of the models.

In this study, we use an intermediate complexity model
under PMIP2 or PMIP4 experimental design and several
bathymetries to generate a set of simulations computed with
different boundary conditions. In addition to these simula-
tions displaying contrasted surface conditions, three sensi-
tivity tests of Southern Ocean conditions for sea-ice export,
formation of brines, and freshwater input further document
the role of sea ice in the deep ocean circulation. This va-
riety of simulations allows us to investigate the respective
effects of the many possible choices for boundary conditions
and other experimental settings on the simulated surface con-
ditions and associated deep water formation. We hereafter
focus on Southern Ocean surface conditions and evaluate
them using proxy data for both SSTs and sea ice. We rely
on the principle of a simplified inverse methodology: we as-
sess what improves the simulated temperatures and sea ice in
the Southern Ocean, as evaluated against proxy data, and we
analyze the associated impact on deep ocean circulation.

2 Methods

2.1 Model description

The iLOVECLIM model is a coupled Earth system model
of intermediate complexity (Claussen et al., 2002). Its rel-
atively low computation time allows us to run multiple
simulations and to test the effect of different modeling
choices and boundary conditions on surface conditions. Over
time, iLOVECLIM has significantly diverged from its parent
model LOVECLIM (Goosse et al., 2010) but is still com-
posed in its core of an atmospheric component (ECBilt), a
simple land vegetation model (VECODE), and an oceanic
general circulation model (CLIO). With 20 irregular vertical
levels and a horizontal resolution of 3◦× 3◦, CLIO is able to
simulate the large-scale circulation, which is of interest to us
in this study. It also includes a thermodynamic–dynamic sea-
ice component described by Fichefet and Morales Maqueda
(1997). This component simulates a viscoplastic rheology
but no sea-ice thickness distribution, which is relatively clas-
sic compared to other PMIP models (see Table 1 of Goosse
et al., 2013) but far from the complexity of more recently
developed sea-ice components (Rousset et al., 2015).

2.2 The PMIP boundary conditions and their
implementation

PMIP provides standardized boundary conditions for pale-
oclimate simulations, enabling robust multimodel compar-
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isons for periods of interest such as the LGM. The atmo-
spheric gas concentrations and orbital parameters are pre-
scribed to set values (e.g., a forcing parameter of 186 ppm for
the glacial CO2 concentration), based on data from Bereiter
et al. (2015), Loulergue et al. (2008), Schilt et al. (2010), and
Berger (1978). Since the ice sheet reconstructions are still
associated with large uncertainties, Kageyama et al. (2017)
describe the common experimental design for LGM exper-
iments in the current phase (phase 4) of the project but let
modeling groups choose from three different ice sheet re-
constructions: GLAC-1D (Tarasov et al., 2012), ICE-6G-C
(Peltier et al., 2015; Argus et al., 2014), or PMIP3 (Abe-
Ouchi et al., 2015). To see the impact of such a choice, we
have implemented in this study the boundary conditions (e.g.,
elevation, bathymetry, land–sea mask) associated with the
first two options since these reconstructions are the most re-
cent. We have also considered the results obtained with the
previous LGM version of the model (PMIP2) described in
Roche et al. (2007), which was generated with the bound-
ary conditions associated with ICE-5G (Peltier, 2004), a pre-
vious reconstruction with notably higher elevation of the
Northern Hemisphere ice sheets.

We have implemented the elevation associated with either
GLAC-1D or ICE-6G-C topography at 21 000 years ago on
the T21 grid of ECBilt in the Northern Hemisphere. The
bathymetry of the CLIO grid has been modified according
to the same topography and to a low sea level of −133.9 m
(Lambeck et al., 2014). The bathymetry of the previous LGM
version of iLOVECLIM was manually generated, while we
now use a semi-automated method for our PMIP4 runs (see
more detailed explanations in Appendix A). The land–sea
mask is computed using the hypsometry discretized on the
CLIO grid. A grid cell is defined as ocean if, at the sub-
grid level, the fraction of this cell below sea level exceeds
a set threshold of 40 %. The land–sea mask is manually de-
fined in a few key regions (Strait of Gibraltar, Greenland–
Iceland–Scotland threshold, etc.). We take particular care of
this step, relying on knowledge of the sea level change and
of the straits’ geography at the LGM, and also by running
a connectivity program (see Appendix B) computing sills to
make informed choices.

2.3 Set of simulations

Thanks to the implementation of the PMIP boundary condi-
tions and to the related development of the model, we have a
set of five LGM simulations (Table 1) displaying contrasted
climates (Fig. 1). Indeed, we ran two simulations under the
PMIP4 experimental design (“P4-G” and “P4-I”, both also
used in Kageyama et al., 2021) and three under the PMIP2
one (“New P2”, “Cold P2”, and “Warm P2”). We used dif-
ferent boundary conditions and/or modeling choices to ob-
tain them. The boundary conditions (elevation, bathymetry,
and land–sea mask) associated with the GLAC-1D, ICE-6G-
C, or ICE-5G topography were implemented to obtain “P4-

Figure 1. Global mean surface air temperature anomalies (LGM –
PI). The gray bar shows the anomaly (−4± 0.8 ◦C) estimated by
Annan and Hargreaves (2013).

G”, “P4-I”, and “New P2”, respectively. The elevation asso-
ciated with the ICE-5G topography was also implemented
for the other two PMIP2 simulations (“Cold P2” and “Warm
P2”) but with the former manual bathymetry instead of the
one generated using our new semi-automated method. Fi-
nally, we made different modeling choices with respect to
the glacial temperature profiles used in the radiative code of
ECBilt for these last two simulations (“Cold P2” and “Warm
P2”). Indeed, due to the coarse vertical resolution of ECBilt,
the model uses general circulation model (GCM) vertical
linearizations which are region dependent. We kept the de-
fault continental profile in the first case and used the Green-
land profile for all ice-covered regions in the Northern Hemi-
sphere in the second one, resulting in a large difference in the
global mean temperature of these two simulations.

We added three sensitivity tests to this set. The boundary
conditions associated with ICE-6C-G were arbitrarily cho-
sen as the standard in these tests, which is why the simu-
lation “P4-I” is considered as a LGM reference in the fol-
lowing sections. Sensitivity tests using the simulation “P4-
G” as reference (i.e., GLAC-1D boundary conditions) yield
fairly similar results (not shown here). In “P4-I wind”, we
multiplied – in the Southern Ocean only – the meridional
wind tension on ice by a coefficient of 3 in order to boost
the sea-ice export in the Southern Hemisphere and therefore
explore the possible impact of the Antarctic sea-ice dynam-
ics. We ran “P4-I brines” using the parameterization of the
sinking of brines described by Bouttes et al. (2010). The ob-
jective of this parameterization is to account for the sinking
of dense water rejected during sea-ice formation. Indeed, this
process is often limited by the horizontal resolution of mod-
els, as the rejected salt tends to get diluted in the surface
grid cells where sea ice is forming. This parameterization
allows for a fraction of the salt content of the surface grid
cell to be transferred to the deepest grid cell underneath the
location of sea-ice formation. As a result, the salinity and
density of the bottom cells increase, while the salinity and
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Table 1. Short description of the iLOVECLIM simulations.

Simulation Duration Forcing Topography Bathymetry Comments on the experimental setting
(years) parameters

PI 5000 PI default semi-automateda Reference simulation for the pre-industrial climate

Cold P2 5000 PMIP2 ICE-5G manual With the default profile, yielding a very cold climate

Warm P2 3000 PMIP2 ICE-5G manual With the Greenland profile allocated to all ice-covered
regions in the Northern Hemisphere

New P2 5000 PMIP2 ICE-5G semi-automated Reference LGM simulation with boundary conditions
associated with PMIP2

P4-G 5000 PMIP4 GLAC-1D semi-automated Reference LGM simulation with boundary conditions
associated with GLAC-1Db

P4-I 5000 PMIP4 ICE-6G-C semi-automated Reference LGM simulation with boundary conditions
associated with ICE-6G-Cb

P4-I brines 5000 PMIP4 ICE-6G-C semi-automated Sensitivity test with the parameterization of
the sinking of brines

P4-I wind 3000 PMIP4 ICE-6G-C semi-automated Sensitivity test with the multiplication by 3 of
the meridional wind tension on ice

P4-I hosing 3000 PMIP4 ICE-6G-C semi-automated Sensitivity test with hosing (+0.6 Sv) around Antarctica

a Generated using etopo1 (Amante and Eakins, 2009). b Both simulations are also part of Kageyama et al. (2021).

density of the surface grid cells decrease, without congruent
motion of water masses. The modification of the salinity de-
pends on the rate of sea-ice formation, as well as the chosen
fraction parameter. Here, the fraction was chosen at 0.8 to
allow for a large effect of this sensitivity test, but the grad-
ual effect of this parameter choice on the streamfunction is
shown in Fig. S5 in the Supplement, as well as the impact
of this parameterization on the PI streamfunction (and deep
water mass properties; see “PI brines” simulation in Fig. S6).
This simple parameterization is relatively different from a
downsloping current one as it is not confined to the conti-
nental slope and does not create mixing along the way of the
sinking brines. While “this brine mechanism is idealized, it
reflects the impact of intense Antarctic sea-ice formation dur-
ing the LGM” (Bouttes et al., 2010) on the AABW density.
In contrast to this transfer of salt, an addition of a freshwa-
ter flux (of 0.6 Sv) around Antarctica was done in the “P4-I
hosing” experiment, as described by Roche et al. (2010).

The simulations are briefly described in Table 1. Each sim-
ulation has been run either 3000 or 5000 years to ensure a
quasi-equilibrium state. The drift for any individual simula-
tion is less than 2× 10−4 ◦C per century for the deep ocean
temperature (global mean of all oceans below 2000 m depth).
The last 100 years are analyzed. We use this set of simula-
tions to (a) compare the simulated sea-surface temperatures
and sea-ice extent to their distribution in the Southern Ocean
inferred from data and (b) explore the impact of these surface
conditions on deep ocean circulation.

2.4 Experimental data

The simulated surface conditions are first compared with the
LGM sea-surface temperatures reconstructed by MARGO
Project Members (2009). Thanks to the use of multiple
proxies (diatoms, radiolaria, dinoflagellates, foraminifera,
Mg/Ca, and alkenones), this dataset, combining 696 indi-
vidual records, provides a synthesis of our knowledge of the
LGM ocean surface temperature. However, it should be noted
that most proxies are calibrated against summer SST (Esper
and Gersonde, 2014; Cortese and Prebble, 2015) or annual
SST (Sikes et al., 1997; Prahl et al., 2000). Only planktonic
foraminifera allow for the estimation of winter SST (Howard
and Prell, 1992) but their growth is hampered, and restricted
to a couple of species, south of the polar front (Bé and Hut-
son, 1977). As such, there are only a few winter SST esti-
mates to compare with the simulated ones. As for the model–
data comparison of the PI SSTs, we relied on the modern
World Ocean Atlas (WOA) data (World Ocean Atlas, 1998)
since they are used by MARGO Project Members (2009).

Secondly, to evaluate the glacial Antarctic sea-ice distri-
bution, we compiled sea-ice proxy data from Gersonde et al.
(2005), Allen et al. (2011), Ferry et al. (2015), Benz et al.
(2016), Xiao et al. (2016), Nair et al. (2019), and Ghadi
et al. (2020). In this compilation, LGM data include three
types of proxies: a quantitative proxy of yearly sea-ice dura-
tion, a quantitative proxy of the winter (September) or sum-
mer (February) sea-ice concentration, and finally a qualita-
tive proxy (based on the relative abundance of diatoms Frag-
ilariopsis curta and F. cylindrus for winter sea-ice presence
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and F. obliquecostata for summer sea-ice presence). To inte-
grate these different types of measurements, an index is built
based on the number of proxies agreeing on the sea-ice pres-
ence (ranging from 0 to 3 in winter and 0 to 2 in summer,
with halved values when a proxy is not very conclusive). The
presence of sea ice at a given location is accepted when the
qualitative or quantitative value is above the error on the cal-
ibration step (Gersonde and Zielinski, 2000; Crosta et al.,
2004; Esper and Gersonde, 2014). Taking into account all
marine cores, we draw the likely delimitation of sea-ice pres-
ence in austral winter. Unfortunately, there are too-few proxy
data available to robustly constrain the location of the austral
summer sea-ice edge. We thus extrapolated the modern re-
lationship between summer sea-ice extent and SST, whereby
summer sea ice lies south of the 0 ◦C isotherm (Nicol et al.,
2000) to the LGM. Caution is therefore needed when using
the results, as this summer contour is not well constrained.

We then estimated the sea-ice extent inferred from this
data compilation: we imported these contours on a 360×360
points grid (of 1◦×0.5◦ in longitude and latitude), computed
the surface area contained within (summing the weighted
area of each grid cell on a perfect sphere) and subtracted an
estimated surface of the Antarctic continent (i.e., land and
grounded ice sheet areal extent) at the LGM. Results are
discussed in Sect. 3.3. We estimated a glacial Antarctica of
16.8× 106 km2 by computing the total area of the continent
and of the continental shelves (up to −1000 m) on a high-
resolution (16×16 km) modern topographic dataset (Fretwell
et al., 2013). This value falls close to a GIS surface area es-
timate of 16.4× 106 km2 using Bentley et al. (2014) Antarc-
tic maps at 20 ka on a Lambert projection. To put this value
into perspective, the modern Antarctic continent has a sur-
face area of 13.9× 106 km2 (Fretwell et al., 2013), due to a
smaller areal extension of the Antarctic ice sheet and a higher
sea level. For the indicative error in the sea-ice surface extent
computed, we have chosen the values of 15 % (in winter) and
30 % (in summer) for two reasons. First of all, it is difficult
to estimate the uncertainty linked to the extrapolation of the
sea-ice edges using marine core data, and it makes sense for
this uncertainty to be larger in summer than it is in winter
due to the scarcity of data. Secondly, another uncertainty is
arising from the subtracted surface area of Antarctica at the
LGM, which affects the estimated sea-ice extent (but not its
seasonality). Its continental limit is speculative in some re-
gions (Bentley et al., 2014), while the discretization of this
limit as a land–sea mask on a coarse-resolution grid may in-
duce an additional error. More precisely, with the ICE-6G-C
and the GLAC-1D topographic files (with their 1080× 2160
and 360×360 grid point resolutions, respectively), we find a
21 ka Antarctic surface of 15.0×106 and 17.1×106 km2, re-
spectively. An uncertainty of this order of magnitude (2 mil-
lion km2) represents 6 % and 20 % of the sea-ice extent esti-
mated in winter and summer, respectively. If we further dis-
cretize the contours of the winter and summer sea-ice edges
and of the ICE-6G-C Antarctic continent on the 3◦×3◦ CLIO

grid, we underestimate the sea-ice extent by 3.4× 106 km2

(in winter) and 1.7× 106 km2 (in summer), that is, by 10 %
and 16 %, respectively. Considering the order of magnitude
of these alternative estimates, error bars of 15 % and 30 %
seem reasonable. Still, these estimates are only indicative of
the order of magnitude of the error.

Finally, to also evaluate the simulated PI sea-ice extent,
we used sea-ice data for the period 1979–2010 from Parkin-
son and Cavalieri (2012), who computed a mean extent of
18.5×106 km2 (in September) and 3.1×106 km2 (in Febru-
ary) – though it should be noted that the sea-ice extent we
simulated in our pre-industrial run is not fully comparable
with these modern values because of climate change over the
last century.

3 Results

3.1 Global mean surface air temperature anomaly

Six out of eight of our runs display a global mean surface
air temperature anomaly (LGM mean SAT – PI mean SAT)
in the range of −4± 0.8 ◦C (Fig. 1) estimated by Annan
and Hargreaves (2013), though three of them fall close to
its upper limit. The average climate of “Cold P2” is too
cold and “P4-I hosing” is too warm to agree with this range.
With a LGM cooling of around −3.3 ◦C, we also note that
the PMIP4 boundary conditions (with lower ice sheets com-
pared to PMIP2) lead to a significantly warmer climate than
the PMIP2 boundary conditions (see “P4-G” and “P4-I”
compared to “New P2”). Compared to other PMIP4 mod-
els, iLOVECLIM simulates a quite-warm glacial climate, in
agreement with previous evaluations (Roche et al., 2007):
Kageyama et al. (2021) shows that half of the PMIP4 models
simulate a LGM cooling in the −3.7 to −4 ◦C range, while
three colder models simulate a larger global SAT anomaly
(up to −6.8 ◦C). We note that the LGM mean SAT anomaly
was recently re-evaluated at −6.1± 0.4 ◦C (Tierney et al.,
2020) due to lower SAT in the tropics than previously recon-
structed. Both iLOVECLIM and most of the other PMIP4
models simulate relatively modest SAT anomalies which do
not compare well with such a large LGM mean SAT anomaly.
Nonetheless, this estimation was obtained thanks to a field re-
construction of LGM temperatures using data assimilation in
the Community Earth System Model (CESM), an innovative
method which is not freed from potential model biases, with
CESM being the coldest model out of the PMIP4 ensemble
in Kageyama et al. (2021).

3.2 Sea-surface temperatures

Figure 2 shows that our set of simulations yields a variety of
sea-surface temperatures, with some significant regional dif-
ferences. The pre-industrial SSTs are obviously warmer than
the ones simulated by the reference LGM simulation “P4-
I”, with a marked anomaly in the North Atlantic and in the
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Figure 2. Anomaly in simulated mean sea-surface temperature (◦C) relative to simulation “P4-I” (mean SST of 15.2 ◦C). Due to the vertical
resolution of iLOVECLIM, the sea-surface temperature is defined as the temperature of the first 10 m of the water column.

Southern Ocean (Fig. 2a). Overall, the three PMIP2 simula-
tions show colder SSTs than “P4-I” (Fig. 2b, c, d). The dif-
ferences between “P4-G” and “P4-I” are small (Fig. 2e), with
the exception of the eastern Atlantic and western Indian sec-
tors of the Southern Ocean, south of the African continent,
where “P4-G” displays warmer SSTs. This positive anomaly
is related to a southward shift of the Antarctic Circumpo-
lar Current. Larger differences exist between “P4-I” and its
sensitivity tests, especially in the North Atlantic and in the
Southern Ocean. We note that the transfer of salt to the bot-
tom of the ocean leads to a cooling of the Southern Ocean
(“P4-I brines”; Fig. 2f), while the opposite occurs with the
addition of a freshwater flux around Antarctica (“P4-I hos-
ing”, Fig. 2h). Observed in ice-free regions (i.e., where the
SSTs are not necessarily at the freezing point value), this

cooling is probably a consequence of the enhanced stratifica-
tion, since a well-mixed water column in upwelling regions
would tend to dampen the effect of low winter surface tem-
peratures on the SSTs. The third sensitivity test (“P4-I wind”)
only yields small differences with “P4-I”, except around the
Kerguelen Islands. A latitudinal gradient along the Atlantic
is sometimes visible in the SST anomalies (“New P2”, “P4-I
wind”), suggesting a change in the meridional heat transport,
possibly due to the influence of the choice of boundary condi-
tions and of the sensitivity tests on the AMOC (see Sect. 3.4).

We now explore which of these surface conditions agree
best with the proxy data from MARGO Project Members
(2009). To quantify the model–data agreement, we compute
the root mean square errors (RMSEs) for each ocean basin,
for both the austral summer (JFM) and winter (JAS) seasons.
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Figure 3. Relationship between the model–data agreement and the overall temperature of the Southern Ocean, in austral summer (a) and
winter (b). The mean value of the Southern Ocean SSTs (averaged up to 36◦ S) of each simulation is plotted on the x axis. The y axis
represents the root mean square error computed using the SST data from MARGO Project Members (2009), which is small when the
agreement is good. This value was computed for each basin and each simulation, as shown by the marker style and color, respectively.

We choose to plot these values against the mean SST of the
Southern Ocean (Fig. 3), to show the potential relationships
between the model–data agreement computed for each simu-
lation and a cold or warm Southern Ocean. We also choose to
compute individual RMSEs for each ocean basin according
to the core locations of the Multiproxy Approach for the Re-
construction of the Glacial Ocean Surface (MARGO) data,
separating the Southern Ocean into two sectors (Atlantic and
Indian sectors versus Pacific sector). The poorest agreement
is observed in the Southern Ocean, especially in the Atlantic
and Indian sectors of the Southern Ocean. The simulations
with a colder Southern Ocean (“Cold P2”, “P4-I brines”)
show a better agreement with the SST data, as indicated by
smaller RMSEs computed for the Southern Ocean (see tri-
angles in Fig. 3). However, “Cold P2” is not the simulation
with the lowest mean RMSE (see crosses in Fig. 3b), as it
notably shows a higher RMSE in the Atlantic basin in winter
(see diamonds).

To better understand the discrepancies between data and
model, we analyze next the SSTs in a data versus model
diagram for the summer and winter months with superim-
posed information about their latitudinal location. A set of
representative simulations is presented in Fig. 4; the inter-
ested reader can find similar plots for all simulations in
Fig. S2. In general, the simulated LGM SSTs in austral
winter (Fig. 4d, f, h) agree reasonably well with MARGO
data. Although data are scarce in the Southern Ocean for
these winter months, it seems that simulations with a cold
Southern Ocean (“P4-I brines”) yield a better agreement with
data (compared to “P4-I” or “P4-I hosing”). However, dur-
ing the austral summer months, a clear trend with latitude
is observed for all LGM simulations (Fig. 4c, e, g), with
the model–data disagreement peaking around 40–50◦ S. At
these latitudes, the summer Southern Ocean is too warm to

match the data, even when taking into account the uncer-
tainties. We note that the simulated summer SSTs in the Pa-
cific sector of the Southern Ocean seem less overestimated
(compared to data) than in the Atlantic or Indian sectors. At
higher latitudes (∼ 60◦ S), the agreement with data improves
(as shown by points closer to the 1 : 1 line), and cold simu-
lations even simulate colder summer SSTs than the SST data
in the high latitudes of the Pacific sector, which is where sea
ice is also simulated (see white markers in Figs. 4e and S2c,
or Fig. S1c). This trend with latitude is almost as clear for
the pre-industrial (Fig. 4a), which simulates a slightly too-
warm Southern Ocean compared to WOA98 data for most
latitudes of the Southern Hemisphere and for both seasons –
though the model–data disagreement is more pronounced in
the summer months.

There is a clear anticorrelation between the simulated sea-
surface temperature and sea-ice area in the Southern Ocean
(Fig. S3), which suggests a thermodynamic control prevail-
ing over the influence of advection processes. Therefore, we
can also use sea-ice proxy data to further constrain the sur-
face conditions and examine whether our model–data evalu-
ation using the sea-ice signal is consistent with our observa-
tions so far.

3.3 Sea ice

Analyzing correctly the sea-ice distribution requires distin-
guishing the summer and winter values. We here compare
the simulated sea ice with data reconstructions for the aus-
tral summer (JFM) and winter (JAS) seasons, first in terms of
sea-ice extent and then in terms of regional patterns. Only the
sea-ice extent, defined as the surface with a sea-ice concen-
tration over 15 %, is strictly comparable to our data estimates.
We however chose to present both the simulated sea-ice ex-
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Figure 4. Austral summer (JFM) and winter (JAS) sea-surface temperatures of the Southern Hemisphere in a model versus data diagram, for
a sample of our simulations (see Fig. S2 for the complete results). The simulated SSTs are plotted against the SST data from the regridded
product (MARGO Project Members, 2009 or World Ocean Atlas, 1998) thanks to the aggregation of the coordinates on the nearest ocean
grid cell. The 1 : 1 line features a perfect model–data agreement (dashed black line), while the dotted gray lines feature a 5 ◦C departure
from it. The marker style indicates the ocean basin of each core. The marker color shows the latitude of the core, except it is white where the
model simulates sea ice in the Southern Ocean. The uncertainties associated with the SST data are plotted with the horizontal gray bars.

tent (here, the total surface between the northernmost 15 %
concentration limit and the Antarctic continent) and area (the
sea-ice concentration multiplied by the area of the grid cell
for all ocean cells south of the Equator) in Fig. 5.

Using the method described in Sect. 2.4 to integrate the
sea-ice proxy data, we estimated a minimal (in austral sum-
mer) sea-ice extent of ∼ 10.2× 106 km2 and a maximal (in
austral winter) extent of ∼ 32.9× 106 km2. This last value
is significantly lower than previous studies (39× 106 km2 in
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Figure 5. Austral summer (JFM) and winter (JAS) sea-ice areas and extents in the Southern Ocean. The LGM sea-ice extent estimated
using the proxy data compilation is represented by the dashed red (summer) and the blue (winter) lines (with an indicative error bar of 30 %
and 15 %, respectively). The modern values (dashed lines on the left) are mean values on the period 1979–2010 published in Parkinson and
Cavalieri (2012).

Gersonde et al., 2005 and 43.5× 106 km2 in Roche et al.,
2012). While our estimates inherit the uncertainties linked
to proxy data and to the extrapolation of sea-ice edges, this
computation does not rely on a specific projection on a map.
Given the limited change in the area enclosed in the contours,
we estimate that the value of 43.5× 106 km2 of Roche et al.
(2012) (which was also used in Marzocchi and Jansen, 2017
to evaluate the simulated sea-ice extent of PMIP3 models)
was overestimated. It is difficult to pinpoint the exact cause
of this overestimation, but two factors certainly had a signif-
icant impact: first, the use of a stereographic projection for
the areal estimation, and second the use of the modern sur-
face area of the Antarctic continent instead of the LGM one.

Comparing now these data reconstructions with our model
outputs, Figs. 5 and S3a show that most simulations overesti-
mate the LGM summer sea-ice extent – a tendency which is
also noticeable for pre-industrial conditions (Fig. 5), despite
the warm bias observed in Fig. 4a. Conversely, the sea-ice
extent of most simulations falls close to the reconstructed
winter sea-ice extent of 32.9× 106 km2. The warmest sim-
ulation (“P4-I hosing”; see Fig. 1) is the only one to show
both a winter and a summer sea-ice extent under the data es-
timates. However, simulations which are closer to the −4 ◦C
anomaly estimate (such as “Warm P2” and “New P2”) show
an overestimated minimal extent, yet a reasonable maximal
extent, while warm simulations which are almost out of the
−4± 0.8 ◦C range (such as “P4-G” and “P4-I”) show both a
small underestimation in winter and a small overestimation
in summer. This suggests that the enhanced seasonality of
the LGM Southern Ocean sea ice (22.7×106 km2 according

to our proxy reconstructions, compared to the modern sea-
sonal range of 15.4× 106 km2), is not entirely simulated by
the model, a result already observed in Roche et al. (2012).
Two sensitivity tests show opposite results: “P4-I brines”
shows a larger seasonality (21.3×106 km2) and “P4-I wind”
(14.9×106 km2) a reduced one compared to their parent sim-
ulation “P4-I” (16.7×106 km2). It should be noted that, if we
compared the simulated sea-ice area (instead of the extent) to
our data estimates, we would rather conclude of a reasonable
estimation of the sea-ice cover in summer for most simula-
tions and of an almost-systematic underestimation in winter.
Indeed, the simulated sea-ice areas fall under the sea-ice ex-
tent values by 5 millions km2 approximately, a difference en-
hanced in “P4-I wind” due to the multiplication of the wind
stress on ice.

Figure 6 presents the simulated sea-ice edges alongside the
sea-ice contours based on marine core data, using the recon-
struction method described in Sect. 2.4. The sea-ice edge –
set at 15 % of sea-ice concentration by convention (US Na-
tional Snow and Ice Data Center) – of all LGM simulations
shows a roughly circular regional distribution around Antarc-
tica (also see Fig. S4). While the scarcity of summer LGM
sea-ice indicators does not allow us to make firm statements
for the minimum extent, the circular shape does not compare
well with the more oval-shaped proxy reconstruction in win-
ter (Fig. 6b). Indeed, while cold simulations seem close to the
reconstruction in the Atlantic and Indian sectors, they overes-
timate sea ice in the Pacific sector compared to proxy data. In
summer (Fig. 6a), we observe a similar trend with less avail-
able proxy data: the simulated sea ice seems too extensive in
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Figure 6. Austral summer (a) and winter (b) sea-ice edges (at 15 % of sea-ice concentration, enclosing the total ocean surface defined as
the sea-ice extent) in the Southern Ocean for the LGM simulations. The sea-ice presence suggested by marine core data is represented as
an arbitrary index on a blue to white scale, where blue denotes no indication of sea ice in proxies, and white denotes agreement of several
proxies on the presence of sea ice. The red lines mark the likely delimitation of the sea-ice presence according to the proxy data (compilation
of data from Gersonde et al., 2005; Allen et al., 2011; Ferry et al., 2015; Benz et al., 2016; Xiao et al., 2016; Nair et al., 2019; and Ghadi
et al., 2020). We used a solid red line in panel (b) but a dashed line in panel (a) as the summer contour is not well constrained (see Sect. 2.4).

the Pacific sector for cold simulations but cannot match some
of the sea-ice presence indications in marine cores (reach-
ing as far as 50◦ S in a few cores of the Atlantic sector). As
the high southern latitudes of the Pacific are also where the
model tends to simulate colder SSTs than MARGO data – on
the contrary to the warm bias around latitudes of 40–50◦ S in
the Atlantic and Indian sectors (Figs. 4 and S1), the observed
discrepancies in sea-ice distribution seem consistent with the
SST signal.

Both the SST and the sea-ice model–data comparison sug-
gest that a cold Southern Ocean, with an relatively extensive
winter sea-ice cover (which is present in some of our simu-
lations), but also with both a large seasonal amplitude (sim-
ulated to a certain extent by one of our simulations) and a
large interbasin contrast (shown by none of our simulations),
would agree best with proxy data. Now that we have clar-
ified what an improvement of the simulated surface condi-
tions with respect to proxy data means, we can further use
their variety to examine whether improved surface conditions
would be linked to a more realistic water mass distribution.

3.4 Deep ocean circulation

Although all of our simulations broadly show the same biases
in the seasonal and regional patterns of the Southern Ocean
surface conditions, they simulate a variety of SST and sea-ice
extent. We can expect these differences to have an impact on

the density of surface waters and possibly on deep water for-
mation. Additionally, since these surface conditions are sim-
ulated using different boundary conditions and/or forcings or
model parameter choices (in the sensitivity tests), we take
this opportunity to investigate the relative impact of these
modeling choices and boundary conditions on the simulated
deep ocean circulation.

We can examine the impact of the different modeling
choices on the streamfunction along a meridional section
of the Atlantic and Southern Ocean basins (Fig. 7). The
AMOC depth and strength in our PI simulation are within the
PMIP3/PMIP4 ensemble (see Figs. S1 and S2 of Kageyama
et al., 2021). In more details, the streamfunction of iLOVE-
CLIM is fairly comparable to the pre-industrial streamfunc-
tions of HadCM3, AWIESM2, MIROC-ESM, and CNRM-
CM5, and actually stronger and deeper than that of IPSL-
CM5A2 (and IPSL-CM5A-LR). However, the pre-industrial
AMOC strength simulated by the iLOVECLIM model is un-
derestimated compared to modern observational data. Since
2004, the RAPID array at 26◦ N has measured an AMOC
within the range of 13.5 to 20.9 Sv, when interannual vari-
ability is accounted for (Moat et al., 2020), with a mean
estimate of 17.2 Sv (McCarthy et al., 2015). The simulated
AMOC strength at this latitude does not fall into this range in
any of our PI simulations, which show a maximum of 10.1 Sv
(“PI”) and 11.2 Sv (“PI brines”; Fig. S5), with both maxima
occurring at a depth of 1225 m.
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Figure 7. Streamfunctions (Sv) in the Atlantic (north of 32◦ S) and Southern Ocean basins (south of 32◦ S). The vertical black line represents
the limit between these two basins, chosen at 32◦ S. The thin dotted lines show the latitude of the average sea-ice edge in austral summer
(red) and winter (blue) for each simulation.

A clockwise cell can be observed in the Atlantic, which
relates to the formation of NADW. In the Southern Ocean,
we choose to define two counterclockwise cells – one which
is located around 60–80◦ S and another which is located both
deeper and further north – but which do not always pene-
trate into the Atlantic Ocean. We name these three overturn-
ing cells the NADW cell, the Southern Ocean cell, and the
bottom cell, respectively. As Otto-Bliesner et al. (2007) have
shown, iLOVECLIM is among the models which simulate a

very strong glacial NADW cell at the expense of the bottom
cell (as is also the case here for almost all experimental set-
tings; see Fig. 7b, c, d, e, f, h, i), a response which is not con-
sistent with the shallower glacial NADW and the more vo-
luminous AABW inferred from paleotracer data (Curry and
Oppo, 2005; Howe et al., 2016; Böhm et al., 2015; Lynch-
Stieglitz et al., 2007).

We first observe an effect of the boundary conditions
choice. For example, the use of the new bathymetry genera-
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tion method reduces the LGM NADW cell slightly: its over-
turning is more intense for “Warm P2” than for “New P2”.
We also notice differences between the “P4-G” and “P4-I”
streamfunctions, with a slight enhancement of the bottom
overturning cell in the “P4-G” simulation associated with
GLAC-1D (compared to the “P4-I” simulation with ICE-6G-
C) but not enough to counterweight the massive NADW cell.
However, we note that the choice of forcings and model pa-
rameters seems to have a stronger impact than the boundary
conditions, as evidenced by the contrasting results between
the three sensitivity tests and their parent simulation “P4-I”.
The bottom cell is strongly enhanced by the use of the pa-
rameterization of the sinking brines, an experimental setting
which allows for the penetration of AABW in the Atlantic.
On the other hand, the Southern Ocean cell is enhanced for
“P4-I wind” but moderately (“P4-I hosing”) or strongly (“P4-
I brines”) suppressed for the other sensitivity tests. These re-
sults could be due to the fact that the experimental setting of
“P4-I wind” – with the multiplication of the meridional wind
stress on ice – enhances sea-ice export, which leads to an
increased sea-ice formation and its consequent brine rejec-
tion (Shin et al., 2003). In “P4-I brines”, the Southern Ocean
overturning is not fully explicitly computed due to the pa-
rameterization, leading to these very low values. Finally, it is
no surprise that the addition of a freshwater flux (“P4-I hos-
ing”) leads to less overturning as it decreases the density of
surface waters.

To single out the impact of surface conditions on the con-
vection, we plot the relationship between the mean SST in
the Southern Ocean and the maximum intensity of the three
overturning cells in Fig. 8, for all simulations except the two
with modeling choices affecting the density processes (“P4-
I brines” and “P4-I hosing”, plotted in Fig. S7). The cor-
relation coefficients R are very significant (with |R| ≥ 0.83
for all plots), showing that simulations with a colder South-
ern Ocean tend to be associated with a stronger Southern
Ocean cell, a weaker bottom cell, and a more intense NADW
cell. While this relationship holds, modeling choices yielding
colder SST in the Southern Ocean (thus in better agreement
with the data) do not lead to more realistic water mass distri-
butions. Instead, a Southern Ocean cooling seems associated
with an intensification of the open-ocean convection, with a
negative effect on stratification.

4 Discussion

4.1 What is the relative impact of boundary conditions
and modeling choices?

With this set of simulations, we make use of the recent
evolution of the iLOVECLIM model (regarding the recom-
mended PMIP4 experimental design and its implementation;
see Sect. 2.2) to investigate the relative impact of boundary
conditions and of other modeling choices (related to forc-
ings or model parameter choices) on the simulated surface

conditions and deep ocean circulation. Given the uncertain-
ties in the ice sheet reconstructions, Kageyama et al. (2017)
gave several options to modeling groups in the current phase
(phase 4) of PMIP and advised the use of the new ICE-6G-C
and GLAC-1D topographies (either one or, ideally, both). We
have implemented both topographies in the relatively coarse-
resolution iLOVECLIM model, and we show here that these
two boundary conditions yield only small differences on
the variables observed in this study. The use of the PMIP2
(ICE-5G) ice sheet reconstruction – with a higher elevation
– causes an overall colder climate compared to PMIP4 but
differences in simulated surface conditions and deep ocean
circulation remain relatively small. In contrast, the modeling
choices made in sensitivity tests can cause much larger dif-
ferences (e.g., between “Cold P2” and “Warm P2”, or “P4-I”
and “P4-I brines”, or “P4-I” and “P4-I hosing”). In particular,
the differences between “Cold P2” and “Warm P2” suggest
that, while iLOVECLIM generally simulates a more modest
global SAT anomaly than other PMIP4 models (Kageyama
et al., 2021), modeling choices related to the glacial temper-
ature profiles used in the radiative code can induce a very sig-
nificant change. Moreover, thanks to the use of proxy data to
evaluate our simulations, this inverse methodology approach
is useful to highlight systematic biases in the simulated sur-
face conditions of the Southern Ocean. In the iLOVECLIM
model, it seems that the recurrent biases are larger than the
differences related to the choice of boundary conditions. It is
therefore particularly important to investigate and understand
the origin of these biases, while different ice sheet recon-
structions have a relatively smaller impact and may not all
be implemented during the PMIP4 exercise. Nonetheless, it
should be noted that Galbraith and de Lavergne (2019) have
investigated the effects of a broader range of forcings (green-
house gas concentrations and orbital parameters in addition
to changes in ice sheet size) on the deep water masses and
they notably highlighted the nonlinear responses of their vol-
ume to varying forcings (e.g., with different global tempera-
tures). Therefore, the choice of ice sheet reconstruction could
potentially yield more significant differences in deep ocean
circulation under different time periods or simulated global
temperature.

4.2 What is the “best” simulation and why?

Our analysis suggests that in terms of surface conditions, the
PMIP2 boundary conditions yield a better agreement than the
PMIP4 ones with SST and sea-ice geological data. However,
among our set of eight simulations, the sensitivity test with
the parameterization of the sinking of the dense water (“P4-
I brines”) is the one with the best overall agreement with
data. This parameterization allows for the simulation of a
cold Southern Ocean, an extensive winter sea-ice cover along
with an enhanced seasonality of sea ice (close to the data es-
timate) compared to other simulations. This parameterization
also impacts the AABW density and therefore the deep ocean

Clim. Past, 17, 1139–1159, 2021 https://doi.org/10.5194/cp-17-1139-2021



F. Lhardy et al.: LGM surface conditions and deep ocean circulation 1151

Figure 8. Relationships between the mean SST in the Southern Ocean (averaged up to 36◦ S) and the Southern Ocean (a, b), bottom (c, d),
or NADW (e, f) overturning cell maximum, for all simulations except “P4-I brines” and “P4-I hosing”. The y axis is inverted for the two
counterclockwise cells (a–d). The dotted line represents the linear fit to the model results plotted here.

circulation. Among our set of simulations, it is the only one
simulating a water mass distribution which is reconcilable
with reconstructions from paleoproxies. Nonetheless, this ex-
perimental design (like all the others tested in this study)
does not result in a shoaling of the AMOC between the PI

and LGM state (see Fig. S5), as inferred from the majority
of the proxy data (Curry and Oppo, 2005; Böhm et al., 2015;
Skinner et al., 2017; Gebbie, 2014). In contrast, Morée et al.
(2021) were able to simulate with the NorESM-OC model a
shoaled and slightly weaker AMOC at the LGM compared
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to their PI state. As the radiocarbon ages simulated in south-
ern source waters were too young compared to data, they
suggested however that the ventilation at the LGM was still
overestimated, possibly in relation to a too-small Antarctic
sea-ice extent in their LGM simulation (their Fig. S12, dis-
playing a sea-ice extent of ∼ 4.94× 106 km2 in summer and
∼ 32.95× 106 km2 in winter). However, if we consider our
new estimates of∼ 10.2×106 and∼ 32.9×106 km2 (respec-
tively, for the summer and winter sea-ice extent inferred from
proxy data), instead of the ones presented in Roche et al.
(2012), the sea-ice extent simulated by Morée et al. (2021)
is underestimated only in summer. Therefore, additional pro-
cesses might be involved to explain the weak ventilation of
Southern Ocean sourced deep water at the LGM.

Artificially sinking dense waters is motivated by the fact
that, due to the coarse resolution of the model, the salt linked
to brine rejection during sea-ice formation tends to get di-
luted in the surface grid cells rather than allow the sinking of
dense water along the continental slope (Bouttes et al., 2010).
Though legitimate, this parameterization is quite crude: a
fraction (here chosen as 0.8) of the salt content of the sur-
face grid cells is directly transferred to the deepest grid cell
beneath them, without explicitly computing the convection.

However, we can argue that the open-ocean convection in
the Southern Ocean is actually hindering the simulation of
a realistic water mass distribution. Indeed, while paleotracer
data suggest a dense, stratified glacial deep ocean, the sim-
ulation of cold conditions in the Southern Ocean is rather
associated with an intense convection in the Southern Ocean
(therefore well mixed) and a deep NADW (Figs. 7 and 8). As
underlined by Heuzé et al. (2013), models struggle to simu-
late the correct bottom water properties even in the present-
day conditions, as they tend to form AABW by open-ocean
convection, a process rarely observed, instead of the overflow
of dense continental shelf water. While none of the CMIP5
models were able to simulate the latter, Heuzé (2021) showed
that a few CMIP6 models are now able to simulate AABW
formation via shelf processes, notably thanks to the develop-
ment of an overflow parameterization. Despite this progress,
the issue remains, as “the large majority of climate models
form deep water via open ocean deep convection, too deep,
too often, over too large an area” (Heuzé, 2021).

Our results suggest that, even if we were able to simulate
surface conditions in perfect agreement with proxy data, it
would probably not be sufficient to simulate a deep ocean
circulation in good agreement with paleotracer data, unless
the convection and mixing processes are realistically repre-
sented by the model. Accounting for the sinking of brines
rejected during sea-ice formation using a parameterization
may be one way of tackling this issue, but other authors
have also put forward the importance of a realistic verti-
cal mixing scheme (De Boer and Hogg, 2014; de Lavergne
et al., 2017). Topography-dependent mixing parameteriza-
tions, linked to the energy received by water masses due
to geothermal fluxes and interactions of tidal waves with

the ocean floor, have been recently developed in some high-
resolution models (de Lavergne et al., 2019). Their effects on
the simulated deep ocean circulation in a coarser-resolution
z-level model such as iLOVECLIM may be of interest for
further studies.

4.3 What are the systematic biases?

Still, even in the sensitivity test with the parameterization of
the sinking of the dense water (“P4-I brines”), which yields
the best model–data agreement among our set of simulations,
the model results show the same biases than in all the other
simulations. We observe several systematic biases, linked to
seasonal or regional patterns of SSTs and sea ice. First of
all, the simulated seasonal amplitude of sea ice is too small
with respect to the proxy data estimates, which suggest a
sea-ice seasonality of 22.7×106 km2 (±8.0×106 km2 based
on 15 % and 30 % error bars on winter and summer sea-ice
extent, respectively). Secondly, the simulated winter sea-ice
extent seems too small (compared to data) in the Atlantic
and Indian sectors (∼ 40–50◦ S), and too large in the Pa-
cific sector (∼ 60◦ S) for cold simulations. The model sim-
ulates round sea-ice distributions, while proxy data suggest
more oval-shaped winter and summer covers, as observed
today. Thirdly, the simulated summer SSTs are too high in
the Atlantic and Indian sectors (∼ 40–50◦ S) with respect to
MARGO data, while they sometimes seem slightly too low in
the high latitudes of the Pacific sector. This is true at least for
the summer months, as data are scarce in the winter months.

We note that the model underestimates the interbasin con-
trasts, as it struggles to simulate a large winter sea-ice cover
in the Atlantic and Indian sectors. While a good representa-
tion of sea-ice advection by the Antarctic Circumpolar Cur-
rent may be hard to achieve in key areas (e.g., Weddell Sea,
Ross Sea, Kerguelen Plateau where strong oceanic gyres ex-
ist) due to the discretization of the coasts on a 3◦× 3◦ land–
sea mask, this difficulty could be largely attributed to the
warm bias observed in the Southern Ocean. The clear zonal
trend of this bias may stem from an underestimated polar
amplification, and/or of the SST gradients across the oceanic
fronts (whose location may also be wrong). This type of
bias is not surprising considering the relatively coarse spatial
resolution of iLOVECLIM. Interestingly, diverse modeling
studies have also pointed out distinctive regional patterns in
the Southern Ocean with significant differences between the
Pacific sector and the other two sectors, whether it considered
freshwater fluxes linked to icebergs and their influence on sea
ice (Merino et al., 2016), zonal asymmetries of the South-
ern Hemisphere westerly jet trends (Waugh et al., 2021), or
the sea-ice retreat scenario with the best agreement with the
Antarctic ice core δ18O records at the last interglacial period
(Holloway et al., 2017).

Identifying the origin of a bias is always a challenge. It
might be an especially hard task to identify the origin of
biases in the simulated sea-ice cover, considering the sheer
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number of feedbacks involved (Goosse et al., 2018). What
can be noticed is that the simulated sea-ice seasonal cycle is
affected by some of our modeling choices (increased in “P4-
I brines”, reduced in “P4-I wind”). Alongside, the Southern
Ocean convection is suppressed in the first sensitivity test
and enhanced in the second. In a climatological mean in our
model, there seems to be a link between reduced Southern
Ocean convection and increased sea-ice seasonal cycle. In
opposition to this observation, Heuzé et al. (2013) have un-
derlined the fact that CMIP5 models with a large sea-ice sea-
sonality are also the ones simulating open-ocean convection
over extensive areas at modern times, arguing that strong sea-
ice formation could precondition the ocean for open-ocean
deep convection. This questions the relative importance of
the different simulated mechanisms at play linking the ocean
convection and the sea-ice seasonal cycle, an aspect that is
present in several studies (Marshall and Speer, 2012; Behrens
et al., 2016; Ma et al., 2020).

5 Conclusions

Using diverse boundary conditions and sensitivity tests, we
are able to simulate a variety of LGM climates and in particu-
lar different surface conditions in the Southern Ocean among
our set of simulations. We assess the model–data agreement
in terms of both SSTs and sea-ice extent, and we explore the
associated impact on deep ocean circulation.

In this study, we underline that simulated cold surface con-
ditions in the Southern Ocean are overall in better agreement
with proxy data. A detailed analysis shows that there are sea-
sonal and spatial distribution patterns which are associated
with systematic discrepancies between our simulations and
both sea-ice and SST reconstructions. All simulations under-
estimate the sea-ice seasonal range (with a simulated sea-
ice extent range equal to 65 % to 94 % of the range inferred
from the proxy reconstructions). Model–data comparisons
also consistently suggest that the simulated SSTs of the Pa-
cific sector of the Southern Ocean (∼ 60◦ S) are slightly too
low, while those of the Atlantic and Indian sectors (∼ 40–
50◦ S) are too high, which may explain why the model is not
able to reproduce the reconstructed oval-shaped distributions
of sea ice. Overall, the model results exhibit a mean warm
bias of 2 to 6 ◦C over the Southern Ocean with respect to
MARGO data.

Yet, colder conditions in the Southern Ocean would not
necessarily lead to a more realistic water mass distribution.
Our study shows that colder conditions rather tend to inten-
sify the Southern Ocean open-ocean convection, a process
which leads to inaccurate AABW properties, as it does not
account for the overflow of dense continental shelf water but
instead creates a well-mixed water column. The parameteri-
zation of the sinking of brines is the only experimental set-
ting we used which accommodates a better representation of
both the surface conditions and the deep ocean circulation.
For the variables analyzed in this study, it would therefore
seem that the improved simulation of convection processes
is paramount and far more important than the choice of ice
sheet reconstruction used to implement the orography and
bathymetry.
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Appendix A: Description of the semi-automated
method to generate CLIO bathymetries

This method replaces the tedious manual changes that have
been done on the CLIO grid in the past, in order to be able
to generate a CLIO bathymetry quickly from any topogra-
phy file – a technical development which fastens the start of
new PMIP phases and enables the run of transient simula-
tions with an interactive bathymetry. It has been used here
to (re)generate a pre-industrial bathymetry (using the high-
resolution etopo1 topography), a PMIP2 bathymetry (using
the ICE-5G reconstruction), and two PMIP4 bathymetries
(using either the GLAC-1D or the ICE-6G-C reconstruction).

This development has been done in several pre-processing
steps:

– Anomalies are computed using the PMIP2/PMIP4 to-
pographies and then regridded on the etopo1 grid:

LGM topography= PI (etopo1)+LGM Peltier

(ICE-6G-C,21 kyr)−PI Peltier (ICE-6G-C,0kyr).

– A connectivity program (see Appendix B) writes the
mean bathymetry and hypsometry into a text file, either
on the rotated or regular CLIO grid. It also produces the
connections between ocean basins thanks to the compu-
tation of subgrid sills.

– In a second program, the two grids are first put together.

– Then, the mask is generated using the hypsometry, a
chosen sea level (−0.5 m for the PI, −133.9 m for the
LGM, according to Lambeck et al., 2014), and a cho-
sen threshold (% of surface of a grid cell above which
the cell is defined as ocean – here 40 %). Small isolated
seas are closed. The mask of a few ocean grid cells is
manually forced at the PI so that all the critical straits
stay open. These manual points have to be redefined at
the LGM. Indeed, while some stay the same (Strait of
Gibraltar), others are not necessary anymore (Hudson
Bay and Sea of Japan outlets), and a few new critical
points appear (Fram Strait, Gulf of Mexico outlet). We
take particular care of this step, using the connections
computed earlier and our knowledge of the LGM ocean.

– The bathymetry is converted into the irregular vertical
levels of the CLIO model. The new vertical levels are
set equal to the former vertical levels for a few problem-
atic grid cells in order to get realistic salinity values in
the Mediterranean Sea and Hudson Bay. Vertical level 1
is avoided (either forced to 0 or 2), because the model
cannot deal with these very shallow grid cells. As the
model also cannot deal with isolated oceanic grid cells
for which the deepest vertical level is isolated (e.g., deep
grid cells with shallower neighbors), a process similar to
a smoothing filter is applied.

– Finally, this program writes a text file containing the
bathymetry with the land–sea mask (0 in every land grid
cell).

– Two additional pre-processing steps are required to gen-
erate the necessary input files (one containing the frac-
tion of ocean seen by the T21 grid cells and another
containing the interpolation points between the CLIO
and the T21 grids).

– In order to be able to quickly equilibrate the model when
running a simulation with a different bathymetry than
its restart, the initialization code of iLOVECLIM has
been modified to generate realistic values of the tracer
content of new oceanic grid cells. To achieve this, the
initialization of all the restart variables in new ocean
grid cells is done by averaging the values in neighboring
oceanic grid cells when necessary. The conservation of
the total content of conservative variables (salt, carbon,
etc.) is ensured.

Appendix B: Description of the connectivity program

The “topo_connect” software was developed in order to com-
pute the connection between ocean basins directly from to-
pography/bathymetry data. The basic idea is rather simple,
though its implementation is not trivial. The algorithm builds
a global tree structure from the topographic data file, with
each leaf corresponding to a local minimum in the topo-
graphic data, with the trunk corresponding to the entire do-
main, and with branching occurring for each sill between two
(or more) sub-basins. From this tree structure, it is then easy
to find the lowest sill connecting any two points by finding
the first common branch to which they belong.

More precisely, the algorithm starts by finding the local
minima in the topographic domain. For each minimum, it
builds the set of points belonging to this minimum basin by
adding the lowest (uphill) neighbor and continues to do so
up to finding a sill. This sill corresponds to a branching be-
tween two (or more) basins. The algorithm then continues
the same procedure from this sill, up to the next one, and
so on, until all basins (branches) are connected to a single
trunk, which represents the whole domain. Building this tree
structure is the most computationally demanding task. Then,
for any two points in the domain, it is easy to use this tree
structure and to find the level (and the location) of the lowest
sill connecting them. For a given sea level, this allows us to
decide if two ocean basins are connected or not, according
to topographic data. This information is then aggregated in a
new grid system, typically an ocean model grid with a much
lower resolution, in order to decide whether model cells are
connected or not.

The implementation requires caution, since non-trivial
cases can arise. For example, there may be flat areas in the
domain and/or multiple sills at the same level therefore con-
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necting more than two basins at the same time. The im-
plementation relies therefore not on simple traditional “ar-
rays” but on more flexible structures like “lists” or “prior-
ity_queues” available in standard C++. The execution time is
a few minutes on a desktop computer when using bathymet-
ric data at the resolution of 1 arcmin (etopo1). Higher reso-
lution could be useful to resolve some canyons, in particular
to compute the possible extent of lakes on land, but this was
not investigated so far.
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Chapter 4

4.2 Complement A − Quantification of biases in Southern
Ocean sea ice, deep ocean circulation and CO2 concen-
tration: effects of a boundary conditions change

In this complement to article 2, I describe and quantify the deep ocean circulation, water
mass characteristics and the carbon content simulated by a set of six simulations with different
boundary conditions. I now use in the rest of this thesis the second batch of my simulations (v2),
keeping the same simulation names for simplicity. While some differences (e.g. larger global
mean SAT LGM−PI anomaly) between v1 and v2 arise due to substantial model development
in between, the surface biases highlighted in Lhardy et al. [2021b] are still valid. My set of sim-
ulations now consists of a PI run (‘New PI (v2)’) and two standard LGM runs obtained using
either the GLAC-1D or the ICE-6G-C boundary conditions (‘P4-G’ and ‘P4-I’ respectively). In
addition, I complement the ‘P4-I brines’ simulation − whose v1 notably led to large changes in
deep ocean circulation − with a ‘P4-G brines’ simulation (same frac parameter of 0.8, hence a
large transfer of salt to the bottom grid cell when sea-ice formation occurs). This is done to see
whether the ice sheet reconstruction chosen to implement the boundary conditions has larger
effects in the context of a more stratified ocean with a shallower NADW overturning cell (see
Fig. 7 of Lhardy et al. [2021b]) than in standard runs. Finally, I add to this set a ‘P4-I PIbathy’
simulation to single out the effects of a change of ocean boundary conditions (i.e. bathymetry,
coastlines) on other variables than the carbon content. Indeed, this simulation was also used in
article 1 in comparison with PMIP-carbon model outputs with no update of ocean boundary
conditions at the LGM in order to underline the importance of ocean volume on carbon storage.

I first examine the effects of boundary condition changes on the streamfunction simulated
in the Southern and Atlantic oceans (see meridional sections shown in Fig. 4.1). As underlined
in Lhardy et al. [2021b] and Kageyama et al. [2021] (v1), standard LGM runs with the iLOVE-
CLIM model yield a very deep and intense upper overturning cell (i.e. NADW cell), reaching
down to the Atlantic ocean floor. Despite model developments and the update of boundary
conditions to those of PMIP4, the simulated AMOC remains as deep as the PMIP2 version of
iLOVECLIM shown in Otto-Bliesner et al. [2007].

In contrast, multimodel comparison studies for successive PMIP phases produced somewhat
different conclusions: Weber et al. [2007] analyzed outputs from nine models of the PMIP1.5-
PMIP2 ensemble and showed an AMOC slow down (or intensification) at the LGM in about half
of the models. A large intermodel spread was also observed in Otto-Bliesner et al. [2007] within
the PMIP2 ensemble. However, Muglia and Schmittner [2015] found using eight PMIP3 models
that a majority of them simulate a strengthening and a deepening of the NADW cell. Among
this ensemble, only the CCSM4 model simulate a NADW shoaling. Finally, the most recent
PMIP results show that PMIP4 models tend to simulate limited changes or a slight increase
in terms of AMOC strength and depth between their PI and glacial states (see Fig. 4.2 from
Kageyama et al. [2021]). This difference between PMIP3 and PMIP4 studies can be related
to changes in the atmospheric circulation due to the use of lower ice sheet reconstructions or
changes in the freshwater balance [Kageyama et al., 2021], though results may also differ purely
due to the fact that the PMIP3 and PMIP4 ensembles are of fairly different composition.

iLOVECLIM is therefore one of the two PMIP4 outliers (along with the IPSL-CM5A2
model) still showing an AMOC response comparable to the PMIP3 ensemble. I also observe
that the NADW cell simulated at the PI is among the weakest of the PMIP3-PMIP4 ensemble
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(Fig. 4.2) whereas the bottom cell is the strongest (reaching ∼ −5 Sv), two characteristics
which are not unlike those of IPSL-CM5A2 and IPSL-CM5A-LR again. As a result, exploring
the AMOC response to differing modelling choices in such an EMIC to identify where model
representation may be lacking remains useful to pave the way for more complex models.

(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 4.1: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S). The black vertical line represents the limit between these two basins, chosen at 32◦S.

Going back to Fig. 4.1, I observe that the streamfunction obtained using GLAC-1D bound-
ary conditions (‘P4-G’) is fairly similar to the one of ‘P4-I’. Small differences are still visible,
for example in the North Atlantic where the NADW cell is more intense in ‘P4-I’ than in
‘P4-G’, which can be related to a higher ice sheet elevation in the ICE-6G-C reconstruction.
This difference is also found when the parameterization of the sinking of brines is activated
(Fig. 4.1e and f), though the overturning cells simulated by ‘P4-I brines’ and ‘P4-G brines’
mostly remain of similar depth and intensity. In addition, I observe in Fig. 4.1b that the use
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of PI ocean boundary conditions in an otherwise LGM simulation (greenhouse gases, orbital
parameters, ice sheet extent and elevation of the LGM) leads to an even stronger NADW cell.
This strengthening may be partly due to the bathymetry of the Greenland-Iceland-Scotland
threshold, but it is also likely that the land-sea mask influences ocean circulation and the fresh-
water budget. Indeed, the Arctic coastlines are quite different in a PI set-up compared to a
LGM one (notably with more free surface to form sea ice, e.g. in the Barents sea).

Figure 4.2: Mean Atlantic streamfunction at 30◦N simulated by PMIP3 and PMIP4 models at
the PI and LGM (figure taken from Kageyama et al. [2021]). The nominal values for the LGM
− PI anomaly in terms of maximum streamfunction (Sv) and NADW vertical extent (m) are
indicated. The two iLOVECLIM simulations are the same as in Lhardy et al. [2021b] (v1).

In addition to a NADW shoaling, proxy data tend to indicate an enhanced, salt-driven
stratification at the LGM [Adkins, 2013]. Now observing potential density in the Atlantic
ocean (Fig. 4.3), it is clear that the deep ocean (> 2000 m) remains very homogeneous in
standard LGM runs (Fig. 4.3c and d), whereas the parameterization of the sinking of brines
yields much more pronounced density gradients (Fig. 4.3e and f). I observe from the isoligns
that the parameterized transfer of salt both depletes surface values and increases bottom water
density in the Southern Ocean. This figure also shows the global effect of the automatised
salt adjustment, which was not done in the ‘P4-I PIbathy’ run (as no change of ocean volume
occurred). I noted in article 1 that this adjustment was a little more pronounced in ‘P4-I’ (+
1.11 psu) than in ‘P4-G’ (+0.96 psu), since the higher ice sheet elevation of the ICE-6G-C
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reconstruction entails a lower ocean volume than GLAC-1D [Lhardy et al., 2021a]. This reason
should explain the overall potential density differences between ‘P4-I’ and ‘P4-G’ (or ‘P4-I
brines’ and ‘P4-G brines’) while their distribution pattern remains similar.

(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 4.3: Mean zonal potential density σ2 (referenced to 2000 m)

δ13C is a useful paleotracer to track water mass distribution, as it is sensitive to ventilation
changes in the ocean [Curry and Oppo, 2005]. This indicator is directly simulated by the
carbon-enabled iLOVECLIM model, in a forward modelling approach [Bouttes et al., 2015]. As
a result, model-data comparisons with large δ13C records at the LGM [Peterson et al., 2014]
are done to identify biases and examine which simulations are associated with a more realistic
water mass distribution. Model-data discrepancies are also quantified using the Root Mean
Square Error (RMSE), which indicates an improved agreement when it decreases. I show in
Fig. 4.4 the distribution of δ13C in the Atlantic ocean (and in the Indian and Pacific oceans in
Fig. 6.17 and Fig. 6.18, see Appendix). A clear vertical gradient in δ13C data is visible from
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the deep Southern Ocean (δ13C ∼ -1%�) to the shallower depths of the North Atlantic (δ13C >
1%�). The simulated δ13C does not reproduce this gradient well in standard LGM runs (Fig.
4.4c and d), as positive δ13C values are simulated in the Atlantic deep ocean due to the NADW
reaching the ocean floor. As a result, model-data agreement is poorer at the LGM (Atlantic
RMSE = 0.64) than at the PI. In contrast, the changes in deep ocean circulation induced by the
parameterization of the sinking of brines shape the Atlantic distribution of δ13C: the resurgence
of AABW in the Atlantic explains lower values in the deep ocean, whereas the positive values of
the NADW are more confined to shallower depths (∼ 2000-2500 m). The δ13C extrema are also
enhanced as lower δ13C are simulated in the deep Southern Ocean while higher δ13C appear
in the North Atlantic intermediate depths. These changes are associated with a significant
improvement of model-data agreement (Atlantic RMSE = 0.42).

(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 4.4: Mean zonal distribution of the simulated δ13C (%�) in the Atlantic (and Arctic)
Ocean. The superimposed dots represents the δ13C data from Peterson et al. [2014], obtained
using benthic foraminifera in 480 marine cores. The values are estimated by averaging all
measurements in the late Holocene (0-6 ka) or LGM (19-23 ka) time windows. The RMSE
computed with respect to this δ13C data in the Atlantic is indicated in the top right corner.
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(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 4.5: δ13C in a model versus data diagram. The simulated δ13C is plotted against the
δ13C data from Peterson et al. [2014], thanks to the aggregation of the coordinates on the
nearest ocean grid cell. The 1:1 line features a perfect model-data agreement (black dashed
line), while the grey dotted lines features a 0.5%� departure from it. The marker color indicates
the ocean basin of each core.

The model-data discrepancies can also be represented in a data versus model diagram of
δ13C (Fig. 4.5). In this diagram, points with a close match between the marine core data and
the simulated value in the nearest ocean grid cell get aligned close to the 1:1 line. I note that
the simulated δ13C at the PI is slightly biased towards low values (Fig. 4.5a). However, an
in-depth evaluation of this bias would require the use of denser pre-industrial data (e.g. Eide
et al. [2017]) instead of the late Holocene record of Peterson et al. [2014] and is not the point of
this study. As for the LGM standard runs (Fig. 4.5c and d), they both also show a slight bias
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towards low δ13C values in the Indian and Pacific oceans, but the largest discrepancies between
model and data occur in the Atlantic and Southern Ocean basins. Indeed, I observe from the
blue cluster of points that the simulated δ13C are mostly between 0%� and 1%�, whereas mea-
surements on benthic foraminifera suggest a much larger spread of δ13C values in the Atlantic.
This spread is much more closely reproduced in ‘brines’ simulations in which the NADW is
shallower than in standard runs (Fig. 4.5e and f). As a stronger vertical gradient is simulated,
δ13C points are more aligned to the 1:1 line and a better agreement with data is achieved.
In the Southern Ocean however, the simulated δ13C do not reach the very low values inferred
from benthic foraminifera measurements (up to ∼ -1%�). While this bias could be attributed
to a too ventilated AABW, I am also aware of δ13C offsets between different Cibicides species
which may question to some extent the interpretation of these very light values [Gottschalk
et al., 2016]. Finally, I underline again that the δ13C distribution simulated with ICE-6G-C or
GLAC-1D boundary conditions are largely similar.

To restate the observed biases and relate them whenever possible, I summarize in Table
4.1 different quantifications made until this point for the simulations with differing boundary
conditions, as well as the two simulations with a strong parameterized sinking of brines (frac =
0.8). I observe that the simulated global mean SAT anomaly is in the lower part of the range
estimated by Annan and Hargreaves [2013] (−4±0.8 ◦C) for all LGM simulations. Considering
also the global warm bias of the iLOVECLIM model under its PI state, it is likely that it also
simulates a too warm LGM climate. This observation is consistent with the higher RMSE
computed at the LGM using SST data, which is mostly due to a large warm bias observed in
summer in the Southern Ocean (see Fig. 4 of Lhardy et al. [2021b]). The winter RMSE is not
optimal either, but is also linked to a cold bias in the Northern seas (not shown here).

Table 4.1: Summary of the quantified surface conditions, overturning cells, and carbon content.
I indicate the global mean Surface Air Temperature (SAT) anomaly, the RMSE computed
with respect to MARGO Project Members [2009] data (or WOA98 for the PI) in terms of
austral summer (JFM) and winter (JAS) SST, the summer and winter sea-ice extent in the
Southern Ocean and the maximum intensity of each overturning cells. All of these indicators
are described and analyzed in more detail in Lhardy et al. [2021b]. I also quantify the global
RMSE computed with respect to Peterson et al. [2014] δ13C data and the carbon content of the
ocean, terrestrial biosphere, and atmosphere (also given in Table 4 of Lhardy et al. [2021a]).

LGM-PI RMSE SST Sea-ice extent Overturning cells RMSE Ocean Terrestrial CO2

Simulation SAT (106 km2) maximum (Sv) δ13C carbon carbon (ppm)
(◦C) JFM JAS JFM JAS SO Bottom NADW (GtC) (GtC)

PI - 3.43 2.98 6.6 21.2 -13.96 -23.97 17.76 0.56 38,480 1,937 281.0
P4-I PIbathy -3.60 3.77 3.87 18.7 34.3 -24.32 -10.89 25.84 0.69 39,020 1,347 305.2

P4-G -3.49 4.12 4.08 13.8 29.9 -22.94 -11.60 20.19 0.65 38,728 1,615 316.3
P4-I -3.83 4.01 4.07 14.0 31.8 -20.27 -9.85 21.80 0.65 38,753 1,593 314.9

P4-G brines -3.68 3.87 4.08 14.0 35.5 -13.01 -22.81 18.56 0.52 38,830 1,621 265.4
P4-I brines -3.95 3.84 4.09 17.5 38.3 -13.23 -21.17 20.82 0.52 38,840 1,609 266.2

As for the sea-ice extents simulated in the Southern Ocean at the LGM, they can be com-
pared to the minimal extent of ∼ 10.2 × 106 km2 and maximal extent of ∼ 32.9 × 106 km2

estimated in Lhardy et al. [2021b] using a recent compilation of marine core data. Therefore, it
seems that the standard LGM runs overestimate the summer sea-ice extent and underestimate
the winter sea-ice extent, thus underestimating its seasonal amplitude to a significant degree
(∼ 16.1× 106 km2 in ‘P4-G’ and ∼ 17.8× 106 km2 in ‘P4-I’, with respect to ∼ 22.7× 106 km2
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according to our estimates). Still, these quantified extents do not translate well the regionality
of biases, since I observed in Lhardy et al. [2021b] (Fig. 6) that standard LGM runs (v1, same
with v2) simulate an overestimated equatorward displacement of the sea-ice edges in the Pacific
sector while the sea-ice edges remain too far South in the Atlantic and Indian sectors. These
regional and seasonal sea-ice biases are consistent with the observed latitudinal and regional
trend of the Southern Ocean warm bias (Fig. 4 of article 2).

The standard LGM runs also show a significant increase of the Southern Ocean and NADW
overturning cells, while the bottom cell is weakened in the Southern Ocean and even disappears
in the Atlantic basin. These characteristics are associated with a weakly stratified Atlantic deep
ocean and with a δ13C distribution in poor agreement with marine core data. It is therefore
likely that at least part of the reason why iLOVECLIM simulates such high atmospheric CO2

concentrations (∼ 315 ppm, contrasting with the 190 ppm from Bereiter et al. [2015]) is due to
a deep ocean circulation which does not produce a voluminous, isolated, and poorly-ventilated
AABW.

Comparing the quantifications between ‘P4-G’ and ‘P4-I’, it appears that the ice sheet re-
construction used to generate the boundary conditions have small effects (e.g. lower mean SAT
and slightly stronger NADW cell in ‘P4-I’) but that the observed biases remains the same.
Larger differences are quantified between ‘P4-I’ and ‘P4-I PIbathy’: while the latter simulation
is globally warmer, it also shows warmer SSTs in the North Atlantic and slightly colder SSTs in
the Atlantic sector of the Southern Ocean, possibly due to a Drake transport effect. These two
differences in the SST pattern are associated with a lower RMSE in both seasons. Nonetheless,
the warmer global mean SAT of ‘P4-I PIbathy’ can be related to a conflict between ice sheet
and ocean boundary conditions in this set-up: wherever the land-sea mask designates a grid cell
as ocean, the corresponding albedo is enforced even if the ‘ice mask’ would have designated the
grid cell as ‘white’ (e.g. in Hudson Bay, Barents sea). The Southern Ocean cooling leads to a
larger sea-ice extent and to a stronger Southern Ocean overturning cell, though I also note that
the retreat of coastlines associated with the PI land-sea mask also liberates some free space for
sea-ice formation, especially in the Arctic. Finally, while the agreement with δ13C data further
deteriorates in ‘P4-I PIbathy’, a lower CO2 is also simulated. I argued in Lhardy et al. [2021a]
that this slight improvement of the simulated atmospheric concentration is actually due the
effects of the chosen ocean boundary conditions on the carbon distribution in reservoirs.

Both simulations using the parameterization of the sinking of brines show a slightly colder
global mean SAT and colder SSTs in the Southern Ocean, associated with a lower RMSE in
summer. Despite this improvement, I showed in article 2 that this experimental design still
shows the same latitudinal trend of the warm bias. The simulated sea-ice extents in the South-
ern Ocean are consequently larger (overestimated in comparison to both our summer and winter
data estimates), inverting the winter sea-ice bias. On the other hand, the seasonal amplitude
is also increased, reducing this seasonal bias. Nonetheless, the sea-ice distribution remains
fairly round in comparison to the oval-shaped sea-ice line inferred from marine core data. This
parameterization yields in both simulations a reduced SO cell, an enhanced bottom cell and
a slightly weakened but more importantly shallower NADW cell. It also induces an increased
stratification (Fig. 4.3) and an Atlantic water mass distribution in better agreement with δ13C
data (Fig. 4.4). Finally, I also quantify a significant drop of CO2 concentration of about 50
ppm, mostly due to an increased ocean sequestration (of ∼ 90 − 100 GtC). As a result and
despite some systematic regional patterns, this parameterization overall lessens the observed
biases in surface conditions, but also water mass distribution and carbon content. Using this
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experimental design, I still observe a very limited influence of the choice of the ice sheet recon-
struction on the variables examined here.

To summarize, I described in chapter 3 how I generated the boundary conditions associated
with the ice sheet reconstructions recommended by the PMIP protocol (in PMIP4: GLAC-
1D and ICE-6G-C, notably lower than the ICE-5G reconstruction used in PMIP2). Although
studies suggest an important influence of the high ice sheets of the Northern Hemisphere on
the AMOC [Oka et al., 2012, Sherriff-Tadano et al., 2018, Klockmann et al., 2016, Muglia
and Schmittner, 2015], I still simulate with the iLOVECLIM model a strong and deep NADW
overturning cell using both the GLAC-1D and ICE-6G-C boundary conditions. This result
contrast with the AMOC simulated by the PMIP4 ensemble [Kageyama et al., 2021], which
differ quite a bit from the AMOC simulated by most PMIP3 models [Muglia and Schmittner,
2015]. When evaluating the biases in surface conditions, water mass characteristics, and carbon
distribution, I only observe limited effects resulting from the choice of ice sheet reconstruction.
The use of the parameterization of the sinking of brines has comparatively a much larger
influence on the observed biases. For the most part, these biases form a coherent picture. Yet,
I underline in article 2 that excluding the ‘brines’ simulations, I do not observe in iLOVECLIM
simulations the inference of Marzocchi and Jansen [2017], that: "models simulating large sea-ice
formation also exhibit strong deep-ocean stratification and a shallower AMOC, consistent with
the geological record". Conversely, I find it difficult to exclusively attribute the strong and deep
AMOC to insufficient Southern Ocean sea ice, for two reasons. First, I demonstrate that the
winter sea-ice extent estimated using marine core data was probably overestimated in Roche
et al. [2012] and is still associated with large and poorly-constrained uncertainties. However, I
acknowledge that while the maximum sea-ice extent may not be as underestimated in standard
LGM runs as previously thought, the underestimated seasonality (and overestimated quasi-
permanent sea ice) still entails that sea-ice formation was probably inadequately represented
throughout the year. Secondly, my LGM simulations show that a Southern Ocean cooling with
more sea ice tends to be associated with a stronger SO and NADW overturning cells. I suggest
that open-ocean convection may be detrimental to the establishment of a well-stratified water
column in the Southern Ocean, with a formation of dense AABW. The parameterization of
the sinking of brines is the only modelling choice tested so far which seems to reconcile a more
realistic water mass distribution and a lower CO2 concentration with reduced surface conditions
biases. As a result, I propose to further explore the effects of the parameterization of the sinking
of brines in the following section.

4.3 Complement B − Quantification of biases in Southern
Ocean sea ice, deep ocean circulation and CO2 concen-
tration: effects of choices related to the parameteriza-
tion of the sinking of brines

Up to this point, I used a fixed parameter (frac = 0.8) to examine the effects of the pa-
rameterization of the sinking of brines on the simulated sea ice, deep ocean circulation, and
carbon storage. However, considering the low computation time of the iLOVECLIM model,
this parameter choice can be easily varied, like Bouttes et al. [2010] in the CLIMBER-2 model.
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I performed ten ‘brines’ simulations with a fraction of salt released by sea-ice formation varying
between 0.1 and 1. The LGM simulation chosen as reference (‘P4-I’) represents a parameter
choice of frac = 0. With such simulations, I can investigate how gradual the response of the
different examined variables to a varying frac is, whether there are any threshold, whether dif-
ferent biases are reduced for the same parameter choice, and which parameter choice ultimately
yields the best agreement with the proxy data used in this study.

In addition to these ten simulations, I test other modelling choices related to this parame-
terization:

• In my simulations (v2), this parameterization allows for a transfer of salt to the bottom
ocean, as well as a transfer of other biogeochemical variables (DIC, alkalinity, nutrients,
etc.). I turned off the transfer of these variables in the ‘only salt’ simulation. The effect
of the transfer of each variable was more extensively explored in Bouttes et al. [2010].

• In addition, this parameterization is by default only active in the Southern Ocean. There-
fore, I tested a ‘brines + North’ set-up in which it is also activated in the Northern
Hemisphere.

• Since this parameterization does not depend on water depth, it can indiscriminately
transfer salt to the bottom ocean in open ocean areas or continental shelves. Following
Paillard and Parrenin [2004] who argued that brine rejection is favored only above con-
tinental shelves, I ran two simulations in which frac is not a scalar but a 2D input field
computed using the subgrid topography in each ocean grid cell. In ‘topofrac(min)’, we
related the frac number to the percentage of continent shelf (> 200 m) in the total grid
cell surface. However, in ‘topofrac(max)’, we more drastically enforced a frac of 1 in all
grid cells in which a portion of continental shelf was detected on a subgrid level.

• Finally, I tested the impact of a different transfer of salt in the water column where sea-ice
formation occurs. In simulation ‘shallow brines’, instead of transfering the fraction of salt
(still 0.8) to the deepest grid cell, I only transfered it to a shallower depth (200 m at
most), therefore limiting this transfer to the subsurface in open ocean areas. Whether
this dense water continues to sink to form deep water or not is then up to the dynamical
code.

In Fig. 4.6, I show the Atlantic streamfunction for a subset of these simulations. The model
simulates with a lower frac parameter of 0.4 the same trends for each overturning cells as in
the ‘P4-I brines (0.8)’ but to a lesser extent (Fig. 4.6b and c). Indeed, with respect to ‘P4-I’,
this simulation produces a reduced SO cell, an enhanced bottom cell and a somewhat shallower
NADW cell, pushed back by the resurgence of a small bottom cell in the Atlantic. However
with this parameter choice, the NADW cell remains quite deep in the North Atlantic. When
the parameterization of the sinking of brines is also activated in the Northern Hemisphere, I
observe a reduced overturning in both the bottom and the NADW cells (Fig. 4.6d and e),
and a slightly shallower NADW cell in the North Atlantic when a large frac parameter (0.8)
is used. As for the last two streamfunctions shown here, they still display a deep and intense
NADW cell. A frac parameter which is tied to the presence of continental shelves (Fig. 4.6f)
only causes a small reduction of the SO and NADW cells and increase of the bottom cell, with
no significant impact on their geometry. Finally, the ‘shallow brines’ set-up only influences the
geometry of the SO cell at shallow depths (Fig. 4.6g).
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(a) P4-I

(b) P4-I brines (0.4) (c) P4-I brines (0.8)

(d) P4-I brines (0.4) + North (e) P4-I brines (0.8) + North

(f) P4-I brines topofrac(max) (g) P4-I shallow brines

Figure 4.6: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S). The black vertical line represents the limit between these two basins, chosen at 32◦S.
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(a) P4-I

(b) P4-I brines (0.4) (c) P4-I brines (0.8)

(d) P4-I brines (0.4) + North (e) P4-I brines (0.8) + North

(f) P4-I brines topofrac(max) (g) P4-I shallow brines

Figure 4.7: Mean zonal potential density σ2 (referenced to 2000 m)
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Examining the simulated potential density for the same subset of simulations in Fig. 4.7, I
observe that the ‘brines’ parameter choice affects the maximal densities in the deep Southern
Ocean and the surface values, as well as the slope of isoligns in the deep Atlantic (Fig. 4.7b and
c). Two reasons can potentially explain why a frac of 0.4 is not enough to shoal the NADW
cell: either the resultant AABW is still not dense enough or it loses its characteristics (through
mixing) and upwells too quickly as it travels North. Comparatively, the densification effects of
the parameterization in the Northern Hemisphere seems to mostly concern the Northern seas
and to be limited by the Greenland-Iceland-Scotland threshold (Fig. 4.7d and e). In the rest
of the Atlantic basin, I observe reduced values as the additional use of this parameterization in
the North depletes the surface salinities. The last two simulations shown here have relatively
small effects on the density simulated in the Southern Ocean (Fig. 4.7f and g).

Then, I examine how the quantifications which relates either to surface conditions, deep
ocean circulation, or carbon behave as a function of the parameter choice (Fig. 4.8). The
effects of the different modelling choices tested in various ‘brines’ simulations are observed.
First, the use of the GLAC-1D ice sheet reconstruction in ‘P4-G brines (0.8)’ slightly warms
the Southern Ocean, entailing both a worsened model-data agreement with SST data and a
reduced sea-ice extent, in better agreement with our estimates. The bottom cell is also slightly
enhanced and the maximum intensity of the NADW overturning is reduced. However, no sig-
nificant changes are observed in the δ13C RMSE or in the simulated CO2 concentration, as
already pointed out in the previous section.

Turning off the transfer of biogeochemical variables to keep only the parameterized transfer
of salt does not yield any effect in the surface conditions and deep ocean circulation quantified
here. Still, I simulate with ‘only salt’ a small increase of CO2 (3.8 ppm), suggesting that the
main driver of the CO2 decrease in ‘brines’ simulations is the transfer of salt while the transfer
of biogeochemical variables only causes a small additional drawdown (comparatively smaller
than in Bouttes et al. [2010]).

On the other hand, activating the parameterization in the Northern Hemisphere has a rela-
tively larger impact on the model-data agreement in terms of SST (worsened) and sea-ice extent
(reduced, in closer agreement with our estimates). The enhanced sea-ice seasonality observed
when using this parameterization remains the same. This modelling choice also slightly lowers
the atmospheric CO2 concentration (-8 ppm if frac = 0.8) but this small drop does not seem
linked to a different water mass distribution. I also observe a reduced intensity of both the
NADW and bottom cell in ‘brines + North’ simulations, and the depth at which the maximal
intensity and the sign change (i.e. NADW vertical extent, as defined by Kageyama et al. [2021])
of the streamfunction are detected increases in ‘P4-I brines + North (0.4)’.

As for the ‘shallow brines’ simulation, it is associated with very little change in terms of
deep ocean circulation and water mass distribution (with respect to the ‘P4-I’ reference), yet it
already shows a significant drop of CO2 concentration (-20.8 ppm, mostly due to an increased
ocean sequestration). I also observe that the quantified surface conditions are closer to ‘P4-I
brines’ than ‘P4-I’, notably reducing the sea ice bias in seasonality. As a result, it seems that
isolating the Southern Ocean surface from the subsurface has a significant effect both on one
of the observed bias in sea ice and on the high atmospheric CO2 values. This suggests that the
changes in deep ocean stratification and circulation simulated with ‘P4-I brines’ only explain
part of the increased carbon sequestration using this parameterization (∼ 58 GtC).

I observe that the ‘topofrac’ simulations influence the variables quantified here in the same
way as a simulation with a small frac does. They seem equivalent to a parameter of about
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0.2-0.3 for ‘topofrac(max)’ and <0.1 for ‘topofrac(min)’. These simulations do not significantly
improve the model biases observed in this study.

(a) RMSE SST (b) Sea-ice extent

(c) Overturning cells (d) AMOC depth

(e) RMSE δ13C (f) CO2 (g) Ocean carbon

Figure 4.8: Effects of the modelling choices related to the parameterization of the sinking
of brines on the quantified (a) RMSE computed with respect to SST data [MARGO Project
Members, 2009], (b) sea-ice extent, (c) maximum intensity of each overturning cell, (d) depth
of the maximal streamfunction and its sign change at 26◦N, (e) RMSE computed with respect
to δ13C data [Peterson et al., 2014], (f) atmospheric CO2 concentration and (g) ocean carbon.
The x-axis represents the parameter choice (fraction of salt released by sea-ice formation). The
marker style designates each type of simulation. The dashed lines indicate (in b) the summer
(red) and winter (blue) sea-ice extent estimated in Lhardy et al. [2021b] or (in f) the CO2

concentration at the LGM (magenta).
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Finally commenting on the evolution of these quantifications with an increased transfer of
salt, I do not observe a clear trend in the RMSE computed using SST data (Fig. 4.8a), though
a low frac seems associated with an improved agreement in both seasons while a high frac
only reduces the RMSE in summer. This seems related to the systematic latitudinal trend of
the observed SST biases [Lhardy et al., 2021b]. A clearer and nonlinear trend is observed in
the quantified sea-ice extent (Fig. 4.8b), as an increased frac produces a larger winter sea-
ice extent without changing the summer sea-ice extent much. The simulated winter sea-ice
extent agrees best with our estimate for a low frac, then exceeds it. However, the seasonal
amplitude continues to increase at higher parameter choices, therefore getting closer to the
one inferred from marine core data. Still, it seems that a low frac already has a significant
impact on sea-ice biases, probably as it isolates the Southern Ocean surface in winter from a
warmer subsurface. On the contrary, only a high frac value is able to achieve the water mass
distribution associated with an improved model-data agreement of δ13C (Fig. 4.8e), which
seems to cap at frac > 0.8. Nonetheless, the simulated atmospheric CO2 concentrations show a
steady decrease with increased frac values while ocean sequestration only increases, albeit with
two small slope discontinuities. While the CO2 drop simulated using this parameterization is
significant (-59.7 ppm with respect to ‘P4-I’ at most), the simulated concentration is still far
from the 190 ppm value measured in ice core data [Bereiter et al., 2015] and it is likely that
additional processes than ocean circulation changes (e.g. permafrost, sediments) need to be
accounted for to simulate such a low LGM value. I also observe slope discontinuities in the
simulated intensity of each overturning cell (Fig. 4.8c). The Southern Ocean overturning slows
down quite drastically for low frac values, then recovers a bit at higher frac. On the other hand,
the NADW cell intensity only decreases at high parameter values (> 0.8), whereas the bottom
cell rises quite steadily. These discontinuities are perhaps more significant when considering
the irregular vertical resolution of the iLOVECLIM model, which is particularly coarse in the
deep ocean (Fig. 4.8d). As a consequence, it seems that the response of the NADW depth to
an increased parameter choice is not gradual.
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4.4 Résumé du chapitre en français

Dans ce chapitre 4, j’identifie les (dés)accords modèle-données concernant les températures
des eaux de surface, la glace de mer australe, la distribution des masses d’eau profondes et
la concentration en CO2 atmosphérique. Pour ce faire, j’utilise plusieurs simulations réalisées
avec le modèle iLOVECLIM, équipé de différentes conditions aux limites (PMIP2, GLAC-1D,
ICE-6G-C) et/ou de certains choix de paramétrisation (liés à la plongée des saumures). Ces
conditions de simulation variées mènent à différentes conditions de surface dans l’océan austral,
ce qui est l’occasion de :

• évaluer l’impact des conditions de surface simulées (température, glace de mer) sur la
circulation de retournement Atlantique.

• mesurer les conséquences des choix de modélisation liés aux conditions aux limites et/ou
à la paramétrisation de la plongée des saumures sur les températures des eaux de surface,
la glace de mer australe, la distribution des masses d’eau profondes et la concentration
de CO2 atmosphérique − et leur accord avec les enregistrements paléoclimatiques.

• identifier les biais systématiques.

J’observe alors que le modèle iLOVECLIM simule au DMG :

1. un biais chaud dans l’océan austral, dépendant nettement de la latitude (maximal à
∼ 40− 50◦S).

2. une glace de mer australe présentant des désaccords avec les enregistrements paléocli-
matiques, en terme d’étendue hivernale (légèrement sous-estimée), estivale (surestimée),
amplitude saisonnière (sous-estimée), et de distribution (trop zonale). Toutefois, j’ai es-
timé à partir d’une récente compilation de données de carottes marines une étendue de
glace de mer hivernale de 32.9 × 106 km2, bien inférieure à une estimation précédente
[Roche et al., 2012] utilisée dans le cadre des études d’intercomparaison PMIP [Roche
et al., 2012, Marzocchi and Jansen, 2017]. Sur cette base, la glace de mer hivernale n’est
que légèrement sous-estimée, tandis que la précédente estimation (de 43.5 × 106 km2)
suggérait une large sous-estimation de la glace de mer australe simulée par le modèle
iLOVECLIM (et a fortiori par la plupart des modèles PMIP).

3. une circulation profonde Atlantique très intense et profonde, entraînant une distribution
des masses d’eau en désaccord avec les données de δ13C.

4. une concentration en CO2 atmosphérique bien supérieure à celle mesurée dans les carottes
de glace.

Ainsi, je caractérise des biais semblables à ceux observés au cours des précédentes phases
du projet PMIP, et dans de nombreux modèles. Entre PMIP2 et PMIP4, le modèle iLOVE-
CLIM ne présente pas d’amélioration significative des variables examinées ici. Les différentes
conditions aux limites utilisées, générées selon la méthode exposée dans le chapitre 3 à par-
tir de diverses reconstructions de calottes, n’engendrent que des différences mineures face à
l’amplitude des biais observés.
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En revanche, j’observe avec la paramétrisation de la plongée des saumures une réduction de
certains biais de température (océan austral plus froid), de glace de mer australe (saisonnal-
ité plus grande), de circulation (AMOC moins profonde, océan Atlantique davantage stratifié)
et une diminution significative (bien qu’insuffisante) du CO2 atmosphérique. Globalement en
meilleur accord avec les enregistrements paléoclimatiques, les simulations réalisées avec cette
paramétrisation ne montrent cependant pas d’amélioration notable concernant la distribution
régionale des biais de conditions de surface, telle que la distribution très homogène de glace de
mer australe. Je note également que la réduction de ces biais ne se produit pas pour les mêmes
choix de paramètres, ce qui suggère des causes différentes. Toutefois, cette paramétrisation, qui
stratifie à la fois la subsurface et l’océan profond, montre qu’une amélioration simultanée des
biais de surface, de circulation, et de carbone est possible, alors que la relation observée entre
température de l’océan austral et les cellules de convection (Fig. 8, Lhardy et al. [2021b]) tend
à suggérer qu’un océan plus froid contribue à intensifier l’AMOC.
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Quantification of the effects of vertical
mixing on deep ocean circulation and CO2
concentration

Chapter aims:

1. Explore the role of diffusion on the simulated Atlantic deep ocean circulation at the
LGM

2. Evaluate the impact of vertical diffusivity parameterization choices on the model
biases quantified in chapter 4

Highlights:

↪→ The abyssal overturning is slightly reduced with the tidal mixing parameterization,
and enhanced when accounting for geothermal fluxes. As for the parameterization
of a stratification-dependent vertical diffusivity, its effects depends on parameter
choices. These modelling choices do not yield any significant reduction of the model
biases characterized in chapter 4.

↪→ A strong absyssal overturning seems to be residual in the iLOVECLIM model.

In chapter 4, I have characterized the biases in Southern Ocean sea-ice cover, deep ocean
circulation, and CO2 concentration simulated by the iLOVECLIM model at the LGM. I have
shown that the parameter choices related to a simple parameterization of the sinking of brines
can yield large changes in the simulated sea-ice extent, Atlantic streamfunction, and ocean
sequestration of carbon. Despite remaining biases, this experimental design associated with a
large transfer of salt to the bottom ocean when sea-ice formation occurs produces a water mass
distribution in better agreement with δ13C data and a lower atmospheric CO2 concentration
than in standard LGM runs. From a very large vertical extent reaching to the ocean floor in
the North Atlantic, the simulated NADW overturning cell at the LGM shoals to about the
same depth as in the PI state thanks to an increased AABW density. Such a change is achieved
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as the upper clockwise cell is pushed back into shallower depths by a reinvigorated counter-
clockwise bottom cell. As a result, simulations obtained using a large ‘brines’ parameter choice
do not show the slower abyssal overturning which is surmised from some experimental proxy
data [Adkins, 2013, Howe et al., 2016]. In addition, comparison with other PMIP4 models
[Kageyama et al., 2021] indicates that the streamfunction simulated at 30◦N by the iLOVE-
CLIM model in PI conditions is particularly intense (∼ −5 Sv, see Fig. 4.2). It is expected
that an overestimated abyssal circulation may significantly affect residence time and therefore
ocean sequestration.

Vertical mixing is recognised as one of the drivers of the AMOC [Kuhlbrodt et al., 2007].
In this context, De Boer and Hogg [2014] point out that it is not trivial for PMIP models
to simulate an expanded yet weaker AABW cell at the LGM. The authors investigate in a
theoretical box model the influence of different vertical mixing profiles and show that only the
parameterization of a topography-dependent vertical diffusivity is able to produce a voluminous
yet slower AABW when their model is forced with a Southern Ocean cooling. In constrast, a
constant diffusivity or a Bryan and Lewis profile (which has a constant diffusivity in the deeper
part of the ocean) are not able to yield the inverse relationship between AABW volume and
production rate. Yet most of the PMIP1.5-2 models relied on these simpler options, including
the iLOVECLIM model (see Sect. 2.2.2). It is therefore likely that such a modelling choice
impacts the model ability to simulate a realistic deep ocean circulation at the LGM, as well as
an increased ocean storage capacity of carbon. Ferrari et al. [2014] also argue that the abyssal
overturning cell is much more isolated as the NADW cell shoals, since turbulent mixing is
confined to the deep ocean where topographic features are crossed. The authors point out that
the consequently decreased mixing between AABW and NADW is one of the factors enhancing
the physical pump at the LGM, drawing down more carbon into the ocean.

Considering these results, I choose to investigate how modelling choices related to vertical
mixing in the iLOVECLIM model influence deep ocean circulation and carbon storage into the
ocean. To do so, I replace at depth the Bryan and Lewis diffusivity profile with two different
mixing schemes (e.g. a stratification-dependent diffusivity profile, or a 3D energy-constrained
parameterization of tidal mixing, supplemented by geothermal fluxes − see Sect. 2.2.2). While
chapter 4 focussed on the Southern Ocean surface conditions and their impact on deep ocean
circulation via convection processes entailing deep water formation, this chapter approaches the
consumption of AABW via mixing processes, which erode stratification until AABW upwells.
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5.1 Effects on the Atlantic streamfunction of varying dif-
fusivity parameterizations

5.1.1 With a parameterization of a stratification-dependent vertical
diffusivity

Bouttes et al. [2011] successfully simulate the LGM CO2 drawdown when adding three mech-
anisms to a standard run with the carbon cycle represented in the CLIMBER-2 model (which
includes carbonate compensation). These additional mechanisms encompass iron fertilisation,
sinking of brines (with the same parameterization as the one described in Sect. 2.2.1), and a
stratification-dependent diffusivity. This last paramaterization explains a minor yet significant
part of the changes needed to reconcile the CO2 and δ13C signals with experimental data. To
demonstrate and quantify this effect, Bouttes et al. [2011] implemented in the CLIMBER-2
model the parameterization introduced in Marzeion et al. [2007], who chose to write the verti-
cal diffusivity as Kz ∼ N−α, where N is the buoyancy frequency equal to (− g

ρ0

∂ρ
∂z

)1/2 (∂ρ
∂z

being
the vertical density gradient, ρ0 a reference density and g the gravity acceleration). In their
formulation, three parameters (α, K0, N0) come into play:

Kz = K0

(
N

N0

)−α

In particular, α controls the sensitivity of Kz to changes in stratification. In this section,
I also use this formulation, varying α between 0 and 1 while setting N0 and K0 at the same
values as Marzeion et al. [2007] (N0 = 7.3×10−3 s−1 ; K0 = 2×10−5 m2.s−1), at least for a start.

Figure 5.1 shows the streamfunction simulated in the Atlantic with such a parameterization,
using as references the PI simulation (Fig. 5.1a), and at the LGM both the ‘P4-I’ or ‘P4-I brines’
simulations (Fig. 5.1b and c), since they are associated with a very different stratification. Sim-
ulations with α = 0 (Fig. 5.1d, e and f) are not equivalent to these references as the Bryan
and Lewis vertical profile was replaced by a constant diffusivity: Kz = K0 = 2× 10−5 m2.s−1.
I observe a slightly lower overturning in the bottom cell with α = 0 while the NADW cell is
enhanced and the cells’ vertical extent shows limited change. However with α = 1 (Fig. 5.1k
and l), the overturning strongly intensifies, and shows a clear deepening of the NADW cell when
the parameterization of the sinking of brines (frac = 0.8) is used. As a result, it seems that the
AMOC deteriorates with such parameter choices. Since simulating too much mixing can erode
the stratification too quickly (and feed back into a larger diffusivity), I then ran simulations
with a lower K0 = 1× 10−5 m2.s−1.
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(a) PI (b) P4-I (c) P4-I brines

(d) PI, α = 0 (e) P4-I, α = 0 (f) P4-I brines, α = 0

(g) PI, α = 0.5 (h) P4-I, α = 0.5 (i) P4-I brines, α = 0.5

(j) PI, α = 1 (k) P4-I, α = 1 (l) P4-I brines, α = 1

Figure 5.1: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S), for a set of simulations with the parameterization of a stratification-dependent vertical
diffusivity (varying α, K0 set to 2× 10−5 m2.s−1). Panel (j) is empty as the simulation crashed
with NaN values. The black vertical line represents the limit between these two basins, at 32◦S.

With a lower K0, the changes in the streamfunction show the same trends but with a lower
amplitude (Fig. 5.2). Even when the parameterization of the sinking of brines is also activated,
inducing an increased stratification, the bottom cell does not display a significant reduction.
Therefore, I ran simulations with a much lower K0 = 0.1× 10−5 m2.s−1.

136



Chapter 5

(a) PI (b) P4-I (c) P4-I brines

(d) PI, α = 0 (e) P4-I, α = 0 (f) P4-I brines, α = 0

(g) PI, α = 0.5 (h) P4-I, α = 0.5 (i) P4-I brines, α = 0.5

(j) PI, α = 1 (k) P4-I, α = 1 (l) P4-I brines, α = 1

Figure 5.2: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S), for a set of simulations with the parameterization of a stratification-dependent vertical
diffusivity (varying α, K0 set to 1× 10−5 m2.s−1). Panel (j) is empty as the simulation crashed
with NaN values. The black vertical line represents the limit between these two basins, at 32◦S.

With a very low K0 of 0.1 × 10−5 m2.s−1, I observe that a varying α does not yield much
change anymore (Fig. 5.3). LGM simulations now show very limited changes compared to
‘P4-I’ without using the ‘brines’ parameterization. With it, the NADW cell is reduced and
slightly less deep compared to ‘P4-I brines’. However, the bottom cell is not further reduced
compared to previous tests with a much higher K0 and α = 0, showing that this residual circu-
lation may be robust. This suggests that other diffusion processes than the vertical diffusivity
profile are responsible for this large overturning in the deep ocean, possibly even numerical
diffusion. Further investigations are needed to identify the causes behind this relative absence
of a bottom cell slowdown when changing the vertical diffusivity. For the time being, I have to
settle for this set of simulations to observe the impact of a stratification-dependent diffusivity
on the simulated carbon and on the quantified agreement with δ13C proxy data.
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(a) PI (b) P4-I (c) P4-I brines

(d) PI, α = 0 (e) P4-I, α = 0 (f) P4-I brines, α = 0

(g) PI, α = 0.5 (h) P4-I, α = 0.5 (i) P4-I brines, α = 0.5

(j) PI, α = 1 (k) P4-I, α = 1 (l) P4-I brines, α = 1

Figure 5.3: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S), for a set of simulations with the parameterization of a stratification-dependent vertical
diffusivity (varying α, K0 set to 0.1×10−5 m2.s−1). Panel (d) is empty as the simulation crashed
with NaN values. The black vertical line represents the limit between these two basins, at 32◦S.

5.1.2 With a parameterization of tidal mixing and geothermal fluxes

As explained in Sect. 2.2.2, we also replaced the Bryan and Lewis profile with a more so-
phisticated and energy-constrained parameterization, developed by Casimir de Lavergne. This
parameterization represents the mixing induced by the breaking of internal tides, which is
topography-dependent. It considers four source terms implemented as 2D input maps and
their associated vertical profile [de Lavergne et al., 2020]. In addition, I also test the effect of
considering the heat received by bottom water masses from geothermal fluxes, which is largest
at oceanic ridges. I ran simulations with the same three references, using either the parame-
terization of tidal mixing (‘TM’), the geothermal fluxes (‘G’) or both (‘TMG’).
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I observe very limited changes in the streamfunction simulated in the Atlantic basin (Fig.
5.4). However, the geothermal fluxes enhance abyssal overturning in the Pacific ocean (not
shown here) and in the Southern Ocean (Fig. 5.4f and l) due to the large area of oceanic ridges
[Emile-Geay and G. Madec, 2009, de Lavergne et al., 2016]. On the contrary, the tidal mixing
parameterization slows down the abyssal overturning in the Southern Ocean (Fig. 5.4d and j)
in comparison to ‘PI’ and ‘P4-I brines’ runs, while these modelling choices seem to have little
effect in LGM runs when the ‘brines’ parameterization is not activated (Fig. 5.4g, h and i). In
PI runs, the opposite effects of ‘TM’ and ‘G’ on the abyssal overturning partly balance each
other out, whereas the ‘P4-I brines TMG’ simulation also shows a weaker abyssal overturning.
The fact that I observe in Fig. 5.4j and k the same pattern in the bottom cell as in the runs of
the previous section suggests that I may indeed have reached a residual overturning.

(a) PI (b) P4-I (c) P4-I brines

(d) PI, TM (e) PI, TMG (f) PI, G

(g) P4-I, TM (h) P4-I, TMG (i) P4-I, G

(j) P4-I brines, TM (k) P4-I brines, TMG (l) P4-I brines, G

Figure 5.4: Streamfunctions in the Atlantic (North of 32◦S) and Southern Ocean basins (South
of 32◦S). The black vertical line represents the limit between these two basins, chosen at 32◦S.
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5.2 Synthesis of quantifications related to Southern Ocean
sea ice, deep ocean circulation and CO2 concentration

I now examine the impact of these different parameterizations of vertical diffusivity on the
quantifications already used in Sect. 4.3 to assess the model-data agreement obtained in terms
of surface conditions (SST, sea ice), water mass distribution (δ13C), and atmospheric CO2.
Since biases may have regional or seasonal patterns (e.g. article 2), the chosen metrics have
their limitations, but still ease first order comparison between multiple simulations.

Figure 5.5a shows that the parameterizations tested in this chapter tend to have relatively
little effect on the model-data agreement with SST proxy data or to degrade it in summer (e.g.
when the stratification-dependent diffusivity is used with a large K0 and α), except for a very
low K0 (set to 0.1 × 10−5 m2.s−1). Compared to their references, these simulations tend to
show a warming (in particular in the North Atlantic): for example, the use of a stratification-
dependent diffusivity with a largeK0 yields a LGM−PI global mean SAT anomaly of∼ −3.25◦C
− almost outside of the range estimated by Annan and Hargreaves [2013], while the effect of
the tidal mixing and geothermal fluxes is comparatively smaller. These simulations also show a
consequently lower sea-ice extent in the Southern Ocean (Fig. 5.5b), which tends to bring the
simulated summer extent closer to our estimate of ∼ 10.2 × 106 km2, but without increasing
the sea-ice seasonality as the ‘brines’ simulations did (see Sect. 4.3).

I observe in Fig. 5.5c and d that the NADW cell maximum is either increased or relatively
unchanged (except with ‘brines’ and a very low K0). The bottom cell maximum shows a limited
decrease in simulations such as the ones with tidal mixing or a stratification-dependent diffu-
sivity with a low K0 or low α. These changes in the overturning intensity are not associated
with large differences in the simulated water mass distribution, as suggested by the model-data
agreement quantified for Atlantic δ13C (Fig. 5.5e). The only exception is the ‘P4-I brines,
α = 1, K0 = 2 × 10−5 m2.s−1’ simulation, which displays a much deeper NADW cell in the
North Atlantic and therefore with a largely degraded agreement. The simulations with a lower
K0 are associated with a slighly improved agreement (when the ‘brines’ parameterization is
also activated), possibly due to the reduced abyssal overturning. This is also the case of the
‘P4-I brines TM’ simulation, which again shows a small and opposite effect to ‘P4-I brines G’.

Finally, I point out that the mixing schemes and vertical diffusivity parameter choices tested
here entail either a higher or a relatively unchanged atmospheric CO2 concentration. Again,
the exception is when a very low K0 is used in the stratification-dependent diffusivity pa-
rameterization, which then entails a lower CO2 concentration (-6−14 ppm) and higher carbon
sequestration in the ocean (∼+30 GtC with ‘brines’). While some other simulations (e.g.‘P4-I
brines TM’) show a small decrease of a few ppm, it is imputable to a larger carbon content in
the terrestrial biosphere (due to larger temperatures) and not to an increased ocean sequestra-
tion. On the other hand, simulations with an enhanced deep ocean circulation (e.g. ‘α = 1,
K0 = 2 × 10−5 m2.s−1’, Fig. 5.1) produce a larger increase of CO2 concentrations of about
20− 30 ppm.
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(a) RMSE SST (b) Sea-ice extent

(c) Bottom cell (d) NADW cell

(e) RMSE δ13C (f) CO2

Figure 5.5: Effects of the modelling choices related to the vertical diffusivity parameterization
on (a) RMSE computed with respect to SST data [MARGO Project Members, 2009], (b)
sea-ice extent, maximum intensity of the (c) bottom and (d) NADW overturning cells, (e)
RMSE computed with respect to δ13C data [Peterson et al., 2014] and (f) atmospheric CO2

concentration. The x-axis shows the different types of vertical diffusivity parameterization
(reference, tidal mixing with/without geothermal fluxes, stratification-dependent diffusivity
with a varying α). The dashed lines in panel (b) indicate the summer (red) and winter (blue)
sea-ice extent estimated in Lhardy et al. [2021b].
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Considering these results, it is unfortunate that I have not been able to test the effects of a
much slower abyssal overturning, as there seems to be a strong residual overturning emerging
in both types of parameterization tested here. In addition, simulating a slow abyssal over-
turning may be even more challenging if our tidal mixing parameterization had considered an
enhanced tidal energy dissipation for the LGM [Schmittner et al., 2015, Wilmes et al., 2019].
One limitation of these results is the fact that we have implemented for now only the energy
dissipation maps computed for the pre-industrial and modern era [de Lavergne et al., 2020].
The maps corresponding to the low sea level of the LGM will be generated and used in future
LGM simulations.
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5.3 Résumé du chapitre en français

Dans ce chapitre, j’explore non pas la formation de masses d’eau profonde (AABW) mais
leur transformation, à l’aide de différentes paramétrisations de la diffusivité d’arrière-plan.
En effet, la diffusion verticale paramétrisée dans les modèles paléoclimatiques suit souvent un
profil simple, de type Bryan and Lewis [1979]. La diffusion imposée dans l’océan profond est
alors quasi-uniforme, ne dépendant ni de la stratification des masses d’eau, ni de leur contact
avec la topographie des fonds marins. En réalité, cette topographie importe pour éroder la
stratification profonde et engendrer un upwelling de l’AABW, car elle permet d’injecter de
l’énergie au mélange des masses d’eau grâce au déferlement d’ondes de marée et aux flux
géothermiques. Il est possible que cette diffusivité d’arrière-plan, jamais très faible, explique
l’absence de valeurs de δ13C simulées dans l’océan austral proches de -1%�, comme mesurées
dans les carottes marines (cf. Sect. 4.2). Or, il est essentiel pour bien représenter le temps
de résidence du carbone dans l’océan de correctement simuler l’isolement des masses d’eau
profondes. La circulation profonde simulée par le modèle iLOVECLIM dans le cadre du chapitre
4 présente une convection abyssale intense, à la fois au PI et avec la paramétrisation de la
plongée des saumures, qui contraste avec les enregistrements paléoclimatiques suggérant à la
fois une AABW plus volumineuse, mais aussi plus lente.

Ainsi, je teste dans ce chapitre 5 l’impact des choix de paramétrisation liés à la diffusivité
d’arrière-plan, en remplaçant le profil de Bryan and Lewis par une diffusivité dépendante de
la stratification, ou dépendante de l’énergie injectée par les ondes de marées et/ou par les flux
géothermiques. Je réexamine la circulation océanique profonde simulée dans l’Atlantique et les
biais déjà quantifiés dans le chapitre 4.

J’observe alors une convection abyssale légèrement réduite lorsque la diffusivité dépend
des ondes de marées, et intensifiée quand elle dépend des flux géothermiques. Toutefois, ces
variations sont petites, et une forte cellule résiduelle est observée même pour une diffusivité
d’arrière-plan très faible. De plus, aucun des choix testés ne permet de réduire significativement
les biais observés.

Ces résultats sont donc peu concluants à ce stade. Ils appellent donc diverses perspectives,
telles que : (1) l’utilisation de métriques spécifiques à l’océanographie physique (telle qu’une
fonction de courant en coordonnées isopycnales) pour préciser ce diagnostique ; (2) un examen
détaillé du code dynamique afin d’identifier l’origine de la forte convection abyssale résiduelle ;
(3) l’utilisation de cartes d’énergie dissipée correspondant à la topographie du DMG et non du
PI dans la paramétrisation du mélange lié aux ondes de marées.
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Investigating the relationship between
biases in Southern Ocean sea ice, deep
ocean circulation and CO2 concentration

Chapter aims:

1. Evaluate the impact of Southern Hemisphere westerly winds on the studied variables

2. Synthesize and compare the biases obtained with various modelling choices in terms
of boundary conditions (chapter 3 and 4), parameter choices related to the sinking
of brines (chapter 4) or vertical mixing (chapter 5), and wind stress (chapter 6)

3. Explore the relationships between Southern Ocean surface conditions, deep ocean
circulation, water mass distribution, carbon sequestration and CO2 concentration

Highlights:

↪→ A reduced wind stress in the glacial Southern ocean yields a sea-ice cover in better
agreement with proxy data and a slightly lower CO2 concentration, but no improve-
ment of Atlantic water mass distribution.

↪→ A relationship is observed between sea-ice seasonality and open-ocean convection in
the Southern Ocean. On this basis, the seasonality estimated from a proxy-based
reconstruction would constrain a very low convection.

↪→ An improved agreement with δ13C data is associated with a NADW shoaling and
an intense abyssal cell. However, δ13C data do not constrain the AMOC strength.

↪→ The maximal ocean sequestration simulated with a parameterized sinking of brines
is only half as large as the one obtained when the LGM ocean boundary conditions
are not implemented, underlining how crucial the ocean volume is.

↪→ My simulations do not support an attribution of the AMOC depth to insufficient
sea ice in the Southern Ocean.
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In previous chapters, I have generated and implemented the boundary conditions associ-
ated with two different ice sheet reconstructions in order to run LGM simulations with the
iLOVECLIM model under the PMIP4 protocol. I have then produced model-data compar-
isons and identified biases in the simulated Southern Ocean sea-ice cover, Atlantic water mass
distribution, and atmospheric CO2 concentration. I have characterized the biases obtained
in simulations with different boundary conditions and parameterization choices (i.e sinking of
brines, vertical diffusivity) in order to evaluate the impact of the ice sheet elevation (and re-
lated changes, e.g. on the ocean volume), artificial sinking of dense waters ensuing from sea-ice
formation, and vertical mixing on these model biases.

I have uncovered the same kind of disagreements with proxy data as in most models and
previous PMIP phases, that is to say a too round sea-ice cover in the Southern Ocean, asso-
ciated with an underestimated seasonal amplitude and a marked warm bias at ∼ 40 − 50◦S,
an Atlantic δ13C distribution affected by a too deep NADW, and a too high atmospheric CO2

concentration. However, we have re-estimated the sea-ice extent reconstructed from sea-ice
linked diatoms in marine core data in the Southern Ocean. We have estimated a winter sea-ice
extent of ∼ 32.9 × 106 km2, largely reduced compared to the previous estimation from Roche
et al. [2012] (∼ 43.5×106 km2). On the basis of our new estimates, the simulated sea-ice extent
is likely only slightly underestimated in winter and overestimated in summer in my standard
LGM runs (especially in v2).

As a result, it is not trivial to attribute a weak stratification and a deep AMOC to an insuffi-
cient sea-ice formation, as suggested by Marzocchi and Jansen [2017]. In theory, an insufficient
sea-ice formation in the Southern Ocean could well be linked to a warm bias and entail an
underestimated AABW density, hence the absence of a NADW shoaling in the Atlantic and of
a carbon sequestration increase caused by a large and isolated AABW in the deep ocean. In
this context, the biases appear to be broadly consistent with each other. However, the climate
system is complex and influenced by numerous variables and feedback processes, which is why
the observed biases may well have different origins. Using simulations with different boundary
conditions, I have underlined in Lhardy et al. [2021b] that a cold Southern Ocean improves
the overall agreement with SST and sea-ice proxy data (despite the remaining regional and
seasonal patterns of model-data disagreements), but also tends to further increase the AMOC
strength. As this is not the case for simulations with a parameterized sinking of brines, I have
suggested that addressing the model representation of convection processes in the Southern
Ocean may be key to reconcile both the surface conditions and the water mass distribution
biases. Furthermore, simulations with various choices associated to this parameterization (e.g.
different parameter choices, or the ‘shallow brines’ experiment, see Sect. 4.3) also demonstrate
that the reductions of different biases do not necessarily co-occur.

Therefore, I examine in this chapter the potential relationships between the different ob-
served biases and discuss the robustness of the link between the Southern Ocean SSTs and sea
ice, the AMOC and Atlantic water mass distribution, and the atmospheric CO2 concentration,
as represented by the iLOVECLIM model (Sect. 6.3 and 6.4). These relationships are explored
using my large set of simulations, obtained with different boundary conditions (chapter 3 and
4), parameter choices related to the sinking of brines (chapter 4) or to vertical mixing (chapter
5). This is an opportunity to compare the effects of each type of modelling choices on the
quantified biases in a summary (Sect. 6.2). Nonetheless, my first step is to complete this set
of simulations with sensitivity tests on the Southern Ocean winds (Sect. 6.1). Indeed, despite
promising premises, my vertical mixing experiments gave little positive results, possibly due to
a strong residual abyssal overturning (see chapter 5). However, mixing processes are not the
sole driver of the AMOC: wind-driven processes, through their impact on the Ekman upwelling
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in the Southern Ocean, also play an important role [Kuhlbrodt et al., 2007, Marshall and Speer,
2012, Baker et al., 2021]. Therefore, evaluating the impact of sensitivity tests on winds on the
examined variables can also deepen our understanding of the AMOC behaviour, as well as of
the potential relationship between sea-ice biases, sea-ice advection and deep ocean convection
in the Southern Ocean (as discussed in article 2).

6.1 Evaluation of the effects of Southern Ocean winds on
sea ice, deep ocean circulation and CO2 concentration

6.1.1 Motivations and methods

Sensitivity tests on Southern Ocean winds are motivated by studies which suggest an im-
portant control of the strength and position of westerly winds at the LGM on the abyssal
overturning rate and pCO2 drawdown [Toggweiler et al., 2006, Gray et al., in review, 2021].
Recently, Gray et al. [in review, 2021] estimated using planktonic foraminifera δ18O data a
∼ 25% weakening and a ∼ 4.7◦ equatorward shift of Southern Ocean westerlies at the LGM,
relative to the mid-Holocene. A shift of this magnitude is hardly represented by the PMIP3-
4 ensemble (see Extended data 7, Gray et al. [in review, 2021]). Chavaillaz et al. [2013] also
highlighted during the PMIP3 phase substantial intermodel spread both in terms of wind speed
anomaly (LGM − PI) and direction of shift, with three models simulating a very small equa-
torward shift while three others display a moderate poleward shift (∼ 1 − 1.5◦). Still, I note
that data constraints on the winds strength and position remain elusive [Kohfeld et al., 2013].

Given this performance of the other PMIP models and the especially coarse resolution of
the ECBILT atmospheric component, I can hardly expect the iLOVECLIM model to accu-
rately represent the wind changes at the LGM (Fig. 6.2a). In fact, a comparison of the PI
run with modern reanalysis data (ERA-interim, see Fig. 6.1) demonstrates that the PI wester-
lies are largely underestimated over the Southern Ocean, partly because of the low resolution.
Exploring the impact of wind stress modifications on the AMOC and ocean sequestration via
sensitivity tests is therefore a way of assessing the consequences of such wind biases.

(a) PI (b) ERA-interim

Figure 6.1: Wind speed simulated at 800 hPa at the PI by the iLOVECLIM model, compared
to the ERA-interim reanalysis (1979-2016)

147



Chapter 6

In addition, these tests can potentially also influence sea-ice biases, through a change of
sea-ice export or Southern Ocean overturning. Studying the dynamics of the Southern Ocean
upwelling branch, Marshall and Speer [2012] point out its importance as it "acts to connect the
vast reservoirs of heat and carbon below the Southern Ocean mixed layer with the surface".
As they explain, deep and warm waters can rise along the tilted density surfaces and melt sea
ice, possibly controlling the sea-ice extent. The authors underline that the meridional residual
flow of this upwelling results from both a wind-driven circulation (tilting density surface) and
an eddy-driven circulation (flattening density surfaces). In this context, the surface heat fluxes
can be influenced by westerly wind biases, as well as by the representation of the eddy-induced
circulation. I note that as the iLOVECLIM model cannot resolve the latter, it relies on a
parameterization [Gent and McWilliams, 1990] to account for its effects on isopycnal surfaces.

Therefore, I have performed sensitivity tests with a modified wind stress in the Southern
Ocean (tests designed by Pepijn Bakker, pers. com.). The winds were left unchanged, but their
effects on the ocean was modified by increasing (+20%, +50%), decreasing (-20%, -50%) or
zonally shifting (3◦S, 6◦S, 3◦N, 6◦N) the peak of the zonal mean wind stress in the reference
simulation (Fig. 6.2b). I respectively call these simulations ‘plus20’, ‘plus50’, ‘minus20’, ‘mi-
nus50’ and ‘shift3S’, ‘shift6S’, ‘shift3N’, ‘shift6N’ for simplicity. As the experimental set-up of
these sensitivity tests allows for a feedback effect on the atmospheric winds, I observe minor
changes in the zonal mean wind stress in ‘shiftS’ and a collapse in ‘shiftN’, possibly due to the
geographical constraints of Drake Passage. Still, I kept the latter in this set of simulations,
since it is interesting in itself to see the AMOC response of an absence of wind stress in the
Southern Ocean. Finally, I also add to this set a simulation named ‘a20S’, which does not target
wind stress but sea ice−ocean stress. Indeed, as pointed out by Ma et al. [2020], most climate
models align ice and ocean velocities by prescribing a fixed turning angle of zero, while sea-ice
observations suggest a more complex behaviour. Using an ESM, the authors evaluate the ef-
fects of a non-zero turning angle on the Southern Ocean, and show that a 20◦ angle induces
an offshore sea-ice advection associated with a reduced open ocean convection. In addition,
they obtain a reduced warm bias and an increased sea-ice seasonal amplitude, two effects which
− considering the model biases identified in this study − caught my attention. Therefore, I
performed a similar experiment (with a 20◦ turning angle in the Southern Hemisphere, hence
‘a20S’) under LGM conditions.

(a) Reference simulations (b) Sensitivity tests

Figure 6.2: Mean zonal wind stress in the Southern Hemisphere, for (a) reference PI and LGM
simulations, and (b) LGM sensitivity tests with a modified wind stress in the coupler
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6.1.2 Sea-ice biases

First examining the effects of this set of experiments on the sea-ice extent in Fig. 6.3, I
observe significant changes in the winter sea-ice extent and to a lesser degree in the summer
one. Simulation ‘a20S’ displays a similar winter extent as in the reference ‘P4-I’, therefore
slightly below our winter estimate of ∼ 32.9× 106 km2. However, it also shows a lower summer
sea-ice extent than ‘P4-I’, thus much closer to our summer estimate of ∼ 10.2 × 106 km2. In-
deed, a non-zero turning angle enhances sea-ice advection towards lower latitudes and therefore
melting. Still, this is in contrast with the results from Ma et al. [2020], which obtain a larger
seasonal amplitude with a 20◦ turning angle essentially due to a larger winter sea-ice extent.

(a) P4-I (ICE-6G-C) (b) P4-G (GLAC-1D)

Figure 6.3: Austral summer (JFM) and winter (JAS) sea-ice areas and extents in the Southern
Ocean, simulated at the LGM by (a) ‘P4-I’ and (b) ‘P4-G’ sensitivity tests on wind stress and
sea ice−ocean stress. The LGM sea-ice extent estimated in Lhardy et al. [2021b] is represented
by the dashed red (summer) and the blue (winter) dashed lines (with an indicative error bar of
30% and 15%, respectively).

The other sensitivity tests demonstrate that a reduced wind stress is associated with a
larger winter sea-ice extent and seasonality, reducing to some degree the sea-ice biases. This
is also the case of a poleward shift of the wind stress maximum, while the wind stress collapse
observed in ‘shiftN’ simulations causes an overestimated sea-ice extent in both seasons, yet
also an increased seasonal amplitude. The same simulations run with the GLAC-1D boundary
conditions (Fig. 6.3b) broadly show the same trends relative to the ‘P4-G’ reference, though
the simulated sea-ice extents are smaller due to an overall warmer Southern Ocean. I underline
that the simulations showing the closest agreement with the estimates from marine core data
are obtained with a poleward shift or a reduced wind stress, whereas PI winds are already
largely biased towards low values (Fig. 6.1). However, it is entirely possible that the tuning
of the atmosphere−ocean coupler was done accordingly, in order to simulate sufficient Ekman
pumping even in this low wind situation. If true, I may overestimate here the sensitivity of the
ocean model to wind stress changes.

Secondly, I assess the simulated sea-ice distribution using the same type of maps as in article
2 (Fig. 6.4). Again, regional biases are observed: the model still simulates a too round sea-ice
distribution in the Southern Ocean to compare well with the sea-ice lines inferred from the
marine core data compilation. Still, the ‘minus50’ simulation (in dark green) shows a visible
improvement in winter, with a sea-ice edge reaching ∼ 50◦S in the Atlantic sector yet no further
overestimation in the Pacific sector (in contrast to ‘shift6N’).
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(a) Summer (JFM) (b) Winter (JAS)

Figure 6.4: Austral summer (a) and winter (b) sea-ice edges (at 15% of sea-ice concentration,
enclosing the total ocean surface defined as the sea-ice extent) in the Southern Ocean for a
subset of the ‘P4-I’ sensitivity tests on wind stress and sea ice−ocean stress. The sea-ice
presence suggested by marine core data is represented as an arbitrary index on a blue to white
scale, where blue denotes no indication of sea ice in proxies, and white denotes agreement of
several proxies on the presence of sea ice. The red lines mark the likely delimitation of the
sea-ice presence according to the proxy data. The summer sea-ice contour is represented by a
dashed red line as it is not well-constrained.

I can expect these modifications on wind and sea ice−ocean stress to influence convection
processes in the Southern Ocean. And indeed, I observe in Fig. 6.5 that a non-zero turning
angle significantly deepens the winter mixed layer depth (MLD) at several deep convection spots
around the Antarctic coast, while the simulated sea-ice edge remains unchanged. Convection
is largely enhanced in ‘plus50’, and suppressed in ‘minus50’. Interestingly, this last simulation
shows a much shallower MLD in the open ocean of the Atlantic sector (∼ 55◦S) with respect
to ‘P4-I’, whereas changes are not as pronounced in the Pacific sector. This contrasts with the
MLD simulated in ‘P4-I brines’ (not shown here), which suppresses convection in the whole
Southern Ocean. I underlined that ‘minus50’ shows reduced seasonal and regional biases with
respect to sea-ice proxy data. Although heat fluxes need to be computed to perform a more
in-depth analysis, I consider it likely that the northward displacement of the sea-ice edge in the
Atlantic sector simulated with reduced wind stress is related to less heat brought to the surface
by a less intense upwelling. As a result, it seems that regional biases in the sea-ice cover may be
linked to convection processes. As for what could explain the oval-shaped sea-ice cover inferred
from marine core data, I can hypothesize that an equatorward shift of the westerly winds at
the LGM (of the amplitude suggested by Gray et al. [in review, 2021]) may well drive different
upwelling rates in the Atlantic and Pacific sectors due to the geographical constraints of Drake
Passage.
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(a) P4-I (b) P4-I a20S

(c) P4-I minus50 (d) P4-I plus50

Figure 6.5: Austral winter (JAS) mixed layer depth (MLD) in the Southern Ocean for a subset
of the ‘P4-I’ sensitivity tests on wind stress and sea ice−ocean stress. The black line indicates
the simulated sea-ice edge. The red solid (dashed) line locates a MLD reaching 1000 m (500 m).

6.1.3 Southern Ocean and Atlantic streamfunction

These sensitivity tests on wind and sea ice−ocean stress impact the simulated streamfunc-
tion, through their effects on the Southern Ocean upwelling and sea-ice export. Figure 6.6 shows
that the Southern Ocean overturning is suppressed in ‘minus’ simulations, with a very small
reduction effect on the bottom and NADW cells. Conversely, the Southern Ocean overturning
is significantly enhanced in ‘plus’ simulations. A non-zero turning angle in ‘a20S’ also induces
an intensification of this overturning, which is consistent with the MLD observed previously. In
contrast, ‘shift’ simulations shows that a zonal displacement of the westerly wind stress affects
both the strength and geometry of the Southern Ocean overturning, which is largely stalled
due to the wind stress collapse in ‘shiftN’. Finally, I observe that the NADW cell remains very
deep in all simulations.
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(a) P4-I (b) P4-I a20S

(c) P4-I minus50 (d) P4-I shift6S

(e) P4-I minus20 (f) P4-I shift3S

(g) P4-I plus20 (h) P4-I shift3N

(i) P4-I plus50 (j) P4-I shift6N

Figure 6.6: Streamfunctions (Sv) in the Atlantic (North of 32◦S) and Southern Ocean basins
(South of 32◦S), simulated by ‘P4-I’ sensitivity tests on wind stress and sea ice−ocean stress.
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(a) P4-G (b) P4-G minus 50

(c) P4-I (d) P4-I minus50

(e) P4-I brines (f) P4-I brines minus50

Figure 6.7: Streamfunctions (Sv) in the Atlantic (North of 32◦S) and Southern Ocean basins
(South of 32◦S), simulated by reducing wind stress in different reference simulations.

It is interesting to note that the effect of the wind stress reduction is somewhat dependent
on the reference simulation used to run these sensitivity tests (in Fig. 6.7, ‘P4-G’, ‘P4-I’ or
‘P4-I brines’). For example, the ‘P4-G minus50’ simulation shows a relatively larger reduc-
tion of the Southern Ocean overturning (with respect to ‘P4-G’) than the ‘P4-I’ simulations.
When the parameterization of the sinking of brines is activated, the reduction of wind stress also
significantly impact the strength and depth of the NADW cell in the North Altantic (Fig. 6.7f).
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6.1.4 Synthesis of quantifications related to Southern Ocean sea ice,
deep ocean circulation and CO2 concentration

(a) RMSE SST (b) Sea-ice extent

(c) SO cell (d) RMSE δ13C

(e) CO2 (f) Ocean carbon

Figure 6.8: Effects of the sensitivity tests on wind stress and sea ice−ocean stress on the
(a) RMSE computed with respect to SST data [MARGO Project Members, 2009], (b) sea-ice
extent, (c) maximum intensity of the SO overturning cell, (d) RMSE computed with respect
to δ13C data [Peterson et al., 2014], (e) atmospheric CO2 concentration and (f) ocean carbon
content. The dashed lines in panel (b) indicate the summer (red) and winter (blue) sea-ice
extent estimated in Lhardy et al. [2021b].
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As in chapters 4 and 5, I examine how metrics related to surface conditions, deep ocean
circulation and carbon content behave as a function of the wind stress modification in these
sensitivity tests (Fig. 6.8). The RMSE computed with respect to SST data shows no clear
relationship with wind stress (Fig. 6.8a). Sensitivity tests with a colder Southern Ocean
(‘shiftN’) tend to show a smaller RMSE in summer, when the warm bias is distinct. However,
the latitudinal pattern of this bias remains a systematic feature in my simulations.

While I already commented on most of the sea-ice extents presented in Fig. 6.8b, I note
that a simulation with both a wind stress reduction and the sinking of brines in the Southern
Ocean displays a larger winter sea-ice extent than ‘minus50’ and ‘P4-I brines’. It is therefore
likely that a wind stress reduction, via its impacts on the freshwater balance, influences the
quantity of salt transferred to the bottom ocean by the ‘brines’ parameterization, hence the
observed variations in the streamfunction (Fig. 6.7f).

The changes in the Southern Ocean overturning intensity are summarized in Fig. 6.8c. This
overturning is decreased by about half when a 50% reduction of wind stress is applied. This
decrease is relatively smaller in ‘P4-I brines’, but I point out that this parameterization induces
a more seasonal overturning (not well represented by the annual mean).

Despite this impact on the Southern Ocean convection, none of these modified wind stress
(and sea ice−ocean stress) simulations entails a water mass distribution with an improved
agreement with δ13C data (Fig. 6.8d). However, some of these sensitivity tests do simulate a
lower CO2 concentration (Fig. 6.8e), resulting from a larger ocean sequestration of carbon (Fig.
6.8f). In particular, a clear trend is observed when the wind stress intensity is varied: when the
Southern Ocean westerly winds are reduced, more carbon is stored into the ocean as the reduced
convection in the Southern Ocean allows for less CO2 outgassing. This small improvement of
the simulated pCO2 drawdown therefore co-occurs with a sea-ice cover in better agreement
with marine core data (see Sect. 6.1.2), but is not associated with an improved water mass
distribution with respect to δ13C data (Fig. 6.8d). When the ‘brines’ parameterization is also
activated, a relatively low CO2 concentration is simulated (244 ppm) due to the cumulative
effect of ‘brines (frac = 0.8)’ (-49 ppm) and ‘minus50’ wind stress (-19 ppm). Therefore,
physical changes in deep ocean stratification and circulation alone can potentially explain part
of the pCO2 drawdown at the LGM, as simulated by the iLOVECLIM model. If complemented
by iron fertilization and carbonate compensation, we may actually be able to simulate a CO2

concentration at the LGM much closer to 190 ppm.

6.1.5 Relationship between sea-ice seasonality and Southern Ocean
convection

In contrast to simulations with different boundary conditions (see article 2), I observed in
Fig. 6.3 that the sea-ice seasonal amplitude is largely modified by sensitivity tests on wind
stress and sea ice−ocean stress. Considering how these simulations also impact the Southern
Ocean overturning (Fig. 6.8c), I now look into how these two variables might correlate.

Figure 6.9 shows the relationship between the Southern Ocean overturning and sea-ice sea-
sonality, which can be considered significant (R = 0.83 with a p-value < 0.01) for both ‘P4-I’
and ‘P4-G’ sensitivity tests. I observe that the sea-ice seasonal amplitude is reduced when the
overturning rate is high. This relationship suggests that convection processes are a dominant
control on sea-ice seasonality in the iLOVECLIM model, while advection processes may also
play a role through sea-ice export towards lower latitudes (see ‘a20S’ and ‘shiftS’ simulations).
Interestingly, the sea-ice seasonal amplitude which is inferred from our winter and summer
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sea-ice extent estimates based on sea-ice proxy data in article 2 (∼ 22.7× 106 km2) provides a
constraint towards a very low Southern Ocean overturning.

(a) P4-I (ICE-6G-C) (b) P4-G (GLAC-1D)

Figure 6.9: Relationship between the Southern Ocean overturning cell maximum and the sea-ice
extent seasonal amplitude, simulated at the LGM by (a) ‘P4-I’ and (b) ‘P4-G’ sensitivity tests
on wind stress and sea ice−ocean stress. The blue dashed line indicates the seasonal amplitude
inferred in Lhardy et al. [2021b] from marine core data.

Considering this result, I underline that the convection process at the origin of AABW (i.e.
open ocean convection, instead of dense shelf water overflows) may be key to both realistic
bottom water densities [Heuzé et al., 2013] and reduced sea-ice biases. Indeed, even under
present-day conditions (and the latest CMIP phase), a large majority of the CMIP6 models
still form AABW "via open-ocean deep convection too deeply, too often, and/or over too large
an area" [Heuzé, 2021]. Previously with CMIP5 models, Behrens et al. [2016] pointed out that
biases in sea-ice variability may be linked to open ocean convection. However, Heuzé et al.
[2013] conclude that "models with extensive deep convection are those with strong seasonality
in sea ice", which is not what I observe in iLOVECLIM sensitivity tests with modified wind
stress at the LGM.

In any case, it is likely that models which simulate an intense open ocean convection in the
Southern Ocean do not represent the different ice−ocean feedbacks accurately. These positive
or negative feedbacks are especially active in the Southern Ocean, and involve opposite effects
on the mixed layer depth and heat transfer from the subsurface to the surface [Goosse et al.,
2018, Goosse and Zunz, 2014], hence the importance of ocean heat storage and stratification. As
a result, the simulated feedbacks may also be modulated under different forcings and boundary
conditions (e.g. at the LGM), with possible consequences for the sea-ice biases. In addition, I
note that a good representation of these feedbacks − such as the brine rejection effect on the
MLD − can be especially tricky to achieve [Barthélemy et al., 2015].
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6.2 Which processes reduce the quantified biases?

I now summarize and compare the effects of each type of modelling choices on the quantifi-
cations related to surface conditions, water mass distribution, and carbon content in Fig. 6.10.

I observe that the simulated global mean SAT anomaly (LGM − PI) of most simulations
(v2) is well within the range estimated by Annan and Hargreaves [2013] (4± 0.8◦C), though in
its upper part. Considering the global warm bias at the PI, it is likely that my LGM simulations
are a bit too warm. The simulation run with the ICE-6G-C boundary conditions (‘P4-I’) is
colder than ‘P4-G’ by ∼ 0.34◦C. Alternate vertical mixing parameterizations to the Bryan and
Lewis diffusivity profile entail a warmer climate, whereas simulations with a large frac in the
‘brines’ parameterization or reduced wind stress are closer to the center of the range.

On account of the largest SST bias (in the Southern Ocean in summer) identified in chapter
4, the RMSE with respect to summer MARGO data tends to be lower in simulations associated
with a cold Southern Ocean. Warmer SSTs in the Nordic seas also improve the model-data
agreement (‘P4-I PIbathy’) as explained in chapter 4. Still, these variations remain limited: for
example, the latitudinal trend of the warm bias in the Southern Ocean (described in Lhardy
et al. [2021b]) is a systematic feature of all of my simulations.

In terms of sea ice, I obtained various winter extents while the summer extents seem to be
relatively overestimated in most simulations, with the exception of very warm simulations or
the experiment with a non-zero turning angle in sea ice−ocean stress (‘a20S’). However, our
summer estimate of ∼ 10.2 × 106 km2 is not well-constrained [Lhardy et al., 2021b]. Over-
all, these quantified extents tend to result from partly compensating regional biases, with an
underestimated extent in the Atlantic and Indian sectors and an overestimated extent in the
Pacific sector. Nonetheless, I still simulate various seasonal amplitudes with the ‘brines’ pa-
rameterization or modified wind stress, in contrast to my standard LGM simulations (‘P4-I’
and ‘P4-G’) which show a seasonality underestimated by ∼ 6.7× 106 km2 − if I am to believe
our estimates despite their uncertainties.

As for the agreement with δ13C data, only the ‘brines’ experiments show a significant im-
provement, associated with a shallower AMOC and enhanced stratification with respect to
‘P4-I’. These simulations also show a lower atmospheric CO2 concentration (∼ −60 ppm at
most, which is similar to the -52 ppm drop simulated in CLIMBER-2 by Bouttes et al. [2010]).
Yet, this concentration (>244 ppm) remains very far from the 190 ppm value inferred from ice
core data [Bereiter et al., 2015].

This drop is associated with enhanced ocean sequestration, which is also the case of sim-
ulations with a reduced wind stress, though to a lesser degree. Finally, I underline that the
largest ocean sequestration by far is simulated by the ‘P4-I PIbathy’ simulation, in which the
ocean boundary conditions of the LGM were not enforced. The impact of this modelling choice
on the CO2 concentration is limited because of an increased carbon storage in the terrestrial
biosphere (linked with the unchanged land-sea mask). I suggest from this result that the ocean
volume implemented in models may play a larger role on ocean sequestration than substantial
circulation changes (such as those simulated between ‘P4-I’ and ‘P4-I brines’).
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(a) Mean SAT (b) RMSE SST (c) Sea-ice extent (d) Sea-ice seasonality

(e) RMSE δ13C (f) CO2 (g) Ocean carbon

Figure 6.10: Summary of the effects of different types of modelling choices on the (a) global mean
SAT anomaly (LGM − PI), (b) RMSE computed with respect to SST data [MARGO Project
Members, 2009], sea-ice (c) extent and (d) seasonal amplitude, (e) RMSE computed with
respect to δ13C data [Peterson et al., 2014], (f) atmospheric CO2 concentration and (g) ocean
carbon content. The x-axis separates modelling choices related to boundary conditions (BCs),
parameterized sinking of brines (brines), alternative parameterizations of the vertical diffusivity
(mixing) and sensitivity tests with a modified wind tension in the Southern Hemisphere (winds).
Both the austral winter (left) and summer (right) RMSEs and sea-ice extents are indicated in
panels (b) and (c). The grey bar in panel (a) displays the mean SAT anomaly estimated by
Annan and Hargreaves [2013]. The dashed lines in panels (c) and (d) shows the summer (red)
and winter (blue) sea-ice extent estimated in Lhardy et al. [2021b].
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6.3 What are the main drivers of changes in sea ice, water
mass distribution and CO2 concentration?

My multiple simulations may be especially useful to seek and highlight potential relation-
ships between the variables quantified in this study, in order to better understand the model
representation of key processes.

6.3.1 Ocean sequestration and atmospheric CO2 concentration

Figure 6.11 clearly shows that in these simulations the CO2 concentration is tightly linked to
changes in the carbon content of the ocean, rather than of the terrestrial biosphere. According
to the slope here, a pCO2 drawdown of 90 ppm could be achieved if ocean sequestration were to
increase by ∼ 250 GtC, relative to the standard LGM runs. As observed in article 1, simulations
with no change of ocean volume compared to the PI (‘P4-I PIbathy’ and ‘P4-I PIbathy brines’)
display a large ocean carbon content (anomaly >250 GtC).

Figure 6.11: Relationship between the ocean sequestration anomaly (with respect to ‘P4-I’)
and atmospheric CO2 concentration, as simulated by my various simulations. The magenta
dashed line indicates the CO2 concentration at the LGM [Bereiter et al., 2015].

6.3.2 δ13C model-data agreement and AMOC strength versus depth

My simulations also allow me to explore to some degree which circulation changes are
associated with an improved agreement with paleotracer data. In that respect, Figure 6.12
shows the relationship between both the Atlantic overturning cells strength and depth and
the quantified agreement with δ13C data in the Atlantic. I observe that simulations with a
large AABW in the Atlantic (obtained with the ‘P4-I’ parameterization) are associated with
a lower RMSE (Fig. 6.12a). An improved agreement also seems to go hand in hand with an
enhanced bottom cell in the Atlantic − a cell which is almost nonexistent in ‘P4-I’ (Fig. 6.12c).
I point out again (see chapter 4 and Kageyama et al. [2021]) that this bottom cell is quite
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intense in comparison to other PMIP3-4 models, even in PI runs. All the ‘brines’ simulations
tested here (some in combination with other modelling choices) seem to show an enhanced
stratification associated with a reinvigorated abyssal overturning. As a result, the iLOVECLIM
model struggles to achieve both a voluminous and sluggish AABW at the LGM.

In contrast, Fig. 6.12b shows no relationship between the NADW cell strength and the
agreement with δ13C data in the Atlantic. This result is rather consistent with a more systematic
study with the UVic model, in which Muglia and Schmittner [2021] underline that carbon
isotopes alone are inadequate to constrain the AMOC transport well − whereas the model-
data agreement in terms of both δ13C and radiocarbon depends strongly on the AMOC depth.

(a) AMOC depth (b) NADW cell

(c) Bottom cell

Figure 6.12: Relationship between the model-data agreement (RMSE) with respect to δ13C
data in the Atlantic [Peterson et al., 2014] and the (a) AMOC depth, or maximum overturning
in the (b) NADW cell and (c) bottom cell in the Atlantic. The AMOC depth is approached
here as the mean NADW vertical extent North of 32◦S, with the vertical depth being detected
at the sign change of the Atlantic streamfunction (as in Kageyama et al. [2021]). The marker
colors and styles are the same as in Fig. 6.11.
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6.3.3 Southern Ocean SST and sea-ice extent

(a) RMSE in summer SSTs (b) RMSE in winter SSTs

(c) Summer sea-ice extent (d) Winter sea-ice extent

Figure 6.13: Relationship between the mean SST in the Southern Ocean (up to 36◦S) and the
(a) RMSE computed with respect to MARGO Project Members [2009] data, and (b) sea-ice
extent in the Southern Ocean. The dashed lines in panels (c) and (d) shows the summer (red)
and winter (blue) sea-ice extent estimated in Lhardy et al. [2021b]. The marker colors and
styles are the same as in Fig. 6.11.

Figures 6.13a and b show that the agreement with SST data tends to improve when a
cold Southern Ocean is simulated. This is especially the case in the summer season, when the
warm bias in the Southern Ocean is clear (thanks to the availability of proxy data, see article 2).
Conversely, both the summer and winter sea-ice extent increase with lower SSTs in the Southern
Ocean, suggesting a dominant thermodynamic control. As a result, a colder Southern Ocean
(than in my standard LGM runs) tends to be associated with an larger overestimation of
the summer sea-ice extent with respect to our estimate. In winter, simulations with a colder
Southern Ocean than ‘P4-I’ and ‘P4-G’ first show an extent closer to our estimate, then an
overestimated one. Consequently, an improved agreement with SST data (i.e. colder Southern
Ocean) does not necessarily go along with a sea-ice extents in closer match with the sea-ice
proxy data reconstruction. However, I underlined in Lhardy et al. [2021b] that this apparent
inconsistency may result from a compensation of regional biases: I have identified both a
latitudinal trend of the SST bias, and significant interbasin contrasts in the sea-ice cover.
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These characteristics are not well accounted for in the quantifications used here. In addition, I
note that despite its warm bias, the PI simulation shows sea-ice extents in fairly good agreement
with modern observations [Lhardy et al., 2021b]. This suggests that the sea-ice model may have
been tuned accordingly. Tweaking tuning parameters (e.g. ice albedo) to reduce modern biases
is a common practise of modellers. Such modelling choices, which are rarely well-documented,
have consequences in simulations with a different background climate such as the LGM.

6.3.4 Sea-ice seasonality and Southern Ocean convection, δ13C model-
data agreement and CO2 concentration

I now examine the relationships between the sea-ice seasonality and quantifications which
relates to the overturning circulation and carbon. I have pointed out and discussed in Sect.
6.1.5 a relationship between the strength of the Southern Ocean overturning and the sea-ice
seasonal amplitude in sensitivity tests with a modified wind stress. As shown in chapter 4 and
Sect. 6.2, other simulations (those using the parameterization of the sinking of brines) also
show various sea-ice seasonal amplitudes. Hence, I propose to revisit this relationship with a
larger set of simulations in Fig. 6.14a.

I observe that the simulations with a large frac (orange to red colors) show a reduced
Southern cell and enhanced sea-ice seasonality, and are therefore broadly aligned with the
other sensitivity tests. However, simulations with a small frac (yellow to orange colors) rather
show a reduced Southern Ocean convection (also see Sect. 4.3) which is not (yet) associated
with a larger sea-ice seasonality. This could be related to the experimental design of these
simulations, which allows for a direct transfer of salt from the surface to the bottom ocean
without advection being explicitely computed. I can expect this modelling choice to seasonally
impact the overturning strength, which reflects the integrated transport of water masses. I
also acknowledge that although the maximum of each overturning cell and the streamfunction
(as a function of depth) are practical metrics and representations, a more in-depth analysis of
convection processes in the Southern Ocean especially would require a streamfunction plotted
as a function of density. Indeed, the strong and deep overturning cell observed (also called
Deacon cell) is essentially the result of an artifact of the projection in the latitude-depth space
[Döös and Webb, 1994]. This remains − for now − perspectives of this work.

In addition, I observe that one ‘brines’ experiment (‘shallow brines’, red star) shows a
significant increase of sea-ice seasonality without reducing the Southern Ocean cell. In this
simulation, the transfer of salt was done from the surface (when sea-ice formation occurs) to a
shallow grid cell of 200 m at most. Although this simulation does not increase stratification and
improve the Atlantic water mass distribution with respect to paleotracer data (see Sect. 4.3),
it does reduce to some degree the sea-ice biases, as it isolates the surface from the subsurface.

Figure 6.14b shows that modelling choices which yield a stronger seasonality in the South-
ern Ocean sea ice also tend to produce a lower CO2 concentration than standard LGM runs.
As a stronger sea-ice seasonality seems to often be associated with an intense convection in
the Southern Ocean, I suggest that the consequently well-mixed water column favors CO2 out-
gassing while the lower winter sea-ice extent also reduces the cap effect of the sea-ice cover.
Although both of these effects may come into play, elucidating their relative contribution would
require further investigation.
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(a) Southern Ocean cell

(c) CO2 (d) RMSE δ13C

Figure 6.14: Relationship between the sea-ice extent seasonal amplitude and the (a) Southern
Ocean overturning cell maximum, (b) atmospheric CO2 concentration, and (c) model-data
agreement (RMSE) with respect to δ13C data in the Atlantic. The green dashed line indicates
the seasonal amplitude inferred in Lhardy et al. [2021b] from marine core data.

Finally, Figure 6.14c shows no relationship between the Southern Ocean sea-ice seasonality
and the model-data agreement in terms of δ13C in the Atlantic. This rather suggests that
although sea-ice and water mass distribution biases may potentially have similar causes (e.g.
open ocean convection in the Southern Ocean, instead of overflows of dense shelf waters), a
reduction of sea-ice biases may occur when the surface gets more isolated from the subsurface
(e.g. through reduced wind stress, or ‘shallow brines’) whereas a NADW shoaling seems to
be simulated only when the AABW density is increased. As a result, the ‘brines’ simulations
which both increase the deep ocean and the subsurface stratification achieve a reduction of
both biases. On the other hand, ‘minus’ simulations show a sea-ice cover in a closer match with
sea-ice proxy data, yet no improvement of the AMOC and related water mass distribution.
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6.4 Is the simulated AMOC too deep due to an underesti-
mated sea-ice formation?

(a) Sea-ice extent in PMIP2 models (b) Sea-ice seasonality in PMIP2 models

(c) Sea-ice extent in PMIP3 models

Figure 6.15: Minimal (summer) and maximal (winter) Southern Ocean sea-ice extent in PI and
LGM simulations run with (a, b) PMIP2 and (c) PMIP3 models. Panel (b) shows the seasonal
range in sea-ice extent in a LGM versus PI plot. Panels (a) and (b) are adapted from Roche
et al. [2012] whereas panel (c) is from Marzocchi and Jansen [2017]. The grey (panel a) and
blue (panel c) dashed lines indicate the extent reconstructed from sea-ice proxies in Roche et al.
[2012], who estimated a sea-ice cover of ∼ 11.1±4×106 km2 in summer and ∼ 43.5±4×106 km2

in winter, hence a seasonal amplitude of ∼ 32.4 × 106 km2 (panel b). In contrast, the thick
dotted lines indicate our sea-ice extent estimates in winter (dark blue), summer (light blue)
and seasonal amplitude (green) [Lhardy et al., 2021b].

A physical link between Southern Ocean sea ice and the AMOC has been proposed and dis-
cussed in several studies focussed on the LGM [Shin et al., 2003, Ferrari et al., 2014, Marzocchi
and Jansen, 2017]. As sea-ice formation occurs, brines are rejected into the surrounding wa-
ters and may lead to deep water formation. Therefore, a more extensive (and seasonal) sea-ice
cover in the glacial Southern Ocean is consistent with an increased AABW density, a consequent
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NADW shoaling, and a higher carbon sequestration in the deep ocean. However, the processes
which account for this link can be tricky to represent in state-of-the-art models, in particular
as some of them occur on a subgrid level [Barthélemy et al., 2015]. Relying on correlations and
principal component analysis, Marzocchi and Jansen [2017] demonstrate that the link between
Southern Ocean sea ice and the AMOC depth is statistically significant in PMIP3 models. On
this basis, they suggest that the weak stratification and deep AMOC simulated by a majority of
PMIP3 models [Muglia and Schmittner, 2015] could be attributed to insufficient sea-ice forma-
tion. However, the authors rely on the sea-ice extent estimation inferred from sea-ice proxies in
Roche et al. [2012], which is very likely to have been largely overestimated [Lhardy et al., 2021b].

Considering our new winter sea-ice extent estimate of ∼ 32.9 × 106 km2 (and a seasonal
amplitude of ∼ 22.7×106 km2), some of the interpretations in Roche et al. [2012] and Marzocchi
and Jansen [2017] need to be revisited ("most PMIP3 LGM simulations exhibit a considerably
smaller maximum sea ice cover than estimated from the proxy data, even when their PI sea-
ice extent is relatively close to observations"). Indeed, these authors performed a model-data
comparison of the summer and winter sea-ice extents simulated by the PMIP2 and PMIP3
ensemble, respectively (see Fig. 6.15). They inferred from this comparison that the simulated
winter sea-ice extent is underestimated in most PMIP models, with the exception of FGOALS
(PMIP2), LCM12, and CCSM models. Roche et al. [2012] also observe that the sea-ice season-
ality is underestimated in all PMIP2 models, except in HADCM. However, if I am to believe our
new estimates despite their uncertainties, it is likely that FGOALS (PMIP2), LCM12 and the
CCSM models overestimate the winter sea-ice extent in addition to the summer one. While the
MIROC, CNRM, and GISS models still simulate an underestimated winter sea-ice extent, the
other models (FGOALS (PMIP3), MPI, MRI, IPSL, ECBILT, and HADCM) show a relatively
closer match to this new estimate. Furthermore, the sea-ice seasonal amplitude of PMIP3 mod-
els now appears to be either underestimated (CCSM, GISS), in close match with our estimate
(FGOALS, MIROC, CNRM) or even slightly overestimated (MPI, IPSL), contrasting with the
PMIP2 results from Roche et al. [2012].

As a result, the sea-ice extent simulated by the iLOVECLIM model under the PMIP4
boundary conditions falls well within this PMIP2-3 ensemble. Yet, it is still overestimated in
summer, and slightly underestimated in winter, hence a quite significant underestimation of
the seasonal amplitude. Potentially, the sea-ice formation may therefore be insufficient, hence
the deep AMOC simulated in standard runs (according to the Marzocchi and Jansen [2017]
statistical link).

Yet, I showed in Fig. 6.14c that this seasonal amplitude − which is underestimated in the
large majority of my simulations − is not correlated with the δ13C distribution in the Atlantic.
As all sectors of the Southern Ocean are encompassed in this quantified seasonality of the sea-
ice extent, I show in Fig. 6.16 the same plot, but for the sea-ice extent in the Atlantic sector.
In this sector, the sea-ice extent seasonal amplitude seems to be less pronounced than in others.
As a result, about half of my simulations now overestimate the seasonality, while standard runs
underestimate it. Moreover, no correlation is still observed with the δ13C model-data agreement
in the Atlantic. I suggest with these results that it is difficult to attribute the deep and intense
AMOC simulated at the LGM in the iLOVECLIM model to Southern Ocean sea-ice biases.
My experiments rather indicate that the reduction of sea-ice biases will not be associated with
a NADW shoaling as long as the processes which connect sea ice, deep water formation, and
the AMOC (e.g. sinking of brines) are not accurately represented.
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Figure 6.16: Relationship between the sea-ice extent seasonal amplitude in the Atlantic sector
and the model-data agreement (RMSE) with respect to δ13C data in the Atlantic. The light
green dashed line indicates the seasonal amplitude in the Atlantic sector inferred from marine
core data.
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6.5 Résumé du chapitre en français

Dans ce dernier chapitre de thèse, j’examine tout d’abord l’impact des vents d’Ouest de
l’Hémisphère Sud sur les biais quantifiés depuis le chapitre 4. En effet, ces vents représentent
l’un des moteurs de l’AMOC, du fait de leur impact sur l’upwelling austral. Des tests de sensi-
bilité sur les vents sont ainsi un moyen d’évaluer l’influence de la convection dans l’océan austral
(dont l’importance est déjà suggérée par les résultats du chapitre 4) sur les variables climatiques
examinées dans cette thèse. De plus, certaines études basées sur des données paléoclimatiques
suggèrent une variation significative de l’amplitude de ces vents mais aussi de leur latitude au
DMG, qui n’est pas reproduite par les modèles PMIP [Gray et al., in review, 2021]. Je note
en particulier que le modèle iLOVECLIM, dont la composante atmosphérique est de résolution
grossière, ne simule ni les variations suggérées par ces proxies au DMG, ni une amplitude réal-
iste de ces vents au PI.

Ce chapitre est également l’occasion de synthétiser et de comparer les différents biais (en
terme de température, glace de mer australe, distribution des masses d’eau, et concentration
de CO2) obtenus à l’aide de différents choix de modélisation. Introduits progressivement au
cours de cette thèse, ces différents choix sont liés aux conditions aux limites (chapitre 3 et 4),
aux choix de paramétrisations associés à la plongée des saumures (chapitre 4) ou à la diffu-
sivité d’arrière-plan (chapitre 5), et enfin à la tension de vent sur l’océan austral (chapitre 6).
Enfin, je propose d’explorer à l’aide de ces différentes simulations les liens potentiels simulés
entre conditions de surface dans l’océan austral, circulation océanique profonde, distribution
des masses d’eau, et contenu des réservoirs de carbone.

Je montre dans ce chapitre qu’une tension de vent réduite sur l’océan austral permet de
simuler une glace de mer en meilleur accord avec les données paléoclimatiques, et ce malgré le
biais initial au PI. Par ailleurs, les tests de sensibilité liés aux vents n’ont que peu d’impact
sur l’AMOC, bien qu’ils affectent significativement la convection australe. Ils nous permettent
ainsi d’établir une première relation, entre l’intensité de la convection australe et la saisonnalité
de la glace de mer. Plus cette convection est intense, et moins l’amplitude saisonnière de la
glace de mer est marquée, ce qui est vraisemblablement lié à un apport hivernal de chaleur de
la subsurface vers la surface du fait d’un océan peu stratifié. La saisonnalité estimée à partir
de données paléoclimatiques semble alors contraindre une faible convection d’océan ouvert. Il
est également constaté que certains paramètres du modèle (liés au couplage dynamique entre
glace de mer et océan), peuvent influencer l’export et ainsi la saisonnalité de la glace de mer,
en réduisant cette fois l’étendue estivale (surestimée).

Concernant la distribution des masses d’eau, un autre résultat émerge de cet ensemble
de simulations, déjà souligné par Muglia and Schmittner [2021] : un meilleur accord modèle-
données de δ13C est obtenu quand une NADW peu profonde est simulée, mais ces données
paléoclimatiques ne contraignent pas vraiment son intensité. Quant au contenu en carbone de
l’océan, il est significativement augmenté dans certaines de mes simulations qui influencent la
circulation profonde et la stratification de l’océan (à l’aide de la paramétrisation de la plongée
des saumures), quoique moins largement que les tests conservant le volume pré-industriel de
l’océan.

Pour finir, je souligne également que la simulation d’une AMOC très profonde au DMG avec
le modèle iLOVECLIM ne semble pas liée aux biais de glace de mer australe observés, comme le
suggère [Marzocchi and Jansen, 2017]. Ainsi, une amélioration significative des biais de glace de
mer (telle que celle simulée avec une réduction de la tension de vent) n’induit pas nécessairement
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une AABW plus volumineuse et stratifiée. Il est possible que le processus de formation d’eau
profonde − par un débordement d’eau dense du plateau continental Antarctique et non pas
par une convection d’océan ouvert (Heuzé et al. [2013], Heuzé [2021], Heywood et al. [2014],
also see Sect. 1.3) − soit clef pour représenter correctement le rôle de la glace de mer sur la
circulation océanique profonde et le contenu en carbone de l’océan.
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Context and research objectives

Paleoclimate modelling is dedicated to improving our understanding of complex processes
which often depend on the background climate. In this respect, the Last Glacial Maximum
(LGM) has been a period of interest for decades. The LGM allows modellers to investigate the
model response to forcings [Eyring et al., 2016, Kageyama et al., 2017] corresponding to a very
different climate from the present-day one and characterized by cold temperatures, low CO2

concentration, large ice sheets in the Northern Hemisphere and an associated low sea level. It
also enables them to perform model evaluations using numerous proxy records available for this
time window. Such evaluations are facilitated by the common experimental design defined by
the Paleoclimate Modelling Intercomparison Project (PMIP, Kageyama et al. [2017]), now in
its phase 4.

The Southern Ocean is an important player of our climate system. It represents a carbon
sink as well as one of the very few regions where deep water formation is triggered, as a result
of cold temperatures and brine release consequent to sea-ice formation. The Southern Ocean
sea-ice cover is able to influence both the large-scale overturning circulation and the carbon
sequestration in the ocean, through its effect on water mass density and isolation. Several
studies underline that this influence is crucial to explain a shoaling of the AMOC [Shin et al.,
2003, Klockmann et al., 2016, Marzocchi and Jansen, 2017] and a lower CO2 concentration
[Ferrari et al., 2014, Stein et al., 2020] at the LGM, when the Southern Ocean sea ice was
more extensive and more seasonal [Gersonde et al., 2005, Roche et al., 2012]. Considering that
a majority of PMIP3 models simulate a deep and intense AMOC at the LGM [Muglia and
Schmittner, 2015], in contrast with reconstructions inferred from paleotracer data, Marzocchi
and Jansen [2017] suggest largely attributing this discrepancy and the large intermodel spread
observed in the PMIP3 ensemble to "differing (and likely insufficient) Antarctic sea-ice forma-
tion". Indeed, compared to the reconstructed sea-ice extent estimated in Roche et al. [2012],
most PMIP3 models largely underestimate the winter sea-ice extent [Marzocchi and Jansen,
2017]. To explain the remaining part of the intermodel spread, [Marzocchi and Jansen, 2017]
briefly discuss other forcing mechanisms, which also represent drivers of the AMOC:

• the strength of the North Atlantic westerlies, which is linked to the elevation of the North-
ern Hemisphere ice sheets [Muglia and Schmittner, 2015, Klockmann et al., 2016]. As a
result, the uncertainties in ice sheet reconstructions may impact the simulated AMOC
[Ullman et al., 2014]. Considering these uncertainties, Kageyama et al. [2017] have rec-
ommended several ice sheet reconstructions in the PMIP4 experimental design.
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• the strength and position of the Southern Ocean westerly winds [Toggweiler et al., 2006,
Gray et al., in review, 2021].

• tidal mixing [Schmittner et al., 2015], which is not well accounted for in models with a
simple vertical diffusivity profile [De Boer and Hogg, 2014].

As for carbon, several studies show a far from negligible impact of the Southern Ocean sea ice
on the simulated pCO2 drawdown [Stephens and Keeling, 2000, Marzocchi and Jansen, 2019,
Stein et al., 2020], which differs from the rather minor role reported in Khatiwala et al. [2019].
However, it is difficult to interpret such differences, since these studies were made using various
models and forcings.

I have therefore focussed on the role of Southern Ocean sea ice on the deep ocean circulation
and carbon cycle at the LGM. I have run and analyzed LGM simulations with the proxy-enabled
and carbon-enabled Earth System Model iLOVECLIM in order to:

1. identify and quantify model biases in terms of SST, Southern Ocean sea ice, Atlantic
water mass distribution and CO2 concentration. To do so, I have performed model-data
comparison using existing proxy records [MARGO Project Members, 2009, Gersonde
et al., 2005, Peterson et al., 2014].

2. assess the impact of the elevation of the Northern Hemisphere ice sheets on the examined
variables. To this end, I have generated and implemented in a semi-automated way
the boundary conditions associated with both the GLAC-1D and ICE-6G-C ice sheet
reconstructions. As a result, LGM simulations with the iLOVECLIM model now follow
the PMIP4 experimental design, enabling comparison with the previous LGM (PMIP2)
version [Lhardy et al., 2021b] and with other PMIP4 models [Kageyama et al., 2021].

3. compare the carbon outputs of the iLOVECLIM model with results from the ongoing
PMIP-carbon project [Lhardy et al., 2021a], aiming at the first intercomparison of coupled
climate−carbon models.

4. compare the effects of various drivers of the AMOC, which either relate to sea ice (e.g.
parameterized sinking of brines) or to the above-mentioned mechanisms (e.g. modified
wind stress in the Southern Ocean, alternative parameterizations of the vertical diffusivity,
including one accounting for tidal mixing).

5. explore the relationships between the simulated Southern Ocean sea ice, AMOC, water
mass distribution and CO2 concentration, using these various simulations and sensitivity
tests.

Main findings

For the Southern Ocean sea ice, I identify three biases relative to the proxy data compilation
described in Lhardy et al. [2021b]. First, the simulated sea-ice distribution around the Antarctic
continent is quite circular, which does not compare well with the more oval-shaped reconstruc-
tion. Secondly, the winter sea-ice extent simulated in standard LGM simulations appears to be
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slightly underestimated (while the summer sea-ice extent is likely overestimated) with respect
to the reconstructed sea-ice extent estimated in Lhardy et al. [2021b]. This estimate (32.9×106

km2) differs significantly from the previous one of Roche et al. [2012] (43.5×106 km2). Thirdly,
the simulated sea-ice seasonal range is underestimated with respect to our estimate of 22.7×106

km2. These three model-data discrepancies have been observed in a majority of PMIP models
during PMIP2 and PMIP3 intercomparison studies [Roche et al., 2012, Goosse et al., 2013,
Marzocchi and Jansen, 2017]. As in PMIP2 [Otto-Bliesner et al., 2007, Weber et al., 2007],
the iLOVECLIM model also standardly simulates at the LGM a very deep and intense NADW
overturning cell, hardly allowing for AABW penetration in the Atlantic basin. As a result,
the simulated δ13C distribution does not reproduce the vertical gradient observed in δ13C data
[Peterson et al., 2014]. Finally, the simulated CO2 concentrations (∼315 ppm) are much higher
than the one inferred from ice core data (190 ppm, Bereiter et al. [2015]).

I only observe a minor effect of the choice of ice sheet reconstruction (GLAC-1D, ICE-6G-G,
or PMIP2) on the variables examined in this study (e.g. difference of 1.4 ppm in CO2 concentra-
tion). This effect appears secondary compared to the magnitude of the observed biases. Still, I
underline the importance of modelling choices which relate to the implementation of the bound-
ary conditions associated with these reconstructions. Indeed, both the ocean volume and the
related adjustment of alkalinity are dominant controls on the carbon sequestration in the ocean
at the LGM [Lhardy et al., 2021a]. The semi-automated generation method of ocean boundary
conditions developed in this thesis yields a significant improvement of both the PI and LGM
ocean volumes despite the relative coarse resolution of the iLOVECLIM model. However, a low
LGM ocean volume, in close agreement with the one computed using GLAC-1D or ICE-6G-C
ice sheet reconstruction, entails a reduced carbon storage capacity of the ocean due to a lower
size of this carbon reservoir. This effect makes it more difficult for carbon-enabled models
to simulate a large pCO2 drawdown (of 80−100 ppm). Therefore, I argue that a consistent
implementation of a realistic LGM−PI ocean volume change and of the related ajustment of
biogeochemical variables is needed in the future of the PMIP-carbon intercomparison project.

I show that a large parameterized sinking of brines allows for a reduction of biases in terms
of SSTs (colder Southern Ocean), sea ice (increased seasonality), water mass distribution (shal-
lower NADW, more voluminous AABW) and carbon content (lower atmospheric concentration,
increased storage in the ocean). Still, the regional pattern of biases in surface conditions (lati-
tudinal trend of the SST bias, circular-shaped sea-ice distribution) remains unchanged. A more
oval distribution around the Antarctic continent is simulated with reduced wind stress in the
Southern Ocean. Wind stress, convection in the Southern Ocean, and sea-ice seasonality seem
broadly related in my simulations, with reduced wind stress leading to less convection and
an enhanced sea-ice seasonality in the Southern Ocean (in addition to a slightly reduced CO2

concentration). However, experiments with a modified wind stress do not lead to an improved
agreement with δ13C data. This agreement improves as the NADW shoals, but does not seem
related to the upper cell strength. Such a water mass distribution occurs when a strong bottom
cell is also simulated, which contrasts with the more sluggish abyssal overturning inferred from
some paleotracer data [Howe et al., 2016]. Simulations with various parameterizations of the
vertical diffusivity suggest that a strong abyssal cell is residual in the iLOVECLIM model, with
possible implications for the residence time of carbon.

My simulations do not support the attribution of the deep and intense AMOC to an in-
sufficient sea-ice cover in the Southern Ocean, especially considering our new winter sea-ice
extent estimate. Instead, the model representation of convection processes (influenced by the
parameterized sinking of brines, or modified wind stress) seems crucial to simulate both an
enhanced sea-ice seasonality and a dense and voluminous AABW at the LGM.
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Perspectives

In this thesis, I have investigated the model representation of three key variables of the
climate system, namely the Southern Ocean sea ice, Atlantic deep ocean circulation, and CO2

concentration at the LGM. I have characterized their model-data discrepancies and how they
relate to each other in order to better understand the processes which may be at the origin of
these discrepancies. To do so, I have run LGM simulations with diverse modelling choices (e.g.
different boundary conditions, parameterized sinking of brines and vertical diffusivity, modified
wind stress in the Southern Hemisphere). While this study may call for various perspectives, I
have chosen to outline here a few of them:

I Extending the analysis of model-data discrepancies

In this thesis, I have focussed on the Southern Ocean sea-ice cover and on the AMOC (see
chapter 1). Still, the Arctic sea ice does also impact buoyancy fluxes, and therefore deep water
formation in the Nordic seas [Liu and Fedorov, 2019]. I also acknowledge that compared to the
Atlantic, the Pacific Ocean stores a comparatively larger amount of carbon due to its size. As
a result, widening the focus of this study to also evaluate the Pacific deep ocean circulation
and the Arctic sea-ice model biases at the LGM may lead to new insights.

In addition, I point out that a multiproxy analysis would notably allow for more robust
results. To do so, the iLOVECLIM model is suitable as it is a proxy-enabled model which
allows for direct comparison with paleotracer data. In particular, during the last decade, the
model has been developed to compute the δ18O, δ13C, ∆14C, and Pa/Th ratio. It is however
in constant evolution and considering the current limitations of the model versions used in this
thesis (see Sect. 2.1.1), I only performed model-data comparisons using δ13C. Solving these
issues is ongoing work in our group. In the future, the use of different types of paleotracer data
is likely to provide additional constraint on the simulated deep ocean circulation, especially as
carbon isotopes do not constrain well the strength of the NADW overturning (see chapter 6
and Muglia and Schmittner [2021]).

Furthermore, using my simulations and in particular sensitivity tests with a modified wind
stress, I have shown that a reduced convection in the Southern Ocean tends to be associated with
an enhanced sea-ice seasonality, and therefore with a closer agreement with our data estimate.
While this can be explained by the Southern Ocean upwelling bringing to the surface heat
stored at depth, a demonstration would require quantifying the ocean heat storage (especially
in the Southern Ocean subsurface), and ice−ocean heat fluxes. It would also be interesting to
examine whether the sea-ice seasonality of PMIP4 models (Vadsaria et al., in prep.) relates to
convection in the Southern Ocean. Since I simply used the maximal intensity of the Southern
Ocean overturning (i.e. Deacon cell, Döös and Webb [1994]), a change of metrics (e.g. plotting
the streamfunction in a latitude−density space) may be desirable for a more in-depth analysis.
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I Exploring the dynamical code in order to reduce model biases

I have shown in chapter 5 that even with a very low vertical diffusivity, a strong residual
abyssal overturning seems to be simulated by the iLOVECLIM model, possibly also hindering
the effects of a tidal mixing parameterization. To identify the reasons behind such a residual
overturning, I would need to dig into the ocean dynamics code. Considering that convection
processes in the Southern Ocean also seem crucial for the model biases observed at the LGM,
this investigation may also provide the opportunity to reassess existing modelling choices (e.g.
convective adjustment and downsloping currents parameterization, Goosse et al. [2010]) and
the potentiality for new developments (e.g. overflow parameterization, [Heuzé, 2021]).

In addition, I have observed in my PI simulation a slightly underestimated sea-ice extent
(with respect to Parkinson and Cavalieri [2012]) despite a warm bias in the Southern Ocean
[Lhardy et al., 2021b]. This simulation also displays a large underestimation of the South-
ern Hemisphere westerly winds, relative to the ERA-interim reanalysis (see chapter 6). While
temperatures and winds are likely to remain biased considering the resolution of the atmo-
sphere and ocean components, the effects of tuning parameters in the sea-ice module and
atmosphere−ocean coupler on sea-ice biases and Southern Ocean convection could be explored
in sensitivity studies.

I Studying the carbon cycle at the scale of glacial-interglacial variations

In this thesis, I have only considered the total carbon content of reservoirs. I have not
examined the carbon distribution in the global ocean, and how changes in carbon sequestration
relate to the water mass distribution in the Atlantic. Still, an analysis of the carbon distribu-
tion in the ocean and its drivers, potentially with an explicit consideration of biological effects
(e.g. iron fertilization, via increased dust fluxes) would be of interest to us, especially in the
framework of the PMIP-carbon project.

Instead, I have focussed on the effect of the ocean volume when it emerged as a dominant
control on carbon sequestration. This choice appeared relevant to us considering the model
developments made in the context of this thesis and the preliminary results of the PMIP-
carbon project [Lhardy et al., 2021a]. Indeed, this study has raised the importance for coupled
climate−carbon models of modelling choices which relate to the ocean volume. Since the PMIP
project first enabled intercomparison studies concerning physical changes at the LGM (such as
those of the AMOC), modelling groups are used to produce a land-sea mask which is consis-
tent with a low sea level, and to adjust the bathymetry in critical passages and shallow areas
[Kageyama et al., 2017], but do not always account for this low level in open and deep areas
(see chapter 3). A revision of protocols (PMIP and PMIP-carbon) may raise awareness about
the importance of a realistic ocean volume for models including the carbon cycle. In addition,
it would be desirable for all carbon-enabled models to include an alkalinity adjustment made
according to the actual change in volume between the PI and LGM simulations rather than a
pre-determined and theoretical change.

Thanks to the semi-automated method developed in this thesis, I have generated the
boundary conditions associated with both the GLAC-1D and ICE-6G-C ice sheet reconstruc-
tions at the LGM. Therefore, I was able to consider the impact of their uncertainties on the
Southern Ocean sea ice, deep ocean circulation, and CO2 concentration. I have shown that the
differences induced by the choice of ice sheet reconstruction remain small for these variables in
LGM simulations run with the iLOVECLIM model. However, this may not be true for other
models or time periods. In particular during the last deglaciation, freshwater fluxes depend
on the chosen ice sheet reconstruction [Quiquet et al., 2021]. Following this development, the
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boundary conditions associated with each time step of the reconstructions (each 100 years for
GLAC-1D, and each 500 years for ICE-6G-C) were generated for the whole deglaciation. As
a result, transient simulations of the last deglaciation, run with the iLOVECLIM model, the
carbon cycle and an interactive bathymetry (notably allowing for a change of ocean volume)
now represent ongoing work in our group. In the future, intercomparison studies of such simu-
lations (as part of the ‘Last Deglaciation’ working group in the PMIP4 project) may improve
our understanding of the processes driving the carbon cycle variations at such time scales, as
well as their model representation.

Indeed, climate models under LGM conditions struggle to simulate the low atmospheric
CO2 concentration inferred from ice core data (∼190 ppm), and are far from being able to run
with an interactive CO2. For example, PMIP-carbon models with a freely-evolving CO2 (in the
carbon cycle but not in the radiative code) simulate a very high CO2 concentration (>310 ppm),
in particular when considering a realistic ocean volume at the LGM [Lhardy et al., 2021a], if
they do not take into account additional mechanisms (e.g. sediments, iron fertilization, and
possibly permafrost, see Sect. 1.2.4). This difficulty calls into question the model representa-
tion of climate−carbon feedbacks which are also likely to be crucial for the accuracy of future
projections. For that reason, modelling studies focussed on past climates provide a valuable
opportunity to test out and identify which processes may explain the carbon cycle variations
observed in paleoclimatic records.
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This appendix contains supplementary figures of chapter 4, showing the δ13C distribution
in the Indian and Pacific basins, as well as the supplementary materials of articles 1 and 2.
The interactive discussion during peer review of article 2 [Lhardy et al., 2021b] can be found at:
https://cp.copernicus.org/articles/17/1139/2021/cp-17-1139-2021-discussion.html.

In addition, this appendix also contains three co-authored publications. The first is an in-
tercomparison study in which the iLOVECLIM model was able to participate thanks to the
developments described in chapter 3. The other two studies were conducted by other members
of the small team working with the iLOVECLIM model, since I have been an active player of
this community. In more details, these publications consist of:

• a PMIP4 model intercomparison study [Kageyama et al., 2021], in which the PMIP4
simulations at the LGM are evaluated and compared to the PMIP3 ensemble. As changes
in the simulated AMOC are notably examined, some of the results of this study are of
particular interest in the context of this thesis (see chapter 4). The variations of some
atmospheric variables are also presented, so the interested reader will be able to see where
the iLOVECLIM model simulations (v1, ‘P4-G’ and ‘P4-I’) stand in the PMIP4 ensemble.
I have contributed to this study by running PI and LGM simulations under the PMIP4
experimental design and providing the model outputs.

• a modelling study focussed on the Pa/Th ratio, as simulated by the proxy-enabled iLOVE-
CLIM model. This study underlines the sensitivity of this paleotracer to particle fluxes.
Thanks to her sensitivity tests, the first author argues that changes in particulate organic
carbon, biogenic opal and calcium carbonate significantly affect the sedimentary Pa/Th
and therefore complexify the interpretation of the Pa/Th signal in terms of circulation
changes. As a result, this study tends to justify my choice of not using the Pa/Th simu-
lated at the LGM with prescribed particle fields corresponding to the PI (see chapter 2).
I have contributed to this study by assisting with model analysis [Missiaen et al., 2020b]
and providing feedback on the first draft of this paper and on the revised manuscript.

• a modelling study [Quiquet et al., 2021] using the iLOVECLIM model coupled to an ice
sheet model during the last deglaciation. The impacts of various modelling choices on
the simulated deglacial climate and ice sheets are examined. In particular, the effects of
freshwater fluxes and of a parameterized sinking of brines on the AMOC collapse observed
during the transient run of the deglaciation are shown in Figure 3.
I have contributed to this study by providing equilibrated LGM simulations to restart
the model, as well as the LGM ocean boundary conditions (generated as explained in
chapter 3), which are not (yet) interactively updated in the course of the transient runs.
In addition, I have given feedback on the first and revised drafts of this paper.
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Appendix

Supplementary figures of chapter 4

(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 6.17: Mean zonal distribution of the simulated δ13C (%�) in the Indian Ocean. The
superimposed dots represents the δ13C data from Peterson et al. [2014], obtained using benthic
foraminifera in 480 marine cores. The values are estimated by averaging all measurements in
the late Holocene (0-6 kyr) or LGM (19-23 kyr) time windows. The RMSE computed with
respect to this δ13C data in the Indian ocean is indicated in the top right corner.
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(a) PI (b) P4-I PIbathy

(c) P4-G (d) P4-I

(e) P4-G brines (0.8) (f) P4-I brines (0.8)

Figure 6.18: Mean zonal distribution of the simulated δ13C (%�) in the Pacific ocean. The
superimposed dots represents the δ13C data from Peterson et al. [2014], obtained using benthic
foraminifera in 480 marine cores. The values are estimated by averaging all measurements in
the late Holocene (0-6 kyr) or LGM (19-23 kyr) time windows. The RMSE computed with
respect to this δ13C data in the Pacific is indicated in the top right corner.
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Introduction

Text S1 explains the adjustments of biogeochemical variables in the MPI-ESM model

(additional details to Table 1).

Figure S1 shows the ocean surface area of PMIP models and iLOVECLIM simulations.

It supplements the multimodel comparison of ocean volume presented in Fig. 1. The

total surface was computed using the fixed fields (“areacello”) of the same models, which

are either PMIP3 models whose LGM and PI outputs were downloaded from the ESGF,

PMIP-carbon models, or the iLOVECLIM model with different boundary conditions. The

resulting values are compared to the high resolution topographic data described in Sect.

2.3. The characteristics of PMIP-carbon models are presented in Table 1 and the iLOVE-

CLIM simulations are described in Sect. 3.1.

Figure S2 presents the surface area of the vertical levels in the iLOVECLIM simulations,

which illustrates that most of the observed differences in ocean volume (Fig. 1b) stems

from the deep (and large) vertical levels.

Table S1 supplements Table 2 as it quantifies the ocean volume and difference ∆ (with
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high resolution topographic data) in all iLOVECLIM simulations with different boundary

conditions.

Figure S3 shows the carbon content of PMIP-carbon models computed in each reservoir

(atmosphere, oceans, terrestrial biosphere, and total carbon) as mentioned in Sect. 3.3.

Text S1. Since the MPI-ESM model includes a sediment module, the adjustment of

biogeochemical variables cannot be done simply by ”multiplying their initial value by the

relative change in global ocean volume” (Kageyama et al., 2017). Instead, the water-

column inventory of alkalinity, phosphate and silicate at the LGM was kept as close as

possible as the PI one thanks to several tunings in the course of the run. Although it is

difficult to keep the ocean inventories identical between the PI and LGM simulations, a

relative difference of 0.437% (phosphate), 0.531% (silicate) and 0.055% (alkalinity) was

achieved at the end of the LGM run. We note that compared to a relative volume of 3.9%

(see Table 2), the alkalinity difference is almost negligible.
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Figure S1. Ocean surface area in (a) PMIP models and (b) iLOVECLIM simulations. The

iLOVECLIM reference simulations in (a) are ‘New PI’ and ‘P4-I’. The horizontal dashed lines

represent the ocean surface area computed from high resolution topographic data: etopo1 (361.9

millions of km2), ICE-5G (337.9 millions of km2), GLAC-1D (338.2 millions of km2), and ICE-

6G-C (337.6 millions of km2).

September 2, 2021, 4:26pm



: X - 5

Figure S2. Surface area of each irregular vertical level in iLOVECLIM simulations.
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Table S1. Quantification in iLOVECLIM simulations of PI and LGM ocean volumes, as well

as the volume changes between each LGM simulation and its PI restart (LGM−PI, that is to

say a PI-to-LGM change). Their differences (∆) with respect to the ocean volume computed

from PI (etopo1) and/or from LGM topographic data (ICE-5G, GLAC-1D or ICE-6G-C) are

shown, indicating when an overestimated PI volume (∆ PI > 0%), LGM volume (∆ LGM >

0%), or volume change (∆ LGM−PI > 0%) seems to be observed. The relative volume change in

simulations can also be compared to the one computed from topographic data: -2.88% (GLAC-

1D) or -3.19% (ICE-6G-C).

Simulation name Old PI New PI Old P2 New P2 P4-G P4-I
Volume (1018 m3) 1.387 1.343 1.379 1.289 1.296 1.291

∆ PI (%) +3.86 +0.62
∆ LGM (%) +7.06 +0.02 -0.18 -0.05

LGM−PI (1016 m3) -0.72 -5.45 -4.70 -5.19
∆ LGM−PI (%) -84.57 +17.14 +29.16 +20.85

Relative change (%) -0.52 -4.06 -3.50 -3.87
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Figure S3. Carbon content of PMIP-carbon models in (a) atmosphere, (b) total system, (c)

ocean and (d) terrestrial biosphere. The grey and blue dashed lines represents the atmospheric

CO2 concentrations at the PI (280 ppm) and LGM (190 ppm, Bereiter et al., 2015). Models have

been run without accounting for additional processes at the LGM (e.g. permafrost, sediments,

brines...), with the exception of MPI-ESM which includes an embedded sediment module, and

MIROC4m-COCO, MIROC-ES2L, MPI-ESM and IPSL-CM5A2L in which dust-induced iron

fluxes were changed at the LGM. The permafrost module is deliberately switched off in the

CLIMBER-2(P) model, which is why we refer to it as CLIMBER-2 here. The carbon contained

in sediments in MPI-ESM is not included in the total sum (b).
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Supplementary information

(a) PI, summer (JFM) (b) PI, winter (JAS)

(c) LGM Cold P2, summer (JFM) (d) LGM Cold P2, winter (JAS)

(e) LGM Warm P2, summer (JFM) (f) LGM Warm P2, winter (JAS)
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(g) LGM New P2, summer (JFM) (h) LGM New P2, winter (JAS)

(i) LGM P4-G, summer (JFM) (j) LGM P4-G, winter (JAS)

(k) LGM P4-I, summer (JFM) (l) LGM P4-I, winter (JAS)
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(m) LGM P4-I brines, summer (JFM) (n) LGM P4-I brines, winter (JAS)

(o) LGM P4-I wind, summer (JFM) (p) LGM P4-I wind, winter (JAS)

(q) LGM P4-I hosing, summer (JFM) (r) LGM P4-I hosing, winter (JAS)

Figure S1 – Austral summer (JFM) and winter (JAS) SST anomalies relative to proxy data from the regridded product of
MARGO Project Members (2009) (or World Ocean Atlas (1998) for the PI simulation).
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(a) PI, summer (JFM) (b) PI, winter (JAS)

(c) LGM Cold P2, summer (JFM) (d) LGM Cold P2, winter (JAS)

(e) LGM Warm P2, summer (JFM) (f) LGM Warm P2, winter (JAS)
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(g) LGM New P2, summer (JFM) (h) LGM New P2, winter (JAS)

(i) LGM P4-G, summer (JFM) (j) LGM P4-G, winter (JAS)

(k) LGM P4-I, summer (JFM) (l) LGM P4-I, winter (JAS)
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(m) LGM P4-I brines, summer (JFM) (n) LGM P4-I brines, winter (JAS)

(o) LGM P4-I wind, summer (JFM) (p) LGM P4-I wind, winter (JAS)

(q) LGM P4-I hosing, summer (JFM) (r) LGM P4-I hosing, winter (JAS)

Figure S2 – Austral summer (JFM) and winter (JAS) sea-surface temperatures of the Southern Hemisphere in a model
versus data diagram, for all simulations. The simulated SSTs are plotted against the SST data from the regridded product
(MARGO Project Members (2009) or World Ocean Atlas (1998)) thanks to the aggregation of the coordinates on the nearest
ocean grid cell. The 1 :1 line features a perfect model-data agreement (black dashed line), while the grey dotted lines features
a 5◦C departure from it. The marker style indicates the ocean basin of each core. The marker color shows the latitude of the
core, except it is white where the model simulates sea ice in the Southern Ocean. The uncertainties associated with the SST
data are plotted by the grey horizontal bars.
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(a) Austral summer (JFM) (b) Austral winter (JAS)

Figure S3 – Relationship between the mean SST (averaged up to 36◦S) and the sea-ice extent in the Southern Ocean. The
LGM sea-ice extent estimated using the proxy data compilation is represented by the red (summer) and the blue (winter)
dashed lines (with an indicative error bar of 30% and 15% respectively). The dotted line represents the linear fit to the model
results plotted here.
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(a) LGM Cold P2, summer (JFM) (b) LGM Cold P2, winter (JAS)

(c) LGM Warm P2, summer (JFM) (d) LGM Warm P2, winter (JAS)

(e) LGM New P2, summer (JFM) (f) LGM New P2, winter (JAS)
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(g) LGM P4-G, summer (JFM) (h) LGM P4-G, winter (JAS)

(i) LGM P4-I, summer (JFM) (j) LGM P4-I, winter (JAS)

(k) LGM P4-I brines, summer (JFM) (l) LGM P4-I brines, winter (JAS)
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(m) LGM P4-I wind, summer (JFM) (n) LGM P4-I wind, winter (JAS)

(o) LGM P4-I hosing, summer (JFM) (p) LGM P4-I hosing, winter (JAS)

Figure S4 – Austral summer (JFM) and winter (JAS) sea-ice edges (at 15% of sea-ice concentration) in the Southern Ocean.
The sea-ice presence suggested by marine cores data is represented as an arbitrary index on a blue to white scale, where blue
denotes no indication of sea ice in proxies, and white denotes agreement of several proxies on the presence of sea ice. The red
lines mark the likely delimitation of the sea-ice presence according to the proxy data (compilation of data from Gersonde et
al. (2005), Allen et al. (2011), Ferry et al. (2015), Benz et al. (2016), Xiao et al. (2016), Nair et al. (2019), and Ghadi et al.
(2020)). We used a solid red line for the winter months but a dashed line for the summer months as the summer contour is
not well-constrained (see Sect. 2.4).
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(a) PI (b) PI brines

(c) LGM New P2 (d) LGM New P2 brines

(e) LGM P4-I (f) LGM P4-I brines frac=0.8

(g) LGM P4-I brines frac=0.4 (h) LGM P4-I brines frac=0.6

Figure S5 – Streamfunctions (Sv) in the Atlantic (North of 32◦S) and Southern Ocean basins (South of 32◦S). The black
vertical line represents the limit between these two basins, chosen at 32◦S. This figure shows similar plots as in Figure 7. The
streamfunctions of additional simulations using the parameterization of the sinking of brines are displayed to show the effect of
the chosen boundary conditions (those of ‘PI’, ‘New P2’, or ‘P4-I’) and of the parameter choice (fraction at 0.4, 0.6 or 0.8) on
the streamfunction. For more information, note that the parameter choice and the brine parameterization in general has been
discussed in the reviews of Bouttes et al. (2010), which can be found at : https ://cp.copernicus.org/articles/6/575/2010/cp-
6-575-2010-discussion.html.
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(a) WOA09 data, Atlantic temperature (b) WOA09 data, Atlantic salinity

(c) PI, Atlantic temperature (d) PI, Atlantic salinity

(e) PI brines, Atlantic temperature (f) PI brines, Atlantic salinity

Figure S6 – Zonal average of the temperature (a, c, e) and salinity (b, d, f) distribution in the Atlantic ocean. The temperature
and salinity distribution simulated at the PI with (e, f) or without (c, d) the parameterization of the sinking of brines is
compared to data from the World Ocean Atlas 2009 (Locarnini et al., 2010 ; Antonov et al. 2010).
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Figure S7 – Relationships between the mean SST in the Southern Ocean (averaged up to 36◦S) and the Southern Ocean (a,
b), bottom (c, d) or NADW (e, f) overturning cell maximum for all simulations. The y-axis is inverted for the two anticlockwise
cells (a, b, c, d). The dotted line represents the linear fit to the model results plotted here.
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Abstract. The Last Glacial Maximum (LGM, ∼ 21 000
years ago) has been a major focus for evaluating how well
state-of-the-art climate models simulate climate changes as
large as those expected in the future using paleoclimate re-
constructions. A new generation of climate models has been
used to generate LGM simulations as part of the Paleoclimate
Modelling Intercomparison Project (PMIP) contribution to
the Coupled Model Intercomparison Project (CMIP). Here,

we provide a preliminary analysis and evaluation of the re-
sults of these LGM experiments (PMIP4, most of which are
PMIP4-CMIP6) and compare them with the previous gen-
eration of simulations (PMIP3, most of which are PMIP3-
CMIP5). We show that the global averages of the PMIP4
simulations span a larger range in terms of mean annual
surface air temperature and mean annual precipitation com-
pared to the PMIP3-CMIP5 simulations, with some PMIP4

Published by Copernicus Publications on behalf of the European Geosciences Union.
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simulations reaching a globally colder and drier state. How-
ever, the multi-model global cooling average is similar for
the PMIP4 and PMIP3 ensembles, while the multi-model
PMIP4 mean annual precipitation average is drier than the
PMIP3 one. There are important differences in both atmo-
spheric and oceanic circulations between the two sets of ex-
periments, with the northern and southern jet streams be-
ing more poleward and the changes in the Atlantic Merid-
ional Overturning Circulation being less pronounced in the
PMIP4-CMIP6 simulations than in the PMIP3-CMIP5 sim-
ulations. Changes in simulated precipitation patterns are in-
fluenced by both temperature and circulation changes. Dif-
ferences in simulated climate between individual models re-
main large. Therefore, although there are differences in the
average behaviour across the two ensembles, the new simula-
tion results are not fundamentally different from the PMIP3-
CMIP5 results. Evaluation of large-scale climate features,
such as land–sea contrast and polar amplification, confirms
that the models capture these well and within the uncertainty
of the paleoclimate reconstructions. Nevertheless, regional
climate changes are less well simulated: the models underes-
timate extratropical cooling, particularly in winter, and pre-
cipitation changes. These results point to the utility of using
paleoclimate simulations to understand the mechanisms of
climate change and evaluate model performance.

1 Introduction

The climate of the Last Glacial Maximum (LGM; ∼ 21 000
years ago) has been a focus of the Paleoclimate Modelling
Intercomparison Project (PMIP) since its inception. It is the
most recent global cold extreme and as such has been widely
documented and used for benchmarking state-of-the-art cli-
mate models (Braconnot et al., 2012; Harrison et al., 2014,
2015). The increase in global temperature from the LGM un-
til now (∼ 4 to 6 ◦C; Annan and Hargreaves, 2015; Friedrich
et al., 2016) has been the same order of magnitude as the in-
crease projected by 2100 CE under moderate-to-high emis-
sion scenarios. The LGM world was very different from the
present one, with large ice sheets covering northern North
America and Fennoscandia, in addition to the Greenland
and Antarctic ice sheets still present today. These additional
ice sheets resulted in a lowering of the global sea level by
∼ 120 m, which induced changes in the land–sea distribu-
tion. The closure of the Bering Strait and the exposure of
the Sunda and Sahul shelves between southeast Asia and the
Maritime Continent are the most prominent of these changes
in land–sea geography. Atmospheric greenhouse gas (GHG)
concentrations were lower than pre-industrial (PI) values,
leading to cooling in addition to that induced by the large ice
sheets. The cooling is more pronounced in the high latitudes
than in the tropics and greater over land than ocean. The polar
amplification and the land–sea contrast signals simulated by
the previous generation of paleoclimate simulations (PMIP3

– Coupled Model Intercomparison Project; PMIP3-CMIP5)
are similar in magnitude (although opposite in sign) to the
signals seen in future projections and have been shown to be
consistent with climate observations for the historic period
and reconstructions for the LGM (Braconnot et al., 2012;
Izumi et al., 2013; Harrison et al., 2014, 2015). However,
while the models are able to represent the thermodynamic
behaviour that gives rise to these large-scale temperature gra-
dients, they underestimate cooling on land, especially winter
cooling, and overestimate tropical cooling over the oceans
(Harrison et al., 2014). Thus, one question to be addressed
with the new PMIP4-CMIP6 simulations is whether there is
any improvement in capturing regional temperature changes.
The large temperature changes during the LGM compared to
the pre-industrial period make this interval a natural focus
for efforts to constrain climate sensitivity but attempts to do
this using the PMIP3-CMIP5 simulations were inconclusive
(Schmidt et al., 2014; Harrison et al., 2014), in part because
of the limited number of LGM simulations available and in
part because of the limited range of climate sensitivity sam-
pled by these models. Changes in model configuration have
resulted in several of the PMIP4-CMIP6 models having sub-
stantially higher climate sensitivity than the PMIP3-CMIP5
versions of the same models, and thus the range of climate
sensitivity sampled by the PMIP4-CMIP6 models is much
wider. This provides an opportunity to re-examine whether
the LGM could provide a strong constraint on climate sensi-
tivity (Renoult et al., 2020; Zhu et al., 2021).

The atmospheric general circulation was strongly modi-
fied from its modern-day conditions by changes in coast-
lines at low latitudes (DiNezio and Tierney, 2013) and by
the presence of the Laurentide and Fennoscandian ice sheets
(e.g. Laîné et al., 2009; Löfverström et al., 2014, 2016; Ull-
man et al., 2014; Beghin et al., 2015; Liakka and Löfver-
ström, 2018). These changes in circulation had an impact
on precipitation, which was reduced globally (Bartlein et
al., 2011) but increased locally, for example, in southwest-
ern North American and in the Mediterranean region (e.g.
Kirby et al., 2013; Beghin et al., 2016; Goldsmith et al.,
2017; Lora et al., 2017; Lora, 2018; Löfverström and Lora,
2017; Löfverström and Liakka, 2016; Löfverström, 2020;
Rehfeld et al., 2020). The interplay between temperature-
driven and circulation-driven changes in regional precipita-
tion during the LGM represents a test of the ability of state-
of-the-art models to simulate precipitation changes under fu-
ture scenarios, where both thermodynamic (e.g. related to the
Clausius–Clapeyron relationship) and dynamic (e.g. related
to changes in the position of the storm tracks and extent of
the subtropical anticyclones) effects contribute to changes in
the amount and location of precipitation (e.g. Boos, 2012;
Scheff and Freirson, 2012; Lora, 2018). Evaluation of the
PMIP3-CMIP5 simulations showed that models underesti-
mate the LGM reduction in mean annual precipitation over
land (Harrison et al., 2014), reflecting the underestimation
of temperature changes in the simulations (Li et al., 2013).
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This resulted in an underestimation of the observed aridity
(precipitation minus evapotranspiration). While the models
reproduced circulation-induced changes in precipitation in
western North America, they showed no increase in precipi-
tation south of the North American ice sheet and only limited
impact on the precipitation of the circum-Mediterranean re-
gion (Harrison et al., 2014; Lora, 2018; Morrill et al., 2018).
Thus, one question to be addressed with the new PMIP4-
CMIP6 simulations is whether there is any improvement in
capturing regional precipitation changes. One complication
here is that most of the reconstructions used to evaluate the
PMIP3-CMIP5 simulations were pollen based and relied on
statistical approaches that do not account for the direct im-
pact of low CO2 on water-use efficiency (Prentice and Har-
rison, 2009; Gerhardt and Ward, 2010; Bragg et al., 2013;
Scheff et al., 2017) and could therefore be dry biased. How-
ever, new methods have been developed that account for this
effect (Prentice et al., 2017), and thus it is possible to de-
termine whether accounting for the effect of low CO2 re-
solves model–data mismatches in regional precipitation at
the LGM.

The LGM boundary conditions also had a strong im-
pact on ocean circulation, as documented via multiple trac-
ers (e.g. Lynch-Stieglitz et al., 2007; Jaccard and Galbraith,
2011; Böhm et al., 2015), which suggest a shallower North
Atlantic Deep Water (NADW) cell and expanded Antarctic
Bottom Water (AABW). In addition, Gebbie (2014) used
a combination of synthesis of multiple tracers measured in
sediment cores for the LGM and a global tracer transport
model to show that these tracers are compatible with a ver-
tical distribution of NADW and AABW similar to today but
that the core of the NADW water mass shoals by 1000 m.
None of these proposed reconstructions of glacial circulation
are consistent with the PMIP3-CMIP5 model results (Muglia
and Schmittner, 2015), which all show a deepening of the
Atlantic Meridional Overturning Circulation (AMOC), with
NADW reaching the ocean floor in the northern North At-
lantic for some models. Previous studies show that this in-
crease in AMOC is related to changes in northern extratrop-
ical wind stress due to the presence of the high ice sheets
(Oka et al., 2012; Muglia and Schmittner, 2015; Klockmann
et al., 2016; Sherriff-Tadano et al., 2018; Galbraith and de
Lavergne, 2019). Thus, the simulation of the AMOC, and
ocean circulation in general, during the LGM could be highly
sensitive to the ice-sheet reconstructions used as boundary
conditions (see, e.g. Ullman et al., 2014; Beghin et al., 2016).
There is still some uncertainty about the height and shape
(although not the extent) of the LGM ice sheets, so the pro-
tocol for the LGM PMIP4-CMIP6 experiment takes this un-
certainty into account by allowing for alternative ice-sheet
configurations (Kageyama et al., 2017) in order to test the
sensitivity of LGM climate and ocean circulation to ice-sheet
configuration. The PMIP4-CMIP6 LGM experimental proto-
col also includes changes in other forcings, including vege-
tation changes and changes in atmospheric dust loadings and

their uncertainties. Thus, the new PMIP4-CMIP6 simulations
provide opportunities to examine the response of the climate
system to multiple forcings, to calculate the impact of indi-
vidual forcings through sensitivity experiments and to inves-
tigate how these forcings combine to produce circulation and
climate changes in the marine and terrestrial realms.

In this paper, we present preliminary results from the
PMIP4-CMIP6 LGM simulations, compare them to the
PMIP3-CMIP5 results (Sect. 3) and evaluate their realism
against a range of climatic reconstructions (Sect. 4). We fo-
cus on temperature and precipitation, extratropical circula-
tion, energy transport and the AMOC.

2 Material and methods

2.1 PMIP3-CMIP5 and PMIP4-CMIP6 protocols for the
LGM simulations

The protocol of the LGM experiments changed between the
PMIP3-CMIP5 and PMIP4-CMIP6 phases (Kageyama et al.,
2017), partly to accommodate new information about bound-
ary conditions and partly to capitalise on new features of the
climate models. The main difference between the PMIP3-
CMIP5 and PMIP4-CMIP6 simulations is the specification
of the ice sheets. The PMIP3-CMIP5 simulations all used
the same ice sheet, which was created as a composite of three
separate ice-sheet reconstructions (Abe-Ouchi et al., 2015);
the PMIP4-CMIP6 protocol allows modelling groups to use
one of three separate ice-sheet reconstructions: the original
PMIP3-CMIP5 ice sheet to facilitate comparison with the
earlier simulations, ICE-6G_C (Argus et al., 2014; Peltier et
al., 2015) and GLAC-1D (Lev Tarasov, personal communi-
cation, 2016; Ivanovic et al., 2016). All three reconstructions
have similar ice-sheet extent, but the heights of the Lauren-
tide, Fennoscandian and West Antarctica ice sheets differ sig-
nificantly, by several hundred metres in some places. Com-
parisons of the simulations made with alternative ice-sheet
reconstructions will ultimately allow an assessment of the
impact of forcing uncertainties on simulated climates.

2.2 PMIP3, PMIP3-CMIP5, PMIP4 and PMIP4-CMIP6
models

The LGM model output analysed here are from the PMIP4-
CMIP6 and PMIP3-CMIP5 lgm experiments. We use the cor-
responding piControl experiments as a reference, which are
termed “PI” throughout the paper. Some of the models, al-
though following the PMIP3-CMIP5 or PMIP4-CMIP6 pro-
tocols, did not formally take part in CMIP (i.e. have not
performed the DECK experiments for CMIP6 or have not
performed other experiments than PMIP experiments for
CMIP5). These are referred to as “PMIP3” and “PMIP4”
models in Table 1. We will refer to the full ensemble of
PMIP3-CMIP5 and PMIP3-non-CMIP5 experiments as the
PMIP3 ensemble and similarly for the PMIP4 ensemble. A
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Table 1. PMIP3 and PMIP4 models analysed in the present study. The spin-up duration is only given for the new PMIP4-CMIP6 models.

Model Climate Reference Ice Spin-up PMIP/CMIP Additional comments
sensitivity duration phase and
(1T eq) (years) rip (f )

CCSM4 2.9 Brady et al. (2013) PMIP3 PMIP3-CMIP5
r1i1p1

CNRM-CM5 3.3 Voldoire et al. (2013) PMIP3 PMIP3-
CMIP5 r1i1p1

COSMOS-ASO 4.1 Raddatz et al. (2007);
Budich et al. (2010),
Wetzel et al. (2010)

PMIP3 PMIP3
r1i1p1

FGOALS-g2 4.4 Zheng and Yu (2013) PMIP3 PMIP3-CMIP5

GISS-E2-R 2.1 Ullman et al. (2014) PMIP3 PMIP3-CMIP5
r1i1p150

PMIP3 ice sheet

GISS-E2-R 2.1 Ullman et al. (2014) PMIP3 PMIP3-CMIP5
r1i1p151

ICE-5G ice extent but lower Lauren-
tide Ice Sheet altitude

IPSL-CM5A-LR 4.1 Dufresne et al. (2013) PMIP3 PMIP3-CMIP5
r1i1p1

MIROC-ESM 4.7 Sueyoshi et al. (2013) PMIP3 PMIP3-CMIP5
r1i1p1

Initial ocean state was taken from
PMIP2 MIROC4m

MPI-ESM-P 3.5 PMIP3 PMIP3-CMIP5
r1i1p1

AO, initial state for spin-up from
PMIP2 simulation

MPI-ESM-P 3.5 Adloff et al. (2018) PMIP3 PMIP3-CMIP5
r1i1p2

AOV

MRI-CGCM3 2.6 PMIP3 PMIP3-CMIP5
r1i1p1

AWI-ESM1-1-LR
(short name:
AWIESM1)

3.6 Sidorenko et al. (2015),
Lohmann et al. (2020)

ICE-6G_C 1300 PMIP4-CMIP6

AWI-ESM-2-1-LR
(short name
AWIESM2)

3.6 Sidorenko et al. (2019) ICE-6G_C 600 PMIP4-CMIP6

CESM1.2 3.6 Tierney et al. (2020) ICE-6GC 1800 PMIP4-CMIP6

UoT-CCSM4 3.2 Peltier and Vettoretti
(2014), Chandan and
Peltier (2018), Chandan
and Peltier (2017)

ICE-6G_C 2900 years PMIP4-CMIP6

HadCM3B-M2.1aD 2.7 Valdes et al. (2017) GLAC-1D
ICE-6G_C
PMIP3

400
400
2900

PMIP4-CMIP6 All simulations were initialised from
a long (> 5000-year) LGM run that
used the same model configuration
but ICE5G boundary conditions (ice
mask, global orography, bathymetry,
land–sea mask) and PMIP3 trace
gases. The climatologies were calcu-
lated from the 100 years following the
spin-up period.

iLOVECLIM1.1.4 3.2
(after 2500
years)

Lhardy et al. (2020) GLAC-1D
ICE-6G_C

5000 PMIP4 5000 years from a PI restart; EMIC

iLOVECLIM1.1.4 3.2
(after 2500
years)

Lhardy et al. (2020) ICE-6G_C 5000 PMIP4 5000 years from a PI restart; EMIC

INM-CM4-8 2.1 Volodin et al. (2018) ICE-6G_C 50 PMIP4-CMIP6
r1i1p1f1

IPSLCM5A2 Sepulchre et al. (2020) ICE-6G_C 1200 PMIP4-CMIP6 Spin-up from piControl

MIROC-ES2L 2.7 Ohgaito et al. (2021)
Hajima et al. (2020)

ICE-6G_C 8960 PMIP4-CMIP6
r1i1p1f2

First 6760 years integrated using
the MIROC-ES2L physical core; fol-
lowing 2200 years integrated using
MIROC-ES2L

MPI-ESM1.2 2.77 Mauritsen et al. (2019) ICE-6G_c 3850 PMIP4-CMIP6
r1i1p1f1

3850 years after restart from a previ-
ous lgm simulation.
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total of 13 PMIP4 LGM simulations are currently available
and slightly more than the 11 LGM simulations in PMIP3
(Table 1). The PMIP3 ensemble includes one model that
ran an additional sensitivity test to ice-sheet height (GISS-
E2R; Ullman et al., 2014) and one model that ran simu-
lations with and without dynamic vegetation (MPI-ESM-P;
Adloff et al., 2018). The PMIP4-CMIP6 ensemble includes
three simulations made with updated versions of the mod-
els that contributed to PMIP3-CMIP5, specifically IPSLCM,
MIROC and MPI-ESM (Table 1). However, the IPSL simu-
lation for PMIP4 does not use the latest IPSLCM6 version
specifically developed for CMIP6 due to the impossibility
to run the lgm experiment with this version. Most of the
models that have run the PMIP4-CMIP6 LGM simulations
are general circulation models (GCMs) but iLOVECLIM is
an Earth system model of intermediate complexity, which is
considerably faster than the GCMs. The iLOVECLIM and
the HadCM3B-M2.1aD GCMs are the only models in the en-
semble to have run simulations using different ice-sheet re-
constructions (both models ran with ICE-6G_C and GLAC-
1D, and HadCM3B-M2.1aD also ran with the PMIP3 ice
sheet). The LGM simulations were either initialised from a
previous LGM simulation or were spun up from the pre-
industrial state. The length of the spin-up therefore varies
(Table 1), as does the length of the equilibrium LGM sim-
ulation in these preliminary analyses. The INM-CM4-8 re-
sults are from the beginning of an lgm simulation and the
model is not yet fully equilibrated. All other models have run
for several millennia. Our preliminary analyses are based on
variables available by 14 December 2020. Although several
of the PMIP4-CMIP6 models have higher climate sensitiv-
ity than the equivalent models in PMIP3-CMIP5, this is not
reflected in the ensemble analysed here. In fact, the PMIP4-
CMIP6 ensemble, as of December 2020, has lower climate
sensitivities than the PMIP3-CMIP5 models (Table 1): equi-
librium sensitivities to a CO2 doubling from pre-industrial
values range from 2.1 to 3.6 ◦C, (mean: 3.0 ◦C) in the cur-
rent PMIP4-CMIP6 ensemble, while the range is from 2.1 to
4.7 ◦C (mean: 3.4 ◦C) in the PMIP3-CMIP5 ensemble.

All in all, only a minority of models present in the PMIP3
ensemble ran the PMIP4 simulation, so that the PMIP4 en-
semble differs from the PMIP3 one because of the update of
these models but mostly because it gathers new models com-
pared to PMIP3. This adds up to the change in protocol from
PMIP3 to PMIP4 to explain differences in model results be-
tween these two phases of PMIP.

2.3 Sources of information on LGM climate

The PMIP3-CMIP5 model simulations were evaluated
against two benchmark datasets: pollen-based reconstruc-
tions of seasonal temperature (mean annual temperature –
MAT, mean temperature of the coldest month – MTCO,
mean temperature of the warmest month – MTWA, growing
season temperature indexed by growing degree days above

a baseline of 0 ◦C), mean annual precipitation (MAP) and
an index of soil moisture (Bartlein et al., 2011); and a com-
pilation of sea-surface temperature (SST) reconstructions
(MARGO Project Members, 2009).

In the Bartlein et al. (2011) dataset, reconstructions at in-
dividual pollen sites were averaged to produce an estimate
for a 2× 2◦ grid; reconstruction uncertainties are estimated
as a pooled estimate of the standard errors of the original
reconstructions for all sites in each grid cell. Although the
Bartlein et al. (2011) dataset has good coverage for some re-
gions, coverage was sparse in the tropics, and there were no
reconstructions of LGM climate for Australia. Furthermore,
not all of the six climate variables were reconstructed at ev-
ery site, so statistical comparisons were more robust for some
variables than others. The majority of the reconstructions in-
cluded in the Bartlein et al. (2011) dataset used various sorts
of statistical calibrations based on modern-day conditions
and therefore do not account for the impact that changes in
CO2 have on water-use efficiency and hence plant distribu-
tion. Although Bartlein et al. (2011) were unable to demon-
strate a statistically significant difference between statistical
reconstructions and model-based inversions (which, in prin-
ciple, account for the CO2 effect on plant distribution), their
analysis focused on the mid-Holocene where the CO2 effect
is small. There is therefore some concern that the dataset may
overestimate aridity at the LGM. Reconstructions which in-
corporate the effect of CO2 are now available for Australia
(Prentice et al., 2017). Cleator et al. (2020) have used 3-D
variational data assimilation techniques with a prior derived
from the PMIP3-CMIP5 LGM simulations and the Bartlein
et al. (2011) and Prentice et al. (2017) pollen-based recon-
structions, and incorporating the Prentice et al. (2017) CO2
correction, to produce a new global reconstruction of terres-
trial climate at the LGM. In addition to accounting for poten-
tial effects of low CO2 on moisture variables at the LGM, this
reconstruction produces coherent estimates of seasonal cli-
mate variables at many more points than the original pollen-
based reconstructions and also extends the geographic cov-
erage.

Tierney et al. (2020) provide a new synthesis of geochem-
ical SST data (UK′

37, TEX86, Mg/Ca and δ18O) from the
LGM (defined as the period from 19 000 to 23 000 years
ago) and the late Holocene (defined as the period from 4000
years ago to the present) time periods. This compilation
builds upon the MARGO Project Members (2009) collec-
tion of UK′

37 and Mg/Ca data by including new studies pub-
lished since MARGO was released, as well as expanding
the collection to include TEX86 and δ18O of foraminifera.
The Tierney et al. (2020) synthesis excludes microfossil-
based SST estimates, on the basis that these (1) include no-
analogue assemblages (Mix et al., 1999); (2) imply warmer-
than-present subtropical gyres, an inference that has been
questioned (Crowley, 2000; Telford et al., 2013); and (3) lack
Bayesian proxy-system models that were required for the
data assimilation technique used by Tierney et al. (2020).
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Tierney et al. (2020) use the data along with a model prior
from the isotope-enabled Community Earth System Model
1.2 (CESM1.2; Brady et al., 2019) to produce a full-field
data assimilation product. Here, we use both the data syn-
thesis and the data assimilation products, labelled “Tier-
ney2020” and “Tierney2020DA”, respectively. Data from the
LGM and late Holocene, respectively, were calibrated using
Bayesian models that fully propagate uncertainties (Tierney
and Tingley, 2015; Tierney et al., 2018, 2019; Malevich et
al., 2019), yielding a 1000-member posterior distribution of
SSTs. These data were sorted from low to high along the en-
semble dimension, and then random error representative of
site-level downcore uncertainty following the Gaussian dis-
tribution N (0, 0.5 ◦C) was added back to the matrix. This
procedure effectively partitions the error variance; i.e. it as-
sumes that at any given site, absolute uncertainty in SST
cancels out in the anomaly calculation, while “relative” un-
certainty associated with downcore measurement and non-
linearities in the calibration model is preserved. The data
were then averaged within a 5◦× 5◦ grid and differenced.
The standard deviation associated with each grid point is cal-
culated from the differenced ensemble dimension.

In the present work, we also use other available recon-
structions, all based on at least part of the initial MARGO
Project Members (2009) reconstructions at the core sites: all
are global reconstructions, obtained from this dataset via dif-
ferent methods, as summarised by Paul et al. (2021). These
datasets are from

– Annan and Hargreaves (2013), who use the MARGO
Project Members (2009) dataset, the Bartlein et
al. (2019) reconstructions on the continents, as well as
the PMIP2 model output to generate a reconstruction
of the sea-surface temperatures using multiple linear re-
gression;

– Kurahashi-Nakamura et al. (2017), who use the
MARGO Project Members (2009) data, benthic δ18O
and δ13C data as well as the MIT General Circula-
tion Model (MITgcm) in combination with the method
of Lagrange multipliers/adjoint method to generate a
global reconstruction;

– Paul et al. (2021), who produced the GLOMAP2020
dataset based on the floral and faunal assemblage
data, as well as various sea-ice reconstructions from
MARGO Project Members (2009), together with an op-
timal gridding method called DIVA to produce monthly
global reconstructions. A caveat given in Paul et
al. (2021) about this reconstruction is that it may be too
warm by 0.5 to 1.0 ◦C due to impacts of changes in sea-
sonality and in the thermal structure of the ocean that are
not taken into account in their reconstructions, as well
as the impact due to heterogeneous spatial sampling.

These datasets reflect different approaches and choices of
initial datasets (only geochemical data for the Tierney et

al. (2020) reconstructions, for which the sites are often
close to the coasts or only floral and faunal assemblages for
GLOMAP2020), which yields a range a results with illustrate
the uncertainty of the SST reconstructions. A crucial differ-
ence between the Tierney et al. (2020) synthesis and the other
datasets used here is that the former implies more exten-
sive tropical cooling during the LGM (−2.5 ◦C vs. −1.5 ◦C
for MARGO, −1.2 ◦C for GLOMAP2020, −1.6 ◦C for An-
nan and Hargreaves, 2013,−1.7 ◦C for Kurahashi-Nakamura
et al., 2017). This can be attributed to the exclusion of the
microfossil data as well as recalibration of the UK′

37 proxy
with the BAYSPLINE model (Tierney and Tingley, 2018),
which corrects for an observed reduced sensitivity of UK′

37 to
SST above approximately 24 ◦C. The data-assimilated prod-
uct from Tierney et al. (2020) is even cooler, which might be
related to the choice of the global model for the assimilation.
A further comparison is presented in Paul et al. (2021).

2.4 Data–model comparisons

We compare the model simulations to paleoclimate data, fo-
cusing on large-scale features and regional changes. In these
comparisons, the reconstructions are expressed as mean val-
ues and the uncertainty by the standard error of the recon-
structions. Model outputs were extracted only for the grid
cells where there are observations. Model uncertainty is rep-
resented by the standard deviation of 10 000 averages over
50 years randomly picked in the ≥ 100-year-long time se-
ries of model outputs. Thus, model uncertainty is not, strictly
speaking, equivalent to reconstruction uncertainty but merely
provides some measure of the variability engendered by sam-
pling the simulated climate.

3 Model results

3.1 Temperature

The global and annual mean temperature in the PMIP4 LGM
simulations is between 3.3 and 7.2 ◦C cooler than the PI sim-
ulations (Fig. 1, Table S1). The largest changes in tempera-
ture between the LGM and PI simulations (Fig. 2) are found
over the Laurentide and Fennoscandian ice sheets, reflecting
the significant changes in surface height and albedo caused
by the ice sheets. Colder conditions are registered in the
northern midlatitudes and high latitudes, partly reflecting the
advection of the cold temperature anomalies downwind of
the ice sheets. The cooling in the tropics, which results from
both the lower atmospheric GHG concentrations and the re-
mote influence of the northern ice sheets, is more muted. As
expected, the simulations show larger changes over the land
than over ocean. The ratio between the LGM–PI mean sur-
face air temperature anomaly over land and the anomaly over
the ocean ranges from 1.0 to 1.6 over the tropics (30◦ S to
30◦ N) and from 1.90 to 5.5 for globally averaged tempera-
tures. Zonally averaged temperatures (Fig. 1a) confirm that
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Figure 1. Mean annual surface air temperatures LGM–PI anomalies in ◦C. (a) Zonal means, PMIP3 model results shown as dashed lines,
PMIP4 model results shown as thick solid lines; (b) global means, PMIP3 model results shown by crosses, PMIP4 models shown by filled
circles; averages over (c) the southern extratropics (90 to 30◦ S), (d) the tropics (30◦ S to 30◦ N) and (e) the northern extratropics (30 to
90◦ N).

the PMIP4 ensemble also shows the expected polar ampli-
fication of temperature changes in both the Northern Hemi-
sphere and Southern Hemisphere.

Although the broad-scale patterns of temperature changes
are similar, there are differences between the PMIP4 and
PMIP3 ensembles. The PMIP4 ensemble average is warmer
than the PMIP3 ensemble average (Fig. 2 bottom) over North
America, south of the ice sheet, over the Labrador and Nordic
Seas and the Tibetan Plateau. On the other hand, the PMIP4
average is colder than the PMIP3 one in regions close to West
Antarctica, over some areas of the Laurentide Ice Sheet, over
the marine part of the Fennoscandian Ice Sheet and in the
North Atlantic and the northern part of the North Pacific.
The largest difference between the PMIP3 and PMIP4 av-
erages is over the northern North Atlantic and Nordic Seas,
probably reflecting differences in sea-ice cover in these ar-
eas. Zonally averaged temperatures (Fig. 1a) show that the

PMIP4 global mean annual temperature LGM–PI anomalies
spread over a larger range than the PMIP3 ensemble, with a
few PMIP4 models (in particular the three HadCM3 simula-
tions and CESM1.2) showing larger cooling than the cold-
est PMIP3 models. Nonetheless, the multi-model average of
the global mean annual temperature LGM–PI anomalies are
similar for both ensembles (−4.71 ◦C for the PMIP3 ensem-
ble, −4.77 ◦C for the PMIP4 ensemble; see Supplement Ta-
ble S1).

The northern extratropics are slightly colder in the
PMIP3 simulations (multi-model LGM–PI MAT anomaly of
−9.5 ◦C) than in the PMIP4 simulations (multi-model aver-
age of −8.8 ◦C). The minimum cooling and maximum cool-
ing over the PMIP3 and PMIP4 ensembles are also very simi-
lar. The PMIP3 and PMIP4 simulations yield similar cooling
in the tropics (multi-model average of−2.8 ◦C for the PMIP3
ensemble and of−2.7 ◦C for the PMIP4 ensemble, with simi-
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Figure 2. LGM mean annual temperature (in ◦C) simulated by the
ensemble of PMIP4 models (a), LGM–PI mean annual temperature
anomaly (in ◦C) simulated by the same models (middle, where stip-
pling shows where models do not agree on the sign of changes),
difference between the PMIP4 and PMIP3 ensembles (in ◦C, b).
The PMIP4 average is based on models listed in Table 1, except
for iLOVECLIM simulations, which are at lower resolution. The
PMIP3 average is based on all PMIP3 models, except the GISS-
E2-p151 simulation, which did not use the PMIP3 ice sheet for its
boundary conditions.

lar minima and maxima; see Table S1). However, the cooling
of the southern extratropics is more variable in the PMIP4
simulations (−1.2 to approximately −8.15 ◦C) than in the
PMIP3 simulations (−2.4 to approximately −5.8 ◦C), and
its multi-model average is larger for the PMIP4 ensemble
(−4.8 ◦C, compared to −2.8 ◦C for the PMIP3 ensemble).
Therefore, most of the difference in the global average cool-
ing, which ranges from −3.3 to −7.2 ◦C in the PMIP4 sim-
ulations and between −2.7 and −5.7 ◦C in the PMIP3 simu-
lations, stems from differences in the simulated temperatures
over the Southern Hemisphere. It is difficult to assign these
differences between the PMIP3 and PMIP4 ensembles to a
single reason, since both models and protocols have changed

Figure 3. Same as Fig. 2 but for the 250 hPa zonal wind. The
PMIP4 average is based on all models listed in Table 1. The PMIP3
average is based on all PMIP3 models in Table 1, except the GISS-
E2-p151 simulation, which did not use the PMIP3 ice sheet for its
boundary conditions.

between these two phases. Sensitivity experiments and in-
depth study of the experiments carried out with the PMIP3
and PMIP4 protocols but with the same models will be nec-
essary to disentangle the reasons for the differences between
the PMIP3 and PMIP4 results. It is in fact rather intriguing
that the average cooling over the North American ice sheet is
larger in the PMIP4 ensemble, given that both the ICE-6G_C
and the GLAC-1D reconstructions yield significantly lower
altitudes than the PMIP3 ice-sheet reconstruction, used in all
the PMIP3 experiments.

3.2 Atmospheric and oceanic circulation

The PMIP4-CMIP6 models simulate large changes in the
Northern Hemisphere upper tropospheric atmospheric circu-
lation (Fig. 3), in response to LGM boundary conditions,
in particular over North America and the North Atlantic.
The North Atlantic jet stream is narrower and stronger com-
pared to the PI, as shown by an increase reaching more than
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10 m s−1 in the 250 hPa zonal wind south of the Lauren-
tide Ice Sheet and extending into the North Atlantic, and
a decrease in zonal wind to the northwest and southeast of
these regions. The strengthening and narrowing of the North
Atlantic jet stream was also a characteristic of the PMIP3-
CMIP5 simulations (Beghin et al., 2016). However, in the
PMIP4-CMIP6 simulations, the jet stream extends further
north than in the PMIP3 simulations (Fig. 3, bottom), most
prominently near the Laurentide Ice Sheet. This could be be-
cause the Laurentide Ice Sheet is lower in the ICE-6G recon-
struction than the ice sheet used in the PMIP3-CMIP5 sim-
ulations (see, e.g. Ullman et al., 2014; Beghin et al., 2015;
Lofverstom et al., 2016) but may also reflect changes in the
representation of the zonal winds between the two sets of
simulations. This is supported by the fact that there are dif-
ferences between the PMIP3-CMIP5 and PMIP4 simulations
away from the Laurentide Ice Sheet, in particular over the
Southern Ocean, where the jet stream is also located more
poleward in the PMIP4 than the PMIP3 simulations. Sensi-
tivity experiments using the PMIP3-CMIP5 ice sheets with
PMIP4 models, as planned in the PMIP4 LGM experiment
protocol (Kageyama et al., 2017), should help resolve the
question of whether differences in model treatment or bound-
ary conditions are responsible for the differences in atmo-
spheric circulation between the two ensembles.

The extent of the NADW cell (identified in Fig. 4 by
the depths for which the Atlantic meridional overturning
streamfunction at 30◦ N is positive) simulated by PMIP4
models is very similar for LGM and PI, except for iLOVE-
CLIM and IPSLCM5A2, which show a very large deepening
of the NADW cell for LGM (Fig. 4). Two of the PMIP4-
CMIP6 models (INM-CM4-8 and MIROC-ES2L) show a
deep NADW cell reaching the ocean floor in the North At-
lantic, whereas five of the PMIP4-CMIP6 models (MPI-
ESM1.2, UoT-CCSM4, AWIESM2, CESM1.2, HadCM3)
simulate a clear AABW in the North Atlantic. UoT-CCSM4
and CESM1.2 even shows a shallowing of the NADW cell
for LGM. The intrusion of AABW cell (defined by nega-
tive values in the Atlantic meridional overturning stream-
function at 30◦ N) into the North Atlantic was shown by
some of the PMIP3-CMIP5 simulations (CCSM4, MPI-
ESM-1.0P) but not as much as the PMIP4 simulations (AW-
IESM2, CESM1.2, MPI-ESM-1.2, UoT-CCSM4 and the
three HadCM3 simulations, Fig. 4 and Muglia and Schmit-
tner, 2015). Five of the PMIP3-CMIP5 models produced
a NADW cell reaching the ocean floor in the North At-
lantic and only two had extensive AABW. The maximum
strength of the NADW cell itself strengthens in all of the
PMIP4 simulations by as much as 11 Sv for IPSLCM5A2.
This strengthening is consistent with PMIP3-CMIP5 results
and is likely to be associated with the vigorous surface wind
over the northern North Atlantic (Muglia and Schmittner,
2015; Sherriff-Tadano and Abe-Ouchi, 2020) and the closure
of the Bering Strait (Hu et al., 2015). The strength of the
AMOC reduces south of 30◦ N in UoT-CCSM4 (see Sup-

plement Fig. S2). iLOVECLIM performed simulations of
LGM with two different ice-sheet reconstructions (ICE6G,
GLAC1D) and shows a weaker NADW cell in GLAC-1D
than that produced by ICE-6G_C (Fig. 4). This weakening
is likely to be associated with a lower topography of the ice
sheet of GLAC1D (e.g. Zhang et al., 2014). On the other
hand, HadCM3 was used with the PMIP3, ICE-6G_C and
GLAC-1D ice sheets, and the results in terms of AMOC are
very similar for the ICE-6G_C and GLAC-1D ice sheets, for
which the AMOC slightly strengthens compared to PI, while
the AMOC is similar to the PI one for the simulation using
the PMIP3 ice sheet.

These circulation changes in the Atlantic Ocean are re-
flected in the total ocean heat transport (Fig. 5, bottom, the
PMIP4 results available for this analysis are from all sim-
ulations but the HadCM3 simulations). MPI-ESM1.2 sim-
ulates an increase in northward ocean heat transport at all
latitudes for the LGM compared to PI, while MIROC-ES2L
simulates an increase in this transport from 15◦ S to 60◦ N.
UoT-CCSM4 and CESM1.2 are the only models simulating a
decrease in northward heat transport over a significant range
of latitudes, from 50◦ S to 70◦ N, in the lgm run compared to
the piControl one. INCM4-CM4-8 simulates increased ocean
transport south of 20◦ N. IPSLCM5A2’s ocean transport de-
creases south of 30◦ S and between the Equator and 30◦ N
but significantly increases in the southern tropics. All PMIP4
models simulate an increase in northward atmospheric heat
transport, in the tropics and up to 50◦ N, in the lgm simula-
tion compared to piControl. MIROC-ES2L simulates an in-
crease up to 70◦ N (Fig. 5, middle). In summary, all models
simulate an increase, in their lgm run compared to piCon-
trol, in northward heat transport (Fig. 5, top) in the tropics
and northern midlatitudes, although in the UoT-CCSM4 and
CESM1.2 models the increase is confined between ∼ 10 and
50◦ N. This increase in northward heat transport in the tropics
and northern midlatitudes during the LGM as compared to PI
was also simulated by most PMIP3-CMIP5 models. Given
that the magnitude of the heat transport increase is similar
in the PMIP4 and PMIP3-CMIP6 simulations, the warmer
temperatures at high northern latitudes in the PMIP4-CMIP6
simulations cannot be due to differences in northward ocean
heat transport.

3.3 Hydrological cycle

The large-scale gradients in precipitation are similar in the
multi-model average of the PMIP4 LGM and PI simulations
(Fig. 6, top left), with maximum precipitation in the trop-
ics (Intertropical Convergence Zone (ITCZ) and monsoon
regions) and secondary maxima in the midlatitudes, corre-
sponding to the position of the North Pacific, North Atlantic
and Southern Ocean storm tracks. The PMIP4 models show a
decrease in precipitation between the LGM and PI in all these
high-precipitation areas (Fig. 6, bottom left and Fig. 7, top
left). There are some regions where precipitation increases
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Figure 4. Mean Atlantic Meridional Overturning Circulation (mean meridional stream function for the Atlantic Ocean at 30◦ N) simulated
by the PMIP3 and PMIP4 models for PI and LGM. Numbers in Sv indicate the LGM–PI anomaly in terms of maximum Atlantic meridional
overturning streamfunction. Numbers in metres indicate the LGM–PI anomaly in terms of NADW vertical extension, the NADW vertical
extent being defined here as the depths over which the mean meridional stream function for the Atlantic Ocean at 30◦ N is positive.

during the LGM compared to the PI: at least nine PMIP4
models (as shown by the areas which are not stippled) show
more precipitation over the subtropical Pacific Ocean and to
the south of the Laurentide Ice Sheet, over southern Africa
and over the Iberian Peninsula, and some simulate an in-
crease in precipitation over the northern and southern sub-
tropical zones in the Pacific and over the southern subtropical
zone in the Atlantic. However, the areas with decreased pre-
cipitation are much more extensive than areas with increased
precipitation, so zonal averages for the southern extratropics,
tropics and northern extratropics (Fig. 7) all show a decrease
in precipitation.

The broad-scale patterns of change in precipitation in the
PMIP4 simulations are similar to those found in the PMIP3-
CMIP5 simulations (Fig. 7, top left). However, the PMIP4
multi-model average is drier than the PMIP3-CMIP5 one
(Fig. 6) at the global scale as well as for the southern ex-

tratropics and for the tropics. It is similar for both ensembles
for the northern extratropics. The geographic patterning in
the precipitation changes between the PMIP4 and PMIP3-
CMIP5 ensembles (Fig. 6, top right) are complex, particu-
larly in the tropical where the wetter–drier–wetter pattern in
the meridional direction suggests differences in ITCZ rep-
resentation between the two generations of models. This is
confirmed by the same figure drawn for the PI (Fig. 6, bot-
tom right), which shows very similar patterns in the PMIP3
vs. PMIP4 anomalies. Both ensembles show a consistent
decrease in zonally averaged precipitation in the southern
and northern extratropics (Fig. 7). As for the mean annual
temperature, the simulated range of precipitation changes is
larger for PMIP4 ensemble compared to the PMIP3 one, ex-
cept for the northern extratropics for which both ensembles
show a similar range (Figs. 7 and 2).
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Figure 5. Meridional energy transport for the PI reference state (left-hand side) and LGM–PI anomaly (right-hand side). (a, b) Total energy
transport, (c, d) atmospheric energy transport, (e, f) oceanic energy transport.

Evapotranspiration patterns in the PMIP4 LGM and PI
simulations are characterised by maximum values in the sub-
tropics and decrease towards high latitudes. The models sim-
ulate a global decrease in LGM evapotranspiration relative
to the PI that strongly peaks over and around the North-
ern Hemisphere ice sheets (Fig. 8, left). These results are in
agreement with the broad patterns of the PMIP3-CMIP5 en-

semble, except for a stronger decrease in evaporation in the
northern North Atlantic, which corresponds to the larger av-
erage cooling in these regions in the PMIP4 ensemble com-
pared to the PMIP3 ensemble. As a result, net precipitation
(precipitation minus evapotranspiration) in the PMIP4 en-
semble is higher during the LGM than the PI in the extra-
tropics – particularly over the midlatitude eastern Pacific in
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Figure 6. (a, b) PMIP4-CMIP6 multi-model LGM mean annual precipitation in mm d−1. (c) PMIP4-CMIP6 multi-model LGM–PI mean
annual precipitation anomaly (mm d−1) with stippling showing areas where less than nine models agree on the sign of change. (b) Difference
between the PMIP4-CMIP6 and the PMIP3 multi-model means of the LGM mean annual precipitation (mm d−1). (d) Difference between
the PMIP4-CMIP6 and the PMIP3 multi-model means of the PI mean annual precipitation (mm d−1).

both hemispheres and over most of North America – with the
exception of the North Atlantic, where evaporation decreases
are more localised and do not compensate for the reductions
in precipitation (Fig. 8, right). This, together with colder tem-
peratures, could help explain why the PMIP4 models simu-
late a stronger AMOC at the LGM. Substantial reductions in
continental net precipitation only occur over tropical South
America and high-latitude regions, over the Labrador Sea
and its surrounding ice sheets, while Africa, Australia and
the midlatitude regions of Eurasia and the Americas see little
change or even increased net precipitation.

4 Data–model comparisons

The evaluation of the PMIP3-CMIP5 LGM simulations
showed that large-scale climate features, such as the ratio
of changes in land–sea temperature, high-latitude tempera-
ture amplification and precipitation scaling with temperature,
were broadly consistent with modern observations (Bracon-
not et al., 2012; Izumi et al., 2013; Harrison et al., 2014,
2015).

All PMIP3 and PMIP4 models simulate larger cooling
over land than over oceans, on average for the tropics and for
the globe. Figure 10 shows averages of model output sam-
pled at sites for which there are reconstructions compared
to the averages of the reconstructed values. Since the differ-
ent reconstructions do not cover the same sites, the averages
of the model values at reconstruction sites differ slightly for
each dataset. However, for all datasets, the multi-model rela-
tionship between the average cooling over land and that over
the ocean is approximately linear. Figure 10 allows a com-
parison between model output and reconstructions averaged

over land and over oceans, as well as a comparison of the
ratio of the land cooling over the ocean cooling. Although
the Cleator et al. (2020) dataset has a larger spatial coverage
than the Bartlein et al. (2011) dataset, there is no significant
difference between the two datasets for most of the temper-
ature variables across common grid cells (Fig. 9). However,
the new reconstructions have a reduced range at the warm
end, especially between 0 and 40◦ N, so that for the averages
over the tropics, most simulations are recorded as within or
warmer than the land-based reconstructions, while they are
within or colder than the Bartlein et al. (2011) reconstruc-
tions (Fig. 10, left-hand side). The results for the global aver-
ages are fairly consistent for both land-based reconstructions
(Fig. 10, right-hand side) but the uncertainty is smaller for the
Cleator et al. (2020) dataset. All in all, there are as many sim-
ulations within the range of globally averaged reconstructed
temperatures of Cleator et al. (2020) as that of Bartlein et
al. (2011) but the models outside this range tend to be on the
warm side for the Cleator et al. (2020) dataset and both on
the warm and cold sides for the Bartlein et al. (2011) dataset.

The reconstructions of the LGM–Late Holocene SST
anomalies provided by Tierney et al. (2020) are colder than
the MARGO reconstructions in the tropics, and although this
removes the apparent cold-bias shown by some simulations,
this results in some simulations falling outside the window of
reconstructed SSTs at the warm end. This is even more the
case if we compare the results to the data-assimilated prod-
uct from Tierney et al. (2020), which has a global coverage
(Fig. 10, left-hand side, bottom line). The results from this
latter dataset contrast the results from other global products,
as shown in Supplement Fig. S3. These other global datasets
(Annan and Hargreaves, 2013; Kurahashi-Nakamura et al.,
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Figure 7. Same as Fig. 1 for mean annual precipitation in mm yr−1.

2017; GLOMAP2020 from Paul et al., 2021) are all derived,
at least in part, from the MARGO Project Members (2009)
dataset, which might explain their overall consistency with
the averages estimated by MARGO Project Members (2009).
We have added the warmest estimate (GLOMAP2020) which
includes uncertainties in Fig. 10 to obtain a more complete
view of the available reconstructions as of 2020, keeping in
mind that the authors of the GLOMAP2020 reconstruction
estimate that it could be biased by 0.5 to 1.0 ◦C in the trop-
ics. The simulated mean annual surface air temperature de-
creases over the tropical oceans stand between these two ex-
tremes. This illustrates that model-related uncertainties are
comparable with the uncertainties raising from the multi-
ple approaches taken to reconstruct both the continental and
oceanic temperatures.

The ratio for the land–sea difference in changes in mean
annual temperature in the tropics in the PMIP4 simula-
tions is compatible with the ratio reconstructed from the
Bartlein et al. (2011) and MARGO Project Members (2009)
datasets. This is also the case if we consider the more re-
cent reconstructions by Cleator et al. (2020) and Tierney
et al. (2020), although the multi-model land–sea ratio ap-
pears to be smaller than that suggested by the reconstruc-
tions. This is the case for both the tropical and global av-
erages. However, it would not be compatible with a land–
sea contrast based on the Cleator et al. (2020) dataset and
the GLOMAP2020 dataset, even if the warm bias pointed by
its authors is taken into account. We are therefore left with
large uncertainties on the topic of LGM cooling over land and
oceans, from the reconstructions as well as from the models.
The uncertainties based on the ensemble of model results and
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Figure 8. Same as Fig. 2 for mean annual evaporation (left-hand side) and mean annual net precipitation (precipitation–evaporation, right-
hand side). All values are in mm d−1. Stippling shows areas where less than nine models agree on the sign of change.

on the ensemble of continental and marine reconstructions
are actually very similar.

The amplification of temperature changes at high north-
ern latitudes compared to the tropics is apparent over both
the land and the ocean domains, although the amplification
appears to be smaller in the new data syntheses (Fig. 11),
except of the Tierney et al. (2020) data-assimilated product.
For the ocean domain, this could reflect the influence of sea-
sonal production on the extratropical sites, with indicators
being more sensitive to summer changes or to changes in the
seasonal production cycle. Comparisons of the amplification
over land areas with the Bartlein et al. (2011) dataset sug-
gest that the simulated tropical cooling is too large in the
PMIP3-CMIP5 simulations, whereas the extratropical cool-
ing was both larger and smaller than that suggested by the re-
constructions in both ensembles. Simulated tropical temper-
atures are more consistent with or warmer than the Cleator et
al. (2020) reconstructions, suggesting that the apparent over-
estimation of tropical cooling in the PMIP3-CMIP5 simula-
tions over land may reflect the paucity of tropical data points
in Bartlein et al. (2011). However, the discrepancies between
the simulated and reconstructed extratropical land temper-
atures are still present: there are several PMIP3 and PMIP4
simulations that are much colder than the reconstructions and
many which are warmer than the reconstructions. Although
polar amplification is more muted over the ocean domain, the

comparisons show a similar picture to the land-based com-
parisons. Simulated tropical ocean temperatures are more
compatible with the Tierney et al. (2020) than the MARGO
Project Members (2009) synthesis. Simulated extratropical
temperature changes in the PMIP3-CMIP5 ensemble mean
are considerably colder than those shown by either of these
syntheses, but most tend to be on the warm side of the Tier-
ney et al. (2020) data-assimilated product.

The LGM climate is characterised by an increase in tem-
perature seasonality in extratropical regions, with larger
changes in winter than in summer (Izumi et al., 2013). This
is confirmed by the Cleator et al. (2020) reconstructions. In
general, this change in seasonality is reproduced by the mod-
els, although the ranges of PMIP4 results for winter are less
distinct from their summer counterparts than for the PMIP3
models. The multi-model average seasonality is, however, in-
creased for both ensembles. The simulated cooling in winter
temperature is smaller than that indicated by the Bartlein et
al. (2011) reconstructions (Fig. 12, top line). This is not the
case compared to the Cleator et al. (2020) reconstructions,
with which more models are in agreement, except for western
Europe, which remains a region of model–data discrepancy.
The magnitude of the summer cooling is more consistent be-
tween the PMIP4 simulations and the Cleator et al. (2020)
reconstructions than between the PMIP3 simulations and the
Bartlein et al. (2011) reconstructions in North America, Eu-

Clim. Past, 17, 1065–1089, 2021 https://doi.org/10.5194/cp-17-1065-2021



M. Kageyama et al.: The PMIP4 Last Glacial Maximum experiments 1079

Figure 9. Comparison of terrestrial climate variables from the combined Bartlein et al. (2011) and Prentice et al. (2017) dataset and from the
Cleator et al. (2020) reconstruction using data assimilation, averaged over 20◦ latitudinal bands. The variables are mean annual temperature
(MAT), mean temperature of the coldest month (MTCO), mean temperature of the warmest month (MTWA) and mean annual precipitation
(MAP). The orange boxplots show the results from the Bartlein et al. (2011) and Prentice et al. (2017) combined dataset, the dark blue
boxplots for the reconstructions by Cleator et al. (2020) at sites for which there are reconstructions in the combined dataset, and the green
boxplots show the results for the full reconstructions from Cleator et al. (2020).

rope and extratropical Eurasia. Finally, the North Atlantic
mean annual cooling simulated by the PMIP4 models spans
a larger range that of the PMIP3 ensemble. While the PMIP3
ensemble mean showed temperatures within or above the re-
constructed ranges from all oceanic datasets, the PMIP4 en-
semble average stands within the range of the reconstruc-
tions, with six individual models being within this range, four
above and three below. It is therefore quite difficult to deter-
mine the cause of the discrepancy in western Europe winter
temperatures, which was previously assigned to an underes-
timation of the North Atlantic cooling. Some of the PMIP4
simulations are in fact much colder over both the North At-
lantic and western Europe, and could be studied to further
disentangle this model–data disagreement.

Regional changes in the tropics (Fig. 12, bottom line) are
more muted than those in the northern extratropics, and sea-
sonality differences are small. We therefore base our com-
parisons on the mean annual temperature and mean annual
precipitation. Both PMIP3 and PMIP4 multi-model averages
underestimate MAT cooling over tropical America, which
is consistent for both reconstructions. More PMIP4 results
stand within the reconstructed range over tropical America.
Over tropical Africa, the PMIP3 models were broadly con-
sistent with the Barltein et al. (2011) reconstructed MAP
anomaly but underestimate this cooling if we refer to the

more recent Cleator et al. (2020) reconstructions. This is
also the case for the PMIP4 models, but four simulations
(IPSLCM5A2 and the three HadCM3 simulations) are now
within the reconstructed range. This is probably related to
the simulated tropical SSTs being colder in these simula-
tions. The reconstructed changes in tropical precipitation
over America are larger in the Cleator et al. (2020) dataset
than in Bartlein et al. (2011), and both PMIP3 and PMIP4
models underestimate the reconstructed drying (Fig. 12).
The PMIP4 models, however, all simulate the correct neg-
ative sign of the reconstructed precipitation change. There
is a large difference between the estimates of precipitation
change given by the Bartlein et al. (2011) and the Cleator
et al. (2019) datasets for tropical Africa, with the Cleator et
al. (2020) reconstructions reducing the drying reconstructed
by Bartlein et al. (2011). The ranges of PMIP3 and PMIP4
results are broadly similar over this region, and there are
the same number of models (four) within the reconstructed
range of Cleator et al. (2020), while no model result was
compatible with the Bartlein et al. (2011) reconstructions.
All other models underestimate the change or even simulate
an increase in precipitation. All in all, the simulated changes
in precipitation are therefore more consistent with the newer
dataset. Thus, there is no systematic improvement in the sim-
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Figure 10. LGM–PI mean annual temperature anomaly over land vs. LGM–PI mean annual temperature anomaly over oceans, averaged
over the tropics (30◦ S–30◦ N, left-hand side) and over the globe (right-hand side). The model output considered for the averages is taken
only on grid points for which there are reconstructions. The top plots are based on the reconstructions used to evaluate the PMIP3-CMIP5
models: the Bartlein et al. (2020) database and the MARGO (2009) SST reconstructions. The bottom plots are based on the most recent
reconstructions: Cleator et al. (2020) for terrestrial data and Tierney et al. (2020) for the SSTs.

ulation of tropical climates between the PMIP4 and PMIP3
ensembles.

The six data syntheses can be used to try and constrain
the global MAT change from LGM to PI. There is a good
correlation between the change in global average MAT over

the reconstruction grid points and computed taking all the
model grid points into account (Fig. 13). The idea here is
therefore to take advantage of this relationship to obtain
a range in the global MAT anomaly from the reconstruc-
tions. There are models with results below, within and above
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Figure 11. LGM–PI mean annual temperature anomaly over the northern extratropics (30–90◦ N) vs. over the northern tropics (0–30◦ N).
The model output considered for the averages is taken only on grid points for which there are reconstructions. The four panels are based on
the data syntheses of Bartlein et al. (2011) (a), MARGO Project Members (2009) (b), Cleator et al. (2020) (c) and Tierney et al. (2020) (d–e).

the average of all of the reconstructions, except MARGO
Project Members (2009) and GLOMAP2020, for which no
model simulates MAT LGM–PI anomalies above the recon-
structed range of values. Retaining only the models which
produce changes in MAT consistent with the reconstruc-
tions (and reconstruction uncertainty), the globally aver-
aged change in MAT is between −5.7 and −3.7 ◦C using
the Bartlein et al. (2011), between −6.7 and −4.6 ◦C us-

ing the Cleator et al. (2020) datasets, between −4.7 and
−3.3 ◦C for the Tierney et al. (2020) dataset and above
−3.9 and −4.4 ◦C for the MARGO Project Members (2009)
and GLOMAP2020 datasets, respectively. Taken altogether,
these estimates span a larger range than previous estimates,
which indicate changes in MAT of between 4 and 6 ◦C (An-
nan and Hargreaves, 2015; Friedrich et al., 2016).
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Figure 12. Data–model comparisons for North America (20–50◦ N, 140–60◦W), the North Atlantic Ocean (30–50◦ N, 60–10◦W), west-
ern Europe (35–70◦ N, 10◦W–30◦ E), extratropical Asia (35–75◦ N), tropical Americas (30◦ S–30◦ N, 120–60◦W), Africa (35◦ S–35◦ N,
10◦W–50◦ E) and tropical oceans (30◦ S–30◦ N). MTCO: mean temperature of the coldest month, MTWA: mean temperature of the warmest
month, MAT: mean annual temperature, MAP: mean annual precipitation, MATocean: mean annual temperature over the oceans. The error
bars for the reconstructions are based on the standard error given at each site: the average and associated standard deviation over the specific
area are obtained by computing 10 000 times the average of randomly drawn values in the Gaussian distributions defined at each site by the
reconstruction mean and standard error, taken as the standard deviation of the Gaussian. Uncertainty for the model results has been computed
based on the 10 000 randomly picked groups of 50 years which were averaged to obtain 10 000 estimates of the 50-year average for a specific
region and variable. These were so small that they do not appear on the plots.

5 Conclusions and perspectives

The results from the PMIP4 models differ from those of the
PMIP3 ensemble in several ways. The multi-model global
cooling is similar in both ensembles but the PMIP4 ensemble
range is larger, with four simulations showing colder results
than the coldest PMIP3 model. This feature mainly arises
from the Southern Hemisphere extratropics, and it is cur-
rently difficult to disentangle whether it is due to the PMIP4
model ensemble being largely different from the PMIP3 en-
semble or the changes in protocol from PMIP3 to PMIP4

(see also Zhu et al., 2021). The change in the ice sheets
appears to have an impact on atmospheric circulation over
North America and the North Atlantic. The AMOC increases
less in the PMIP4 than in the PMIP3 simulations, and the
depth of the NADW cell remains more stable, except for two
models, in contrast with more than half the models of the
PMIP3-CMIP5 ensemble, which simulated a large deepening
of this cell. This could be due to the changes in atmospheric
circulation over the North Atlantic, as well as changes in
the North Atlantic freshwater balance. Changes in precipi-
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Figure 13. Relationships between global mean temperature changes (x axis, average computed on all model points) and global mean
temperature changes for grid points where there are reconstructions (y axis, one plot per dataset). For each plot/dataset, the models whose
average falls in the range of the average of the reconstructions are marked by vertical dotted lines down to the x axis.

tation are generally similar for the PMIP3 and PMIP4 en-
sembles and characterised by less precipitation overall. Re-
duced evaporation due to colder temperatures partially com-
pensates for the reduction in precipitation, so that areas of
negative and significant LGM–PI anomalies in net precipita-
tion (i.e. precipitation minus evaporation) are larger than ar-
eas with positive LGM–PI precipitation anomalies. However,
both precipitation and net precipitation changes show large
spatial heterogeneity and different regional-scale patterns of
change between the PMIP4 and PMIP3 ensembles, which ap-
pears to be related to the performance of the model ensemble
for PI. Additional sensitivity experiments are needed to sep-

arate the effects of changes in model configuration and sen-
sitivity on general circulation features, such as the position
of the jet streams, from the effects of differences in bound-
ary conditions, such as the improved realism of the ice-sheet
configuration.

The PMIP4-CMIP6 ensemble confirms that the models
simulate large-scale thermodynamic behaviour common to
historical and future simulations, such as land–sea contrast
and polar amplification. The results from PMIP3 and PMIP4
align on the same relationships for these large-scale char-
acteristics of climate change. The new reconstructions of
Tierney et al. (2020) and Cleator et al. (2020) are in bet-
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ter agreement than with the reconstructions from Bartlein
et al. (2011) and MARGO Project Members (2009) used to
evaluate these features previously (Braconnot et al., 2012;
Izumi et al., 2013; Harrison et al., 2014, 2015) for the tropical
and global averages. However, global reconstructions of the
surface ocean temperatures, such as the Tierney et al. (2020)
data-assimilated product, the GLOMAP2020 data by Paul et
al. (2021) and the reconstructions by Annan and Hargreaves
(2013) and Kurahashi-Nakamura et al. (2017), show a wide
range of results in terms of tropical temperatures (from−1 to
−4 ◦C), which prevents firm conclusions on the model–data
comparisons based on such global reconstructions. Interest-
ingly, evaluating the uncertainty on tropical cooling from the
PMIP model ensemble on the one hand and from the ensem-
ble of continental and marine reconstructions on the other
yields very similar results.

The simulated global change in MAT averaged over all the
grid cells where reconstructions are available is well corre-
lated with the global average on all model grid points, pro-
viding a constraint on the value of the global LGM cooling
compared to PI. Using the terrestrial datasets as a constraint
indicates a global cooling between −6.7 and −3.7 ◦C, while
using Tierney et al. (2020) as a constraint indicates a global
cooling of −4.9 to −3.2 ◦C, and using the MARGO Project
Members (2009) and GLOMAP2020 datasets constrains the
global average to be above −3.9 and −4.4 ◦C, respectively.
The constrained range (−6.7 to −3.2 ◦C) is larger than pre-
vious estimates (−4 to −6 ◦C).

There is no obvious improvement in model performance at
a regional scale between the PMIP3 and PMIP4 ensembles.
In some cases (e.g. summer temperature over western Europe
and extratropical Asia), the PMIP4 ensemble demonstrates a
better ability to capture the changes depicted by the recon-
structions; in some others (e.g. winter temperatures over Eu-
rope, mean annual precipitation over tropical America), the
PMIP4 ensemble is still far from the reconstructed values.

Our analyses present a first picture of the PMIP4 LGM
experiments. Results from CMIP6 models with high climate
sensitivity have only recently become available (Zhu et al.,
2021) and will need to be considered in a full assessment of
the PMIP4-CMIP6 simulations. Sensitivity experiments, for
example, to different ice-sheet configurations, are needed to
disentangle the impact of model improvements from those
related to using more realistic boundary conditions. Addi-
tional planned simulations will also help to disentangle the
impacts of changes in vegetation and aerosol loading on the
LGM climate. A more systematic evaluation of the simu-
lated climates, using a wider range of paleoenvironmental
data, will be helpful in understanding why there are persis-
tent mismatches between the simulations and reconstructions
at a regional scale. Nevertheless, this preliminary analysis
demonstrates the utility of the PMIP4-CMIP6 simulations in
addressing questions about the response of climate to large
changes in forcing and illustrates the need to investigate the
causes of inter-model differences in these responses.

Data availability. The data shown in this paper can be found
on the IPSL repository (https://doi.org/10.14768/de241ea7-
4c3d-4b56-8140-5de6940903be, Kageyama, 2021.). The results
from the PMIP3-CMIP5 and PMIP4-CMIP6 models can be
found on the ESGF (Earth System Grid Federation) website. In
particular, the CMIP6 lgm runs have the associated DOIs: AWI-
ESM-1-1-LR: https://doi.org/10.22033/ESGF/CMIP6.9330
(last access: February 2020, Shi et al., 2020); INM-
CM4-8: https://doi.org/10.22033/ESGF/CMIP6.5075 (last
access: August 2019, Volodin et al., 2019a); MIROC-
ES2L: https://doi.org/10.22033/ESGF/CMIP6.5644 (last
access: June 2019, Ohgaito et al., 2019); MPI-ESM1-2-
LR: https://doi.org/10.22033/ESGF/CMIP6.6642 (last ac-
cess: July 2019, Jungclaus et al., 2019). The associated
piControl simulations have the following DOIs: AWI-
ESM-1-1-LR: https://doi.org/10.22033/ESGF/CMIP6.9335
(last access: February 2020, Danek et al., 2020); INM-
CM4-8: https://doi.org/10.22033/ESGF/CMIP6.5080 (last
access: June 2019, Volodin et al., 2019b); MIROC-ES2L:
https://doi.org/10.22033/ESGF/CMIP6.5710 (last access:
August 2019, Hajima et al., 2019); MPI-ESM1-2-LR:
https://doi.org/10.22033/ESGF/CMIP6.6675 (last access: July
2019, Wieners et al., 2019).
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a b s t r a c t

There is compelling evidence that millennial climate variability of the last glacial period was associated
with significant changes in the Atlantic Meridional Overturning Circulation (AMOC). Several North
Atlantic sedimentary Pa/Th records indicate a consistent and large Pa/Th increase across millennial-scale
events, which has been interpreted as considerable reduction in North Atlantic Deep Water (NADW)
formation. However, the use of sedimentary Pa/Th as a pure kinematic circulation proxy is challenging
because Pa and Th are also highly sensitive to changes in particulate flux intensity and composition that
might have occurred across these millennial scale events. In this study, we use the Pa/Th enabled iLO-
VECLIM Earth System Model of intermediate complexity to evaluate the impact of changes in biogenic
particle flux intensity and composition on the Atlantic Pa/Th. We find that in our model, changes in
Particulate Organic Carbon (POC), and to a lesser extent biogenic opal production, can significantly affect
the sedimentary Pa/Th, possibly explaining up to 30% of the observed North Atlantic Pa/Th increase
across Heinrich stadial 1. The sedimentary Pa/Th response is also likely sensitive to shifts in the
geographical distribution of the particles, especially in high scavenging regions. Our study suggests that a
decrease in opal production in the northwest Atlantic can induce a far field Pa/Th increase in a large part
of the North Atlantic basin. Therefore, local monitoring of particle fluxes may not be sufficient to rule out
any influence of changing particle fluxes on sedimentary Pa/Th records.

© 2020 Elsevier Ltd. All rights reserved.

1. Introduction

There is compelling evidence that the millennial-scale climate
variability of the last glacial period was associated with significant
changes in the Atlantic Meridional Overturning Circulation (AMOC)
(see (Lynch-Stieglitz, 2017) for a review). The most prominent
millennial scale climate events are Heinrich stadials, which corre-
spond to cold North Atlantic periods associated with massive

iceberg discharges (see (Hemming, 2004) for a review). The most
widely accepted hypothesis to account for the North Atlantic
cooling during those stadials involves a reduced poleward heat
transport caused by a weakening or shutdown of the AMOC (e.g.
(Rahmstorf, 2002)).

Among available proxies, one of the most valuable to recon-
struct past changes in AMOC strength is the (231Paxs,0/230Thxs,0),
which corresponds to the activity ratio of 231Pa (Pa hereafter) and
230Th (Th hereafter) derived from water column scavenging
(subscript “xs”) at the time of the deposition (subscript “0”) -
hereafter simply noted Pa/Th. The two isotopes are produced ho-
mogeneously in the water column by decay of their parent U* Corresponding author.
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isotopes at a known and constant ratio, called the production ratio,
which is equal to 0.093 (dpm/dpm). The dominant ocean sink of Pa
and Th is particle scavenging, while radioactive decay plays a
smaller role due to their relatively long half-lives (32 760 years for
Pa and 75 380 years for Th). As Pa and Th have distinct particle
reactivities, and thus different residence times in thewater column,
the oceanic circulation can influence the sedimentary Pa/Th ratio.
Th is more rapidly scavenged and transferred to the sediments than
Pa because of its higher particulate reactivity. Hence, its residence
time in the water column (10e40 years (Henderson and Anderson,
2003),) is shorter than that of Pa (50e200 years). Therefore, Pa can
be transported further by ocean circulation than Th. It is estimated
that about 26% of the Pa (and only 4% of the Th) produced in the
North Atlantic is transported southwards, out of the Atlantic basin,
in the modern ocean (Deng et al., 2018). The excess Pa is transferred
to the sediments in the Southern Ocean, rich in opal, which is
known to be a strong scavenger for Pa (Chase et al., 2002; Walter
et al., 1997). The sedimentary Pa/Th in North Atlantic cores is
therefore lower than the production ratio and any increase towards
the production ratio results for a large part from a reduction in
southward Pa advection by the AMOC. The use of Pa/Th as a kine-
matic circulation proxy only holds for the Atlantic basin where Pa
transport by ocean circulation is dominant over particle-related Pa
transport across the particle flux gradients.

A recent Pa/Th compilation over the last deglaciation (Ng et al.,
2018) showed a consistent Pa/Th increase of roughly 0.03 Pa/Th
units in the North Atlantic during Heinrich stadial 1 (McManus
et al., 2004; Mulitza et al., 2017; Ng et al., 2018). This has been
interpreted as an indication of a possible complete AMOC shut-
down (off-mode).

However, the use of Pa/Th as a kinematic circulation proxy has
been debated (e.g. (Lippold et al., 2012b, 2011, 2009), on the basis
that the Pa/Th ratio is not only controlled by circulation strength
but also by particle scavenging. Pa and Th scavenging efficiencies
and affinities for different sediment components have been inten-
sively studied (e.g. (Chase et al., 2003, 2002; Luo and Ku, 2004,
1999)), recently taking advantage of the GEOTRACES water column
database (Hayes et al., 2015b). It has been shown that changes in
the particle flux intensity and/or composition can significantly in-
crease or decrease the residence time of Pa, and to a lesser extent
that of Th (Chase et al., 2003, 2002; Luo and Ku, 2004). As a
consequence, Pa and Th can be transported from lowparticle flux or
low scavenging areas to high particle flux and/or high scavenging
areas (across the particle fluxes gradients), which is usually referred
to as the boundary scavenging effect (Anderson et al., 1983;
François, 2007) and can ultimately modify the sedimentary Pa/Th
ratio.

Even if quantitative estimates are still lacking, substantial
changes in marine productivity and subsequent changes in both
particle composition and flux intensity have been evidenced across
the millennial-scale events of the last glacial, from both paleo data
(e.g. (Cartapanis et al., 2018, 2016; Kienast et al., 2016)) and
modelling studies (e.g. (Mariotti et al., 2012; Menviel et al., 2008;
Schmittner, 2005). It has also been proposed that a switch in pre-
dominant plankton types from diatom-dominated assemblages (i.e.
opal producers) to coccolithophore-dominated assemblages (i.e.
CaCO3 producers) could have occurred at low latitudes in relation to
changes in the environmental conditions (Brzezinski et al., 2002;
Matsumoto et al., 2002). The impact of particle composition on the
paleo Pa/Th records has been previously assessed indirectly by
analyzing the sediment composition (e.g. (B€ohm et al., 2015;
Gherardi et al., 2009; Lippold et al., 2012a). These analyses mostly
focused on the evolution of the sedimentary opal content as opal is
known to strongly affect Pa scavenging. A few recent studies also

assessed the evolution of the detrital particle flux and its impact on
sedimentary Pa/Th (Burckel et al., 2015; Missiaen et al., 2018;
Waelbroeck et al., 2018). Generally, the Pa/Th signal has been
considered to be mainly driven by circulation changes if 1) the
reconstructed sedimentary opal fluxes are lower than an empirical
threshold deduced from observations (see (Lippold et al., 2012a)),
and/or 2) there is no significant correlation between the recon-
structed particle fluxes and the Pa/Th over the considered time
period (e.g. (B€ohm et al., 2015; Burckel et al., 2015; Waelbroeck
et al., 2018). This approach has several major limitations: 1) the
sediment content only represents the preserved particles, which
may differ significantly from the export particle production at the
deposition time due to changes in remineralization intensity (e.g.
(Dunne et al., 2007)) or postdeposition dissolution (Farrell and
Prell, 1989; Le and Shackleton, 1992; Richaud et al., 2007;
Stephens and Kadko, 1997); 2) only the impact of opal fluxes vari-
ations has been systematically investigated although Pa and Th are
transferred to the sediments by at least 3 other particles types (POC,
CaCO3 and lithogenic); 3) though it has been acknowledged that
strong particle flux gradients can induce Pa and Th transport across
sub-basins (also called « boundary scavenging » (François, 2007)),
the particle composition and flux intensity evolutions have been
investigated at the considered core sites only, without taking into
account any influence of neighboring or regional productivity
changes. The latter could indeed induce changes in Pa or Th con-
centrations at the considered core site location and therefore bias
the sedimentary Pa/Th circulation signal. Such biases have been
predicted in theory (François, 2007) and references therein) and
confirmed by sensitivity experiments in modelling studies (e.g.
(Lippold et al., 2012a; Luo et al., 2010).

Because Pa/Th is a complex but valuable proxy of circulation
strength, Pa and Th scavenging has been included into several
models of varying complexity over the last decades, with the aim to
better understand its behavior. The simplest versions consist in 1D
box models (e.g. (Nozaki et al., 1981; Roy-Barman, 2009) and
zonally averaged 2D models (Luo et al., 2010; Marchal et al., 2000).
More complex studies include a 3D set-up in coarse resolution
models (Henderson et al., 1999) and with simplified particle rep-
resentation (Siddall et al., 2007, 2005). The latest developments
consider more sophisticated and interactive particle representa-
tions in state-of-the-art climate models (Gu and Liu, 2017; van
Hulten et al., 2018), and models of intermediate complexity
(Missiaen et al., 2020; Rempfer et al., 2017). Some models also
include parametrizations to account for the impact of high
magnitude coastal fluxes and bottom sediment remobilization on
Pa and Th scavenging (Rempfer et al., 2017). These models offer the
opportunity to improve our understanding of Pa and Th behavior
with respect to circulation and particle changes. To date, some
sensitivity experiments have been performed to investigate the
impact of the equilibrium partition coefficient (e.g. (Gu and Liu,
2017; Siddall et al., 2005; van Hulten et al., 2018) and circulation
changes (Gu and Liu, 2017; Missiaen et al., 2020; Rempfer et al.,
2017; Siddall et al., 2007) but little has been done to investigate
the impact of changes in particle flux intensity and composition on
the sedimentary Pa/Th ratio with a 3D model. While (Lippold et al.,
2012a; Luo et al., 2010) tested the impact of particle flux changes in
a 2Dmodel framework (Siddall et al., 2007), described the impact of
halving and minimizing the total particle fluxes (POC, CaCO3 and
opal) in a hosing experiment with a focus on the North Atlantic. To
date there has been no comprehensive study assessing the impact
of changes in individual particle composition and fluxes.

In this study, we use the Earth System model of intermediate
complexity iLOVECLIM to 1) better constrain the role of biogenic
particles on sedimentary Pa/Th ratio in a 3D perspective and 2)
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assess the potential impact of large-scale past changes in global
particle fluxes on paleo Pa/Th records.

2. Methods

2.1. iLOVECLIM Pa/Th module

We use the Earth System model of intermediate complexity
iLOVECLIM, which is a fork development of the LOVECLIM model
(Goosse et al., 2010). iLOVECLIM includes modules representing the
atmosphere (ECBilt), the ocean (CLIO), the sea ice, and the land
vegetation (VECODE). The ocean component (CLIO) consists of a
free-surface primitive equation ocean model with a resolution of
3� � 3� (corresponding to 120 longitudinal and 65 latitudinal grid
cells) and 20 depth layers. A module computing the evolution of
dissolved and particulate 230Th and 231Pa in the ocean has been
recently added and is fully described in (Missiaen et al., 2020). This
Pa/Th module explicitly computes the input of Pa and Th from U
decay, their radioactive decay, and their removal by particle scav-
enging (i.e. adsorption/desorption and particle settling) following
the Bacon and Anderson reversible scavenging model (Bacon and
Anderson, 1982). In line with other modelling studies (Gu and
Liu, 2017; Rempfer et al., 2017) and for simplicity, we have only
considered biogenic particles in this study. Nevertheless, the
lithogenic particles have been found to have high scavenging effi-
ciencies on Pa and Th (Hayes et al., 2015b), and to potentially
represent a significant amount of the total particle fluxes (Conte
et al., 2001), or to form nepheloid layers that affect the Pa and Th
behavior at the bottom of the oceans (Costa et al., 2020), and would
therefore deserve to be considered in future studies. We consider a
single particle size class and three different biogenic particle types:
biogenic opal, particulate organic carbon (POC), and calcium car-
bonate (CaCO3). Like in other Pa/Th models (Gu and Liu, 2017;
Rempfer et al., 2017; Siddall et al., 2007, 2005), the particles are
given a uniform settling speed of 1000 m/y, in agreement with
previous estimations (Anderson et al., 2016; Gdaniec et al., 2018;
Krishnaswami et al., 1976). The Pa/Th module is not coupled to
iLOVECLIM’s biogeochemical model because iLOVECLIM does not
simulate the oceanic Si cycle. The Pa/Th module therefore does not
use prognostic particle fluxes in this study. Instead, the model uses
prescribed and fixed 3D particle fields obtained from a preindus-
trial simulation with the Ocean General Circulation Model (OGCM)
NEMO-PISCES. These fields have been described and validated
against observations. In particular, it has been acknowledged that
while the CaCO3 and POC concentrations are generally under-
estimated, the opal concentrations are overestimated, in particular
on the western margin along the American coast (see (van Hulten
et al., 2018) for details). iLOVECLIM computes the transport
(advection and diffusion) of the four tracers (i.e. the dissolved and
particulate Pa and Th). The scavenging coefficients used in iLOVE-
CLIM are presented in Table 1 and are discussed in more detail in
(Missiaen et al., 2020). The simulated dissolved and particulate Pa
and Th patterns as well as sedimentary Pa/Th have been evaluated
against the recent GEOTRACES observations (Deng et al., 2014;

Hayes et al., 2015a, 2015b) and a core-top compilation (see (van
Hulten et al., 2018) and references therein). The model perfor-
mance in simulating the water column and sedimentary Pa and Th
is comparable to state-of-the-art ocean circulation models (see
(Missiaen et al., 2020). Our model is computationally efficient, able
to simulate 800 years of Pa and Th evolution in about 24 h.

Kdði;jÞ ¼ si;j � ws � rsw
MðiÞ � kdesorp

where Kd(i,j) is the partition coefficient for isotope i (Pa or Th) for
particle type j (POC, CaCO3 or opal), si;j are the scavenging effi-
ciencies for isotope i of particle j that are obtained after model
optimization as described in (Missiaen et al., 2020), ws is the
settling speed, Kdesorp is the desorption coefficient considered
constant and equal to 2.4 y�1, M(i) is the molar mass of particle type
i (i.e. 12 g mol�1 for POC, 100.08 g mol�1 for CaCO3 and 67.3 g mol�1

for opal) and rsw is the mean density of sea water (constant and
fixed to 1.03 106 g m�3).

2.2. Experimental design

The model was first equilibrated for 5000 years (control run)
under PI boundary conditions with control particle fields as
described in (Missiaen et al., 2020; van Hulten et al., 2018). In order
to investigate the potential impact of large-scale changes in particle
flux intensity and composition on the sedimentary Pa/Th, we
perform ten idealized sensitivity experiments inwhich we vary the
prescribed particle fields under pre-industrial (PI) boundary con-
ditions (Table 2). The idealized sensitivity experiments are run for
1000 years each, and the particle flux fields (i.e. concentration
times settling speed) are globally increased or decreased by
multiplying the particle concentrations by a fixed factor (i.e. pre-
serving the regional patterns of the PI control particles, and keeping
the settling speed constant) as described in Table 2. The particle
forcing is shown in Fig. 1. Given that the residence time of Pa and Th
in the ocean have been estimated to be about 200 and 40 years
respectively (Henderson and Anderson, 2003), the duration of our

Table 1
Scavenging coefficients in iLOVECLIM.

a) Sigma coefficients (as parametrized in iLOVECLIM)
s_Pa_CaCO3 s_Pa_POC s_Pa_opal s_Th_CaCO3 s_Th_POC s_Th_opal

1.87 1.55 7.62 76.83 5.47 3.77

b) Kd equivalents (see (Missiaen et al., 2020))
Kd_Pa_CaCO3 Kd_Pa_POC Kd_Pa_opal Kd_Th_CaCO3 Kd_Th_POC Kd_Th_opal

8.01 Eþ06 5.53 Eþ07 4.86 Eþ07 3.29 Eþ08 1.96 Eþ08 2.40 Eþ07

Table 2
Particle flux forcing applied in sensitivity experiments under PI boundary
conditions. The particle fluxes have been altered globally by changing the particle
concentration, keeping the settling speed at 1000 m/y. Twice the PI flux is denoted
CTRLx2, half the PI flux is denoted CTRL_2.

Simulation name POC CaCO3 Opal

CTRL CTRL CTRL CTRL
All_x2 CTRL x2 CTRL x2 CTRL x2
All_2 CTRL/2 CTRL/2 CTRL/2
Opal_x2 CTRL CTRL CTRL x2
Opal_2 CTRL CTRL CTRL/2
CaCO3_x2 CTRL CTRL x2 CTRL
CaCO3_2 CTRL CTRL/2 CTRL
POC_x2 CTRL x2 CTRL CTRL
POC_2 CTRL/2 CTRL CTRL
Opal_2_CaCO3_x2 CTRL CTRL x2 CTRL/2

L. Missiaen et al. / Quaternary Science Reviews 240 (2020) 106394 3



sensitivity simulations is sufficient to reach equilibrium as shown
in previous studies (Missiaen et al., 2020; van Hulten et al., 2018).
We then compare the last 100 years of each simulation with 100
years of the PI control simulation.

It has been suggested that changes in environmental conditions
during episodes of past climate change (such as the last deglacia-
tion) might have triggered a switch between dominant plankton
assemblages (namely between diatoms that produce biogenic silica
and coccolithophores that mostly produce CaCO3 (Brzezinski et al.,
2002; Matsumoto et al., 2002)). The hypothesis states that silicic
acid might have been transported towards lower latitudes where it
would have enhanced diatomproductivity under glacial conditions,
knowing that silicic acid availability is a limiting nutrient at low
latitudes today. During the last deglaciation, the diatom produc-
tivity might therefore have decreased at low latitudes, while the
coccolithophore productivity might have increased, as a result of
changes in temperature as well as nutrient (and in particular Si)
availability. This might have changed the water column CaCO3/opal
rain ratio, consistent with large marine ecosystem reorganizations
across climatic transitions suggested by modelling studies (e.g.
(Bopp et al., 2005; Marinov et al., 2010)). In addition, lower CaCO3
burial rates despite higher sediment accumulation rates (105% of
the Holocene mass accumulation rate) have been reported during
the Last Glacial Maximum (LGM) (Cartapanis et al., 2018). Although
post depositional dissolution cannot be excluded, these results are
consistent with reduced coccolithophore production at the LGM.

Here, we test the impact of such plankton assemblage changes by
globally increasing the CaCO3 concentrations and decreasing the
opal concentrations by a factor of 2 assuming that the total pro-
ductivity (POC) concentration remained constant.

The Pa and Th fluxes to the sediment presented in this study
correspond to the Pa or Th activity in the bottom ocean grid cell
(deepest flooded grid cell) multiplied by the uniform particle
settling speed of 1000 m/y.

Under PI boundary conditions, the simulated AMOC in iLOVE-
CLIM is about 17 Sv with interannual and decadal variability of ± 2
Sv. To account for this variability, we tested the significance of the
changes due to particle modifications as follows. We define the
natural variability of the sedimentary Pa/Th as its variance (2
sigma) evaluated over the last 100 years of the PI control simula-
tion. Then, we evaluate the significance of the anomaly between
the average sedimentary Pa/Th in a perturbed simulation and in the
control run over the 100 final years of the simulation. An anomaly is
considered to be significant if it exceeds the natural variability (i.e.
anomaly >4 sigma).

3. Results

3.1. Pa and Th scavenging in iLOVECLIM under control PI conditions

Before analyzing the impact of changes in particle flux intensity
and composition, we start by describing the scavenging of Pa and

Fig. 1. Particle forcing. Percentage of each particle type obtained by integrating the considered particle concentrations over the water column and normalizing by the sum of the
integrated concentrations of all particles (CaCO3 þ opal þ POC ¼ 100%) for each grid-cell for a) CaCO3, b) opal and c) POC. All particle fields used in this study are derived from a
preindustrial simulation performed with NEMO-PISCES (van Hulten et al., 2018) (see methods). The white dots represent the locations of cores with available Pa/Th time series
covering Heinrich stadial 1 (Ng et al., 2018). Zonally averaged Atlantic particle profiles expressed as particle fluxes (mmol/m2/y) for d) CaCO3, e) opal and f) POC. The blue lines
represent the average profile between 50�S and 60�S, the orange lines represent the average profile between 30�S and 60�N. The dashed lines represent the particle forcing profiles
for halved concentrations. The export particle fluxes at 75 m are presented in Figure S1.
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Th in the control PI run. We define the normalized Pa and Th flux to
the sediments as the ratio of the Pa and Th buried in the sediments
to the local production in the overlying water column. In the
absence of any Pa or Th transport, the Pa and Th burial would equal
the production in the corresponding overlying water column.
Therefore, when the normalized fluxes are different from 1, they
indicate the extent of Pa and Th transport in the Atlantic either
related to the deep circulation or to the particle gradients (Fig. 2).
The normalized flux to the sediments ranges between 0.5 and 1.4
for Th (median ¼ 1 (as expected), 1 sigma ¼ 0.34) while it ranges
between 0.3 and >2 for Pa (median ¼ 1 (as expected), 1
sigma ¼ 0.76), highlighting that a larger proportion of the Pa is
transported within the Atlantic basin compared to Th. The simu-
lated normalized Pa and Th fluxes display a common geographical
pattern. The two isotopes are preferentially buried in the sediments
along the North American continental margin (between 30�N and
50�N), off the Argentinian coast (between 20�S and 60�S) and off
the African coast. Pa is also effectively buried in the Southern Ocean
opal belt (between 40�S and 60�S), which is consistent with the
transport of Pa from the North Atlantic to the Southern Ocean by
the AMOC (Walter et al., 1997). The two isotopes also tend to be
transported away from the basin interior (i.e. in the two subtropical
gyres - ~10�N to 40�N and ~10�S to 40�S)).

Overall, the regions of effective Pa and Th burial correspond to
regions where marine productivity is active and produces large
fluxes of biogenic particles (Fig. 2 - Figure S1). In such regions,
dissolved Pa and Th are rapidly adsorbed onto the particles because
of the high particle fluxes and are actively transferred to the sedi-
ments. Consistently, there is a deficit of dissolved Pa and Th, which
is dynamically altered by eddy advection and diffusion.

3.2. Impact of globally uniform changes in particle fluxes

In this section we describe the impact of globally uniform
changes in particle fluxes on Pa and Th scavenging under PI
boundary conditions (see methods). As we obtain quasi symmetric
responses for the doubling and halving of particle concentrations,
we only discuss the case of reduced particle concentrations. The
results of experiments where particle concentrations were doubled
are shown in the supporting information (Figures S2, S3 and S5).

3.2.1. Dissolved Pa and Th
Although dissolved Pa and Th activities (hereafter simply

designated by dissolved Pa and Th) are not accessible in the paleo-
records, their spatial distribution provides insights into the particle
type that most effectively scavenges Pa and Th to the sediments in
different sub-regions of the Atlantic basin.

As expected, a decrease in the total particle flux (all_2) leads to
an increase in dissolved Pa and Th across the entire Atlantic basin,
because less Pa and Th is being scavenged and removed from the
water column by particles (Fig. 3). In ourmodel, halving the particle
content in the whole water column roughly doubles the dissolved
Pa and Th activities, suggesting a quasi linear response of the dis-
solved phase (Fig. 3). The magnitude of the changes in dissolved Pa
and Th is sensitive to the type of the altered particles, consistent
with the prescribed scavenging affinities (Table 1). Halving POC
concentrations (POC_2) increases both the dissolved Pa and Th by
~40% in most of the Atlantic basin. By contrast, changing the opal or
CaCO3 concentrations creates region specific responses. Halving the
opal concentration (opal_2) results in a 80% increase in dissolved Pa
in the Southern Ocean while dissolved Th is increased by ~15% in
the Southern Ocean and displays no significant change in the rest of
the basin. Finally, halving the CaCO3 concentrations (CaCO3_2)
leads to a 15% increase in dissolved Pa and a 50e60% increase in
dissolved Th concentrations in most of the Atlantic Ocean (Fig. 3).

We note that CaCO3 and POC are mostly present north of 40�S,
with POC being the most abundant particle (Fig. 1). In the Southern
Ocean, opal is the most abundant particle while POC and CaCO3

have very low concentrations. The geographical pattern of dis-
solved Pa and Th variations is closely correlated to particle distri-
bution: the highest changes in dissolved Pa and Th are observed in
high particle flux regions such as coastal areas and the Southern
Ocean opal belt (i.e. high scavenging intensity regions, see Section
3.1). Halving POC or CaCO3 concentrations leads to an increase in
dissolved Pa north 40�S, while halving opal concentrations in-
creases the dissolved Pa in the Southern Ocean and to a lesser
extent along the North American coastal margin (between 30�N
and 50�N) (Fig. 3). By contrast, decreasing CaCO3 concentrations
increases the dissolved Th north of 40�S while decreasing the opal
or POC concentrations increases the dissolved Th in the Southern
Ocean (Fig. 3).

Our simulations highlight that in our model Pa is mostly

Fig. 2. Pa and Th flux to the sediments normalized to the production in the overlying water column. a) Th flux/production b) Pa flux/Production i.e. ratio between the Pa or flux
to the sediment and the production in the overlying water column calculated in each grid cell. Values lower than 1 indicate that Pa and/or Th have been transported away. The areas
of high Pa and Th fluxes, in particular along the coast of North America (between ~30�N and 50�N), South America (~30�S �60�S) and the African coast, correspond to regions of
high particle fluxes (see Fig. 1).
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Fig. 3. Ratio between water column integrated dissolved Th and Pa activities ([Pa diss] and [Th diss]) of the corresponding perturbed simulations and the equivalent from the PI
control simulation (CTRL). Values equal to 1 indicate no change, values > 1 indicate more dissolved Pa and Th.
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transferred to the sediments by opal in the Southern Ocean as well
as off the North American coast (between 30�N and 50�N) where
our prescribed particle fields contain a relatively high amount of
opal. Elsewhere, Pa is transferred to the sediments by POC and to a
lesser extent by CaCO3. Th is the element that is most effectively
transferred to the sediments by CaCO3 in most of the Atlantic basin.
In the Southern Ocean, where there is less CaCO3, Th is scavenged
by opal and POCwith roughly the same efficiency. This is consistent
with the prescribed affinities of Pa and Th for the different particle
types (Table 1).

3.2.2. Sedimentary Pa/Th
In this section, we focus our analysis on the modelled sedi-

mentary Pa/Th, which corresponds in our simulations to the ratio of
the particulate Pa and Th in the deepest ocean grid cell (see
methods). We note that the spatial pattern of sedimentary Pa/Th
response is comparable to the spatial pattern of sedimentary Pa
(Figures S4 and S5), highlighting the driving role of Pa in the
sedimentary Pa/Th response. Contrarily to what we observed for
dissolved activities, halving the particle fluxes does not produce a
uniform Pa/Th change throughout the whole Atlantic. Instead, the
Pa/Th response to particle changes has an interesting geographical
pattern that we describe below for our different simulations (all_2,
opal_2, CaCO3_2 and POC_2). The results of the simulations in
which we multiply the particle fields by 2 are presented in the
supplementary material (Figure S3).

Decreasing the total particle concentration (all_2) decreases the
sedimentary Pa/Th by about 0.016 in most of the Atlantic basin
(Fig. 4). The magnitude of the Pa/Th decrease in coastal regions is
about twice as large as in the basin interior. In the Southern Ocean
and along the West African coast, decreasing the total particle
concentration induces a Pa/Th increase of 0.012e0.02 (Fig. 4). In
this simulation, less Pa is transferred to the sediments in the
Atlantic basin, leaving more Pa to be transported into the Southern

Ocean, where it is scavenged by opal. The same overall sedimentary
Pa/Th pattern is observed in the POC_2 experiment, with anomalies
of slightly lower amplitude: the Pa/Th decreases by about 0.012 in
the major part of the Atlantic basin and increases by about
0.01e0.018 in the South Atlantic, off the West African coast and off
the North American coast (between 30�N and 50�N). These changes
show that in our simulations POC is the main scavenger particle
type for Pa, except south of 40�S, in the Southern Ocean opal belt.
Interestingly, according to the scavenging coefficients (Table 1), Pa
affinity for POC is not particularly high, especially when compared
to its affinity for opal (i.e. Kd_Pa_POC is almost equal to Kd_Pa_o-
pal). But the scavenging intensity is driven by both the affinity and
the particle flux (i.e. particle concentration multiplied by the
settling speed). The high POC fluxes, which are 12e35 times higher
than the opal and CaCO3 fluxes (Fig. 1) in the Atlantic basin north of
40�S, explain the high sensitivity of Pa to changes in POC concen-
trations. Looking at the POC profiles (Fig. 1), we note that the high
concentrations are restricted to the first 300m and rapidly decrease
with depth. Our model therefore suggests that surface productivity
changes can significantly affect deep/sedimentary Pa/Th, high-
lighting the role of POC to effectively transfer the Pa produced in
the upper water column to deeper layers.

Though opal is only abundant in the Southern Ocean, a decrease
in opal concentration (opal_2) also produces significant sedimen-
tary Pa/Th changes with a slightly more complex geographical
pattern. The sedimentary Pa/Th decreases by 0.012e0.02 in the
South Atlantic (around 40�S) and off the North American coast
(between 30�N and 50�N). There is a minor decrease (around
0.008) along the equator between 10�S and 10�N. Elsewhere, and in
particular in the two subtropical gyres, which are depleted in opal,
the Pa/Th increases by about 0.01 (Fig. 4).

Finally, halving the CaCO3 concentrations (CaCO3_2) has the
least impact on sedimentary Pa/Th (<0.0008), with Pa/Th
increasing in the subtropical gyres and decreasing elsewhere. The

Fig. 4. Sedimentary Pa/Th response to forced global particle flux decrease. Sedimentary Pa/Th anomalies (sensitivities studies e PI control run). The areas inwhite did not display
significant changes compared to the natural variability (i.e. anomalies <4s e see methods). The changes in all/2 reflect the combination of changes in POC/2, opal/2 and CaCO3/2,
even if not clearly apparent on the figure as changes less than 4s are not shown.
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low impact of CaCO3 on Pa/Th is related to the low affinity of Pa for
this particle type (Table 1) and to low CaCO3 concentrations (Fig. 1).

To summarize, we have seen that in our simulations POC is the
dominant particle that transfers Pa to the sediments in the Atlantic
Ocean, while opal is the main scavenger in regions where NEMO-
PISCES simulated high opal concentrations, i.e. in the Southern
Ocean and along the North American continental margins (be-
tween 30�N and 50�N and around 40�S). CaCO3 has the smallest
impact on sedimentary Pa/Th, consistent with the low affinity of Pa
for CaCO3 (Table 1) and lower particle concentrations. Despite some
spatial variability, reducing the particle concentration tends to in-
crease Pa accumulation in the sediments of the open ocean and
subtropical gyres. Our study suggests that the sedimentary Pa/Th
response to a 50% particle concentration decrease i) exceeds the
natural Pa/Th variability under PI conditions, leading tomean Pa/Th
changes of 0.01, and ii) strongly depends on the particle fields and
their geographical distribution.

3.3. Impact of a change in phytoplankton type

In this section we analyze the results of a simulation where we
mimic a global change in plankton community at constant POC
production by halving the opal flux and doubling the CaCO3 flux
(see methods). This is informative on the respective role of the two
particle types in driving sedimentary Pa/Th changes in the different
regions of the Atlantic basin. In the opal_2_CaCO3x2 simulation,
sedimentary Pa/Th strongly decreases by 0.02 in the Southern
Ocean around 40�S and in particular in the southeastern Atlantic
basin (Fig. 5). Pa/Th also decreases along the American margin
(between 30�N and 50�N) by 0.015 and to a lesser extent between
20�S and the equator where the decrease is less than 0.01. Else-
where the sedimentary Pa/Th increases, in particular in the North
Atlantic between 0 and 40�N by about 0.01 and off the African coast
by up to 0.015 (Fig. 5). Overall, the sedimentary Pa/Th pattern in the
opal_2_CaCO3x2 simulation is similar to the pattern obtained in the
opal_2 simulation in the North Atlantic and in the Southern Ocean
(south of 40�S) and to the CaCO3x2 simulation in the equatorial
south Atlantic and along the African coast (between 40�S and 20�N)
(Fig. 5). The sedimentary Pa/Th is therefore mostly affected by
changes in opal flux in the North Atlantic and in the Southern
Ocean (south of 40�S), while it is predominantly affected by
changes in CaCO3 flux in the equatorial south Atlantic and off the
African coast (between 40�S and 20�N).

4. Discussion

4.1. Potential changes in particle fluxes across climatic transitions

There is compelling evidence of marked productivity changes
across climatic transitions (e.g. Jaccard et al., 2013; Kohfeld et al.,
2005) associated with variations of biogenic particles (POC,
CaCO3 and opal) production (e.g. Yamamoto et al., 2019) and burial
(Cartapanis et al., 2018, 2016). However, quantitative re-
constructions of changes in particle fluxes across climatic transi-
tions are currently limited by 1) the lack of Atlantic-wide
compilations of proxy-based reconstructions, 2) discrepancies be-
tween model outputs when different models are run under similar
boundary conditions (e.g. (Kageyama et al., 2013a, 2013b)). Despite
these limitations, both proxy data and climate models consistently
suggest a decrease in productivity in the North Atlantic while the
productivity might have increased slightly in the Southern Ocean
and in equatorial regions during Heinrich stadials (e.g. (Brown and
Galbraith, 2016; Mariotti et al., 2012 and references therein,
Martínez-García et al., 2014; Straub et al., 2013)). Modelling studies
(Brown and Galbraith, 2016; Mariotti et al., 2012) estimate that the
export productivity could have decreased by about 50% in the North
Atlantic during an Heinrich stadial. In this study we have explored
the impact of similar large-scale variations in export productivity
by doubling or halving the particle fluxes in our simulations.

4.2. Sensitivity of sedimentary Pa/Th to particles versus circulation
changes

A recent compilation of Pa/Th records covering the last degla-
ciation in the Atlantic basin (Ng et al., 2018) shows that most of the
northwest Atlantic cores display a marked ~0.03 Pa/Th units in-
crease between the LGM and Heinrich stadial 1. Such Pa/Th varia-
tions have also been observed for other millennial scale events (e.g.
B€ohm et al., 2015; Burckel et al., 2016, 2015; Waelbroeck et al.,
2018). Our sensitivity study shows that a 50% change in biogenic
particle flux intensity can lead to a variation in Pa/Th of ~0.01, which
corresponds to about 30% of the observed Pa/Th increase across
Heinrich stadial 1.

By comparison, in iLOVECLIM, a ~250 years AMOC shutdown
under PI boundary conditions causes a consistent Pa/Th increase of
about 0.03 in the northwest Atlantic (40�N - 60�N) between 2000
and 3000 m water depth (Missiaen et al., 2020). This is consistent

Fig. 5. Effect of a change in plankton community on the sedimentary Pa/Th. As on Fig. 4, sedimentary Pa/Th anomalies are represented (sensitivities studies e PI control run).
The areas in white did not display significant changes compared to the natural variability (i.e. anomalies <4s e see methods). Opal concentrations are halved, while CaCO3

concentrations are doubled and POC concentrations are maintained constant.
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with the simulated Pa/Th variations obtained in other model
studies (Gu and Liu, 2017; Rempfer et al., 2017; Siddall et al., 2007).
However, at the Bermuda Rise location (~34�N, 58�W, > 4300 m),
where the first Pa/Th time series has been obtained (McManus
et al., 2004), the Pa/Th increases by ~ 0.01 in iLOVECLIM, which is
less than the observed Pa/Th variation recorded at this location
across Heinrich stadial 1. However, this particular hosing experi-
ment is not an analogue to a Heinrich event, because the simulation
was integrated under preindustrial (not glacial) boundary condi-
tions, the freshwater was only added to the Nordic Seas, and the
AMOC was shut down for a relatively short duration (~300 years),
which is shorter than what is observed during Heinrich stadial 1
(>1000 years) (see (Missiaen et al., 2020)). In addition, the Bermuda
Rise lies in the transition zone between the coastal regionwith high
particle fluxes and the open ocean in iLOVECLIM (see Fig. 1),
complicating direct model-data comparison at this specific loca-
tion. The particle-induced Pa/Th variations simulated in this study
are therefore significant and of the same order of magnitude
(30e100%) than the simulated changes obtained during an AMOC
shutdown.

It is important to note that the amplitude of Pa/Th variations due
to a circulation slowdown was tested in iLOVECLIM with an AMOC
strength of ~17 Sv, but a rather shallowNADW (~2500m) compared
to observations (Lozier et al., 2019). As Pa concentrations typically
increase with depth (Henderson and Anderson, 2003), the depth of
NADWmay impact the southward transport of Pa in themodel. Any
change in the boundary conditions, such as for example the refer-
ence climate state (e.g. LGM), and subsequent changes in the
Atlantic water masses configuration, will also likely impact the
sensitivity of the sedimentary Pa/Th to changes in particle fluxes. In
line with previous studies, we find that in regions with sluggish
circulation (typically outside of the deep western boundary cur-
rent), the impact of particle fluxes variations (e.g. in coastal areas)
could have an even larger impact on sedimentary Pa/Th. Indeed, in
these regions, the particle-induced Pa transport is a dominant
process that can overcome the circulation-induced Pa transport (Gu
and Liu, 2017).

To date, attempts to achieve quantitative reconstructions of the
AMOC strength variations rely on fitting a Pa/Th enabled model to
observed Pa/Th variations from Atlantic sediment cores. However,
the skill of a Pa/Th model to predict the sedimentary Pa/Th
response to abrupt circulation changes depends on its ability to
capture the “right” balance between Pa and Th transport by
advection and Pa and Th transport induced by particle flux gradi-
ents (i.e. the scavenging regime). Future work is therefore needed
to further evaluate the sensitivity of iLOVECLIM and other Pa/Th
enabled models to circulation and particle fluxes changes.

4.3. Evaluation of the Pa and Th transport in iLOVECLIM

One way to further assess how Pa and Th are transported in a
model consists in analyzing the normalized Pa and Th fluxes to the
sediments i.e. the ratio between the fluxes to the sediments (par-
ticulate Pa and Th) and the local water column production (Fig. 1-
see section 3.1). Model studies first estimated that up to 30% of the
Th is transported and deposited away from the water column
where it has been produced (Henderson et al., 1999). A recent
analysis of the new GEOTRACES water column data revised this
estimate to ~40% (Hayes et al., 2015a), which was confirmed by the
recent review and compilation of 230Th sedimentary data of (Costa
et al., 2020). In other words, assuming that Th settles fast enough to
stay in the Atlantic basin, the ratio between the Th flux to the
sediments and the local water column production should range
between ~0.6 and 1.4. In iLOVECLIM, the range of normalized Th
flux is slightly wider (from ~0.4 to 1.6) in the PI control simulation,

meaning that Th transport (mostly by particle gradients) is likely
slightly overestimated. The normalized Th flux from different
models embedding Pa and Th has been shown to often resemble
the biological productivity pattern as observed here in iLOVECLIM.
However, while iLOVECLIM produces normalized Th fluxes rela-
tively close to 1, a larger range in normalized Th fluxes has been
evidenced in other models (Costa et al., 2020). Future work is
needed to evaluate how the scavenging regimes are represented
across different Earth system models embedding Pa and Th iso-
topes, as well as how the different model structures and parame-
trization choices influence the sedimentary Pa/Th.

4.4. Impact of far field changes in particle fluxes on Pa/Th records

Our sensitivity experiments highlight that the sedimentary Pa/
Th response has a geographical pattern that is tightly related to the
geographical distribution of the particles and the spatial distribu-
tion of high scavenging intensity areas. In regions where Pa and Th
are dominantly scavenged to the sediments by a certain particle
type, a greater flux of this particle type increases the Pa/Th ratio (as
expected). Where this particle type is not the dominant scavenger,
the opposite effect happens. When reducing the scavenging in-
tensity in a neighboring region, the Pa/Th is found to increase
outside the main scavenging areas as more Pa can escape from the
high scavenging areas and settle down in the open ocean sedi-
ments. In particular, our study suggests that an opal production
decrease off the North American coast (between 30�N and 50�N -
corresponding in our model to a high opal flux area) may induce a
significant Pa/Th increase in a large part of the North Atlantic basin,
where opal production is lowandwheremost of the available Pa/Th
records are located (Figs. 1e4). A decrease in the particle fluxes
results in an increase in the residence time of Pa and Th in thewater
column. The fact that in our model more Pa settles in the North
Atlantic when we decrease the particle fluxes globally is due to
reduced Pa scavenging along the American coast (between 30�N
and 50�N). The presence of opal in the North Atlantic undermodern
conditions is corroborated by modern observations (van Hulten
et al., 2018). Additionally, there is evidence in the sediments for a
North Atlantic opal belt (Lippold et al., 2012a; Seiter et al., 2004)
south of Iceland while in the model the North Atlantic opal belt is
located closer to the North American coast.

The fact that Pa can be burried in the North Atlantic sediments
when the general scavenging intensity decreases also suggests that
relatively low amounts of Pa are transported towards the Southern
Ocean in the central North Atlantic in our model. This may be
related to the relatively shallow NADW (lower boundary ~2500 m)
compared to observations, given that the highest concentrations of
Pa are generally found at greater depths and/or in regions with
sluggish circulation outside of the deep western boundary current.
Further work is needed to investigate the mechanisms of Pa
transport in other Pa/Th enabled models.

From the data side (Gherardi et al., 2009), reported an inverse
relationship between the reconstructed diatom flux (hence opal
flux) and the sedimentary Pa/Th in core MD95-2027 located in the
northwest Atlantic, which is consistent with our sensitivity
experiment results. The potential of changes in biogenic particle
fluxes and composition to increase the sedimentary Pa/Th ratio has
been largely acknowledged in the literature, with a particular
concern for opal, for which Pa has a very strong affinity (Chase et al.,
2002). The impact of potential changes in opal flux on sedimentary
Pa/Th has been assessed by different means. Some studies argued
that the opal content of the core(s) remained low (generally < 5 wt
%) throughout the studies time interval (B€ohm et al., 2015; Lippold
et al., 2016, 2012a). Other studies highlighted that there was no
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correlation between the Pa/Th and the 230Th-normalized opal flux
and/or 230Th-normalized diatom valves flux records in the sedi-
ment core (e.g. (Gherardi et al., 2009; Mulitza et al., 2017; Nave
et al., 2007). Our study confirms that in addition to the site-
specific particle flux variations, the basin-wide and/or regional
particle fluxes may have also impacted the paleo Pa/Th records.
Revisiting the available Pa/Th records would thus require an
extensive basin-wide evaluation of the particle flux evolution and/
or evaluation of the Pa budget in the Atlantic basin (Hayes et al.,
2014) throughout the deglaciation.

Finally, our sensitivity experiments with iLOVECLIM show that
uniform changes in particle concentrations affect the Pa/Th ratio
distribution differently depending on the particle type, and our
model suggests that changes in POCmay influence the sedimentary
Pa/Th ratio more than opal. From the observational side, changes in
POC concentrations have not been monitored along with the Pa/Th
time series, mostly because sedimentary POC content is prone to be
modified by post-deposition remineralization processes. In our
simulations, the high sensitivity of the sedimentary Pa/Th to POC
could potentially originate from two distinct model features: 1) an
over-representation of POC concentrations in the particle forcing
fields and/or 2) the choice of scavenging coefficients that give Pa
and Th high affinity for POC (see Table 1). The prescribed particle
concentration fields used in this study have been evaluated against
modern data in (van Hulten et al., 2018) and the POC concentrations
appear to be slightly overestimated in the upper 200m of thewater
column, but generally underestimated in the oligotrophic regions
such as the subtropical gyres. Additional observations of particulate
concentrations in the water column are required to better assess
the quality of the POC representation in NEMO-PISCES. The co-
efficients are tunable parameters that have been determined using
an objective exploration of the parameter space (Missiaen et al.,
2020) and set to obtain the best fit between sedimentary Pa/Th,
dissolved and particulate water column Pa and Th. The scavenging
coefficients that are used in iLOVECLIM are significantly higher than
observations (Hayes et al., 2015b). However, decreasing the scav-
enging coefficients towards the values determined by (Hayes et al.,
2015b) dramatically decreases model data agreements in the water
column, suggesting that the model needs high scavenging co-
efficients to remove enough Pa and Th from the water column. This
is consistent with the conclusions from previous studies (e.g. Dutay
et al., 2009), which found that scavenging coefficients are implicitly
inversely scaled to the particle fluxes in order to simulate a scav-
enging intensity compatible with observations. Further model
intercomparison work is needed to investigate whether the high
sensitivity of sedimentary Pa/Th to POC is a robust feature across
different representations of Pa and Th scavenging in different
models.

5. Conclusions and perspectives

We have performed a set of idealized simulations using the
Earth System model of intermediate complexity iLOVECLIM in or-
der to study the large-scale relation between sedimentary Pa/Th
and biogenic particle fluxes in the water column. Our results show
that changes in particle fluxes due to changes in biogenic export
productivity can significantly impact sedimentary Pa/Th. Our sim-
ulations suggest that the Pa/Th response is sensitive to the
geographical distribution of particles and intense scavenging areas;
for example, a decrease in the opal fluxes off the North American
coast (between 30�N and 50�N), where in our reference prein-
dustrial simulations the opal fluxes are relatively high, induces a
sedimentary Pa/Th increase in most of the North Atlantic basin,
outside of the high opal scavenging area. Far field changes in opal
production might therefore impact the sedimentary Pa/Th, even in

low opal production areas. Our simulations show that depending
on the particle type, uniform changes in particle fluxes affect the
spatial distribution of the Pa/Th ratio differently (Figs. 4e5). They
also highlight a potential dominant role of POC in driving Pa/Th
changes, followed by opal. Further work is necessary to assess if this
result is a robust feature across different models able to simulate
the evolution of Pa and Th in the ocean. Halving the particle fluxes,
as might have happened during Heinrich stadial 1, leads to a Pa/Th
increase of about 0.01, corresponding to ~30% of the observed Pa/Th
increase in the North Atlantic across Heinrich stadial 1. This cor-
responds to at least one third and up to the full amplitude of
sedimentary Pa/Th changes simulated during an AMOC shutdown
by the same model, suggesting that in this model framework, the
sedimentary Pa/Th has a similar sensitivity to circulation and par-
ticle flux changes. The ability of a model to capture the amplitude of
Pa/Th changes associated with abrupt climate change is related to
its ability to capture the right balance between the circulation-
related and the particle-related transport, which ultimately de-
pends on the representation of the deep-water circulation, particle
fluxes and the scavenging parameters. Further progress in assessing
the impact of particle-induced sedimentary Pa/Th changes there-
fore requires i) a thorough evaluation of past geographical particles
patterns, and ii) a skillful representation of the scavenging regime
and water mass pathways, which would require an in-depth Pa/Th
model intercomparison.
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Abstract. The last deglaciation offers an unique opportunity
to understand the climate–ice-sheet interactions in a global
warming context. In this paper, to tackle this question, we
use an Earth system model of intermediate complexity cou-
pled to an ice sheet model covering the Northern Hemisphere
to simulate the last deglaciation and the Holocene (26–0 ka).
We use a synchronous coupling every year between the ice
sheet and the rest of the climate system and we ensure a
closed water cycle considering the release of freshwater flux
to the ocean due to ice sheet melting. Our reference experi-
ment displays a gradual warming in response to the forcings,
with no abrupt changes. In this case, while the amplitude of
the freshwater flux to the ocean induced by ice sheet retreat
is realistic, it is sufficient to shut down the Atlantic merid-
ional overturning circulation from which the model does not
recover within the time period simulated. However, with re-
duced freshwater flux we are nonetheless able to obtain dif-
ferent oceanic circulation evolutions, including some abrupt
transitions between shut-down and active circulation states
in the course of the deglaciation. The inclusion of a param-
eterisation for the sinking of brines around Antarctica also
produces an abrupt recovery of the Atlantic meridional over-
turning circulation, absent in the reference experiment. The
fast oceanic circulation recoveries lead to abrupt warming
phases in Greenland. Our simulated ice sheet geometry evo-
lution is in overall good agreement with available global re-
constructions, even though the abrupt sea level rise at 14.6 ka
is underestimated, possibly because the climate model under-

estimates the millennial-scale temperature variability. In the
course of the deglaciation, large-scale grounding line insta-
bilities are simulated both for the Eurasian and North Ameri-
can ice sheets. The first instability occurs in the Barents–Kara
seas for the Eurasian ice sheet at 14.5 ka. A second ground-
ing line instability occurs ca. 12 ka in the proglacial lake that
formed at the southern margin of the North American ice
sheet. With additional asynchronously coupled experiments,
we assess the sensitivity of our results to different ice sheet
model choices related to surface and sub-shelf mass balance,
ice deformation and grounding line representation. While the
ice sheet evolutions differ within this ensemble, the global
climate trajectory is only weakly affected by these choices.
In our experiments, only the abrupt shifts in the oceanic cir-
culation due to freshwater fluxes are able to produce some
millennial-scale variability since no self-generating abrupt
transitions are simulated without these fluxes.

1 Introduction

The Quaternary has been marked by large sea level oscilla-
tions. A gradual sea level fall, associated with an increase
in the continental ice sheet volume, characterises prolonged
glacial periods lasting for several tens of thousand of years.
In turn, short glacial terminations precede interglacial peri-
ods that show reduced ice sheets. The study of glacial ter-
minations can help us to understand the mechanisms behind
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large-scale ice sheet retreat but also the key role of ice sheets
within the global climate system.

During the last deglaciation (∼ 21–7 ka), the sea level rose
by about 120 metres to reach approximately its present-
day level (Waelbroeck et al., 2002; Lambeck et al., 2014).
This rise is mostly explained by the disintegration of the
North American and Eurasian ice sheets, while Greenland
and Antarctica together probably contributed less than 20 m
(Whitehouse et al., 2012; Briggs et al., 2014; Lecavalier
et al., 2014; Simms et al., 2019). The extent of the North-
ern Hemisphere ice sheets across the deglaciation is rela-
tively well known, although it can sometimes present large
(> 1 kyr) dating uncertainties (Hughes et al., 2016; Dalton
et al., 2020). However, the volume evolution of the individual
ice sheets remains weakly constrained. In particular, sea level
archives have suggested the presence of abrupt sea level rises
standing out from the gradual sea level rise of the deglacia-
tion (Deschamps et al., 2012; Abdul et al., 2016; Harrison
et al., 2019). These so-called meltwater pulses suggest large-
scale ice sheet instabilities, but the contribution of the differ-
ent ice sheets to these events remains debated (e.g. Liu et al.,
2016).

Parallel to the non-linear ice sheet retreat, the atmosphere
and the ocean have also undergone some large and abrupt
variations. For example, while atmospheric temperatures
above Greenland rise gradually since the Last Glacial Maxi-
mum (LGM), they rise abruptly by more than 10 ◦C in a few
decades at the onset of the Bølling–Allerød period at 14.7 ka
(Severinghaus and Brook, 1999; Buizert et al., 2014). After
500 years of interglacial conditions, the climate abruptly re-
turns to a cold state during the Younger Dryas (Alley, 2000a)
from which the temperatures rise again steadily to reach their
Holocene values. The evolution of the oceanic conditions are
more uncertain. It seems nonetheless that the North Atlantic
Deep Water (NADW) was shallower at the LGM compared
to today (Curry and Oppo, 2005). The 3D evolution of the
water masses across the deglaciation is difficult to constrain
given that different proxies can provide conflicting informa-
tion (Waelbroeck et al., 2019). However, it is likely that the
Atlantic meridional oceanic circulation (AMOC) has not re-
mained constant, with possible rapid transitions from differ-
ent states: intense, reduced or even shut down (e.g. McManus
et al., 2004; Ng et al., 2018).

The succession of events linking the changes in the at-
mosphere, ocean and ice sheets has yet to be formalised.
Bi-directionally coupled ice-sheet–climate models are ideal
tools to study these interactions since they can explicitly rep-
resent the different climatic feedbacks at play, without hav-
ing to prescribe ad hoc external scenarios. In such coupling,
the climate model provides the climatic forcing fields needed
by the ice sheet model and in turn the ice sheet model pro-
vides an updated surface topography and ice sheet mask.
Several coupled ice-sheet–climate models are now available
in the literature, spanning a range of complexities. Given that
the ice sheet integrates climate change over long timescales

(> 10 kyr), the vast majority of the work that has investi-
gated multi-millennial climate change during the Quaternary
has used simplified climate models to reduce the numerical
cost (e.g. Calov et al., 2005; Fyke et al., 2011; Huybrechts
et al., 2011; Heinemann et al., 2014). However, some general
circulation models (GCMs) have also been bi-directionally
coupled to ice sheet models (e.g. Vizcaíno et al., 2008; Gre-
gory et al., 2012). In this case, the model is run for short
integrations (typically less than 1000 years) or use an asyn-
chronous coupling to speed up the simulations (e.g. Ziemen
et al., 2019). With the asynchronous coupling, the climate
model is run less frequently than the ice sheet model (e.g.
1 year of climate is used to perform 10 years of ice sheet
evolution).

To date, although a fair amount of coupled ice-sheet–
climate models exist, only few have been used to simu-
late the last deglaciation of Northern Hemisphere ice sheets.
Thanks to an inexpensive setup in terms of computational
cost, the CLIMBER-2 Earth system model of intermediate
complexity coupled to the SICOPOLIS ice sheet model has
been used in several studies to simulate the last glacial–
interglacial cycles (e.g. Ganopolski and Brovkin, 2017) and
beyond (Willeit et al., 2019). CLIMBER-2 has also been
coupled to an alternative ice sheet model (Charbit et al.,
2005; Bonelli et al., 2009). These studies have demonstrated
the ability of the model to reproduce the global eustatic sea
level reconstructions. They have also brought major improve-
ments in our understanding of the respective role of orbital
forcing, greenhouse gas mixing ratio, ice sheets and dust to
explain the past climatic variability. However, CLIMBER-
2 shows drastic simplifications of the physics of the at-
mosphere (statistical–dynamical model on a coarse grid of
10◦×∼ 51◦ resolution) and in the ocean (three zonally av-
eraged oceanic basins). Heinemann et al. (2014) used an
alternative Earth system model of intermediate complex-
ity, LOVECLIM (Goosse et al., 2010), to simulate the last
deglaciation of Northern Hemisphere ice sheets. Compared
to CLIMBER-2, LOVECLIM shows a higher spatial reso-
lution in the atmosphere (∼ 5.6◦× 5.6◦ resolution) and ac-
counts for a general circulation oceanic model (Goosse and
Fichefet, 1999). To successfully reproduce the ice sheet evo-
lution Heinemann et al. (2014) have to use a correction of
the climatic fields (namely temperature and precipitation).
In addition, they use an asynchronous coupling to speed up
their simulations. In doing so, they discard the role of fresh-
water flux to the ocean resulting from ice sheet melting. To
our knowledge, no other bi-directionally coupled ice-sheet–
climate model has been used to simulate the last deglaciation
of Northern Hemisphere ice sheets.

Building on the work of Roche et al. (2014a), we present
here the first comprehensive climatic simulations of the last
deglaciation with interactive Northern Hemisphere ice sheets
using a bi-directional synchronous coupling. We have per-
formed different experiments with varying oceanic condi-
tions to assess their importance in shaping the deglaciation.
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In addition, we have performed additional sensitivity exper-
iments using an asynchronous coupling to assess the impor-
tance of some modelling choices on our results. In Sect. 2
we present our model, the coupling strategy and the exper-
imental setup. We show our results in terms of atmospheric
temperature evolution, oceanic circulation changes and sim-
ulated ice sheets in Sect. 3. We discuss further our model
limitations and expected improvements in Sect. 4 and con-
clude in Sect. 5.

2 Methods

2.1 Climate and ice sheet models

iLOVECLIM (here in version 1.1) is a code fork of the
LOVECLIM 1.2 model (Goosse et al., 2010). The core of the
model is a combination of a quasi-geostrophic atmospheric
model solved on a T21 (∼ 5.6◦× 5.6◦) spectral grid (EC-
Bilt, Haarsma et al., 1997; Opsteegh et al., 1998); a free sur-
face oceanic general circulation model on a 3◦× 3◦ spher-
ical grid which includes a thermodynamic sea ice model
(CLIO, Goosse and Fichefet, 1999); and a dynamic vegeta-
tion and carbon allocation model (VECODE, Brovkin et al.,
1997). iLOVECLIM has been extensively used to study mil-
lennial climate change during the Quaternary. For example,
it has proven able to reproduce the glacial–interglacial vari-
ability of the hydrological cycle in the tropics (Caley et al.,
2014). It has also been used to study Heinrich events dur-
ing the last glacial period (Roche et al., 2014b) or to in-
vestigate the processes responsible for changes in the car-
bon cycle during the last eight interglacial periods (Bouttes
et al., 2018). With a similar model configuration to the one
used in this work, iLOVECLIM results were included in the
fourth phase of the Palaeoclimate Modelling Intercompari-
son Project (PMIP) contribution to the Coupled Model Inter-
comparison Project (CMIP) (Kageyama et al., 2021).

Since Roche et al. (2014a), the model has also included a
3D thermomechanically coupled ice sheet model (GRISLI,
Ritz et al., 2001; Quiquet et al., 2018a). GRISLI solves the
ice sheet mass conservation equation on a Cartesian grid.
Like most ice sheet models, deformation is computed with
a Glen flow law in which anisotropy is artificially accounted
for using a flow enhancement factor (Ef) that facilitates de-
formation induced by vertical shear. For the entire domain,
the velocity field is the sum of velocity driven by vertical
shearing (shallow ice approximation, SIA) and the velocity
driven by horizontal shearing (shallow shelf approximation,
SSA). In doing so, the SSA is used as a sliding law (Bueler
and Brown, 2009; Winkelmann et al., 2011). Basal dragging
τ b is assumed to follow a linear friction law:

τ b =−βub, (1)

where β is the basal drag coefficient and ub is the basal ve-
locity. Cold-based grid points have a virtually infinite fric-
tion at the base (5×105 Pa yr m−1), while floating ice shelves

have no friction. For grid points at the pressure melting point,
we use a friction computed from the effective pressure at the
base of the ice sheet N :

β = cfN, (2)

where cf is a parameter that has to be calibrated. For the ex-
periments shown here, we impose an ice flux at the ground-
ing line that follows the analytical solution of Tsai et al.
(2015). Calving at the ice shelf edge occurs if the ice thick-
ness falls below a critical threshold and if the upstream La-
grangian ice flux does not allow us to maintain an ice thick-
ness above this threshold. The threshold is set here to 250 m.
Ice sheet model parameters (enhancement factor, basal drag
coefficient and hydraulic conductivity) are calibrated in the
same way as in Quiquet et al. (2018a) to reproduce glacial–
interglacial Antarctic ice sheet grounding line migration. In
addition, we used a map of sediment thickness (Laske and
Masters, 1997) to locally reduce basal dragging. We assume
that for a sediment thickness greater than 200 m, the basal
drag coefficient in Eq. (2) is multiplied by a dimensionless
factor of 0.05. Glacial isostatic adjustment is accounted for in
GRISLI using an elastic-lithosphere–relaxed-asthenosphere
model (Le Meur and Huybrechts, 1996), with a relaxation
time of the asthenosphere of 3000 years. The ice sheet model
is run here on a Cartesian 40 km grid of the Northern Hemi-
sphere using a Lambert azimuthal equal-area projection.

2.2 Ice sheet model coupling

The inclusion of GRISLI into iLOVECLIM has been pre-
sented in Roche et al. (2014a). However, the coupling pro-
cedure has been largely modified from this work. In par-
ticular, we have substantially improved the computation of
surface and sub-shelf mass balance. Water conservation be-
tween GRISLI and the rest of the climate model has also been
considerably improved. Details on this coupling are given in
the following, while its schematic representation is shown
in Fig. 1. It is important to mention that only the North-
ern Hemisphere ice sheets are interactively simulated, while
the Antarctic ice sheet topography and ice mask remain pre-
scribed at their Last Glacial Maximum following the PMIP4
protocol.

2.2.1 Surface mass balance

In Roche et al. (2014a), the ice sheet surface mass bal-
ance (SMB) was computed from the annual mean precipi-
tation and the annual and July mean near-surface air temper-
ature using a positive degree day method (Reeh, 1989). Al-
though computationally inexpensive and easy to implement
in a model, this method does not account for some impor-
tant physical quantities that influence the SMB. In particular,
the surface shortwave radiation is only implicitly taken into
account through the temperature. Instead, we use here the in-
solation temperature melt method (ITM) following Pollard
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Figure 1. Schematic representation of the coupling between the ice sheet model (GRISLI) and the atmospheric (ECBilt) and the oceanic
(CLIO) models.

(1980) and van den Berg et al. (2008). The amount of melt
Ms over one time step 1t is in this case

Ms =max
(

1t

ρwLm
((1−α)SWs+ crad+ λTs) ,0

)
, (3)

where is the Ts is the near-surface air temperature, SWs is the
shortwave radiation at the surface, α is the surface albedo,
ρw is the density of liquid water and Lm is the specific la-
tent heat of fusion. λ and crad are empirical parameters that
need calibration. In the literature, this calibration has been
performed on observations of present-day glaciers. The λ
parameter is generally set to 10 W m−2 K−1 (Pollard, 1980;
van den Berg et al., 2008; Robinson et al., 2010). The pa-
rameter crad is less constrained and is adjusted for the region
considered (van den Berg et al., 2008). It is set to−50 W m−2

in Pollard (1980), it ranges from −40 to −60 W m−2 in
Robinson et al. (2010), whilst it is equal to −117 W m−2

in van den Berg et al. (2008). We used λ= 10 W m−2 K−1

and crad =−40 W m−2. However, iLOVECLIM presents an
important warm bias in eastern North America and a cold
bias in northern Europe that lead to an unrealistic simulated
ice sheet under glacial forcing, a problem also identified in
Heinemann et al. (2014). To account for this, we use a lo-
cal modification of the melt parameter crad to partially cor-
rect these temperature biases. To this aim, we compute the
annual mean temperature bias with respect to ERA-Interim
(Dee et al., 2011) and use a linear correction in which a
+10 ◦C bias leads to crad =−80 W m−2 (instead of the ref-
erence value of −40 W m−2).

Because of the gap between the coarse atmospheric model
resolution and the ice sheet model resolution, the downscal-
ing of the forcing fields needed by the ice sheet model is
a persistent issue in ice-sheet–climate coupling. Here, we
make use of the online dynamical downscaling embedded
in iLOVECLIM (Quiquet et al., 2018b). This allows for the
computation on every atmospheric model time step (4 h) of
snow, rain and near-surface air temperature at the ice sheet
model resolution, explicitly taking into account the high-
resolution topography. We used these fields directly to com-
pute a surface mass balance at the resolution of the ice sheet
model with the ITM method (Eq. 3). The near-surface air
temperature and the SMB are accumulated along the course
of the year to generate the yearly forcing fields required by
the ice sheet model. We made a few adjustments compared
to the downscaling procedure presented in Quiquet et al.
(2018b). In particular, some large-scale climate fields are
now bi-linearly interpolated onto the high-resolution grid be-
fore the energy and moisture computation. This prevents the
strong discontinuities that could exist between two sub-grid
points belonging to two different large-scale grid cells.

2.2.2 Sub-shelf melt rate

The sub-shelf melt rate in Roche et al. (2014a) was imposed
arbitrarily to a homogeneous and constant value for the en-
tire Northern Hemisphere. Instead, we use here a physically
based computation of the sub-shelf melt rate following Beck-
mann and Goosse (2003). For each vertical oceanic layer, z,
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we estimate the potential sub-shelf melt rate as

Mshelf(z)=
ρwcpγTFgTF(z)

ρiLm
, (4)

where cp is the specific heat capacity of sea water, ρi is the
density of ice, γT is the thermal exchange velocity and TF(z)
is the thermal forcing at depth z, defined as the difference
between the ambient temperature and the temperature of the
salinity-dependent freezing point. Fg is a weakly constrained
dimensionless parameter and can be changed to explore the
response of the ice sheet to different sub-shelf melt sensitiv-
ities to oceanic temperature change. In our reference experi-
ment, we chose a parameter value (15× 10−3) that produces
about 0.1 m yr−1 in the Arctic, a value similar to what the
Ross ice shelf is experiencing today in Antarctica. In addi-
tion, in order to avoid unrealistic ice shelf expansion over
the deep ocean we also impose a high sub-shelf melt rate
of 20 m yr−1 where the bathymetry is greater than 1500 m.
Also, to mimic the fact that observed melt rates are greater
in the vicinity of the grounding line, we double the value of
the inferred melt rate in Eq. (4) for the floating points that are
in contact with the grounding line. Equation (4) is computed
for each oceanic time step (1 d) and integrated over the year
in order to provide the yearly forcing needed by the ice sheet
model. There is no downscaling of the sub-shelf melt rate
to the high-resolution ice sheet model grid, except that the
depth of the ice shelf draft is used to determine the vertical
layer z in Eq. (4) that produces the melt.

2.2.3 Ice sheet feedbacks

Changes in the ice sheet feed back to the atmospheric and to
the oceanic models. On the one hand, at the beginning of each
year in the climate model, the ice mask and the orography in
the climate model are changed according to the changes com-
puted by the ice sheet model in the previous year. Both fields
are aggregated from the ice sheet model resolution (40 km) to
the T21 resolution in the same way as in Roche et al. (2014a).
There is no partially glaciated grid cell in the atmospheric
model: a coarse grid cell is regarded as glaciated (ice mask
set to 1) if it contains at least 30 % of sub-grid points with
an ice thickness greater than 1 m. The ice mask in the atmo-
spheric model impacts the surface albedo.

On the other hand, freshwater fluxes resulting from the ice
sheet melting are transferred to the oceanic model. In Roche
et al. (2014a), the total ice sheet volume variation was trans-
ferred to the continental routing scheme assuming a uniform
distribution over the ice sheet. Only the calving flux was sep-
arated from the total volume variation to eventually feed an
iceberg model (Bügelmayer et al., 2015). This method has
the advantage of ensuring a closed water budget within the
model but the spatial information about ice sheet runoff is
lost. For this reason, we now explicitly separate the different
components of the global volume variation on the ice sheet
model side. Basal and surface melt of the grounded part of

the ice sheet are transferred to the routing scheme exactly
where they occur. The basal melt below the ice shelves are
also added to the ocean where they occur but at the surface
and not at depth. The calving flux can be either regarded as
the basal melt or used to feed the iceberg model. At present,
the iceberg model is not activated in our experiments and
the calving flux, similarly to the sub-shelf melt, is given at
the oceanic surface. Local latent heat release resulting from
iceberg melting is taken into account. Since the ice sheet
model main time step is 1 year, we do not have access to
the seasonal cycle of the freshwater fluxes and their annual
value computed by the ice sheet model is homogeneously
distributed through the year in the oceanic model.

For the experiments presented here, changes in the ice
sheet size do not affect the global ocean volume. The
bathymetry in the oceanic model thus remains constant.

2.3 Experimental setup

2.3.1 Boundary and initial conditions

The climate model uses time-varying information of green-
house gases (Lüthi et al., 2008) and insolation (Berger,
1978). The carbon dioxide mixing ratio evolution and the
65◦ N insolation in June is depicted in Fig. 3. For the oceanic
model, we use a recent implementation of the Last Glacial
Maximum bathymetry at 21 ka (Lhardy et al., 2021), which
is left unchanged for the duration of the experiments. Topog-
raphy and ice mask are both provided by the ice sheet model.
On the ice sheet model side, in addition to the climate forc-
ings, another forcing is the transient eustatic sea level recon-
struction from Waelbroeck et al. (2002).

To define our initial state, we run uncoupled ice sheet
and climate experiments. First, we run the climate model
using the Last Glacial Maximum boundary conditions for
3000 years. In this case, the ice sheet topography and ice
mask correspond to the one of the GLAC-1D reconstruc-
tions (Tarasov et al., 2012; Tarasov and Peltier, 2002; Briggs
et al., 2014) at 21 ka. The different experiments presented in
the rest of the paper are all branched from the simulated cli-
mate at the end of this 3000 years. In addition, the last 100
years of this experiment are also used to define a climatologi-
cal annual surface mass balance and surface temperature. We
use this climatology to perform stand-alone ice sheet experi-
ments starting from an ice-free configuration of the Northern
Hemisphere. The ice sheet model is run for 200 kyr under this
constant climate forcing. In doing so, the model has time to
build up ice sheets in equilibrium with the Last Glacial Max-
imum climate simulated by the climate model. We chose to
run such a long spin-up so that the slowly evolving variables,
such as the internal temperature field and the basal hydraulic
head, are in equilibrium with the simulated glacial climate.
In this way, we reduce the initial model drift for the coupled
experiments. The simulated ice sheets after this spin-up are
presented in Fig. 2a. The extent of the ice sheets generally
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agrees well with the geologically constrained reconstruction
of GLAC-1D (Fig. 2c) and ICE-6G_C (Fig. 2d, Argus et al.,
2014; Peltier et al., 2015) even though it is underestimated in
the western part of the Eurasian ice sheet. The climate fields
used to build the spun-up ice sheets have been elaborated
from the climate model with prescribed GLAC-1D boundary
conditions. As such, the spun-up ice sheets should resemble
the GLAC-1D reconstructions. If this is generally the case,
there is nonetheless an overestimation of the surface eleva-
tion of the North American ice sheet. This could indicate
a precipitation overestimation in this area or an underesti-
mation of the ice sheet velocities. However, the fact that the
Eurasian ice sheet does not present this bias points towards
an overestimation of the precipitation. The spun-up ice sheets
are used as initial conditions for the ice sheet model in the
coupled experiments presented in this paper. All the exper-
iments, including the sensitivity experiments with perturbed
parameter values, use the same spun-up climate and ice sheet
states.

2.3.2 Description of the experiments

We have performed two sets of experiments to investigate
two important points for the simulation of the deglaciation.
First, the freshwater fluxes resulting from ice sheet melting
likely influenced the climate evolution during the deglacia-
tion since they can have led to abrupt AMOC changes (e.g.
Liu et al., 2009; Menviel et al., 2011; Obase and Abe-
Ouchi, 2019). Thus, in a first set of experiments, we have
performed various synchronously coupled experiments with
varying oceanic circulation evolutions. Second, several mod-
elling choices related to the ice sheet model are not well con-
strained and could also have an influence on the simulated
deglaciation. To tackle this problem, in a second set of exper-
iments, we have performed various sensitivity experiments
using an asynchronous coupling to reduce the computation
cost. More details on these experiments are given in the fol-
lowing.

Our reference experiment (DGL) is an ice-sheet–climate
experiment, synchronously coupled. This experiment starts
at 26 ka and uses the initial conditions presented in
Sect. 2.3.1. The climate and the ice sheets used as initial con-
ditions are not fully consistent between each other since they
have been obtained with uncoupled long-term equilibriums.
As such, the first 1000 years or so of our experiments have
to be discussed with care since part of the response can arise
from artefacts due to the start of the coupling.

In addition to this reference experiment, we have per-
formed additional synchronously coupled experiments for
the first set of experiments which aims at investigating the
importance of oceanic changes in shaping the last deglacia-
tion.

First, we have run experiments in which the amount of
freshwater is reduced in order to gradually limit their influ-
ence. In DGL_FWF/2 and DGL_FWF/3 we divide the flux

resulting from ice sheet melting by 2 and 3, respectively,
while in DGL_noFWF this flux is not injected into the ocean.

Second, it has been shown that the simulated NADW at the
LGM in the iLOVECLIM model is too deep with respect to
what oceanic tracers suggest (Lhardy et al., 2021), a feature
shared with other PMIP participating models (Kageyama
et al., 2021). This bias in the oceanic circulation can affect
our results for the deglaciation. One way to provide an alter-
native oceanic circulation in the model is to use a param-
eterisation for the sinking of brines (Bouttes et al., 2010)
around Antarctica. In this parameterisation, a fraction of the
salt rejected by sea ice formation (40 %) is transferred to
the deepest oceanic layer. This is done to artificially repro-
duce the sinking of dense waters induced by sea ice forma-
tion along the continental slope of Antarctica since such a
process cannot be properly resolved in a 3◦× 3◦ resolution
oceanic model. The parameterisation favours vertical strati-
fication around Antarctica, enhancing Antarctic Bottom Wa-
ter (AABW) and conversely weakening and shallowing of
the NADW. Under glacial conditions, this leads to a better
agreement with palaeo-data (Lhardy et al., 2021). We have
thus performed an experiment in which the parameterisation
for the sinking of brines is activated (DGL_brines). The ex-
periments with reduced freshwater flux and with the parame-
terisation for the sinking of brines are branched from the ref-
erence experiment DGL at 21 ka. At that time the ice sheets
are not contributing to sea level change (total mass change of
0).

The second set of experiments consists of asynchronously
coupled experiments to assess the sensitivity of our results
to the modelling choices for the ice sheet model. In these
experiments, the forcings (greenhouse gas mixing ratio and
orbital forcing) are accelerated with a factor of 5. Accelera-
tion has already been used extensively in the literature (e.g.
Jackson and Broccoli, 2003; Gregory et al., 2012; Roberts
et al., 2014; Heinemann et al., 2014; Choudhury et al., 2020).
The accelerated experiments cover the 26–0 ka time span, but
only 5200 years are computed in the climate model instead
of the full 26 000 years. In such experiments, the ice sheet
model is run for 5 years after 1 year of simulated climate so
that only the ice sheet forcings are accelerated but not ice
dynamics. This method allows us to significantly reduce the
computation time needed to perform multi-millennial exper-
iments. However, accelerated experiments cannot correctly
represent the effect of freshwater discharge to the ocean re-
sulting from ice sheet melting since either the flux of water
or the mass can be preserved but not both at the same time.
Here, we discard completely the role of freshwater flux to
the ocean in the accelerated experiments. The ADGL exper-
iments are the accelerated counterpart of the DGL experi-
ments and as such will define the new reference for the ac-
celerated experiments.

The other accelerated experiments are used to assess the
sensitivity of our simulated deglaciation to important pro-
cesses related to ice sheet dynamics: modelling choices for
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Figure 2. Surface elevation above contemporaneous sea level: (a) after the glacial spin-up, (b) in the reference deglaciation experiment
DGL at 21 ka, (c) in the GLAC-1D reconstruction and (d) in the ICE-6G_C reconstruction. The colour scale is different for ice-free and
ice-covered regions. The simulated ice sheet grounding line is represented by the red line, while the black lines represent isocontours of ice
sheet surface elevation (separated by 1000 m).

ice dynamics, for the surface mass balance and for the sub-
shelf melt rate.

First, we explore two aspects related to ice dynamics:
grounding line dynamics and ice deformation. The ice sheet
model GRISLI accounts for two formulations of the flux at
the grounding line. For the Antarctic ice sheet, the use of
Schoof (2007) instead of Tsai et al. (2015) leads to slower
grounding line retreat during deglaciation phases (Quiquet
et al., 2018a). For this reason, in the ADGL_schoof exper-
iment we use the Schoof (2007) formulation of the flux at
the grounding instead of Tsai et al. (2015). A second aspect
for ice dynamics is the choice of the flow enhancement fac-

tor Ef, which is a tuned parameter that has consequences for
the ice velocity. In the ADGL_ef experiment we use a larger
flow enhancement factor (larger velocities) since the simu-
lated North American ice thickness at the LGM is overesti-
mated (Fig. 2).

Then, to explore the sensitivity of our results to the sur-
face mass balance we have performed two experiments in
which the weakly constrained melt parameter crad (Eq. 3)
is changed. In ADGL_accplus we use a smaller value for
this parameter in order to reduce surface melt to delay the
deglaciation. In the ADGL_nocor experiment we use a ho-
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mogeneous value of crad instead of using the spatial hetero-
geneous value defined from the temperature bias.

Finally, to assess the sensitivity of our results to the sub-
shelf melt rate, in the ADGL_bmbplus we enhance the sub-
shelf melt rate to increase the relative importance of oceanic
changes with respect to atmospheric changes.

The list of the different experiments is available in Table 1.
The climate model computes about 850 years in 24 h on

a single core of an Intel®Xeon®CPU@3.70 GHz. The com-
putational cost of the ice sheet model is negligible with re-
spect to the rest of the climate model, while the interactive at-
mospheric downscaling decreases the performance by about
40 % compared to the standard climate model. The coupled
synchronous experiments took roughly 1 month to complete,
while the asynchronous experiments were approximatively
5 times faster.

3 Results

In this section we first describe the general evolution of the
simulated climate in the synchronously coupled experiments
before examining the ice sheet changes. Then we examine
the results for the accelerated asynchronously coupled ex-
periments to infer the sensitivity of our results to different
ice sheet evolutions.

3.1 Climate evolution in the synchronously coupled
ice-sheet–climate experiments

The simulated global mean surface temperature evolution for
the synchronously coupled ice sheet climate experiments is
shown in Fig. 3, together with the strength of the AMOC.
In response to the forcings, the different experiments pro-
duce a gradual warming from the Last Glacial Maximum to-
wards its maximum value during the Holocene. The glacial–
interglacial temperature difference ranges from 3.1 to 3.8 ◦C
and is in good agreement with a palaeo-temperature stack
(Shakun et al., 2012), even though iLOVECLIM is one of
the warmest models at the LGM within the PMIP4 ensemble
(Kageyama et al., 2021). The glacial–interglacial tempera-
ture difference is mostly explained by the cold temperatures
at the LGM resulting from the large ice sheets that induce
higher surface elevations and a strong albedo effect. A po-
lar amplification is simulated since the northern and south-
ern high latitudes both show a greater temperature differ-
ence from the pre-industrial period compared to the tropics
(Fig. 4). This pattern is consistent with recent reconstructions
(e.g. Tierney et al., 2020, shown in Fig. 4d), even though
with a smaller amplitude in our model. However, our simu-
lated glacial–interglacial temperature difference is within the
range of other estimates (4± 0.8 ◦C, Annan and Hargreaves,
2013).

For all the experiments, we simulate a gradual warm-
ing with no abrupt climate transitions. If the different ex-
periments show a similar temperature evolution, they also

Figure 3. (a) Time evolution of the major forcings for the climate
model (June insolation at 65◦ N and carbon dioxide mixing ratio).
(b) Simulated global mean surface temperature. (c) Simulated max-
imum of the Atlantic stream function. The reference model DGL is
in black, while the experiments with reduced freshwater flux to the
ocean from ice sheet melting are depicted with blue shading (dark
blue for no freshwater flux). The experiments with enhanced brine
formation are in pink. Here, we use a 10-year running mean for the
model results to smooth interannual variability. In (b) we also show
the temperature anomaly reconstruction from Shakun et al. (2012)
(to which we added 15.5 ◦C, a typical pre-industrial global mean
surface temperature simulated by the model).

display subtle differences. First, the experiments that use
a reduced freshwater flux resulting from ice sheet melting
present a more rapid warming compared to the reference
experiment (e.g. DGL_noFWF with respect to DGL). Sec-
ond, the experiments show a diverging temperature evolu-
tion after around 13 ka. After this date, the reference DGL
simulation shows a slight decrease in temperature for about
2 kyr followed by a moderate warming until ∼ 7 ka. By con-
trast, the experiment in which the freshwater fluxes are dis-
carded (DGL_noFWF) displays a brief period during which
the temperature ceases to increase followed by a sharp tem-
perature increase. In this case, the maximal surface tempera-
ture is reached at 10 ka after which there is a slight decrease
until 7 ka. DGL_FWF/3 shows a very similar temperature
change as DGL_noFWF, while DGL_FWF/2 presents sim-
ilarities with both DGL and DGL_noFWF. This temperature
evolution is in overall agreement with the temperature recon-
struction of Shakun et al. (2012), which shows a pause in
the deglacial warming trends at about 13.5 ka, synchronous
with the carbon dioxide plateau. The experiment with the
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Table 1. Characteristics of the experiments performed in this study. The accelerated experiments use an ice sheet coupling frequency of
5 years with an acceleration factor for the forcings of 5. The freshwater flux to the ocean resulting from ice sheet melting is either considered
(labelled “yes”), discarded (“no”) or partially considered (marked with ∗). Brine rejection due to Southern Ocean sea ice formation is either
considered or not. The ice flux at the grounding line in the ice sheet model follows the Tsai et al. (2015) or the Schoof (2007) formulation.
The calibrated value for the ice flow enhancement factor, Ef, is 1.8. The parameter crad in the surface melt model is −40 W m−2 in the
reference experiments, and its value is locally corrected with a map elaborated from the present-day annual mean surface temperature bias
(labelled “variable”). The parameter Fg is used in the linear sub-shelf melt model, set in its reference value at 15× 10−3.

Label Accelerated Freshwater Brines Grounding line flux Ef (–) crad (W m−2) Fg (–)

DGL No Yes No Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

DGL_FWF/2 No Some∗ No Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

DGL_FWF/3 No Some∗ No Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

DGL_noFWF No No No Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

DGL_brines No Yes Yes Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

ADGL Yes No No Tsai et al. (2015) 1.8 Variable, −40 15× 10−3

ADGL_schoof Yes No No Schoof (2007) 1.8 Variable, −40 15× 10−3

ADGL_ef Yes No No Tsai et al. (2015) 3.5 Variable, −40 15× 10−3

ADGL_accplus Yes No No Tsai et al. (2015) 1.8 Variable, −50 15× 10−3

ADGL_bmbplus Yes No No Tsai et al. (2015) 1.8 Variable, −40 150× 10−3

ADGL_nocor Yes No No Tsai et al. (2015) 1.8 Homogeneous, −40 15× 10−3

Figure 4. Simulated annual near-surface air temperature in the reference experiment DGL: (a) at the Last Glacial Maximum (21 ka) and
(b) for the pre-industrial period (0 ka). (c) Simulated temperature difference between the Last Glacial Maximum and the pre-industrial
period (a–b). (d) Temperature difference between the Last Glacial Maximum and the pre-industrial period in Tierney et al. (2020).

parameterisation of brines sinking, DGL_brines, displays a
comparable temperature evolution to the reference simula-
tion DGL for most of the simulated time period. However,
the brine parameterisation induces a cooling of about 0.5 ◦C
in the first years after its activation due to increased sea ice
extent around Antarctica. In addition, at 4 ka, the global mean
temperature starts to rise again after a relatively steady state
for the rest of the Holocene. At 0 ka the temperature in the
DGL_brines experiment is close to the temperature in the
DGL_noFWF and DGL_FWF/3.

These differences in terms of global mean surface temper-
ature amongst the different experiments are mostly explained

by the differences in the state of the simulated Atlantic
oceanic circulation. The reference experiment DGL simu-
lates a decrease in the AMOC from the Last Glacial Maxi-
mum. After a 50 % reduction in its glacial values, the oceanic
circulation strengthens at 13.5 ka for about 500 years before
an abrupt collapse. This AMOC collapse is synchronous with
the simulated pause in the temperature increase. From 12 ka
onwards, the model simulates virtually no meridional over-
turning circulation. The evolution of the AMOC is drastically
different when the freshwater flux to the ocean resulting from
ice sheet melting is not considered (DGL_noFWF). In this
case, the AMOC remains strong during the whole 26 kyr,

https://doi.org/10.5194/cp-17-2179-2021 Clim. Past, 17, 2179–2199, 2021



2188 A. Quiquet et al.: Simulations of the last deglaciation

Figure 5. Simulated annual near-surface air temperature difference
during the pre-industrial period (0 ka) from the reference experi-
ment DGL and the experiment DGL_noFWF, in which the freshwa-
ter flux resulting from ice sheet melting is not applied to the ocean
model (DGL_noFWF – DGL).

with a maximum in the middle of the deglaciation towards
14 ka. This explains why the temperature rises more rapidly
during the deglaciation in this experiment compared to the
reference DGL experiment. Due to the weak AMOC in this
case, the Northern Hemisphere remains colder, which ulti-
mately delays the deglaciation of the ice sheets. The sim-
ulated pre-industrial period is also 0.8 ◦C colder in DGL
with respect to DGL_noFWF since the absence of oceanic
meridional heat transport results in much colder high lati-
tudes, especially in the North Atlantic (Fig. 5). The release
of only half the meltwater flux to the ocean (DGL_FWF/2)
does not allow us to maintain an active AMOC during the
Holocene either, but the collapse of the AMOC is delayed
here with respect to the reference experiment. In addition to
the DGL_noFWF experiment, only the experiment in which
only one-third of the meltwater flux is released to the ocean
(DGL_FWF/3) is able to maintain an active AMOC during
the Holocene. In this case, there are several abrupt oscilla-
tions in the strength of the circulation from 14 to 10 ka, but
the model recovers and simulates an AMOC similar to the
DGL_noFWF from 10 ka onwards. For most of the simulated
time period, the experiment in which the sinking of brines
around Antarctica is parameterised (DGL_brines) shows a
very similar evolution than the reference DGL experiment,
except that the AMOC shut-down occurs a few centuries ear-
lier. However, at 4 ka the AMOC abruptly recovers and ex-
plains the final increase in the global mean temperature.

While some experiments show very abrupt shifts in the
ocean, the atmospheric temperature evolution is nonetheless
mostly gradual. This is visible at the global scale (Fig. 3b)
but also when examining the temperature change above the
Greenland ice sheet (Fig. 6a). The local temperature change
closely resembles the global mean temperature change, even
though with a larger amplitude. There are a few abrupt
changes: slightly less than 4 ◦C in about 200 years at 10.7 ka
and at 3.8 ka for the DGL_FWF/3 and DGL_brines exper-
iments, respectively. These are direct consequences of the
AMOC recoveries visible in Fig. 3c. These simulated abrupt
warming events over the Greenland ice sheet look similar to

Figure 6. (a) Simulated surface temperature at the location of the
North GRIP deep ice core. The reference model DGL is in black,
while the experiments with reduced freshwater flux to the ocean
from ice sheet melting are depicted with blue shading (dark blue for
no freshwater flux). The experiments with enhanced brine formation
are in pink. Here, we use a 10-year running mean for the model
results to smooth interannual variability. (b) The isotopic content
in δ18O measured at North GRIP (Andersen et al., 2004), which is
often regarded as representative of local temperature changes.

the ones of the ice core record (Fig. 6b). The North GRIP
(North Greenland Ice Core Project) δ18O is generally used to
reconstruct the past local temperature changes with a con-
version factor of 0.67 ‰ per degree to 0.8 ‰ per degree
(e.g. Johnsen et al., 1997; Buizert et al., 2014), suggesting a
glacial–interglacial difference of more than 15 ◦C. On com-
parable timescales, the Bølling–Allerød warming at 14.7 ka
displays a similar temperature change amplitude compared to
our simulated abrupt warming events, even though slightly
larger. This suggests that, in our model, abrupt changes in
the Atlantic oceanic circulation can induce large temperature
changes over the Greenland ice sheet, similar to the ones de-
duced from the ice core records. However, the timing of the
simulated abrupt events in the experiments shown here does
not correspond to the ones of the ice record.

3.2 Simulated ice sheet changes

The large-scale differences amongst the different experi-
ments discussed in Sect. 3.1 are largely driven by differ-
ences in the amount of the freshwater released to the ocean
related to ice sheet melting. This freshwater flux is shown
in Fig. 7a for the reference experiment DGL. Even though
this flux displays some variability, its evolution is generally
gradual and shows a maximum around 14 ka where it peaks
above 0.3 Sv (1 Sv corresponds to 106 m3 s−1) with 100-year
mean values about 0.23 Sv. In Fig. 7a we also show the melt-
water flux computed from the ice thickness changes in the
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ICE-6G_C and GLAC-1D geologically constrained recon-
structions. These fluxes have the same order of magnitude
of the simulated flux in the DGL experiment. However, the
model fails to reproduce the two distinct accelerations in ice
sheet retreat visible in the reconstructions for the meltwater
pulse 1A at 14.6 ka (Deschamps et al., 2012) and the melt-
water pulse 1B at 11.45 ka (Abdul et al., 2016). Instead, the
model produces important fluxes (greater than 0.1 Sv) over a
few thousand years. Another way to discuss these fluxes is to
integrate them in time to have an idea of the total ice sheet
volume evolution through the deglaciation (Fig. 7b). In doing
so, we can see that the coupled iLOVECLIM-GRISLI model
setup produces an ice volume evolution in general agreement
with the reconstructions since it lies between the two esti-
mates of ICE-6G_C and GLAC-1D most of the time. How-
ever, the coupled model seems to deglaciate too fast since it
displays a lower total ice sheet volume than the two recon-
structions from 12.5 ka. In Fig. 7b we also show the eustatic
sea level reconstruction of Lambeck et al. (2014) which dis-
plays a larger ice sheet volume, in particular around the Last
Glacial Maximum. Since we do not simulate the Antarctic
ice sheet changes, the ice volume shown in this figure only
represents the Northern Hemisphere ice sheet volume. Inter-
active simulation of the Antarctic ice sheet would result in a
larger ice volume during the glacial period reducing partially
the mismatch with the Lambeck et al. (2014) reconstruction.
At the end of the simulation, the model has an overestimation
of the present-day ice volume. This overestimation corre-
sponds to about 4.5 m of sea level equivalent and is explained
by an overestimation of the Greenland ice sheet volume and
remaining small ice sheets in the Ellesmere Island, Iceland,
Norway and offshore of Newfoundland (Grand Banks).

The ice volume evolution of individual ice sheets is
presented in Fig 8 for both the reference DGL and the
DGL_noFWF experiments. In this figure, the individual ice
sheet break-up is also represented for the ICE-6G_C and the
GLAC-1D reconstructions. The ice volume partitioning is
well reproduced. The North American ice sheet is by far the
largest contributor for the last glacial sea level fall. At 26 ka,
we simulate an ice volume of 81 m of sea level equivalent
within the range of the geological reconstructions (75 and
86 m). However, in our experiments, the North American ice
sheet volume increases until 20.5 ka where the reconstruc-
tions suggest a decline already as early as 26 ka (ICE-6G_C)
or 23.8 ka (GLAC-1D). This is mostly due to our method-
ology used to define the initial state for the coupled experi-
ments. When the coupling starts, at the beginning of our ex-
periments, there is an abrupt change in the climate model
in terms of ice mask and surface elevation from GLAC-1D
to our spun-up ice sheets. Our spun-up ice sheets at 26 ka
(Fig. 2a) show a higher North American ice sheet surface
elevation than the GLAC-1D reconstruction used during the
climatic spin-up, suggesting an overestimation of the precip-
itation in this area. When the coupling starts, this precipi-
tation bias is amplified due to higher surface elevation and

Figure 7. (a) Time evolution of the freshwater release to the ocean
resulting from the computed change in the Northern Hemisphere ice
sheets. The blue curve depicts the values smoothed with a 100-year
running mean, while annual values are depicted in light blue. The
ice mass change for the two geologically constrained reconstruc-
tions of GLAC-1D and ICE-6G_C is depicted in orange and red,
respectively. (b) Corresponding eustatic sea level evolution.

related increased orographic precipitation. The iLOVECLIM
climate model likely shows an underestimation of the eleva-
tion desertification effect over the ice sheets (Quiquet et al.,
2018b). The simulated volume of the Eurasian ice sheet dis-
plays a similar evolution than the North American ice sheet
with a maximum around the Last Glacial Maximum. This
agrees well with the GLAC-1D reconstruction. Given its
smaller volume, the absolute rate of volume loss is smaller
for the Eurasian ice sheet (1.3 m per millennium) compared
to the one of the North American ice sheet (5.7 m per millen-
nium). However, the Eurasian ice sheet has already lost half
its volume by 14.5 ka, whereas this occurs at 12.8 ka for the
North American ice sheet. The Greenland ice sheet presents
only a small volume reduction of 2.6 m of sea level equiva-
lent, in good agreement with the reconstructions. However,
the Greenland ice sheet volume at the end of the simulation
is largely overestimated compared to the present-day obser-
vations (about 40 % volume overestimation). As for the to-
tal volume, the individual ice sheets deglaciate faster in the
DGL_noFWF experiment. This is particularly visible for the
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Figure 8. Individual ice sheet contributions to deglacial sea level
rise, expressed as metres of sea level equivalent (SLE). For our
model experiments, we show the ice volume for the reference exper-
iment DGL (plain lines) and the experiment in which the freshwa-
ter flux resulting from ice sheet melting is not released to the ocean
DGL_noFWF (dashed lines). For the reconstructions, we show the
ICE-6G_C (plain lines) and the GLAC-1D (dashed lines) recon-
structions.

North American ice sheet for which there is a difference of
1000 years at about 11 ka.

A map of the simulated ice sheet configuration for se-
lected snapshots is shown in Fig. 9. This figure shows the
results for the reference DGL experiment, while the other
synchronously coupled experiments show a similar deglacial
pattern although with differences in timing. At 26 ka, the
North American ice sheet presents some very active ice
streams on its northern margin from east to west: the Hud-
son Strait ice stream, the Lancaster Sound ice stream and
the Amundsen Gulf ice stream. In these regions, grounded
ice velocities are greater than 500 m yr−1. Elsewhere, the
ice sheet does not present well-identified ice streams but
the margins generally present large velocities, greater than
200 m yr−1. The other ice sheets present a smaller ice flow.
From 26 to 21 ka, there is only little change in the ice sheet
except the Eurasian ice sheet retreat from the British Isles and
the development of an ice shelf at the outlet of the Hudson
Strait ice stream. The simulated topography at 21 ka (Fig. 2b)
is close to the spun-up ice sheets used at 26 ka and generally
remains in good agreement with the geologically constrained
reconstructions. From 21 ka, we simulate a gradual ice sheet
retreat for both the North American and the Eurasian ice
sheets. The North American ice sheet mostly retreats in its
southern continental part due to decreased surface mass bal-
ance related to the gradual warming. The deflected bedrock
in this area leads to the apparition of proglacial lakes, al-
ready visible at 14 ka. Similarly, at this date, the southern
flank of the Eurasian ice sheet also displays proglacial lakes.
The eastern part of the Eurasian ice sheet, the Barents–Kara
ice sheet, rapidly collapses due to a grounding line instability

in the Kara sea. This instability is initiated at about 14.5 ka
and results in a complete disintegration of the Barents–Kara
ice sheet in about 1.2 ka. Such instability is favoured by the
depressed bedrock, with a ∼ 300 m deepening in the Kara
sea with respect to the present-day bathymetry, resulting in
steeper retrograde slopes. Another grounding line instabil-
ity occurs later for the continental part of the North Ameri-
can ice sheet. The grounding line retreat is clearly visible at
12 ka. This lake-induced instability considerably facilitates
the North American ice sheet deglaciation (Quiquet et al.,
2021a). At 8 ka, we simulate a very small North American
ice sheet and only a relic of the Eurasian ice sheet over the
Scandinavian mountains. At this time, the bedrock is still de-
pressed below sea level over the northern most part of Amer-
ica but slowly returns to its present-day value. During the last
1000 years of the simulation, the bedrock uplift rate in the
vicinity of the Hudson Bay is about 0.5 to 1.2 m per century,
a value comparable to modern observations (Husson et al.,
2018). The Greenland ice sheet expands considerably onto
the continental shelf during the glacial period and retreats
until about 10 ka. It does not display any substantial change
in the ice extent during the Holocene, but it displays some
ice elevation changes. The ice elevation evolution near the
summit shows a maximum at about 10 ka and decreases af-
terwards in agreement with palaeo-elevation reconstructions
at the deep ice core drilling sites (Vinther et al., 2009).

The chronology and pattern of the deglaciation is largely
affected by the biases in the climate model. We present these
biases in terms of mean annual temperature and total precip-
itation rate in Fig. 10. To construct this figure we use a ref-
erence pre-industrial experiment (with fixed ice sheets), per-
formed with a similar setup to the deglaciation experiments.
Notably, this pre-industrial experiment uses the same last
glacial oceanic bathymetry with a closed Bering Strait. The
Northern Hemisphere topography and ice mask are nonethe-
less at their present-day reference value for GRISLI (Amante
and Eakins, 2009; Bamber et al., 2013). The model presents
a cold bias associated with an overestimation of the precipi-
tation in the northwestern part of the North American conti-
nent. This explains why this region of the North American ice
sheet deglaciates much later than its eastern sector where a
warm bias is present. Also, Grand Banks and Iceland remain
ice covered at the end of the simulation where the model is
generally too cold and too wet. More generally, the climate
model tends to overestimate the precipitation over mountain-
ous areas which can induce a positive feedback over some
ice caps such as Iceland, Grand Banks, Ellesmere Island and
the Scandinavian mountains.

In Fig. 11 we present the rate of total ice mass change
and its individual components: surface mass balance, basal
mass balance and calving. The total mass change remains
positive until 20.5 ka due to a positive integrated surface
mass balance, not entirely compensated for by the basal
mass loss (mostly sub-shelf melt) and calving. After this
date, the total mass change becomes negative for the rest
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Figure 9. Simulated Northern Hemisphere ice sheets in the reference model for selected snapshots. The simulated ice elevation above
contemporaneous eustatic sea level is shown with the black isocontours (separated by 1000 m). The red contour is the ice sheet grounding
line. The amplitude of the simulated vertically averaged ice sheet velocity is draped over the surface topography and depicted by the colour
palette. Emerged land masses are in grey, while bed elevation below contemporaneous sea level is in blue.
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Figure 10. (a) Simulated annual near-surface air temperature for a pre-industrial climate experiment using the model configuration used
for the deglaciation experiment (i.e. with an LGM ocean bathymetry) but with a present-day topography and ice mask for the Northern
Hemisphere. (b) Annual near-surface air temperature for the ERA5 climatological mean over 1979–2008. (c) Temperature difference (a–
b). (d) Simulated annual total precipitation rate for the same pre-industrial experiment. (e) CRU-CL-v2 annual total precipitation rate.
(f) Precipitation ratio between the data in panels (d) and (e).

of the duration of the experiment. The total mass loss peaks
at −9.7× 103 Gt yr−1 at 13.8 ka when surface ablation and
loss by calving almost synchronously display a maximum
(surface ablation slightly precedes the calving increase). At
this date, the mass loss due to the ocean and lake represent
more than half the loss by surface mass balance. In fact, if
both basal mass loss and calving remain almost constant un-
til 14.5 ka (−1.4×103 Gt yr−1), they nonetheless show some
variability after this date. These fluxes are maximal at the
time of the grounding instabilities shown in Fig. 9 for both
the Eurasian (14.5–13.5 ka) and the North American (12.8–
10 ka) ice sheets. While the mass loss is primarily driven
by surface ablation until 12.8 ka, after this date the oceanic
and lake forcing become the major driver for the ice sheet
retreat. The total mass loss finally reaches zero (ice sheet
equilibrium) at 6.5 ka. The lesser importance of the sub-shelf
melt rate for the first phase of the deglaciation could arise

from the simple model we use to represent this process. No-
tably, we use a linear melting rate dependency on tempera-
ture change, while a quadratic dependency could best repro-
duce this process (Favier et al., 2019). A quadratic depen-
dency would result in more sensitive melt rate changes to
temperature changes.

3.3 Accelerated experiments to assess specific
sensitivities

The aim of this section is to assess the sensitivity of the sim-
ulated climate evolution to the choice of critical ice sheet
model parameters and assumptions. To do so, we have per-
formed additional experiments in which the forcings are ac-
celerated. Three major sources of uncertainties have been ex-
plored: ice sheet mechanics (deformation and grounding line
dynamics), surface mass balance and sub-shelf melting rates.
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Figure 11. Time evolution of the different contributions to ice sheet
mass changes. The total mass change is the sum of the surface mass
balance, the basal mass balance and the calving rate.

The evolution of some large-scale climate variables for
these additional experiments are shown in Fig. 12. Since we
do not feed back the freshwater related to ice sheet melt-
ing to the ocean in the accelerated experiments, they have
to be compared to the DGL_noFWF experiment. The ref-
erence accelerated experiment ADGL (black in Fig. 12) is
in fact similar to the DGL_noFWF (blue): rapid tempera-
ture increase and active Atlantic circulation throughout the
deglaciation. However, the accelerated experiment displays
larger ice sheets than the non-accelerated (about 8 m of sea
level equivalent at 14 ka) and as a result a colder climate
(∼ 0.4 ◦C in global mean surface temperature at 14 ka). If
the timing of the ice sheet retreat can be slightly different,
the overall pattern of this retreat is only weakly affected by
the acceleration factor.

The two experiments related to ice sheet dynamics
(ADGL_ef and ADGL_schoof) do present some differences
in their simulated ice sheet volume. The increased enhance-
ment factor (ADGL_ef) leads to thinner ice sheets (smaller
ice volume) and, as such, deglaciates faster than the ref-
erence accelerated experiment (ADGL). The experiment in
which we use the formulation of Schoof (2007) instead of
Tsai et al. (2015) (ADGL_schoof) also produces a lower ice
sheet volume during the glacial period. However, this exper-
iment shows a slower ice sheet retreat during the deglacia-
tion compared to the reference ADGL experiment. This is
mostly related to the greater grounding line sensitivity in the
formulation of Tsai et al. (2015), already shown in (Quiquet
et al., 2018a) for the Antarctic ice sheet. These differences
in terms of ice sheet evolution nonetheless only have a lim-
ited impact on the climate evolution. The ADGL_ef produces
a slightly more rapid warming during the deglaciation (re-
lated to the smaller ice sheets), while it is the opposite for the
ADGL_schoof (slower ice sheet retreat). The Atlantic cir-
culation is also weakly impacted by the different ice sheet
evolution. Only the ADGL_ef produces a slightly earlier de-
crease in the overturning circulation than the ADGL experi-

Figure 12. Time evolution of a selection of large-scale climate
variables for different sensitivity experiments: (a) global mean sur-
face temperature, (b) maximum of the Atlantic stream function and
(c) simulated Northern Hemisphere ice volume. The model that
does not account for the freshwater release to the ocean due to ice
sheet melting is shown in grey (DGL_noFWF). The other lines are
accelerated simulations (factor of acceleration of 5), and they simi-
larly do not account for the freshwater flux to the ocean. The accel-
erated reference experiment is in blue (ADGL). The dark green line
is an experiment in which we use the Schoof (2007) formulation
of the flux at the grounding line (ADGL_schoof) instead of Tsai
et al. (2015). The light green line is an experiment for which we
use a larger enhancement factor (3.5 instead of 1.8, ADGL_ef). The
light orange line is a version of the model with a lower crad coeffi-
cient (−50 instead of −40 W m−2, ADGL_accplus) which induces
a more positive surface mass balance. The dark orange is for an ex-
periment in which we do not apply the spatial correction of the crad
parameter (ADGL_nocor). The blue line is for an experiment with
an increase in sub-shelf melting rate (ADGL_bmbplus).

ment, while the ADGL_schoof displays insignificant differ-
ences.

The two experiments related to modification of the surface
mass balance parameters induce larger simulated ice sheet
volume differences. Associated with a larger ice sheet sur-
face mass balance, the ADGL_accplus produces larger ice
sheet volumes throughout the whole simulated time period.
For this experiment the maximal ice volume is reached by
circa 19 ka, and it is larger by about 15 m of sea level equiv-
alent than the ADGL experiment. This excess ice also ex-
plains the delayed ice sheet retreat: at 10 ka the simulated
ice sheets still represent about 45 m drop in eustatic sea level
in the ADGL_accplus experiment compared to about 8 m in
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the ADGL experiment. This has consequences for the sim-
ulated climate: (i) the global mean temperature rises more
slowly, eventually reaching a comparable value to the ref-
erence simulation at 0 ka; (ii) the phase of very active over-
turning in the middle of the deglaciation is extended by 2 kyr.
Even though the ADGL_accplus experiment displays larger
ice sheet volume, the pattern of the ice sheet retreat is sim-
ilar to the one of the ADGL experiment. By contrast, the
ADGL_nocor experiment provides alternative ice sheet his-
tories. In the ADGL experiment the Barents–Kara sector of
the Eurasian ice sheet is almost fully deglaciated at 13.5 ka,
while it is the case only after 8.5 ka in the ADGL_nocor ex-
periment. Conversely, the North American ice sheet retreats
faster in the ADGL_nocor experiment. This is a direct con-
sequence of the cold temperature bias in northern Europe
and the warm bias in North America. If the climate evolu-
tion is not drastically changed as a result of these different
ice sheet chronologies, it nonetheless shows some interest-
ing differences. The overturning circulation remains mod-
erate for a longer time period compared to the ADGL ex-
periment since it increases only after 15 ka (with respect to
17.5 ka in ADGL). As a result the global mean temperature in
ADGL_nocor is colder than in ADGL even though it shows
smaller ice sheets at least until 15 ka. The oceanic circulation
in the model seems largely affected by the Eurasian ice sheet
size.

Finally, the experiment in which we increase the sub-
shelf melting rate, ADGL_bmbplus, shows only negligible
changes with respect to the ADGL experiment. This suggests
that, in our model, the ice sheet retreat is mostly driven by
surface ablation and not sub-shelf melt.

4 Discussion

We have shown that in our reference experiment the freshwa-
ter flux to the ocean resulting from ice sheet melting leads to
a progressive weakening of the Atlantic overturning circula-
tion from the Last Glacial Maximum, eventually leading to a
complete shut-down without recovery within the time frame
of the experiments presented. With different sensitivity ex-
periments in which we modify the amount of freshwater flux
released to the ocean, we have shown that we are able to sim-
ulate abrupt transitions from collapsed to recovered state of
the Atlantic circulation during the deglaciation. Thus, with
a reduced freshwater flux, the AMOC can remain active dur-
ing the Holocene. This suggests that if the model contains the
physical elements for rapid changes in the AMOC, it seems
nonetheless too sensitive to the amount of freshwater since it
is unable to maintain an active oceanic circulation with a re-
alistic amount of freshwater fluxes. Alternative experiments
(not discussed here) with the iLOVECLIM model in which
we used prescribed ice sheet reconstructions (instead of inter-
active) and freshwater fluxes derived from the GLAC-1D and
ICE-6G_C also lead to a shut-down of the overturning circu-

lation. This problem has been identified in other models. For
example, freshwater derived from geologically constrained
ice sheet reconstructions (ICE-5G, Peltier, 2004) also leads
to an AMOC collapse in Bethke et al. (2012), while most
of the time idealised freshwater scenarios, which can sub-
stantially differ from the reconstructions, are preferred (e.g.
Liu et al., 2009; Menviel et al., 2011; He et al., 2013; Obase
and Abe-Ouchi, 2019). Transient sensitivity of the simulated
AMOC to freshwater flux remains an open question when
attempting to simulate the climate evolution across the last
deglaciation. For these transient experiments, it would be
useful to perform a systematic analysis of the sensitivity of
the oceanic circulation to key processes for deep convection,
such as the brine rejection during sea ice formation or atmo-
spheric wind stress and also in the way the freshwater flux
is imposed on the oceanic model, e.g. considering the depth
of the freshwater release, its seasonality or the impact of the
iceberg transport.

The simulated temperature change during the deglaciation
is generally very gradual with no abrupt transitions. For ex-
ample, in our experiments over the Greenland ice sheet the
local temperature change is strongly correlated to the global
mean temperature change and most of the time does not dis-
play abrupt events such as the one recorded in ice cores (Al-
ley, 2000b). In fact only the abrupt AMOC recoveries in cer-
tain experiments (DGL_FWF/3 at 10.7 ka and DGL_brines
at 3.8 ka) are able to produce abrupt temperature changes
in Greenland comparable to the ice core record. Since these
AMOC recoveries are lacking in the majority of our exper-
iments we generally largely underestimate the millennial-
scale variability observed at high latitudes. This variability
could largely influence the ice sheet evolution. For example,
since the Bølling–Allerød warming is not simulated in our
model, we are not able to quantify its impact on the North
American or the Eurasian ice sheets (Gregoire et al., 2016;
Brendryen et al., 2020).

In addition, within the experiments presented here, only
changes in the AMOC related to freshwater flux are able to
produce some abrupt temperature changes. For example, all
the accelerated experiments, in which this process is not con-
sidered, have produced a smooth temperature increase since
the LGM. However, these experiments show different ice
sheet evolutions with some rapid ice sheet retreat at times.
This suggests that in our model and for the time period sim-
ulated, external forcing and ice sheet changes alone are not
able to produce millennial-scale climate variability without
invoking freshwater hosing.

Finally, we have identified a few expected improvements.
First, in our experiments we did not consider the potential

changes in the Antarctic ice sheet since we use a constant
topography and ice mask in the Southern Hemisphere. Simi-
larly we do not take into account the freshwater flux resulting
from Antarctic ice sheet retreat from the Last Glacial Max-
imum. This simplification was motivated by the fact that an
earlier study already identified that freshwater hosing around
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Antarctica with our model has a negligible impact on the sim-
ulated climate (Roche et al., 2010). In this region, the cir-
cumpolar current tends to rapidly dilute the released fresh-
water leading to a very limited impact on vertical oceanic
mixing. However, the gradual retreat of the ice sheet from
the continental shelf margin can also facilitate the sinking
of brines and as such enhance dense water formation. If the
sinking of brines around Antarctica seems to play a moderate
role in our experiments, it can nonetheless produce an abrupt
AMOC recovery at 3.8 ka, not occurring in the reference ex-
periment. As such, this process should be more thoroughly
investigated with, for example, interactive Antarctic topog-
raphy and bathymetry.

Second, we have used a very simple parameterisation for
sub-shelf melt when alternative parameterisations display
a better agreement with complex sub-shelf cavity oceanic
models (Favier et al., 2019). This process is key for the fu-
ture of Antarctic ice sheet (Seroussi et al., 2020) and could be
equally important for the deglaciation of marine-based sec-
tors of the Northern Hemisphere ice sheets (Petrini et al.,
2018; Clark et al., 2020). For this reason, we plan to im-
plement an alternative sub-shelf melt model at the interface
between GRISLI and iLOVECLIM. However, in our exper-
iments, the main driver for ice sheet retreat is surface mass
balance, at least until 12.8 ka. After this date, sub-shelf melt
rate becomes important only because grounding line insta-
bilities have been triggered. These instabilities do not seem
to be triggered by an artificially high grounding line melting
rate since the experiment with higher sub-shelf melt displays
a very similar ice sheet evolution. These results could be re-
visited with a more complex sub-shelf model.

Lastly, we run deglaciation experiments starting from
26 ka assuming that the Northern Hemisphere ice sheets were
in equilibrium with the simulated glacial climate. However,
the Last Glacial Maximum ice sheets were the results of the
long previous glacial period starting from the last glacial in-
ception. Ideally, it would have been best to perform a tran-
sient coupled experiment covering this period of time in or-
der to have more realistic ice sheet states. Notably, slowly
evolving ice sheet variables such as glacial isostasy or in-
ternal temperatures are expected to be affected by a transient
spin-up instead of a constant glacial spin-up. However, it cur-
rently remains a numerical challenge to perform such a tran-
sient spin-up.

5 Conclusions

In this paper, we have presented climate model experi-
ments in which the Northern Hemisphere ice sheets are syn-
chronously coupled to the rest of the system (atmosphere and
ocean). For the majority of our experiments, the atmospheric
changes are mostly gradual, while the Atlantic overturning
circulation displays abrupt changes. In the reference exper-
iment, the model fails at keeping an active circulation dur-

ing the Holocene. It is only when the freshwater amounts re-
leased to the ocean are reduced that we can simulate AMOC
shut-downs and recoveries, suggesting too strong a sensi-
tivity of this process in our model. The AMOC recoveries,
when simulated, are associated with abrupt warming events
in Greenland. The simulated ice sheet evolution is in general
agreement with geologically reconstructions even though the
retreat is too fast with respect to these reconstructions. The
simulated ice sheets present some phases of acceleration in
their retreat related to grounding line instabilities. These oc-
cur in the Arctic Ocean for the Eurasian ice sheet and in
proglacial lakes at the southern margin of the North Amer-
ican ice sheet. However these events are not directly corre-
lated to abrupt climate changes. In addition, we performed
various sensitivity experiments in which we did not consider
the freshwater released to the ocean but in which we modi-
fied some critical aspects of the ice sheet model. If these ex-
periments produce different ice sheet deglacial chronologies
they show similar climate trajectories. This suggests that ice
sheet geometry changes alone, i.e without freshwater fluxes,
are not enough to generate abrupt events in our model.
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Titre: Rôle de la glace de mer australe sur la circulation océanique profonde et le cycle du carbone au
Dernier Maximum Glaciaire

Mots clés: circulation océanique profonde, glace de mer, contenu en carbone, modélisation des paléo-
climats

Résumé: La période froide du Dernier Maximum Glaciaire était caractérisée, en regard de notre climat
moderne, par une couverture de glace de mer australe accrue, une circulation profonde Atlantique moins
profonde et une plus faible concentration en CO2 dans l’atmosphère. Ces différences sont bien connues
grâce aux observations indirectes mais difficiles à représenter dans les simulations issues des modèles de
climat. En effet, ces modèles simulent fréquemment une concentration en CO2 atmosphérique trop élevée,
une circulation océanique trop profonde dans l’Atlantique et une banquise présentant une distribution trop
circulaire dans l’océan austral ainsi qu’une étendue hivernale et une amplitude saisonnière trop faibles. Ces
désaccords modèle-données observés au Dernier Maximum Glaciaire remettent en cause la représentation
numérique de certains processus climatiques essentiels. Plusieurs études soulignent le rôle majeur de la glace
de mer australe sur la capacité de stockage de carbone de l’océan et la circulation océanique profonde. Je me
suis donc focalisée sur cette région pour mieux comprendre les processus associés à ce stockage. Grâce aux
simulations réalisées avec le modèle système terre iLOVECLIM, j’ai pu démontrer que les incertitudes liées
à la représentation des calottes polaires ont un impact limité sur les variables examinées ici. En revanche,
d’autres choix de conditions aux limites (affectant le volume de l’océan, l’ajustement de l’alcalinité) peuvent
entraîner des modifications importantes du contenu total en carbone de l’océan. Je montre également que
l’utilisation d’une paramétrisation simple de la plongée des saumures résultant de la formation de glace
de mer permet d’améliorer significativement la simulation de la glace de mer australe, de la circulation
océanique profonde et de la concentration en CO2 atmosphérique. Un ensemble de simulations incluant
l’impact de différentes paramétrisations océaniques est utilisé pour montrer que la circulation océanique
très profonde simulée par notre modèle ne peut être attribuée à une glace de mer australe insuffisante. En
revanche, les processus de convection dans l’océan austral semblent clefs pour améliorer à la fois la glace
de mer australe, la circulation océanique profonde et la concentration en CO2 atmosphérique au Dernier
Maximum Glaciaire.

Title: Role of Southern Ocean sea ice on deep ocean circulation and carbon cycle at the Last Glacial
Maximum

Keywords: deep ocean circulation, sea ice, carbon sequestration, paleoclimate modelling

Abstract: Compared to the present-day climate, the cold period of the Last Glacial Maximum was
characterized by an expanded sea-ice cover in the Southern Ocean, a shoaled Atlantic deep ocean circulation
and a lower atmospheric CO2 concentration. These changes are well-documented by indirect observations
but difficult to represent in simulations of climate models. Indeed, these models tend to simulate a too
high atmospheric CO2 concentration, a too deep Atlantic deep ocean circulation, and a sea-ice cover with a
too circular distribution in the Southern Ocean and a too small winter extent and seasonal amplitude. The
model-data discrepancies observed at the Last Glacial Maximum call into question the model representation
of some important climate processes. Several studies have underlined the crucial role of the Southern Ocean
sea ice on ocean carbon storage capacity and deep circulation. I have therefore focussed on this region to
improve our understanding of the processes associated with this storage. Thanks to simulations performed
with the Earth System Model iLOVECLIM, I have demonstrated that the uncertainties related to ice sheet
reconstructions have a limited impact on the variables examined in this study. In contrast, other choices
of boundary conditions (influencing the ocean volume and alkalinity adjustment) can yield large changes
of carbon sequestration in the ocean. I also show that a simple parameterization of the sinking of brines
consequent to sea-ice formation significantly improves the simulated Southern Ocean sea ice, deep ocean
circulation and atmospheric CO2 concentration. A set of simulations including the effects of diverse ocean
parameterizations is used to show that the too deep ocean circulation simulated by our model cannot
be attributed to an insufficient sea-ice cover, whereas convection processes in the Southern Ocean seem
crucial to improve both the Southern Ocean sea ice, the deep ocean circulation and the atmospheric CO2

concentration at the Last Glacial Maximum.
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