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Abstract
Modeling hand-object manipulations is essential for understanding how humans interact
with their environment. Recent efforts to recover 3D information from RGB images have
been directed towards fully-supervised methods which require large amounts of labeled
training samples. However, collecting 3D ground-truth data for hand-object interactions is
costly, tedious, and error-prone. In this thesis, we propose several contributions to over-
come this challenge.

First, we propose a fully automatic method to generate synthetic data with hand-object
interactions for training. We generate ObMan, a synthetic dataset with automatically gen-
erated labels, and use it to train a deep convolutional neural network to reconstruct the
observed object and the hand pose from a single RGB frame. We present an end-to-end
learnable model that exploits a novel contact loss to favor physically plausible hand-object
constellations. We investigate the domain gap and validate that our synthesized training
data allows our model to reconstruct hand-object interactions from real images, provided
the captured grasps are similar to the ones in the synthetic images.

While costly, curating annotations from real images allows to obtain samples from the
distribution of natural hand-object interactions. Next, we investigate a strategy to make the
most of manual annotation efforts: we propose to leverage the temporal context in videos
when sparse annotations are available. In a learnable framework which jointly reconstructs
hands and objects in 3D by inferring the poses of known models, we leverage photometric
consistency across time. Given our estimated reconstructions, we differentiably render the
optical flow between pairs of images and use it to warp one frame to another. We then ap-
ply a self-supervised photometric loss that relies on the visual consistency between nearby
images. We display competitive results for 3D hand-object reconstruction benchmarks and
demonstrate that our approach allows to improve the pose estimation accuracy by leverag-
ing information from neighboring frames in low-data regimes.

Finally, we explore automatic annotation of real RGB data by proposing a learning-free
fitting approach for hand-object reconstruction. We rely on 2D cues obtained with common
learnt methods for detection, hand pose estimation and instance segmentation and integrate
hand-object interaction priors. We evaluate our approach and show that it can be applied
to datasets with varying levels of complexity. Our method can seamlessly handle two-hand
object interactions and can provide noisy pseudo-labels for learning-based approaches.

In summary, our contributions are the following: (i) we generate synthetic data for
hand-object grasps that allows training CNNs for joint hand-object reconstruction, (ii) we
propose a strategy to leverage the temporal context in videos when sparse annotations are
provided, (iii) we propose to recover hand-object interactions for short video clips by fitting
models to noisy predictions from learnt models.



Résumé
Modéliser la manipulation d’objets est essentiel à la compréhension des interactions en-
tre l’homme et son environnement. Les efforts pour reconstituer l’information 3D à partir
d’images RGB se sont récemment orientés vers les méthodes d’apprentissage supervisés,
qui requièrent de nombreux exemples annotés durant l’entrainement. Cependant, la col-
lecte d’annotations précises pour des images de manipulation est laborieuse, couteuse, et
propice aux erreurs. Cette thèse propose plusieurs contributions pour pallier ces difficultés.

Premièrement, nous proposons une méthode pour générer automatiquement des don-
nées synthétiques d’interactions mains-objets. Nous générons un set de données synthé-
tiques: ObMan, que nous utilisons pour entrainer un réseau de neurones convolutif profond
pour la reconstruction 3D à partir d’une unique image RGB. Nous présentons une méthode
d’apprentissage différentiable qui favorise des reconstructions physiquement plausibles à
l’aide d’une nouvelle pénalisation. Nos données synthétiques permettent au modèle de
reconstruire des interactions à partir d’images réelles, à condition que les configurations
observées soient proches des manipulations représentées par les images synthétiques.

Bien que coûteuse, l’annotation d’images réelles permet d’obtenir des exemples d’interactions
mains-objets qui surviennent naturellement lors de la manipulation. Nous proposons de
valoriser des annotations obtenues manuellement en utilisant le contexte temporel pour
des vidéos annotées sporadiquement. Nous déployons une architecture différentiable qui
permet de reconstruire les interactions 3D en estimant la pose de la main et d’un objet
manipulé dont le modèle est supposé connu, et proposons d’utiliser la consistance pho-
tométrique au cours du temps comme signal d’entrainement. Étant données nos prédic-
tions, nous estimons le flux optique entre deux images à l’aide d’un rendu différentiable, et
utilisons celui-ci pour transposer les déformations dues aux mouvement d’une des images
vers l’autre. Nous appliquons ensuite une pénalité photométrique auto-supervisée basée sur
la cohérence visuelle entre images proches. Notre méthode produit des résultats compéti-
tifs pour des jeux de données de référence en reconstruction main-objet. Nous démontrons
que notre approche permet d’améliorer la précision de l’estimation de pose en mettant à
profit les informations des images voisines lorsque la densité d’annotation est faible.

Enfin, nous étudions l’annotation automatique de données RGB réelles en proposant
une approche d’optimisation sans apprentissage pour la reconstruction de manipulations
d’objets. Nous nous appuyons sur des prédictions produites par des modèles d’apprentissage
établis pour la détection, l’estimation de la pose de la main et la segmentation d’instance,
et intégrons des heuristiques régulant les interactions mains-objets. Nous évaluons notre
approche et montrons qu’elle peut être appliquée à des vidéos présentant différents niveaux
de complexité. Notre méthode peut modéliser les manipulations entre plusieurs mains et
un objet et fournir des annotations bruitées pour des méthodes basées sur l’apprentissage.



En résumé, nos contributions sont les suivantes : (i) nous générons des données syn-
thétiques pour la saisie d’objets qui permettent d’entraîner des réseaux convolutif profonds
pour la reconstruction jointe d’une main et d’un objet, (ii) nous proposons une stratégie
pour utiliser le contexte temporel des vidéos lorsque la densité temporelle d’annotation est
faible, (iii) nous proposons d’estimer les interactions main-objet pour de courts clips vidéo
en mettant en correspondance les poses 3D de mains et d’objets avec les prédictions de
modèles entrainés.





Contents

1 Introduction 1
1.1 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.1.1 Applications to AR. . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.1.2 Applications to robotics. . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Representing manipulated objects. . . . . . . . . . . . . . . . . . . 6
1.2.2 Cluttered scenes . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Access to limited information. . . . . . . . . . . . . . . . . . . . . 8
1.2.4 Limited 3D annotations. . . . . . . . . . . . . . . . . . . . . . . . 9

1.3 Goal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

1.4.1 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4.2 Software & dataset contributions . . . . . . . . . . . . . . . . . . . 12

1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Related work 15
2.1 Object modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Object representation . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.2 Object shape estimation . . . . . . . . . . . . . . . . . . . . . . . 19
2.1.3 Rigid pose estimation . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2 Hand modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Articulated pose estimation . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2 Keypoint regression . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.3 Hand pose and shape estimation . . . . . . . . . . . . . . . . . . . 36

2.3 Joint hand-object reconstruction . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.1 Objects as occluders. . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.3.2 Joint optimization . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.3.3 Hand-object 3D annotations. . . . . . . . . . . . . . . . . . . . . . 50
2.3.4 Hand-object reconstruction from a single RGB frame . . . . . . . . 51



3 Learning joint hand-object reconstruction from synthetic grasps 55
3.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.1.1 Synthetic data rendering . . . . . . . . . . . . . . . . . . . . . . . 56
3.1.2 Automatic grasp generation . . . . . . . . . . . . . . . . . . . . . 58

3.2 Generating hand-object interactions . . . . . . . . . . . . . . . . . . . . . 59
3.2.1 Automatic grasp generation . . . . . . . . . . . . . . . . . . . . . 59
3.2.2 Grasp rendering . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.3 Learning grasp reconstruction . . . . . . . . . . . . . . . . . . . . . . . . 67
3.3.1 Regressing hand parameters . . . . . . . . . . . . . . . . . . . . . 67
3.3.2 Object mesh estimation . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.3 Contact loss . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
3.3.4 Implementation details . . . . . . . . . . . . . . . . . . . . . . . . 73

3.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
3.4.1 Evaluation metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.2 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.4.3 Hand pose estimation . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.4.4 Object reconstruction . . . . . . . . . . . . . . . . . . . . . . . . . 78
3.4.5 Effect of occlusions . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.4.6 Effect of contact loss . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.4.7 Synthetic to real transfer . . . . . . . . . . . . . . . . . . . . . . . 83
3.4.8 Qualitative results on CORe50 . . . . . . . . . . . . . . . . . . . . 86

3.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4 Learning from sparse annotations 89
4.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.1.1 Learning with temporal constraints . . . . . . . . . . . . . . . . . 90
4.1.2 Learning with photometric consistency . . . . . . . . . . . . . . . 90

4.2 Learning to grasp known objects with sparse temporal supervision . . . . . 91
4.2.1 Temporal supervision from sparse grasp supervision . . . . . . . . 91
4.2.2 Learning to grasp known objects . . . . . . . . . . . . . . . . . . . 93
4.2.3 Dense 3D Hand-Object Reconstruction . . . . . . . . . . . . . . . 97

4.3 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.1 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.3.2 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.3.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . 99
4.3.4 Skeleton adaptation . . . . . . . . . . . . . . . . . . . . . . . . . . 105
4.3.5 Runtime. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105



5 Joint hand-object fitting 107
5.1 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

5.1.1 Annotating 3D objects in real images. . . . . . . . . . . . . . . . . 108
5.1.2 Joint fitting to RGB frames. . . . . . . . . . . . . . . . . . . . . . 109
5.1.3 Temporal constraints for motion modeling. . . . . . . . . . . . . . 109

5.2 Fitting hand-object interactions in RGB images . . . . . . . . . . . . . . . 110
5.2.1 Obtaining 2D hand-object evidence . . . . . . . . . . . . . . . . . 110
5.2.2 Independent pose initialization . . . . . . . . . . . . . . . . . . . . 111
5.2.3 Joint fitting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

5.3 Learning from noisy data . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.4.1 Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.4.2 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
5.4.3 Contribution of error terms in fitting . . . . . . . . . . . . . . . . . 116
5.4.4 Sensitivity to estimated 2D evidence . . . . . . . . . . . . . . . . . 117
5.4.5 State-of-the-art comparison . . . . . . . . . . . . . . . . . . . . . 119
5.4.6 In-the-wild 3D hand-object pose estimation . . . . . . . . . . . . . 121

5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

6 Discussion 123
6.1 Summary of contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124

6.2.1 Importance and limitations of existing datasets. . . . . . . . . . . . 124
6.2.2 Hybrid annotation methods. . . . . . . . . . . . . . . . . . . . . . 124
6.2.3 Learning from noisy annotations. . . . . . . . . . . . . . . . . . . 125
6.2.4 Modeling object state changes . . . . . . . . . . . . . . . . . . . . 125
6.2.5 Discovering statistical object affordances . . . . . . . . . . . . . . 126





List of Figures

1-1 Scenes can typically be visually factorized at the pixel level into active
agents, most often humans, objects and the surrounding static environ-
ment. We illustrate this factorization on an example image from the Epic-
Kitchens 2018 dataset Damen et al. (2018). . . . . . . . . . . . . . . . . . 1

1-2 Example of hand-object interactions which occur in a kitchen environment
during food and drink preparation from the Epic-Kitchens 2018 dataset Damen
et al. (2018). Object manipulation plays a crucial roles in activities of daily
living (ADL). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1-3 Various examples of object manipulation. People typically use their hands
everyday to accomplish first-necessity tasks as well as for leisure and so-
cial activities. Images by Debora Alves, Sabine Ponce Joshua Woroniecki,
Sabine van Erp, Renate Köpel, from pixabay. . . . . . . . . . . . . . . . . 3

1-4 Famous examples of object manipulation. . . . . . . . . . . . . . . . . . . 3

1-5 Accurate modeling of unconstrained hand-object interactions could help
provide guidance during manipulation using AR devices (see Section 1.1.1)
or transfer useful skills to robots (see Section 1.1.2). . . . . . . . . . . . . . 5

1-6 Everyday objects vary in shape. Even for a single seemingly constrained
category such as mugs, a wide variety of shapes are observed in practice,
see the first row. The variety of object shapes is reflected in CAD databases
such as ShapeNet Chang et al. (2015) which source their models from the
web, which we illustrate in the second row. . . . . . . . . . . . . . . . . . 6

1-7 Different representations capture 3D information of material objects. 3D
representations are discussed in more details in Section 2.1.1 . . . . . . . . 7

1-8 . Images and videos displaying natural hand-object interactions present
many challenges. Note that difficulties often accumulate in a single im-
age. The top right image for instance suffers from extreme illumination in
addition to background clutter and occlusions. . . . . . . . . . . . . . . . . 8

https://pixabay.com/users/deborabalves-934304/
https://pixabay.com/users/ponce_photography-2473530/
https://pixabay.com/users/joshuaworoniecki-12734309/
https://pixabay.com/users/sabinevanerp-2145163/
https://pixabay.com/users/renateko-15186262/
https://pixabay.com


1-9 Recent efforts have aimed to scale data annotation for real datasets de-
picting hand-object interactions. However, the total number of annotated
objects and sequences is still limited. . . . . . . . . . . . . . . . . . . . . . 9

2-1 Different 3D representations allow to capture and encode a given 3D shape,
such as this mug from the ShapeNet Chang et al. (2015) dataset. Each
representation incurs a different trade-off in terms of flexibility, modeling
capacity and storage costs, determining its adequacy for a given task. 3D
representations are discussed in more details in Section 2.1.1 . . . . . . . . 17

2-2 One of the first attempts to automatically recover the shape of 3D objects
from 2D images by Roberts (1963). Images from Roberts (1963) . . . . . . 20

2-3 Recent learning-based methods demonstrate SVR results for real and syn-
thetic images by recovering the parameters for a variable number of shape
primitives. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2-4 AtlasNet Groueix et al. (2018b) learns to deform a template by mapping its
surface points to surface point coordinates of the reconstructed object. . . . 24

2-5 Differentiable rendering allows to deform a mesh template so that it matches
a given silhouette (2-5a. Here we display optimization results where we fit
a spherical mesh to a target shape silhouette by optimizing each vertex loca-
tion independently using Pytorch3D. While the outline imposes valid con-
straints on the object shape, the problem is underconstrained in the case of
single-view silhouette optimization, resulting in implausible shapes (2-5b).
Additional regularization constraints, in this case a weighted sum of Lapla-
cian, normal smoothness and edge length regularization (with weights 1,
0.01 and 1 respectively, as per the Pytorch3D Ravi et al. (2020) tutorial)
provide an improvement but fail to capture semantic priors (2-5c). . . . . . 26

2-6 Differentiable rendering allows to optimize the translation and rotation of
a target mesh to match silhouette or RGB evidence. Above, we present
successful (2-6a) and unsuccessful (2-6b) examples where the object pose
is optimized using the Pytorch3D Ravi et al. (2020) tutorial by matching
a reference and differentiably silhouette mask starting from two different
initial poses. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2-7 The MANO Romero et al. (2017) parametric hand model. . . . . . . . . . 38

2-8 Several hand-object datasets have been proposed to support methods which
focus on estimating hand poses and model the occlusions generated by ob-
jects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

https://pytorch3d.org/tutorials/fit_textured_mesh
https://pytorch3d.org/tutorials/camera_position_optimization_with_differentiable_rendering


2-9 Examples of input frames and reconstructed hand-object configurations for
model-based tracking methods. All images are reproduced from the origi-
nal papers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2-10 While Oikonomidis et al. (2011b) model collisions by associating colli-
sion primitives to their hand model, Ballan et al. (2012) take into account
the dense mesh surface and speed-up computations by computing local
triangle-triangle intersections. Images reproduced from the original papers
(Ballan et al. (2012); Oikonomidis et al. (2011b)) . . . . . . . . . . . . . . 47

3-1 We select objects from 8 graspable object categories from the ShapeNet
Chang et al. (2015) database. . . . . . . . . . . . . . . . . . . . . . . . . . 60

3-2 We select objects from the ShapeNet Chang et al. (2015) database. We
present here random examples of objects from the vase category which we
use for our ObMan dataset in the ShapeNet model exploration interface
https://shapenet.org/model-querier. Objects in ShapeNet
can be composed of an arbitrary number of parts and present different
topologies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3-3 We present different grasps generated by GraspIt Miller and Allen (2004)
for a single object CAD model as described in Section 3.2.1 in the first
row, and grasps for 4 different ShapeNet Chang et al. (2015) models in the
second row. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

3-4 We render a full-body posed human model grasping an object with realistic
textures obtained by combining body and hand textures . . . . . . . . . . . 63

3-5 Textures from full body scans typically display missing and erroneous color
values in the hand region. We use high-resolution hand scans color-aligned
with the person’s face skin to inpaint the target hand region (see lower
right of each body texture image, outlined in red before and in green after
inpainting) as described in Section 3.2.2. . . . . . . . . . . . . . . . . . . . 64

3-6 ObMan: large-scale synthetic dataset of hand-object interactions. We pose
the MANO hand model Romero et al. (2017) to grasp a given object mesh
using GraspIt Miller and Allen (2004), see Section 3.2.1. The scenes are
rendered with variation in texture, lighting, and background, as described
in Section 3.2.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3-7 We render object-only and hand-only images for each sample in the ObMan
dataset along with depth maps for each of the hand-only object-only and
joint configuration, which we store in different color channels as an image
along with minimum and maximum depth values for efficiency. . . . . . . . 65

https://shapenet.org/model-querier


3-8 Our ObMan dataset provides synthetic images with pixel-accurate seg-
mentation maps, 3D hand joints as well as hand and object meshes in cam-
era coordinates. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3-9 Our model predicts the hand and object meshes in a single forward pass in
an end-to-end framework. The repulsion loss ℒ𝑅 penalizes interpenetration
while the attraction loss ℒ𝐴 encourages the contact regions to be in contact
with the object. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3-10 Left: Estimated contact regions from ObMan. We find that points that are
often involved in contacts can be clustered into 6 regions on the palmar
surface of the hand. Right: Generic shape of the penalization function
emphasizing the role of the characteristic distances. . . . . . . . . . . . . . 72

3-11 Qualitative results on the test sequence of the StereoHands dataset. . . . . . 77

3-12 We compare our root-relative 3D hand pose estimation on Stereohands to
the state-of-the-art methods from Iqbal et al. (2018), Cai et al. (2018),
Mueller et al. (2018), Zimmermann and Brox (2017), and CHPR Sun et al.
(2015). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3-13 Renderings from ShapeNet models and our corresponding reconstructions
in camera view. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3-14 We show the benefits from each term of the regularization. Using both
the ℒ𝐸 and ℒ𝐿 in conjunction improves the visual quality of the predicted
triangulation while preserving the shape of the object. . . . . . . . . . . . . 81

3-15 Qualitative comparison between with (bottom) and without (top) contact on
FPHAB𝐶 . Note the improved contact and reduced penetration, highlighted
with red regions, with our contact loss. . . . . . . . . . . . . . . . . . . . 82

3-16 We examine the relative importance between the contact terms on the grasp
quality metrics. Introducing a well-balanced contact loss improves upon
the baseline on both max penetration and simulation displacement. . . . . . 84

3-17 We compare training on FPHAB only (Real) and pre-training on synthetic,
followed by fine-tuning on FPHAB (Synth2Real). As the amount of real
data decreases, the benefit of pre-training increases. For both the object and
the hand reconstruction, synthetic pre-training is critical in low-data regimes. 85

3-18 We compare the effect of training with and without fine-tuning on variants
of our synthetic dataset on HIC. We illustrate each dataset (a, b, c, d) with
an image sample, see text for definitions. Synthetic pre-training, whether
or not the target distribution is matched, is always beneficial. . . . . . . . . 85



3-19 Qualitative results on CORe50. Our model, trained only on synthetic data,
shows robustness to various hand poses, objects and scenes. Global hand
pose and object outline are well estimated while fine details are missed.
We present failure cases in the red box. Note that this model is trained on
synthetic ObMan images only. . . . . . . . . . . . . . . . . . . . . . . . . 86

3-20 Selected qualitative results on CORe50 dataset. We present additional
hand-object reconstructions for a variety of object categories and object in-
stances, spanning various hand poses and object shapes. Each image shows
manipulation of a different object model. . . . . . . . . . . . . . . . . . . 86

3-21 To show the typical performance of our model on the CORe50 dataset Lomonaco
and Maltoni (2017), We display the outputs of our method on 25 ran-
domly sampled frames from this dataset. Note that the images are ran-
domly drawn from the subset of CORe50 which we annotated with hand
side and hand-object region of interest. . . . . . . . . . . . . . . . . . . . 87

4-1 Photometric consistency loss. Given an annotated frame, 𝑡𝑟𝑒𝑓 , and an unan-
notated one, 𝑡𝑟𝑒𝑓+𝑘, we reconstruct hand and object 3D pose at 𝑡𝑟𝑒𝑓+𝑘 lever-
aging a self-supervised loss. We differentiably render the optical flow be-
tween ground-truth hand-object vertices at 𝑡𝑟𝑒𝑓 and estimated ones. Then,
we use this flow to warp frame 𝑡𝑟𝑒𝑓+𝑘 into 𝑡𝑟𝑒𝑓 , and enforce consistency in
pixel space between warped and real image. . . . . . . . . . . . . . . . . . 91

4-2 Architecture of the single-frame hand-object reconstruction network. Our
network assumes that the object CAD model is available and regresses pose
parameters for the hand and object as well as MANO hand shape parameters. 94

4-3 Qualitative results on the FPHAB dataset. We visualize the reconstructed
meshes reprojected on the image as well as a rotated view. When training
on the full dataset, we obtain reconstructions which accurately capture the
hand-object interaction. In the sparsely supervised setting, we qualitatively
observe that photometric consistency allows to recover more accurate hand
and object poses. Failure cases occur in the presence of important motion
blur and large occlusions of the hand or the object by the subject’s arm. . . 98

4-4 Evaluation of our baseline for hand-object pose estimation on the early
release of the HO-3D Hampali et al. (2019) dataset. We report the PCK
for 2D joint mean-end-point error for hands, and the mean 2D reprojection
error for objects. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4-5 Effect of using photometric-consistency self-supervision when only a frac-
tion of frames are fully annotated on HO-3D. We report average values and
standard deviations over 5 different runs. . . . . . . . . . . . . . . . . . . . 101



4-6 We observe consistent quantitative improvements from the photometric
consistency loss as the percentage of fully supervised frames decreases be-
low 10% for both hands and objects. . . . . . . . . . . . . . . . . . . . . . 102

4-7 Progressive pose refinement over training samples, even in the presence of
large motion and inaccurate initialization. In extreme cases (last row), the
model cannot recover. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

4-8 Predicted reconstructions for images from HO-3D. While rotation errors
around axis parallel to the camera plane are not corrected and are some-
times even introduced by the photometric consistency loss, we observe
qualitative improvement in the 2D reprojection of the predicted meshes
on the image plane. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4-9 Predicted shape deformations in the (a) absence and (b) presence of the
skeleton adaptation layer on the FPHAB dataset. . . . . . . . . . . . . . . 105

5-1 Joint hand-object fitting: We independently initialize the hand and object
poses based on 2D detections and segmentations. We refine this config-
uration with interaction-based constraints to obtain our final joint fitting.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5-2 Effect of error terms: Qualitative analysis showing the effects of the var-
ious error terms for the hand-object reconstruction accuracy on the HO-3D
dataset. We highlight visual evidence of local corrections attributed to the
local interaction from Chapter 3 and collision Jiang et al. (2020) terms. . . . 117

5-3 Sensitivity to 2D detections: Dependence of our 3D reconstruction on the
accuracy of the 2D evidence by running our method with ground truth (GT)
hand and object detections and ground truth object masks for the HO-3D
dataset Hampali et al. (2020). . . . . . . . . . . . . . . . . . . . . . . . . . 118

5-4 In-the-wild reconstructions: Our results on natural hand-object manipu-
lations of the Epic-Kitchens dataset Damen et al. (2018). We present sev-
eral success and failures of our method on the challenging Epic-Kitchens
dataset. We highlight typical failure modes for our method, in particular,
object orientation errors resulting from depth ambiguity. We observe that
our fitting method recovers plausible interactions across different object
categories and hand-object configurations. . . . . . . . . . . . . . . . . . 120

5-5 Comparison with Chapter 3: Qualitative comparison of our fits to Chap-
ter’s 3 ObMan-trained model estimations on the Core50 dataset.While our
model requires an approximate mesh to be provided, it generalizes to ob-
jects of arbitrary topology. . . . . . . . . . . . . . . . . . . . . . . . . . . 121



6-1 Recent methods which model hand-object interactions can only model a
restricted subset of objects, and typically do not model object state changes.
Addressing these dynamic scenes which are beyond the scope of existing
reconstruction methods requires carefully designing appropriate 3D scene
representations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

6-2 Reconstructing hand-object interactions from a large number of demon-
stration videos could allow to capture statistical object affordances. Real
demonstrations could be used to extract plausible agent motions which
could guide exploration in simulated environments such as SAPIEN Xiang
et al. (2020) or iGibson Shen et al. (2020). The figure is composed using il-
lustrations from the SAPIEN dataset (Xiang et al. (2020)) and frames from
YouTube videos describing microwave usage. . . . . . . . . . . . . . . . . 128





List of Tables

2.1 SVR results for recent CNN-based methods. 3D-R2N2 Choy et al. (2016)
can reconstruct arbitrary objects but with a limited resolution. Pixel2Mesh Wang
et al. (2018) produces detailed results but is restricted to a simple topol-
ogy as it deforms a sphere template. AtlasNet Groueix et al. (2018b) re-
constructs complex topologies but results in non-watertight meshes. Oc-
cupancy prediction Mescheder et al. (2019) results in precise watertight
meshes but requires post-processing to extract the surface. Images cour-
tesy of Mescheder et al. (2019). . . . . . . . . . . . . . . . . . . . . . . . . 27

3.1 Dataset details for train/test splits. . . . . . . . . . . . . . . . . . . . . . . 75

3.2 We report the mean end-point error (mm) to study different losses defined
on MANO. We experiment with the loss on 3D vertices (ℒ𝑉Hand ), 3D joints
(ℒ𝐽 ), and shape regularization (ℒ𝛽). We show the results of training and
testing on our synthetic ObMan dataset, as well as the real datasets FPHAB
Garcia-Hernando et al. (2018) and StereoHands Zhang et al. (2016). . . . . 76

3.3 We report the mean end-point error on error on multiple datasets to study
the effect of the number of PCA hand pose components for the latent
MANO representation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

3.4 Chamfer loss (×1000) for 2500 points in the canonical view and camera
view show no degradation from predicting the camera view reconstruction.
We compare our re-implementation to the results provided by Groueix et al.
(2018b) on their code page https://github.com/ThibaultGROUEIX/AtlasNet.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

3.5 We first show that training with occlusions is important when targeting
images of hand-object interactions. . . . . . . . . . . . . . . . . . . . . . . 82

3.6 We experiment with each term of the contact loss. Attraction (ℒ𝐴) encour-
ages contacts between close points while repulsion (ℒ𝑅) penalizes inter-
penetration. 𝜆𝑅 is the repulsion weight, balancing the contribution of the
two terms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

https://github.com/ThibaultGROUEIX/AtlasNet


4.1 Architecture of the Hand and Object parameter regression branches. We

use fully connected linear layers to regress pose and shape parameters from the

512−dimensional features. . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.2 Comparison to state-of-the-art method of Tekin et al. (2019) on FPHAB Garcia-

Hernando et al. (2018), errors are reported in mm. . . . . . . . . . . . . . . 99
4.3 We compare training for hand and object pose estimation jointly and sepa-

rately on FPHAB Garcia-Hernando et al. (2018) and find that the encoder
can be shared at a minor performance cost in hand and object pose accuracy. 100

4.4 On the FHPAB dataset, for which the skeleton is substantially different
from the MANO one, we show that adding a skeleton adaptation layer al-
lows us to outperform our results from Chapter 3, while additionally pre-
dicting the global translation of the hand. . . . . . . . . . . . . . . . . . . 104

5.1 Contribution of error terms: We show benefits of the joint modeling
for hand-object interactions by the increased reconstruction accuracy when
compared to independent hand and object composition on the HO-3D Ham-
pali et al. (2020) dataset. Our smoothness and interaction terms impose ad-
ditional constraints which improve the final hand-object pose reconstructions.116

5.2 Results on Core50: Interaction errors for hand-object fits obtained on the
Core50 dataset. We observe significantly improved contact accuracy with
joint fitting over independent fits at the expense of a minor cost of a 0.6mm
increase in penetration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3 State-of-the-art-comparison: We compare the hand performance of the
single-view baseline from Chapter 4 to previously reported methods on
hand metrics. Note that the reported results for Hampali et al. (2020) and
Chapter 3 are for methods which output hand meshes only, Chapter 4 and
the method presented in this chapter predict the hand-object meshes jointly.
All methods are trained only on the real images from the HO-3D training
split and evaluated on the official test split through an online submission 1. . 119

5.4 Unseen objects: Vertex errors (cm) for estimated hand and object meshes.
Compared to Chapter 4, our method performs similarly across seen and
unseen objects and sees further benefits from test-time training. . . . . . . . 120



Chapter 1

Introduction

People perceive their environment through sensory organs, which provide partial cues on
the structure of their surroundings. Among the different senses, it is known that vision
plays a central role. Vision is the most studied sensory modality (Hutmacher (2019); Stern-
berg and Sternberg (2017)) and humans rely on vision as one of their "primary source of
objective data about the world" Sweetser (1990).

Recent development of affordable image sensors, storage devices and sharing platforms
has led to an explosion of accessible image and video data. With more than 5 billion inter-
net users at the end of 2020 according to Internet World Stats (2020), large databases of
digital data are accessible to most of the population. Computer vision aims to automatically
analyze digital visual data. For instance, we want to recognize and localize different objects
in an image. We further wish to describe their appearance and identify their geometric and
semantic properties, as well as to characterize their role in the scene and relations among
them. Solving these tasks would allow us to approach the long-standing objective of holis-
tic scene understanding: processing the visual evidence at a level approaching the general
understanding of humans.

Figure 1-1: Scenes can typically be visually factorized at the pixel level into active agents, most
often humans, objects and the surrounding static environment. We illustrate this factorization on an
example image from the Epic-Kitchens 2018 dataset Damen et al. (2018).
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Figure 1-2: Example of hand-object interactions which occur in a kitchen environment during food
and drink preparation from the Epic-Kitchens 2018 dataset Damen et al. (2018). Object manipula-
tion plays a crucial roles in activities of daily living (ADL).

Person analysis. Videos captured by and for humans grant them a large fraction of the
visual space. An average of 35% of pixels in a set of consumer videos were attributed to
humans according to Laptev (2013). Research on automatic video analysis has similarly
been biased towards human-centric analysis. In this context, as we illustrate in Figure 1-1,
scenes can most often be factorized into passive environment, active objects and actors. Ef-
forts in computer vision research have typically focused on analyzing subsets of the scenes
and their interactions. In particular, human-centric tasks such as action understanding and
pose estimation have received dedicated attention. While full-body pose estimation has
been the major focus, some specific body parts - the face and hands - have received in-
creased and dedicated attention. This interest reflects the special role of these body parts,
which are characterized by high density of tactile sensors and a crucial role in perceiving
our environment and interacting with it Corniani and Saal (2020).

When we are about to perform an action, our gaze assesses the constraints imposed by
the environment and anticipates object motions which will occur during manipulations Jo-
hansson et al. (2011). Consider the first-person perspective scenario, where a head-mounted
camera captures person’s actions, see Figure 1-2. In such images we can easily recognize
objects manipulated by human hands and understand the underlying intent: pouring the
milk into the second bowl. The location and pose of hands and objects, as well as their
appearance provide important cues about the ongoing action, and contribute to our under-
standing of the scene.

Importance of object manipulation. Most people develop increasingly complex and
fine-grained control of their hands during childhood. From a primitive grasping reflex,
through exploration and demonstration, infants learn to manipulate objects and use them
as tools to achieve various tasks. Children learn how to use a spoon to eat typically in the
second year of their life Connolly and Dalgleish (1989) and master handling more complex
objects such as scissors and shoe laces between the fourth and seventh year Dixon (2006).
Following this progressive acquisition of fine motor skills, most adults use their hands
seemingly effortlessly as they interact with their environment.

2



Figure 1-3: Various examples of object manipulation. People typically use their hands everyday to
accomplish first-necessity tasks as well as for leisure and social activities. Images by Debora Alves,
Sabine Ponce Joshua Woroniecki, Sabine van Erp, Renate Köpel, from pixabay.

(a) Detail of king Tu-
tankhamun’s canopic
coffinette, 14𝑡ℎ century
BCE, photo by Dmitry
Denisenkov under the CC
BY-SA 2.0 license

(b) Detail of Allego-
ria della Giustizia by
Canova Antonio, 1792,
photo from Fondazione
Caripole Artgate under
the CC BY-SA 3.0 license

(c) Detail of "Liberty guid-
ing the people by" Eugène
Delacroix, 1830, from Erich
Lessing Culture and Fine
Arts Archives via artsy.net

(d) Detail of "Liberty
Enlightening the
World", statue by
Frédéric Auguste
Bartholdi, 1886,
photo by Petr
Kratochvil

Figure 1-4: Famous examples of object manipulation.
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Object manipulations represent a large fraction of most our everyday activities. Hu-
mans, as well as some other primates, have the capacity to identify, use and store objects
in order to perform dexterous object manipulation for everyday tasks as vital as eating
and drinking Mulcahy and Call (2006). Compared with other species, humans use their
hands to interact with a wider variety of objects that they create and shape to assist them
in executing a wide diversity of tasks. We illustrate in Figure. 1-3 the wide range of tasks
in which object manipulations play a central role. In addition to basic vital eating and
drinking activities, people use objects to enhance their productivity, make use of passive or
connected devices, and perform actions which require advanced control and dexterity such
as surgery and art. In addition to their practical purpose, manipulations convey a symbolic
meaning, as we illustrate in Figure 1-4. These observations motivate our work on automatic
understanding of object manipulation.

1.1 Applications

In the following, we detail applications of hand-object modeling in Augmented Reality
(AR) and in robotics .

1.1.1 Applications to AR.

Accurately estimating the pose of the hand and manipulated objects has applications in
augmented reality, where computer-generated information enriches the user’s view of the
world. The advent of consumer head-mounted displays (HMDs) such as the Google Glass
Entreprise or Microsoft HoloLens which comes with a dedicated Computer Vision Appli-
cation Programming Interface (API) (Ungureanu et al. (2020)) present opportunities for
automatic training and assistance of users executing specialized tasks which involve object
or device manipulations. The use of such wearable devices is especially relevant to train
employees in tasks where their hands are involved, such as surgery Kovoor et al. (2021),
as we illustrate in Figure 1-5a, or machine inspection and manipulation. Simulating crit-
ical situations creates an opportunity for education in a safe environment, and automated
assistance during crucial tasks can result in higher quality interventions. Using HMDs
during surgical operations can shorten interventions and thus reduce radiation exposure of
the patient by overlaying guiding information in 3D in the physician’s field of view Jud
et al. (2021). Accurately reconstructing the manipulation sequence through space and time
could further allow to monitor the progression of interventions and to identify errors during
execution.
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(a) Use of augmented reality device during surgery.
Image reproduced with permission from Khor et al.
(2016).

(b) YuMi demonstrates pancake-cooking skills in a
controlled environment.

Figure 1-5: Accurate modeling of unconstrained hand-object interactions could help provide guid-
ance during manipulation using AR devices (see Section 1.1.1) or transfer useful skills to robots
(see Section 1.1.2).

1.1.2 Applications to robotics.

Robots have become widely used in industrial controlled settings, where their adoption
has resulted in increased productivity Nof (1999). Robots also demonstrate more versa-
tility when the environment is sufficiently constrained, for instance when the shape of the
manipulated objects is perfectly known as we illustrate in Figure 1-5b. In unconstrained
environments such as our homes, fully automatic robotic assistance is mostly limited to a
restricted set of tasks such as vacuum cleaning, mowing and fetching Zachiotis et al. (2018).
Robots in this context are most frequently programmed to execute simple pre-defined steps,
taking into account limited environment feedback to adapt to unseen configurations. Robots
still lack the flexibility and robustness to be safely integrated in people’s homes, where they
could assist people in activities of daily living (ADL). When asked, older people express the
desire for physical assistance with demanding tasks such as picking up large and heavy ob-
jects as well as assistance for dexterous manipulations such as threading a needle or fasten-
ing jewelry pieces which are challenging for existing robotic systems Petrie and Darzentas
(2017). Such tasks are neither easy to explicitly script or to formulate as control problems.
Execution of such tasks, however, can be demonstrated by people. Learning from demon-
stration (LfD) Ravichandar et al. (2020) is therefore a compelling direction to explore to
increase robotic versatility by implicitly learning the constraints and requirements of the
task. LfD has been demonstrated in the context of manipulation using teleoperation Petrie
and Darzentas (2011), for which an interface to control the robot in real time is required, or
kinesthetic demonstrations: manually moving the robot parts Calinon et al. (2006). Passive
demonstrations, where the user simply performs the intended task, can be easier to collect.
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Figure 1-6: Everyday objects vary in shape. Even for a single seemingly constrained category such
as mugs, a wide variety of shapes are observed in practice, see the first row. The variety of object
shapes is reflected in CAD databases such as ShapeNet Chang et al. (2015) which source their
models from the web, which we illustrate in the second row.

Reconstructing human hand-object interactions could thus be used to automatically guide
robots in performing tasks in new environments and contribute to increasing the range of
tasks they could tackle.

1.2 Challenges

Given an image of a scene, people can seamlessly identify individual objects, estimate
object properties such as as shape and weight, and to plan interactions. To achieve a similar
level of capabilities, automatic systems need to face several challenges. In particular, one
needs to design appropriate representations which can handle the diversity displayed by
everyday objects (Section 1.2.1) and cluttered scenes (Section 1.2.2) where visual sensors
provide only partial information (Section 1.2.3). Moreover, if adopting a machine learning
approach, one needs to overcome a limited access to annotated data (Section 1.2.4).

1.2.1 Representing manipulated objects.

Everyday objects come with a high diversity of sizes and shapes (see Figure. 1-6). Hand-
object interaction requires a contact between the hand and the object, and, hence, depends
on the shape of the object surface. We are mainly interested in solid, potentially articulated
or deformable objects common in everyday manipulations. Such objects have well-defined
surfaces and an associated volumetric extent. Reasoning about the shape of 3D objects
from sensor measurements requires the design of appropriate representations. We illustrate
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(a) Point cloud (b) Voxels (c) Mesh (d) Signed distance map

Figure 1-7: Different representations capture 3D information of material objects. 3D representations
are discussed in more details in Section 2.1.1

several representations which have been explored in the context of data-driven object shape
estimation in Figure 1-7. Different representations come with specific trade-offs in terms of
precision, computational or memory requirements and relevance for a specific task. Mod-
eling hand-object interactions requires choosing appropriate representations for both the
hand and object. The chosen representations need to both allow for integration in opti-
mization frameworks and be flexible enough to capture the diversity of possible objects.
Furthermore, object representations need to be compatible with the hand representation to
facilitate interaction reasoning.

1.2.2 Cluttered scenes

Hand-object interactions can be observed in many human-centric videos. Most of these
videos are available in color (RGB) format. For instance, YouTube is the second most
visited website and streamed more than 1 billion hours of videos to its users every day in
2020. 82% of YouTube users turned to video content on the platform for acquiring a new
skill in 2020 according to Shalavi (2020). Be it learning to play chess or starting a gar-
den, the two examples provided by the report on Youtube trends ( Shalavi (2020)), these
new skills involve manipulating objects such as physical chess pieces or a mobile device
to play on virtual boards, and a variety of gardening tools. Such videos are challenging to
process, as they typically present edited content with diverse viewpoints and scenes. When
focusing on video datasets which specifically focus on capturing unconstrained object ma-
nipulations, such as the large-scale Epic-Kitchens Damen et al. (2018) dataset, videos often
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(a) Manipulation occlusions (b) Occlusions by the environment (c) Background clutter

(d) Motion blur (e) Extreme illumination (f) Cropped manipulations

Figure 1-8: . Images and videos displaying natural hand-object interactions present many chal-
lenges. Note that difficulties often accumulate in a single image. The top right image for instance
suffers from extreme illumination in addition to background clutter and occlusions.

present cluttered backgrounds, occlusions from the surrounding furnitures, extreme light-
ing conditions as well as motion blur. We illustrate these challenges in Figure. 1-8

1.2.3 Access to limited information.

A single-view video depicting hand-object interactions provides only partial evidence about
the underlying manipulation. Crucial information relating to the object shape and hand
pose is often unavailable due to self and mutual occlusions between the manipulating and
manipulated entities in the scene. Given the articulated nature of the hand, the generated
occlusion patterns can be complex. Working with RGB images makes the problem even
harder, as pixel brightness is determined by the shape geometry, the unknown surface tex-
ture and lighting contributions. When the input is a single-view RGB image, the shape the
object can not be exactly inferred. As occlusions are unavoidable in natural manipulations,
part of both the object shape and hand pose are not visible, which can clearly be seen in
Figure 1-8. Additionally the scale-depth ambiguity generates uncertainty in the localiza-
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(a) Number of distinct objects for recently released
hand-object datasets. (b) Number of distinct video sequences and frames.

Figure 1-9: Recent efforts have aimed to scale data annotation for real datasets depicting hand-object
interactions. However, the total number of annotated objects and sequences is still limited.

tion of the action with respect to the camera. In this case, the most likely reconstructions
must rely on strong priors for both the object shape and hand pose.

1.2.4 Limited 3D annotations.

Typical learning methods are supervised and require many input-output pairs for training.
Learning-based approaches rely on labelled images to recover surface information from
images. Furthermore, precise 3D annotations are crucial to evaluate and compare recon-
struction methods. However, we currently still lack large-scale annotated hand-object in-
teraction datasets. Manual annotation, which permitted impressive progress for tasks such
as object recognition and segmentation following the release of the ImageNet Deng et al.
(2009) and Pascal VOC datasets Everingham et al. (2015, 2010), is prohibitively tedious in
the context of articulated bodies such as human hands. Over the past decade, efforts have
been made to provide increasingly automatized annotation methods and to apply them to
datasets of larger sizes. These methods currently still often rely on complex setups such as
synchronized cameras capturing the scene from multiple angles which limit their deploy-
ment to a diverse scenes. While people touch on average more than a hundred objects on a
single day, the largest annotated hand-object interaction datasets portray the manipulation
of less than 30 distinct objects (see Figure 1-9). Additionally, the current capture methods
which we detail in Section 2.3.3 generate biases in the captured data by restricting the range
of allowed motions and/or the presence of visible sensors.
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1.3 Goal

Our main objective is to automatically reconstruct the 3D geometry of hands and manipu-
lated objects from color images. From a single RGB image or a short video clip depicting
an object manipulation, we estimate dense surfaces of the object and the hand. We aim
to accurately model interactions, capturing fine-grained finger poses and precise contact
locations at the interface between the hand and object surfaces. To capture the versatility
of human object manipulation, we focus on methods which can model interactions with a
diverse set of objects.

Partial 3D information can be accessed directly using depth sensors, which record
range data. However most images and videos which depict hand-object interactions are
taken with standard color cameras. We want to learn from this large-scale data, hence, our
methods need to handle color images. Recently, fully-supervised methods based on Con-
volutional Neural Networks (CNNs) have become the dominant approach for 3D recon-
struction from RGB inputs. Methods which produce accurate estimates in real or near-real
time during inference have been proposed for the related tasks of estimating the shape and
pose of humans ( Kanazawa et al. (2018a); Pavlakos et al. (2018)) and objects ( Groueix
et al. (2018b); Kehl et al. (2017); Labbé et al. (2020); Li et al. (2018); Rad and Lepetit
(2017); Wang et al. (2018); Xiang et al. (2018)). Inspired by these successes, we investi-
gate learning-based methods for hand-object reconstruction. While data-driven approaches
typically require a large number of annotated samples, acquiring images with 3D infor-
mation describing object manipulation is a challenging task, as we will discuss further in
Section 1.2.

Given the annotation difficulties, annotated datasets are limited in size and diversity.
This observation guides our focus towards methods which explicitly target data scarcity.
We propose both learning and fitting-based methods for direct reconstruction of hands and
objects, and investigate how to leverage alternative sources of annotations which are easier
to collect at scale. More specifically, we propose to investigate the use of synthetic data in
Chapter 3, temporal context in Chapter 4 and separate hand and object noisy annotations
in Chapter 5.

1.4 Contributions

In this thesis, we propose to model hand-object interactions from color images in both
learning and fitting frameworks. Given the 3D label scarcity, we explore different sources
of supervision which are more readily accessible. Manipulations impose anatomical and
interaction constraints during manipulation. We take advantage of this fact and investigate
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how such constraints can be leveraged to recover more plausible reconstructions of hands
and manipulated objects.

In Chapter 3, we present the first end-to-end differentiable method for joint hand-object
reconstruction from a single RGB frame. We integrate a parametric hand model as a dif-
ferentiable layer in our neural network and estimate the object shape by learning to deform
a spherical mesh template. We regularize the reconstruction of hands and objects with
manipulation constraints. Our learnable model exploits a novel contact loss that favors
physically plausible hand-object interactions. We show that our approach improves grasp
quality metrics over baselines. To train and evaluate the model, we also propose a new
large-scale synthetic dataset, ObMan. We demonstrate the transferability of models trained
on ObMan to real data.

In Chapter 4, we present a method to leverage photometric consistency across time
when annotations are available only for a sparse subset of frames in a video. Our model
is trained end-to-end on color images to jointly reconstruct hands and objects in 3D by
inferring their poses. Given our estimated reconstructions, we render the optical flow be-
tween pairs of images and use it to warp one frame to another. Both the rendering and
warping are differentiable operations, allowing the supervision to be added as an additional
loss term during training. Our self-supervised photometric loss relies on the visual con-
sistency between nearby images. We demonstrate that our approach allows us to improve
the pose estimation accuracy by leveraging information from neighboring frames in low-
data regimes. This work achieved state-of-the-art results at the time of publication on 3D
hand-object reconstruction benchmarks.

In Chapter 5 we propose to leverage predictions from trained models to guide joint
hand-object fitting. We go beyond single hand pose estimation, allowing us to model more
complex 2-hand manipulations, and reconstruct the action over a short video clip. We
rely on recent learnt models for hand-object detection, 3D hand pose estimation and ob-
ject segmentation to provide constraints within an optimization framework. In addition to
visual evidence, we integrate smoothness and interaction priors to direct our optimization
towards plausible hand-object reconstructions. We show that our method consistently re-
covers plausible interactions in favorable viewing conditions and present promising results
on more challenging datasets.

1.4.1 Publications

The work during this PhD led to the following publications:

• Yana Hasson, Gül Varol, Dimitris Tzionas, Igor Kalevatykh, Michael J. Black, Ivan
Laptev and Cordelia Schmid. Learning joint reconstruction of hands and manipulated
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objects. In CVPR 2019. Hasson et al. (2019)

• Yana Hasson, Bugra Tekin, Federica Bogo, Ivan Laptev, Marc Pollefeys and Cordelia
Schmid. Leveraging Photometric Consistency over Time for Sparsely Supervised
Hand-Object Reconstruction. In CVPR 2020. Hasson et al. (2020)

• Yana Hasson, Gül Varol, Ivan Laptev and Cordelia Schmid. Towards reconstructing
unconstrained hand-object interactions. Under review, 2021. Hasson et al. (2021)
TODO: Add link

1.4.2 Software & dataset contributions

The work done during this PhD resulted in the following code releases:

• ObMan: Scripts to generate our synthetic dataset ObMan which implements the ren-
dering approach detailed in Section. 3.2. https://github.com/hassony2/
obman_render

• Code and trained models for hand-object reconstructions for the work presented in
Chapter. 3. https://github.com/hassony2/obman_train.

• Code and trained models for our sparsely-supervised hand-object reconstruction method
presented in Chapter. 4.https://github.com/hassony2/handobjectconsist.

• Fitting scripts for estimating the poses of the hands and manipulated object for a
short RGB video clip, see Chapter. 5. TODO: ADD code link

• A port of the MANO Romero et al. (2017) hand model to PyTorch Paszke et al.
(2019).https://github.com/hassony2/manopth

• Conversion scripts which transfer the weights of action recognition models from the
TensorFlow (Abadi et al. (2015)) implementation of I3D convolutional models from
the paper Carreira and Zisserman (2017) to PyTorch ( Paszke et al. (2019)). https:
//github.com/hassony2/kinetics_i3d_pytorch.

• Scripts to adapt generic ResNet He et al. (2015) and DenseNet Huang et al. (2017)
2D CNNs to take video as inputs in the context of video classification. https:
//github.com/hassony2/inflated_convnets_pytorch applying the
method described in Carreira and Zisserman (2017).

• A toolbox for video data-augmentation in Python. https://github.com/hassony2/
torch_videovision.
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ObMan dataset. We have publicly released the ObMan dataset (https://www.di.
ens.fr/willow/research/obman/data/) presented in our publication Hasson
et al. (2019) in collaboration with the Max Planck Institute. ObMan consists of synthetic
images with automatically generated object grasps. The generated images come with rich
annotations including depth data, segmentation masks for the hand and the object and the
underlying 3D meshes for the human and grasped object.

1.5 Outline

This thesis consists of 6 chapters including this introduction. Chapter 2 reviews the litera-
ture related to the task of hand and object modeling from visual data. Chapters 3, 4 and 5
present our contributions in hand-object modeling from RGB images. In Chapter 3 we ex-
plore learning from synthetic data and enforce physical interaction constraints at train time.
We then investigate consistency constraints over neighboring frame as a weak form of su-
pervision in Chapter 4. In Chapter 5.2.3 we focus on fitting known hand and object models
to automatically collected noisy labels. We conclude in Chapter 6.2 with a summary of
contributions, open problems and a discussion of promising future work directions.
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Chapter 2

Related work

This chapter provides a survey of previous work in object pose and shape estimation. We
first focus on independent object modeling in Section 2.1. We then focus the human hand,
and review methods which reconstruct hand shapes and poses in Section 2.2. Finally, we
review methods which model hands and objects simultaneously in Section 2.3.

2.1 Object modeling

Object
1. Something material that may be
perceived by the senses.

Merriam-Webster dictionary (2021)

Objet
1. Tout ce qui affecte les sens et, en
particulier, tout ce qui s’offre à la vue,
au toucher.
2. Chose, réalité matérielle, destinée à
un usage précis.

Dictionnaire de l’Académie Française
(2021)

In this section, we first introduce representations which have been used to describe 3D
objects in the context of visual modeling (2.1.1). We then review works which estimate the
shape of objects from visual evidence (2.1.2) and finally highlight methods which estimate
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the object rigid pose when the object shape is known (2.1.3).

2.1.1 Object representation

As appears from the definition, material objects are of specific interest because we can
sense and interact with them. A useful notion to formalize object interactions is the notion
of object boundary or surface. While at the sub-atomic level object boundaries are ill-
defined Varzi (1997), they practically characterize the spatial extent of the object at the
macroscopic scale. We will work with the view that solid objects have a volumetric extent
and that their surfaces can in general be represented by continuous closed 2D manifolds
embedded in 3D without self-intersections.

We highlighted in Section 1.2.1 that everyday objects come in arbitrary shapes. This
implies that an infinite number of parameters is theoretically needed to express the full
range of possible 3D shapes Anguelov (2005). In effect, everyday objects which are created
naturally, accidentally, or intentionally, display regularities which restrict their diversity.

A good object representation should take into account the constraints and objectives
of the target task. Several useful representations for 3D objects have been developed and
used in the context of graphics, design, robotics and computer vision. When targeting
application scenarios such as efficient rendering, 3D printing, grasp planning or recon-
struction, task-specific constraints are imposed on the object’s representation. Real-time
processing or the need to encode local information such as surface normal directions or
part labels might be practical requirements. In the context of hand-object modeling, we
need to choose an object representations which encodes critical spatial features while also
affording efficient collision checking to reason about physical constraints and plausibil-
ity. Reconstructing the interaction in real time increases the range of possible downstream
applications.

In the following, we will provide an overview of different representations (primitives,
meshes, point clouds voxels and Signed Distance Maps (SDMs)) and specifically investi-
gate their amenability to capture objects which we routinely interact with in our daily lives.
In particular, we will consider the trade-offs imposed by each representation. Choosing a
given representation constrains the flexibility, for instance the possibility to model topolog-
ical variations and the level of surface detail. A specific representation is also associated
with specific storage as well as computational costs for basic operations. In the context
of interaction modeling, we will examine the computational burden associated with colli-
sion checking. In particular, determining whether a point is on the inside or outside of the
modeled object, and retrieving the distance of a point to the object’s surface.
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(a) Image (synthetic ren-
dering)

(b) Primitive decomposi-
tion Biederman (1987) (c) Mesh

(d) Point cloud (e) Voxels

(f) SDM
Distances to the object surface
are color-coded in red inside and
in blue outside the object.

Figure 2-1: Different 3D representations allow to capture and encode a given 3D shape, such as this
mug from the ShapeNet Chang et al. (2015) dataset. Each representation incurs a different trade-off
in terms of flexibility, modeling capacity and storage costs, determining its adequacy for a given
task. 3D representations are discussed in more details in Section 2.1.1
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Primitives. Simple shapes which have compact representations can be combined to ap-
proximate the shape of an object. Several primitives have been used in this context such as
spheres, which are characterized by their center and radius, cubes or pyramids. More com-
plex 3D shapes such as superquadrics Barr (1981), a family of 3D shapes whose surfaces
are defined by implicit equations on 3D coordinates, offer more flexibility and allow to ap-
proximate the surfaces with greater precision. Primitive approximations of 3D shapes have
practical advantages. In most cases, primitive decompositions can be efficiently stored and
manipulated. For instance, primitives which can be expressed using implicit equations on
point coordinates typically allow collision checking in constant time for arbitrary points.
For simple shapes such as spheres and cubes, computing distances to the surface for 3D
points can also be achieved in constant time. Such efficiency often comes at the cost of
limited accuracy and results in coarse surface modeling which we illustrate in Figure 2-1b:
using a restricted number of instances from a limited set of candidate primitives allows to
roughly approximate a the mug’s shape. This trade-off can be partially addressed by using
a larger family or by increasing the number of primitives used in the decomposition.

Meshes. In the context of graphics and robotics, object shapes are often stored as polyg-
onal meshes, typically defined by a set of vertices, 3D points on the object surface, and
faces, an ordered set of vertices, which define convex polygons on the object’s surface.
Meshes (Figure. 2-1c) are typically decomposed into triangular surface patches, each face
delimited and defined by exactly 3 vertices. Given enough vertices and faces, a mesh can
approximate a physical object’s surface with arbitrary precision. An advantage of meshes
for capturing the object shape is their potential compactness. Vertex density can be adapted
across the object’s spatial extent to account for different level of details. Large flat or ap-
proximately flat regions can be represented using a sparse set of points while regions with
intricate patterns can be precisely modeled using an appropriately increased density of ver-
tices. A potential downfall of meshes is that they do not directly capture the volumetric
extent, which can be useful for downstream tasks such as checking collision between two
meshes. Computing the distance from a point to a mesh typically requires computing the
distance to all the faces Akenine-Möller and Trumbore (1997). Additionally, meshes are
constrained by their underlying triangulation. Any fixed template cannot be deformed into
a target object as a fixed triangulation prevents topological variations. Triangle meshes are
flexible, and can encode shapes beyond the scope of physically realistic objects, including
self-intersecting 3D shapes. A subset of meshes of specific interest to us is the set of wa-
tertight meshes, for which the interior and exterior are well-defined, and can be considered
as containing the set of physical objects.
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Point clouds. An alternative restricted representation of objects is point clouds (Figure. 2-
1d), a collection of point coordinates sampled on the object surface. Point clouds provide
indications on the spatial arrangement of the object. Similarly to meshes, the number of
points can be increased to capture precise details or reduced to store a lightweight set of
keypoints. However, point clouds do not explicitly encode the full 3D shape. The surface
and volumetric extent can only be partially recovered from this representation, for instance
using local heuristics for normal computation and Screened Poisson reconstruction Kazh-
dan and Hoppe (2013). As point clouds can be obtained directly from measuring devices,
no conversion is needed and the information can be preserved and used directly to describe
the target objects.

Voxels. Object shapes can also be encoded as voxels, a representation of the object’s
volumetric occupancy on a discrete grid in 3D space. Voxels are typically stored as bi-
nary values for a uniform discrete grid. Instead of storing the surface information, voxels
(illustrated in Figure. 2-1e) directly encode the presence or absence of the object. This rep-
resentation can be convenient for applications which require reasoning about the object’s
volumetric extent. Voxels typically involve important memory costs, as the number of cells
increases cubically as a function of the grid resolution. This limitation can be mitigated us-
ing efficient implementations such as sparse octrees Laine and Karras (2011). Volumetric
discretization prevents direct access to the object’s surface, which can however be approx-
imately recovered, for instance using the Marching Cubes algorithm Lorensen and Cline
(1987) which converts a voxel representation to a mesh.

Signed distance maps (SDMs). Signed distances provide an alternative encoding of ob-
ject shapes Malladi et al. (1993). SDMs associate to any 3D location the distance to the
object’s surface, oppositely signed by convention on the outside and inside of the object.
Signed distances can be stored on a voxel grid, in which case they allow to capture more
details compared to a voxel grid of the same resolution, or can be expressed as Signed
Distance Functions (SDFs) which are continuous functions parametrized by the 3D space
coordinates. Similarly to voxels, this representation doesn’t provide explicit access to the
object surface, which can however be recovered with appropriate processing. Figure 2-1f
displays a visual representation of the SDM of a mug computed on a square surface slice.

2.1.2 Object shape estimation

Object shape estimation is a long-standing tasks in computer vision and has a rich history.
In the following, we will review work that focus on recovering the geometry of objects
from color or gray-scale images and specifically emphasize recent data-driven approaches.
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(a) Roberts (1963) processed grayscale images to extract the lines which
match projected edges and combined primitive shapes to reconstruct the
target object shape.

(b) Three object models are
combined to generate the com-
plete 3D object.

Figure 2-2: One of the first attempts to automatically recover the shape of 3D objects from 2D
images by Roberts (1963). Images from Roberts (1963)

We will first review methods which recover the object geometry by decomposing them into
primitive shapes (2.1.2). Then we will present work that propose to estimate the volumet-
ric extent of the object using voxels or SDMs (2.1.2), and efforts to retrieve object models
from databases given visual evidence (2.1.2). Finally, we will present methods which ap-
proximate objects by deforming mesh templates (2.1.2).

Approximating object shapes using primitive shapes. The task of estimating the 3D
shape of objects from two-dimensional photographs using a computer can be traced back
to Lawrence Gilman Roberts’s thesis Roberts (1963). This approach marks the beginning
of a line of work which focuses on recovering objects as a collection of 3D primitives
from 2D images. In this seminal work, as illustrated in Figure 2-2, an image is first pro-
cessed to recover lines which correspond to edges of a 3D object. Following the heuristic
that an object can be seen either as an instance of a known model or can be decomposed
into known parts, three basic models are assembled to generate a composite shape which
explains the observed contours. After this initial attempt, different approaches model the
world using sets of planar surfaces Guzman (1968); Kanade (1981) or simple primitives
such as cylinders Marr and Nishihara (1978)

Several early work perform shape estimation using more complex primitives. Binford
(1971) introduce generalized cylinders, which are defined by a curved axis and a sweeping
rule which describes how the cross-section evolves along the curve. Superquadrics Barr
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(1981), have alternatively been used in the context of object shape estimation by Pentland
(1986). Biederman (1987) proposes to decompose objects into geons, a fixed dictionary
of object shapes which often occur in human-made objects. A mug, for instance, can be
reasonably decomposed in only two geons, a cylinder and a handle as illustrated in 2-1b.
Most of these early methods rely on computing edges and explicitly reasoning about the
constraints they impose on a target 3D shape Mundy (2006).

Recently, learning-based methods have been the main paradigm for single view shape
reconstruction (SVR). Observing that many objects (among which printers, books and fur-
niture) can be roughly approximated using cuboids, Fidler et al. (2012) and Xiao et al.
(2012) propose to recognize and estimate the pose of rectangular-shaped objects in a scene.
Del Pero et al. (2013) generate more complex non-convex object models by combining sim-
ple primitives and reconstruct scenes containing objects such as chairs and tables. Xiang
and Savarese (2012) model objects by composing planar elements and adapt a category-
specific template to visual evidence, effectively retrieving a coarse approximation for the
main structural elements of the observed object. Their optimization procedure allows the
planar elements’ location and shape to vary from the initial template, enabling instance-
specific shape fitting. These methods allow to model a wider set of objects but require man-
ually or semi-automatically constructing category-specific templates, restricting in practice
the number of modeled categories to 12 for Xiang and Savarese (2012) and 8 for Del Pero
et al. (2013).

Recent methods removed the requirement on manually defined object templates by
training neural networks to directly predict primitive parameters from color images Niu
et al. (2018); Paschalidou et al. (2019); Tulsiani et al. (2016) as we illustrate in Figure 2-3.
Tulsiani et al. (2016) propose to reconstruct the shape of objects by learning to predict a
variable number of cuboid locations, orientations and extent given an input image. They
use a CNN to directly estimate a variable number of primitives and provide a coarse ap-
proximation of the observed object. Niu et al. (2018) also model the object shape from
RGB images using cuboid primitives, additionally modeling structural information such
as part connectivity. Paschalidou et al. (2019, 2020) show that the surface of objects can
be modeled with improved accuracy by predicting the parameters of superquadrics Barr
(1981). Using an increased number and more diverse primitives allows for better approx-
imations of the object surface. Current learning-based methods rely on 3D annotations
which are available only for a subset of everyday objects in practice.

Occupancy estimation. Modelling objects from a single view is an ill-posed problem
and requires a prior on the geometry of occluded regions. Such a prior can be learnt from
data in practice, a line of work which has been accelerated by the recent success of neural
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(a) SVR from real images using cuboid
primitives, images from Tulsiani et al.
(2016). (b) SVR from synthetic color images

with superquadric primitives, images from
Paschalidou et al. (2019).

Figure 2-3: Recent learning-based methods demonstrate SVR results for real and synthetic images
by recovering the parameters for a variable number of shape primitives.

networks. One of the first learnt methods which estimates the complete volumetric extent
of an object from a single image, Choy et al. (2016), predicts voxel occupancy from image
features using 3D convolutions. Predicting voxel occupancy allows to approximate objects
of arbitrary topology, and can be applied to all existing objects. However, regressing occu-
pancy for each voxel location scales cubically with the desired spatial resolution, making
direct regression impractical for fine details modelling. Several following work reduce the
memory requirements for this representation, for instance Riegler et al. (2017) use sparse
octrees, an efficient implementations of voxels Laine and Karras (2011), and leverage the
fact that occupancy only needs to be refined if a voxel at a coarser resolution is occu-
pied. A drastically different approach mitigates the memory requirement by regressing
voxel occupancy as a function of the coordinate’s location Mescheder et al. (2019), re-
moving the dependency on expensive 3D convolutions. Similarly, several concurrent work
use neural networks to regress the signed distance to the object surface for any arbitrary
point location Chen and Zhang (2019); Park et al. (2019a). Improved qualitative results
are demonstrated by using both global and local image features when approximating the
SDF as a neural network Xu et al. (2019). Methods which encode objects as SDFs have the
advantage of providing direct collision checking, recovering arbitray shape topologies as
well as fine details, as illustrated in Figure 2.1. However, computing signed distances re-
quires expensive forward passes through the learnt neural networks, and a large number of
such evaluations can be needed in practice to recover a good approximation of the object’s
surface.
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Shape estimation by model query. The emergence and standardization of Computer As-
sisted Design (CAD) has led to an increased availability of CAD models which capture the
geometry of diverse objects Corney et al. (2005). The availability of such models moti-
vated a line of research which frames object reconstruction as object model query from a
CAD model database. Malisiewicz et al. (2011) obtain posed object models as a byproduct
of their exemplar matching approach. They train a per-training-sample SVM classifier for
object recognition and transfer a posed 3D CAD model associated to the predicted image
to the test sample. Aubry et al. (2014) estimate the object shape by matching real images
with synthetic renderings of models from curated databases. Mottaghi et al. (2015) merge
several CAD models for a given subcategory such as race-cars into a template, and combine
sub-category prediction with continuous pose estimation, recovering a posed object model
from a single RGB image. Starting from from a monocular RGB image, Bansal et al.
(2016) predict image normals and use this predicted output along with the color image to
align CAD models to the visual evidence.

The release of large-scale CAD datasets such as ShapeNet Chang et al. (2015) and
ModelNet Wu et al. (2015), provided a standardized test-bed for single and multiple-view
shape reconstruction tasks. More recently, joint model query and pose estimation have been
revisited using Deep Neural Networks (DNNs) by matching synthetic renderings and real
images using deep learnt features. Wohlhart and Lepetit (2015) use robust learnt features
to outperform hand-crafted descriptors for the task of object recognition and 3D pose esti-
mation. They formulate the prediction of the class and pose of an object in an image as a
nearest-neighbor query for a set of object instances from the LineMOD dataset introduced
by Hinterstoisser et al. (2012b). Starting from an RGB image, Grabner et al. (2018) perform
query in the larger ShapeNet Chang et al. (2015) database, recovering posed model candi-
dates for unseen instances for target object categories for which training data is available.
They show improved performance by matching using location fields features, an interme-
diate representation which associate pixel locations to 3D surface coordinates of objects in
canonical pose Grabner et al. (2019). Tatarchenko et al. (2019) propose a retrieval baseline
for single-view shape reconstruction. After embedding 3D shapes in a 512-dimensional
space, they learn to predict shape descriptors from image inputs using a CNN.

Shape from model deformations. Querying from a fixed database limits the modelling
accuracy by restricting the reconstructions to a pre-determined number of candidates. In
contrast, an infinite diversity of object shapes can be recovered by continuously deform-
ing point clouds or mesh templates. Several work focus on modelling variations between
different instances of specific object categories such as cars and bicycles Kar et al. (2015);
Zia et al. (2014), or fish Prasad et al. (2010). Kar et al. (2015) learn category-specific point
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Figure 2-4: AtlasNet Groueix et al. (2018b) learns to deform a template by mapping its surface
points to surface point coordinates of the reconstructed object.

cloud deformations to model intra-class variability, demonstrating that they can recover
3D shape information using paired images and 2D masks for supervision. Such methods
bypass the need for pairs of associated images and 3D models and instead rely on the
availability of precise 2D information such as segmentation masks in the case of Kar et al.
(2015); Zia et al. (2014) or contours for Prasad et al. (2010).

Wang et al. (2018) propose to deform a spherical mesh using a deep neural network
(DNN), by propose to use Graph Convolutional Networks (GCNs) for this task. They
demonstrate that their method can reconstruct fine details. However, relying on a simple
spherical template reduces the range of possible objects which they can model. Given
image features, Groueix et al. (2018b) learn to deform simple templates - a sphere or a
set of square surface patches - using a multi-layer perceptron (MLP). For each point on the
template, represented by its 3D coordinates, the network learns to predict a new 3D position
on the surface of the observed object, as illustrated in Figure 2-4. Using more flexible
templates such as sets of square patches allows them to reconstruct objects of complex
topology, for instance chairs which often have several holes in the back, but results in non-
watertight meshes. Groueix et al. (2018b), Deprelle et al. (2019) and Wang et al. (2018)
use ground truth 3D supervision to train their SVR models. Such annotations are typically
only available at scale for synthetic datasets.

Representing the object as a mesh allows to explicitly model visual appearance at the
pixel level through a rendering step. Rendering automatically generates 2D images for
scenes with given shapes, textures, shading and lighting models. Typically, rendering is
a non-differentiable operation because of the rasterization step, which assigns a unique
observed surface to each pixel location. Several differentiable approximations of the ras-
terization process have been proposed to allow for differentiable rendering, which allows
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to compute the derivates of pixel color or segmentation values with respect to the scene
inputs (Chen et al. (2019); Kato et al. (2018); Liu et al. (2019); Loper and Black (2014)).
Liu et al. (2019) propose to approximate the rendering step through soft rasterization. Un-
like traditional rasterization, the final pixel color combines contributions of different faces
which project close to a target pixel location. The final color depends of the face’s distance
to the camera and of their distance to the pixel location. In contrast, OpenDR (Loper and
Black (2014)) and Neural Mesh Renderer (NMR, Kato et al. (2018)) propose to perform
exact rasterization in the forward pass and propose smooth approximation to the discrete
rasterization at the triangle face boundaries in the backward pass. While Liu et al. (2019)
potentially distributes pixel gradients across several faces, NMR and OpenDR gradients
flow back only to the the face rendered in the forward pass. All the described differen-
tiable renderers allow to directly tune the object parameters, for instance vertex locations,
to account for the observed segmentation masks or pixel values. This optimization can be
performed for a single image or segmentation mask or use multi-view information. A single
view necessarily provides incomplete cues for the final object shape when the dimension of
the optimized parameter space is large (for instance when optimizing each vertex location
independently). Additional mesh regularization can somewhat improve the shape estimate,
as we illustrate in Figure 2-5c. Typically, Laplacian regularization Nealen et al. (2006);
Pinkall and Polthier (1993) or face normal smoothness regularization can limit strong vari-
ations in the mesh curvatures while edge length regularization favors more uniform triangu-
lations. However, stronger priors which take into account semantic information are needed
to recover plausible object shapes, see Figure 2-5

Differentiable rendering has been integrated in learning frameworks in order to leverage
the supervision from segmentation masks. Kanazawa et al. (2018b) reconstruct a specific
category: birds, using differentiable rendering. They train a model to provide both an
estimate of the camera viewpoint, the bird’s shape and the texture using manually annotated
keypoint as well as mask and texture losses based on the outputs of NMR Kato et al. (2018)
for supervision. While using only keypoints and color image supervision during training,
they can estimate the 3D shape as well as texture of the target animal from a single RGB
image at inference time. Later work removes the dependency on keypoints Goel et al.
(2020) by maintaining a set of possible camera hypotheses instead of a single viewpoint
prediction. These methods allow to learn template deformations without relying on costly
3D annotations, but learn category-specific priors, and are restricted to modeling shapes of
topology constrained by a template.
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(a) .

(b) .

(c)

Figure 2-5: Differentiable rendering allows to deform a mesh template so that it matches a given
silhouette (2-5a. Here we display optimization results where we fit a spherical mesh to a target
shape silhouette by optimizing each vertex location independently using Pytorch3D. While the out-
line imposes valid constraints on the object shape, the problem is underconstrained in the case of
single-view silhouette optimization, resulting in implausible shapes (2-5b). Additional regulariza-
tion constraints, in this case a weighted sum of Laplacian, normal smoothness and edge length
regularization (with weights 1, 0.01 and 1 respectively, as per the Pytorch3D Ravi et al. (2020)
tutorial) provide an improvement but fail to capture semantic priors (2-5c).
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Input GT 3D-R2N2 Pix2Mesh AtlasNet OccNet
Image Choy et al. (2016) Wang et al. (2018) Groueix et al. (2018b) Mescheder et al. (2019)

Table 2.1: SVR results for recent CNN-based methods. 3D-R2N2 Choy et al. (2016) can reconstruct
arbitrary objects but with a limited resolution. Pixel2Mesh Wang et al. (2018) produces detailed
results but is restricted to a simple topology as it deforms a sphere template. AtlasNet Groueix
et al. (2018b) reconstructs complex topologies but results in non-watertight meshes. Occupancy
prediction Mescheder et al. (2019) results in precise watertight meshes but requires post-processing
to extract the surface. Images courtesy of Mescheder et al. (2019).

2.1.3 Rigid pose estimation

When the object model for the observed rigid object is known, the rotation and transla-
tion of the model fully capture the state of the object in the scene. Rigid pose estimation
estimates the object pose given a fixed camera (or symmetrically, the camera viewpoint
for a fixed object) for a known object model. Several approaches have emerged and have
been revisited over the years to solve this task. A dominant approach relies on predicting
3D information in the 2D pixel plane and solving for the optimal pose in a subsequent step
(2.1.3. Alternatively, template matching (2.1.3) tries to recover the object pose by matching
a representation of the image with a representation of the posed 3D object model. Leverag-
ing the versatility of neural networks, recent methods propose to directly regress the object
rotation and translation from the image pixels (2.1.3). Recently, further improvements have
been demonstrated using refinement strategies from coarse pose estimates (2.1.3).

Feature-based 2D-3D correspondences. Similarly to early work in object shape estima-
tion, early efforts in pose estimation attempt to align projected edges of known 3D models
to contours extracted from images Mundy (2006). Provided a CAD model is available,
Huttenlocher and Ullman (2020) aligns the object model of a flat object to its photograph
by observing that 3 pairs of matching points are sufficient to recover the object’s scale,
orientation and position under the orthographic projection model. Lowe (1987) propose
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to detect and group contours to estimate the viewpoint of object models. Going beyond
rigid pose estimation, the described method can be extended to estimate unknown model
parameters such as angles or part lengths. Dhome et al. (1989) matches a triplet of image
lines between the object model and its projection to recover the 3D pose of a known model.

Several work propose to rely on local features and recover 2D-3D correspondences be-
fore subsequently recovering the 3D object pose using a variant of a RANSAC-based Fis-
chler and Bolles (1981) Perspective-n-Point (PnP) algorithm Moreno-Noguer et al. (2007).
Rublee et al. (2011) for instance introduce ORB, hand-crafted local features which can be
computed efficiently. They evaluate their local descriptors on the task of object detection
and rigid pose estimation using EPnP Lepetit et al. (2009), providing comparisons with
other mainstream local descriptors such as SIFT Lowe (2004) and SURF Bay et al. (2006).
Relying on local features however limits the performance of the proposed methods when
applied to texture-less objects.

Given 2D detection annotations, CNNs can successfully learn to detect 2D keypoints
for texture-rich as well as texture-less objects by processing both local and global appear-
ance cues. Several methods propose to use a CNN to detect 3D object corners in 2D
images. Rad and Lepetit (2017) propose BB8, a two-stage approach which first segments
objects and uses the segmented output to predict projected locations of 3D bounding boxes
as a second step. While effective, their method does not run in real time because of its
multi-stage nature. Oberweger et al. (2018) showcase that predicting keypoint heatmaps is
sensitive to occlusions, and propose to aggregate predictions across several image patches
for improved robustness. This performance improvement comes however at the expense of
an increased runtime. Several subsequent work attempt to predict the projected bounding
box locations in a single CNN forward pass by adapting architectures developed for single-
shot object detection and segmentation such as SSD Liu et al. (2016) or YOLO Redmon
et al. (2016). Tekin et al. (2018) propose a method based on YOLO Redmon et al. (2016)
which regresses project bounding boxes coordinates for each detection computed on a dis-
cretized pixel-aligned grid. They show competitive 3D pose results using PnP. By avoiding
the computational burden required by refinement steps, they reach real-time performances
at test time.

Park et al. (2019b); Peng et al. (2019) propose to predict 3D information at each 2D
object location. Alternatively to 3D bounding box location regression, Brachmann et al.
(2016) regress 3D object coordinates at pixel locations, a parametrization introduced by
Brachmann et al. (2014), from RGB inputs using random forests Breiman (2001) with
auto-context Tu and Bai (2010). They obtain a pose estimate using RANSAC Fischler and
Bolles (1981) and further refine it using the predicted outputs. Peng et al. (2019) intro-
duce a Pixel-wise Voting Network (PVNet) to densely regress sparse keypoint positions a
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each object pixel location. Instead of predicting bounding box locations, which they ob-
serve lead to high variance in the predictions, they automatically define keypoints on the
object surface for each object. They initialize the final object pose using EPnP Lepetit et al.
(2009) and further refine it by taking into account the densely predicted spatial probabil-
ities. Park et al. (2019b) propose Pixe2Pose which regresses 3D coordinates in the pixel
space as in Brachmann et al. (2014, 2016) starting from an image and 2D detections. They
regress 3D coordinate locations and predict regression errors using a CNN. These outputs
are used by a PnP algorithm Lepetit et al. (2009) with Ransac Fischler and Bolles (1981)
to recover the object pose, demonstrating competitive experimental results at a speed up to
10fps. Instead of regressing 3D coordinate locations, Zakharov et al. (2019) regress UV
map locations, which they obtain automatically using spherical projection, and similarly
require post-processing with PnP and Ransac to recover the estimated 6DOF pose.

While showcasing impressive numerical and qualitative results, the methods described
above require keypoints to be defined for the object in some reference coordinate system,
which is arbitrarily chosen for each model. Training data also has to be available for the
target object model. Such methods therefore do not generalize to unseen objects. Recent
efforts attempt to lift this limitation. Pitteri et al. (2020, 2019) propose to train models
which regress translation and rotation invariant local surface embeddings which capture the
local geometry of the object’s surface at each pixel location. These discriminative features
can be predicted by a neural network from images and computed automatically from a
CAD model for unseen objects. The predicted features can be mapped to corresponding
candidate 3D object locations and the final pose estimated using a PnP+Ransac algorithm.
Their method seamlessly handles symmetric object models. A drastically different solution
to this problem is proposed by Xiao et al. (2019). They choose to encode the object model
using the PointNet Qi et al. (2017) point cloud encoder, which allows the model to learn a
relative transform between the reference input model an the observed posed model in the
image. These work present interesting methods which have the potential to generalize to
new objects, but require 3D pose annotation data for diverse images and objects, which are
tedious to obtain in practice, to achieve their full potential.

Template matching. While feature detection typically works well for textured objects,
objects with homogeneous textures and smooth appearance can result in unreliable 2D esti-
mates, leading to erroneous final poses. An alternative approach focuses on directly match-
ing a known object template to visual evidence. Early work in pose estimation matched
2D or 3D planar models represented as edge images to visual evidence. Perkins (1978)
propose a complete system to detect the 2D pose, parametrized by 2 translations and one
rotation of known objects. The proposed approach extracts groups of curves automatically
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from gray-scale images of industrial parts, and produces candidate transformations which
best align the model to the extracted curves, taking into account the curve locations and
orientations. Similarly, Huttenlocher et al. (1993) detect and recover the 2D rigid pose in
the pixel plane of a template model in an binary image. They match the model, also repre-
sented by a binary image to edges extracted from the target image. Their matching criterion
is based on the Hausdorff distance, which computes the maximal distance of points from
the 2D rigidly translated model to the reference image pixels and display results in cluttered
scenes. Olson and Huttenlocher (1997) display matching results for 3D object models, such
as a tank, by efficiently searching through a hierarchical cluster structure of 2D views of
the target object. Their approach estimates translation, rotation and scale by matching edge
pixels enriched with orientation information.

Later, Holzer et al. (2009) rely on distance transforms to generate templates given an
image representation of an object, and recover an approximate 3D pose by computing the
homography between matched reference and target templates. Hinterstoisser et al. (2010)
construct a representation based on extracting discretized dominant gradient directions lo-
cally from a reference image for improved robustness. However, their method is still sus-
ceptible to failure when important clutter is present in the background. Hinterstoisser et al.
(2012a) propose to perform template matching with a more robust image representation
based on quantized image gradients. For improved robustness to small deformations and
translations, each pixel location also stores whether a given gradient direction is present
in its neighborhood. This information is efficiently stored in a lookup table using binary
strings to enable real-time template matching. A limitation of this line of work is that a
large number of templates is required to cover the variety of viewpoints under which a
given object can appear. Instead of using image templates as in their previous work (Hin-
terstoisser et al. (2012a, 2011, 2010)), Hinterstoisser et al. (2012b) rely on a CAD model
to generate the target templates, which allows to automatically generate a large number of
templates to cover the full range of possible viewpoints.

Sundermeyer et al. (2018) bypass the need for ground-truth 3D information by learning
to decode a simple rendered version of an object model from a augmented version to learn
features which implicitly capture pose. At inference time, their learnt features can be used
to query from a codebook of poses using cosine similarity in the latent feature space.

3D pose regression. Instead of localizing 2D keypoints and lifting these detections given
a known object model, several CNN-based methods propose to directly regress 3D informa-
tionsuch as 3D vertex locations or object rotation and translation. Su et al. (2015) propose
to predict category-specific viewpoints using a mix of real and synthetic data. Kehl et al.
(2017) introduce SSD-6D, which builds upon the SSD architecture Liu et al. (2016) and
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regress 2D bounding box corners and predict discretized viewpoint and in-plane rotation
classes. For improved accuracy, they rely on an edge-based refinement which has to be
performed for each candidate object detection. Xiang et al. (2018) use a neural network,
PoseCNN, to regress 3D rotations parametrized as quaternions and the center of the ob-
ject in the image to recover the full 6DOFs of an object model. Their two-step approach
brought the total runtime to 10Hz at the time of implementation.

Refining estimated poses. When a coarse initialization is provided, object poses can be
further refined for improved accuracy. Differentiable renderers, for instance OpenDR Loper
and Black (2014), NMR Kato et al. (2018) and SoftRas Liu et al. (2019), allow to optimize
the 6 rigid pose DOFs so that the final silhouette matches a target reference of segmentation.
In Figure 2-6, we showcase the converged results of segmentation-based pose optimization
for a teapot using differentiable rendering implemented in Pytorch3D Ravi et al. (2020)
starting from two different initializations. Such methods can result in accurate final poses
provided good initializations 2-6a, but are also prone to converging to poor local minima
as we showcase in Figure 2-6b.

Valid initializations obtained by CNN-based methods can also be refined using evi-
dence extracted from the target image. For instance, Kehl et al. (2017) improve their initial
predictions using automatically computed edges. However, these refinements have to be
computed for each object candidate, increasing the total computational cost.

Instead of refining the object pose with explicit optimization during inference, sev-
eral methods show the benefits from iteratively refining the object viewpoint using CNNs.
Learning to correct the pose has the potential to recover from poor initialization and bypass
the need to compute image-level features. A successful paradigm for learnt pose refinement
combines a rendering of the object given the current pose estimate and the target image as
inputs to a CNNs (Labbé et al. (2020); Li et al. (2018); Manhardt et al. (2018); Zakharov
et al. (2019)). This formulation allows the model to correct the current estimate so that the
rendering best matches the target image in the pixel domain. While Li et al. (2018) build on
PoseCNN Xiang et al. (2018), Manhardt et al. (2018) refines the pose initializations from
Kehl et al. (2017). Zakharov et al. (2019) similarly refine the predicted object poses using a
learnt model by combining the strengths of the approaches of Li et al. (2018) and Manhardt
et al. (2018). Similarly to Li et al. (2018), they predict rotations in the object coordinate
system and reuse their loss while starting from an ImageNet Deng et al. (2009) pretrained
network as Manhardt et al. (2018). These iterative refinement procedures have shown criti-
cal to improve the accuracy of the current best-performing object pose estimation methods
for both textured and untextured objects Labbé et al. (2020).
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(a) Successful example of camera view estimation using a target silhouette mask and differ-
entiable rendering.

(b) Such iterative methods are strongly dependent on the initialization and often converge to
poor local minima.

Figure 2-6: Differentiable rendering allows to optimize the translation and rotation of a target mesh
to match silhouette or RGB evidence. Above, we present successful (2-6a) and unsuccessful (2-6b)
examples where the object pose is optimized using the Pytorch3D Ravi et al. (2020) tutorial by
matching a reference and differentiably silhouette mask starting from two different initial poses.
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Estimating the shape of arbitrary objects would allow to model interactions with un-
known items. Recently, methods which rely on neural networks have shown impressive
results and demonstrate that it is possible to recover functional 3D information from as
little as a single RGB image. However, most existing methods require paired images and
3D labels. Such data is available at a scale suitable for training modern neural networks
only for a restricted set of object instances and often consists of synthetic renderings. This
limits the generalization of trained models to unseen objects and makes them susceptible to
synthetic-to-real domain gaps. In Chapter 3, we use a CNN to model the shape of various
instances from everyday object categories. We generate a synthetic dataset and use exten-
sive randomization to limit the domain gap. In Chapters 4 and 5, we work under the more
restrictive assumption that exact or approximate object models are available and estimate
their 3D pose. Using this more restrictive setup, we can directly leverage pixel information
to estimate or refine 3D poses during training or fitting.
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2.2 Hand modeling

Hand pose estimation from images has attracted research interest since the nineties Heap
and Hogg (1996b); Rehg and Kanade (1994), and can generally be categorized into gen-
erative or discriminative methods Erol et al. (2007), or partitioned into its generative and
discriminative parts. Generative approaches recover the hand pose estimate by optimizing
an explicit hand model to a set of constraints while discriminative methods directly recover
hand poses from image data using regression or classification. Generative methods have
the advantage of explicitly modelling image evidence as well as priors on the statistical or
physical likelihood of hand poses, but are often susceptible to failure in case of inaccu-
rate initializations. Furthermore, optimizing hand models to multiple constraints can imply
important computational costs. In contrast, discriminative approaches map the input data
directly to a hand pose proposal, and therefore have the potential to provide real-time es-
timates from as little as a single frame. However, discriminative approaches most often
require annotated data, which can be difficult to obtain in practice. This shortcoming of-
ten limits the application of discriminative methods to restricted visual and pose domains.
Hybrid approaches have been developed to combine positive aspects of generative and dis-
criminative methods. Ballan et al. (2012); Panteleris and Argyros (2017); Taylor et al.
(2016); Tzionas et al. (2016) combine generative and discriminative elements such as dis-
criminative keypoint regression followed by hand pose optimization given this evidence.
Going further, recent hand datasets are typically annotated using hybrid Hampali et al.
(2019); Simon et al. (2017); Tzionas et al. (2016); Zimmermann et al. (2019) methods, and
the resulting annotations subsequently used to train discriminative models.

Historically, early methods focused on grayscale images and often required the hand to
be initialized in a pre-defined pose at a known location Erol et al. (2007). The availability
of commodity RGB-D sensors Kinect (2008); PrimeSense (2013); Shotton et al. (2011)
led to significant progress in estimating 3D hand pose given depth or RGB-D input Hamer
et al. (2009); Keskin et al. (2012); Moon et al. (2018); Oberweger et al. (2015a,b); Oikono-
midis et al. (2011a). We refer to Yuan et al. (2018) for a review of depth-based 3D hand
pose estimation. Recently, the community has shifted its focus to RGB-based methods
Iqbal et al. (2018); Kulon et al. (2020); Mueller et al. (2018); Panteleris et al. (2018); Si-
mon et al. (2017); Zimmermann and Brox (2017). In the following, we focus on 3D hand
pose estimation from color images. We first review pose estimation using articulated hand
models 2.2.1. We then present methods which focus on regressing hand keypoints 2.2.2
and finally discuss works that rely on parametric hand models 2.2.3 which model both
articulation and deformation.

34



2.2.1 Articulated pose estimation

A significant portion of hand pose estimation methods rely on tracking articulated hand
models, which represent the hand skeleton using rotational joints and model the volumetric
extent using rigid primitives Melax et al. (2013); Oikonomidis et al. (2011a); Rehg and
Kanade (1994); Tagliasacchi et al. (2015) or Gaussian distributions Sridhar et al. (2013,
2014). More advanced articulated hand models such as Sphere-meshes, which model
the hand surface using convex hulls of pair or triplets of spheres Tkach and Tagliasac-
chi (2016), or articulated triangular meshes based on linear blend skinning (LBS) Jacobson
et al. (2014); Lewis et al. (2000) have also been used in the context of hand tracking Ballan
et al. (2012); Tzionas (2017).

Rehg and Kanade (1994) track a simplified hand model with 28 DOFs using automat-
ically tracked finger tips and links from grayscale images. They model hand links with
cylinders, and track link boundaries in the images to localize the hand parts. Given the
simplicity of the visual features they use, their method is sensitive to occlusions and back-
ground clutter. Stenger et al. (2001) use a hand model based on truncated quadrics to track
the hand pose in grayscale images. While the underlying model has 27 DOFs, their method
only tracks 7: the global hand pose and the thumb configuration. de La Gorce et al. (2011)
track one or several hands by modeling the texture and pose of an articulated hand model. A
parallel line of work investigates single-frame hand pose estimation for articulated models.
Matching real images to synthetic renderings of hand pose models was initially explored
by Athitsos and Sclaroff (2003), who match automatically extracted contours of a real
colored image and synthetic renderings in different characteristic poses to retrieve candi-
date 3D configurations. Romero et al. (2009) propose to query hand poses from a larger
database containing 100k renderings using approximate nearest neighbor search based on
HOG features Dalal and Triggs (2005). Similarly to methods which estimate object poses
by querying databases, these procedures can estimate hand poses from a single RGB image,
but their diversity is limited to the ones present in the generated database.

The more recent work of Panteleris et al. (2018) fits an articulated hand model to noisy
2D joint detections from OpenPose Simon et al. (2017), using the predicted confidence
scores to down-weigh the discrepancy penalization for less-confident joints. This method
allows them to model a wider range of hand poses, but propagates the errors from the
underlying 2D keypoint detector.

2.2.2 Keypoint regression

With the advent of CNNs, 3D hand pose estimation has often been treated as predicting 3D
positions of sparse joints from depth inputs (Ge et al. (2017, 2018); Wan et al. (2018); Yuan
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et al. (2018)) or RGB inputs (Iqbal et al. (2018); Mueller et al. (2018); Spurr et al. (2018);
Zimmermann and Brox (2017)). Given the success of methods which use convolutional
neural networks (CNNs) to perform 2D hand pose Simon et al. (2017) estimation from RGB
images, several work lift 2D estimations to 3D Cai et al. (2018); Zimmermann and Brox
(2017). Zimmermann and Brox (2017) train a two-stage method, performing first 2D pose
estimation and then lifting the pose to 3D, regressing 3D hand joint locations in a hand-
centric coordinate frame. Cai et al. (2018) propose an end-to-end trainable architecture for
hand pose estimation which predicts 2D keypoint heatmaps as a first stage, 3D keypoints
as a second, and finally predicts a depth map from the keypoint locations, which is used
for weak supervision when depth data is available. Other methods predict 2D and 3D
keypoints jointly. Mueller et al. (2018) use a re-projection layer to jointly regress 2D and
root-relative 3D joints. They fit a kinematic skeleton as a post-processing step to obtain a
biomechanically valid hand skeleton. Iqbal et al. (2018) train a 3D joint regressor using a
2.5𝐷 latent heatmap representation that is invariant to depth and scale ambiguities. Spurr
et al. (2018) embed RGB images and 3D hand keypoints in a common latent space, which
allows them to retrieve plausible hand poses given the input image. Hampali et al. (2019)
propose a three-stage architecture which first extracts image features, then 2D heatmaps,
which are finally lifted to 3D keypoint locations.

2.2.3 Hand pose and shape estimation

Deformable hand models. Estimating the hand pose by either regressing keypoint loca-
tions or using an underlying articulated model can be useful for applications for which a
coarse approximation of the human hand is sufficient. However, precisely modeling con-
tacts with objects or with other hands requires millimeter-level accuracy. Several methods
have proposed to model the hand surface with higher accuracy than afforded by constrained
kinematic models. These methods typically use an underlying mesh with fixed connec-
tivity. Heap and Hogg (1996b) use a hand model based on a Simplex Mesh Delingette
(1994), and perform tracking using features computed from detected edges, showing a de-
gree of robustness to background clutter. de La Gorce et al. (2011) allow the bone length of
the skeleton of a triangular hand mesh to vary to account for user-specific characteristics.
Khamis et al. (2015) propose to learn a hand model based on hand scans. Their model
is based on a learnt low-dimensional representation of shape variation which restricts the
deformations to be modeled by LBS. Taylor et al. (2016) propose to personalize this hand
model in an offline step for each specific user following the method introduced by Tan et al.
(2016) before tracking the hand pose.

Recently, an influential approach for hand pose estimation focuses on computing pose
and shape parameters of the MANO Romero et al. (2017) hand model. MANO is a para-

36



metric model which is obtained by fitting an artist-designed mesh template to hand scans
acquired in a multi-view capture setup Romero et al. (2017). MANO disentangles the
deformations due to articulated motion and person-specific hand shape. We illustrate in
Figure 2-7 the variations in pose and shape space. Our contributions in Chapters 3, 4 and
5 are among the work which rely on MANO for modelling the deformations of the hand
surface.

Hand pose dimensional reduction. Statistical analysis of natural grasps have confirmed
that a restricted number of degrees of freedom, account for most observed hand pose vari-
ations. For instance, Ingram et al. (2008) record the hand pose for 6 subjects, and find
that 6 PCA components explained 80% of the variance observed in articulated hand poses
in daily activities. More recently, Jarque-Bou et al. (2019) analyze poses captured using
a data-glove for a larger population (77 subjects performing 20 grasps) and observe that
12 synergies account for more then 80% of the total hand variation. Several work at-
tempt to capture this low-dimensional articulation and deformation space. Heap and Hogg
(1996a) performs Principal Component Analysis (PCA) to find the main variation modes
of the hand, modeling the deformations due to the articulations and person-specific defor-
mations jointly. Kendall and Gibbons (1980) reduce the space of articulated hand pose
using principal component analysis (PCA). Douvantzis et al. (2013) perform hand pose di-
mensional reduction in the context of single-frame hand pose estimation. They start from
a 20-dimensional articulated pose space and compute principal components. They show
that they can capture the training dataset up to a 1mm error with only 10 PCA compo-
nents. They further propose to handle non-linear relationships between articulations by
fitting several linear PCA models across different subsets of the dataset. At inference, they
fit the different models using particle swarm optimization (PSO) and keep the solution with
the lowest fitting error. MANO applies PCA to the axis-angle pose space of joint rotations.
As is illustrated in Figure 2-7b, the two first PCA components capture the global hand
flexion-extension and synchronized finger flexion-extension motion respectively.

Regressing hand model parameters. The introduction of the SMPL Loper et al. (2015)
body model, which preceded MANO in its definition, was followed by methods which
reframed body pose estimation from a single frame as regressing SMPL pose and shape
parameters using CNNs Kanazawa et al. (2018a); Pavlakos et al. (2018). These methods
rely on the fact that SMPL can be integrated as a differentiable operation in an end-to-end
learning framework. Similarly, the introduction of MANO spurred our work presented in
Chapters 3 and 4 as well as concurrent efforts which regress mano pose and shape param-
eters from depth Malik et al. (2018) or RGB inputs Baek et al. (2019); Boukhayma et al.

37



(a) MANO Romero et al. (2017) maps pose and shape components to the
vertex positions of an articulated hand model.

(b) MANO can also be controlled in a low-dimensional pose space, obtained
through PCA of the finger’s axis-angle rotation space.

Figure 2-7: The MANO Romero et al. (2017) parametric hand model.
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(2019). Boukhayma et al. (2019) take predicted 2D keypoint heatmaps as input in addition
to the color image and propose to reproject the regressed keypoints to supervise the pre-
dicted 3D hand pose with a loss on 2D joint locations. Baek et al. (2019) use differentiable
rendering to render the hand silhouette and use a 2D mask loss as an additional source of
supervision.

Vertex location regression. Some work offer the promise of arbitrary precision in terms
of modeling the hand surface, beyond the current limits of parametric hand models by re-
gressing the locations of hand vertices using GCNs Defferrard et al. (2016). Cai et al.
(2018); Kulon et al. (2020, 2019) propose to predict the location of each individual hand
vertex from single RGB images. This flexibility comes at the expense of necessary reg-
ularization of the object surface during training. Furthermore, annotations at this level of
precision are only recently becoming available Smith et al. (2020). Their model describes
the surface of the hand, effectively capturing the user specific hand shape. Going beyond a
simple articulated model such as the one used by Panteleris et al. (2018), Kulon et al. (2020)
recover both the hand shape and pose in world coordinates by fitting the MANO Romero
et al. (2017) hand model to 2D detected hand keypoints Simon et al. (2017).

Hand pose and shape estimation from visual data has been explored with various 3D
representations. Among them, parametric hand models provide several practical advan-
tages when modeling interactions with objects. Estimating mesh surfaces allows to reason
explicitly about interactions and contacts. Furthermore, parametric models have the po-
tential to concisely encode the diversity of hand pose and shape variations in a regularized
low-dimensional space. In Chapters 3 and 4 we explore how to best combine the general-
ization strength of neural-networks and powerful shape priors such as the anthropomorphic
MANO model.
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2.3 Joint hand-object reconstruction

As we highlighted in the Section 1.1, AR and robotics applications require modelling hands
and objects during manipulation. In the following, we present related work which addresses
hand modeling during interactions. We first focus in Section 2.3.1 on methods which re-
construct hands from images and model objects to improve the robustness of hand pose
estimators. Next, in Section 2.3.2, we discuss methods which specifically model hands and
objects together in optimization frameworks. We then discuss in Section 2.3.3 methods
which have been used to annotate images illustrating hand-object interactions. Finally, we
discuss discriminative methods which reconstruct hand-object interactions from a single
RGB frame in Section 2.3.4.

2.3.1 Objects as occluders.

Several work incorporate objects as occluders or context to improve the robustness of hand
pose estimation methods. In its simplest form, occlusion modelling suppresses the data
which is not directly related to hand pose (Hamer et al. (2009)), while other methods in-
tegrate object features to estimate the hand pose (Kjellström et al. (2008); Romero et al.
(2010)).

Hamer et al. (2009) track a hand manipulating an object from depth data by modeling
hand links with surface patches and enforcing soft anatomic constraints such as proximity
between connected links and anatomically feasible joint angles. However, they leverage
the manipulated object only to model regions which should be ignored when estimating the
hand pose.

Instead of ignoring the object-occluded regions when modelling the hand pose, the oc-
cluding object can also be used as a visual cue for grasp recognition. Kjellström et al.
(2008) retrieve a hand grasp by querying samples from a database of synthetically ren-
dered images. A test time, they use a single real color image as reference, and obtain
corresponding 3D hand-object proposals. To generate the database, they manually pose
an articulated hand model in 6 distinctive grasps, and capture images by sampling views
in a half sphere, see Figure 2-8a. They extract the hand region based on skin color in
the target image, and render the grasped object and background in the synthetic dataset in
black, effectively suppressing the background and object from both types of images. They
frame grasp recognition as a nearest-neighbor search using HOG Dalal and Triggs (2005)
encodings. Removing the object in both images allows their method to model object occlu-
sions in the real and synthetic domains. However, as their method focuses on transferring
characteristic human grasps to robotics, they do not model detailed hand poses. Romero
et al. (2010) propose a similar approach but query hand poses from a larger database which
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contains hand interactions with 33 objects, which we illustrate in Figure 2-8b. Cai et al.
(2015) classify hand grasps according to the taxonomy of Feix et al. (2009) from color
images using Dalal and Triggs (2005) features or HandHOG features, which weigh HOG
features using a skin probability map. They observe improved performance from using the
full HOG features, which they attribute to useful information acquired when modeling the
manipulated object. Mueller et al. (2017) generate a synthetic dataset of hands with virtual
object occlusions, and use this data (see Figure 2-8c) to train two CNNs to detect the hand
location and regress 3D joint positions from RGB-D data. Mueller et al. (2018) improve the
realism of the generated images using GANs to better generalize to real images. Example
images from this dataset are provided in Figure 2-8d. The presence of objects as occlud-
ers in the synthetic dataset allows the learnt models to acquire some level of robustness to
occlusions during training and to learn a visual grasp prior from the data.

Recently, while most efforts have focused on annotating hands in isolation, some real
data annotation efforts have also focused on hands in action. For instance, the Panop-
tic Studio Dataset Simon et al. (2017) (Figure 2-8e) and FreiHand dataset Zimmermann
et al. (2019) (Figure 2-8f) present images of hands holding objects but only annotate hand
meshes and keypoints. Learning-based methods which train on these datasets such as Ham-
pali et al. (2019); Kulon et al. (2020); Moon and Lee (2020); Spurr et al. (2020) benefit from
this setup and can potentially learn occlusion-robust hand poses.

2.3.2 Joint optimization

Going beyond modelling objects as occluders, several methods propose to jointly model
hands and objects during manipulations. A majority of such effort which we detail in
Section 2.3.2.1 leverages depth or synchronized multi-view data and tracks hand-object
reconstructions in optimization frameworks. Joint reconstruction methods typically enforce
explicit or implicitly defined constraints between the hand and the object, which we discuss
in Section 2.3.2.2.

2.3.2.1 Model-based tracking

Joint tracking of hands and objects has been studied from single-view RGB-D Hamer et al.
(2010); Hampali et al. (2019); Kyriazis and Argyros (2014); Pham et al. (2018); Sridhar
et al. (2016); Tsoli and Argyros (2018); Tzionas et al. (2016); Tzionas and Gall (2015),
multi-view RGB-D Brahmbhatt et al. (2020); Kwon et al. (2021) as well as multi-view
RGB Ballan et al. (2012); Oikonomidis et al. (2011b); Wang et al. (2013) inputs. These
generative methods use hand and object models to generate and evaluate pose hypothesis
using objective functions which measure how well the poses respects a set of constraints.
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(a) Images from Kjellström et al. (2008) (b) Images from Romero et al. (2010)

(c) SynthHands dataset images Mueller
et al. (2017) (d) GANerated dataset Mueller et al. (2018)

(e) Panoptic Studio dataset Simon et al.
(2017)

(f) FreiHand Dataset Zimmermann et al.
(2019)

Figure 2-8: Several hand-object datasets have been proposed to support methods which focus on
estimating hand poses and model the occlusions generated by objects.
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(a) Oikonomidis et al. (2011b)

(b) Ballan et al. (2012)

(c) Wang et al. (2013) (d) Tzionas et al. (2016)

Figure 2-9: Examples of input frames and reconstructed hand-object configurations for model-based
tracking methods. All images are reproduced from the original papers.

These constraints can in practice be categorized into data terms, which measure how well
the candidate configuration explains the visual evidence and regularization terms, which
encode priors on the 3D shapes and poses.

Tracking rigid object manipulations. Joint hand-object tracking has been explored in
various optimization frameworks. Hamer et al. (2010) extend the previously introduced
hand tracker Hamer et al. (2009) to reconstruct observed grasps, explicitly modelling hand-
object contacts. They reconstruct the manipulated object mesh using range data and fit the
object model in an offline step using ICP (Besl and McKay (1992)), subsequently recov-
ering the hand pose in a belief propagation framework. Oikonomidis et al. (2011b) esti-
mate the pose of both an articulated hand and simple objects such as cuboids and spheres.
They track the hand interacting with an object from detected skin regions Argyros and
Lourakis (2004) and Canny edges Canny (1986) in multiple synchronized views using par-
ticle swarm optimization (PSO Clerc and Kennedy (2002)). We refer to Figure 2-9a for
a visual overview of the multi-view inputs for their method. The hand tracking initializa-
tion is facilitated by placing the hand in an approximately known pose, which limits the
applicability of the proposed method in practice. Ballan et al. (2012) rely on iterative lo-
cal optimization using the Levenberg-Marquardt algorithm (Levenberg (1944); Marquardt
(1963)) to track strongly interacting hands and objects under limited occlusions. They use
optical flow and finger tips detected with discriminative Hough Forests Gall et al. (2011)
to guide a LBS hand model. As their iterative optimization method can potentially drift
to poor local minima, they explicitly account for outliers and re-initialize the tracking us-
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ing simulated annealing when the objective function value crosses a numerical threshold.
Wang et al. (2013) first perform kinematic motion tracking and subsequently look for the
best motion control with respect to the visual evidence. More specifically, they take into
account the hand silhouette and colors as well as edges for the hand and the object. Their
optimization relies on interacting simulated annealing (Gall et al. (2006)) to recover noisy
pose estimates. Figure 2-9c presents an example of the reconstructions obtained with this
method. Sridhar et al. (2016) track interactions between a hand and a simple object model
in real-time from RGB-D images. They extend the 2.5D Gaussian Mixture model (Jian
and Vemuri (2005)) from Sridhar et al. (2015) to 3D and guide the hand and object pose
using the outputs of random-forests Breiman (2001) for hand part and object segmentation.
Kyriazis and Argyros (2014) track more challenging scenes presenting two hands inter-
acting with multiple known objects captured by a single static RGB-D camera. They use
PSO following Oikonomidis et al. (2012). Going beyond geometric modeling, Pham et al.
(2018) predict the forces exerted between the hand and manipulated object in addition to
the kinematic configuration solely from visual inputs. To test their method they collect the
Manipulation Kinodynamics dataset, which measures the forces during manipulation by
equipping the objects with force sensors.

Data annotation by model tracking. Tracking methods can leverage strong cues and
have been one of the main resources to recover pseudo-ground-truth 3D information for
manipulation images. Ballan et al. (2012); Tzionas et al. (2016) present some of the early
results which result in 3D reconstructions which are accurate enough on some sequences
to be considered as ground truth. Their method however can only handle limited occlu-
sions, resulting in unnatural motions with spread fingers to avoid these shortcomings, as
we illustrate in Figures 2-9b and 2-9d. More recently, Hampali et al. (2019) propose to
recover precise hand-object annotations from a single-view RGB-D sequence for known
object models from the YCB Çalli et al. (2015) dataset. They rely on learnt components,
to segment the object for instance, which are specifically trained for the target object.
These predictions are used to guide the joint optimization of the hand and object poses
over a sequence of frames. They obtain accurate annotations but rely on smoothness priors
which restrict the hand motion speed. Applying their approach therefore requires limiting
the motion range for the target sequence. Encouragingly, their work results in one of the
first marker-less Hand-Object annotated datasets suitable for training and evaluating learnt
methods. Brahmbhatt et al. (2020) propose an approach to annotate synchronized RGB-D
images of hand-object interactions. They rely on MoCap to recover very precise poses of
3D-printed objects which they equip with reflecting markers. To estimate the hand pose,
they robustly fit the MANO (Romero et al. (2017)) hand model to noisy 2D keypoints pro-
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vided by OpenPose Simon et al. (2017) and assume rigid grasps throughout the sequence.
This assumption limits the applicability of their method beyond the collected ContactPose
dataset. Very recently, Kwon et al. (2021) propose a semi-automatic method based on
tracking a scanned model for 8 distinct objects and fitting the MANO Romero et al. (2017)
model to multi-view depth data. Their tracking methods sometimes result in erroneous
poses, which they filter manually and replace with results from temporal interpolations.

Tracking manipulations of articulated or deformable obejcts. While most methods
focus on rigid object modelling, Tzionas et al. (2016) also reconstruct interactions with
articulated objects. Their work extends Ballan et al. (2012), and similarly optimizes a LBS
hand model by local minimization of an objective function and assignment of projected
hand extremities to detected hand fingertips. Tsoli and Argyros (2018) investigate the inter-
actions between a rigged hand model and deformable surfaces represented as meshes from
RGB-D sequences. They minimize an objective function which takes into account hand
keypoint detections Simon et al. (2017), SIFT features Lowe (1999) and texture compati-
bility as well as shape regularization, smoothness and contact priors using the Levenberg-
Marquardt method (Levenberg (1944); Marquardt (1963)).

In-hand scanning. While the aforementioned methods assume a known object model
is provided, other methods recover the object model directly from the manipulation se-
quence Panteleris et al. (2015); Rusinkiewicz et al. (2002); Tzionas and Gall (2015); Wang
and Hauser (2019); Weise et al. (2011), a process known as in-hand-scanning. While
Rusinkiewicz et al. (2002); Wang and Hauser (2019); Weise et al. (2011) discard hand
information during reconstruction and rely on distinctive visual object features for recon-
struction, Tzionas and Gall (2015) use 3D hand motion explicitly to guide the reconstruc-
tion. Their method reconstructs the manipulated object while simultaneously recovering
the hand pose from an RGB-D video.

2.3.2.2 Interaction constraints

Optimization methods for joint hand-object reconstruction take into account both appear-
ance cues and prior knowledge on the object configurations. In the following we will dis-
cuss such hand-object interaction priors. Physical plausibility has received specific inter-
action, as it provides 3D guidance which can provide useful cues under strong occlusions.
In particular, non-interpenetration geometric constraints, which we further describe below
are integrated in most objective functions. In Section 2.3.2.2, we further present interaction
heuristics which have been used to favor plausible hand-object contacts.
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Collision penalization. When reconstructing 3D geometric structures, common-sense
rules constrain the space of valid configurations. Specifically, non-interpenetration between
solids holds at any point in time and space. This constraint has guided improved pose
estimation, in the context of single-person human pose and shape estimation ( Bogo et al.
(2016); Tzionas et al. (2016)), mutual interactions between people (Jiang et al. (2020)),
objects (Kyriazis and Argyros (2014); Oikonomidis et al. (2011b); Tzionas (2017); Zhang
et al. (2020)), and/or the environment ( Hassan et al. (2019); Kyriazis and Argyros (2013)).

When computing collisions for objects with detailed geometry a trade-off balances
speed and precision. Approximating the objects and the hand with simple primitives or
more arbitrary convex shapes allows for efficient collision checking (see Gilbert et al.
(1988)), while using a more detailed geometry, captured most frequently by a triangle
mesh, limits artifacts. We review work that focuses on enforcing non-interpenetration con-
straints in the context of human reconstruction with a specific emphasis on human-object
interactions.

Geometric primitives collision penalization. Modeling complex geometries using
simple primitives has the advantage of allowing for fast collision checking. For instance,
the collision between two spheres or two cuboids can be checked in constant time. Several
hand-object reconstruction methods model the elements in the scene with simple primitives
and take advantage of this fact. Hamer et al. (2010) compute the smallest distance between
the hand segment and the object mesh in parallel on GPU. They assign a fixed diameter
to each hand segment and penalize intersections in their probabilistic framework. Oikono-
midis et al. (2011b) couple the tracked hand mesh with a simplified hand collision model
based on spheres for efficient collision computations, see Figure 2-10a. For each pair of
hand-hand or hand-object primitives, they compute the penetration depth, the minimal dis-
tance by which a primitive has to be displaced in order to remove the interpenetration. They
handle mutual and self-collision identically, penalizing the maximal penetration depth be-
tween all primitive pairs.

Kyriazis and Argyros (2014) also enforce constraints which occur between multiple
objects and hands in a scene. Instead of minimizing the maximum penetration depth, they
penalize the sum of the penetrations depths across all collision pairs. Kyriazis and Argy-
ros (2013) rely on the collision model of the Bullet simulator Coumans and Bai (2019)
to compute collisions between the hand model represented in Figure 2-10a, 3D meshes of
the manipulated objects, and the table top. As for Kyriazis and Argyros (2014); Oikono-
midis et al. (2011b), the hand collision model is composed of a set of spheres. Similarly
to Kyriazis and Argyros (2014), they penalize the sum of penetration depths across pairs
of primitives, favoring scenes with limited self and mutual collisions. Relying on sim-
ple primitives allows to drastically reduce the computational requirements, but limits the
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(a) Hand and collision model of Oikono-
midis et al. (2011b)

(b) Hand model used by Ballan et al. (2012)

Figure 2-10: While Oikonomidis et al. (2011b) model collisions by associating collision primitives
to their hand model, Ballan et al. (2012) take into account the dense mesh surface and speed-up com-
putations by computing local triangle-triangle intersections. Images reproduced from the original
papers (Ballan et al. (2012); Oikonomidis et al. (2011b))

accuracy at which contacts can be modeled.

Local triangle-triangle collision penalization. Partially foregoing efficiency for pre-
cision, several work use precise triangular meshes for the hand and object to determine col-
lisions. Given the frequent collision evaluations imposed by iterative optimization frame-
works, providing efficient approximations and fast implementations of collision checking
is crucial to integrate these terms in practice.

Ballan et al. (2012); Tzionas et al. (2016) use a bounding volume hierarchy to effi-
ciently compute the set of colliding triangles between two interacting hands. To compute
the bounding volume hierarchy they rely on Teschner et al. (2004). However, they compute
local 3D distance fields instead of computing the global 3D signed distance field for each
mesh in order to reduce computational complexity. Restricting collisions only to intersect-
ing triangles ignores the part of the colliding mesh which intersects deeper with the collided
mesh. For each vertex of a colliding triangle, a repulsion force is applied according to a
penalty which depends on the geometry and orientation of the collided triangle.

The same collision loss was reimplemented with GPU acceleration and used in the
context of full-body collision checking and penalization in order to prevent self-collision
when fitting the SMPL-X parametric human model of Pavlakos et al. (2019a) to 2D evi-
dence. This re-implementation leveraged Karras (2012) for parallelization of BVH com-
putation and show small numerical improvements from the added non-collision constraint,
along with qualitative improvements. This collision penalization was also used to constrain
human-environment interactions ( Hassan et al. (2019)) and human-object interactions, tak-
ing into account the full-body scale ( Zhang et al. (2020)). Hassan et al. (2019) first scan the
surrounding scene, obtaining a pseudo-ground-truth for the static environment, and enforce
interpenetration penalization to limit the range of possible human poses. They show quan-
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titative and qualitative improvements in terms of reconstructed human meshes. Zhang et al.
(2020) add the same collision loss to limit collisions between the human and interacting ob-
jects in the context of scenes with multiple persons and objects. They rely on a user study
to qualitatively assess the contribution of each of the terms they introduce to regularize
their joint scene optimization. The study results in inconclusive numerical improvements
from the added collision term while resulting in important qualitative improvements.

Global signed-distance field collision penalization. Precise collision penalization for
watertight meshes was implemented by Jiang et al. (2020) with GPU acceleration to min-
imize the penetration depth in the context of multiple person pose and shape estimation.
For this purpose, they compute a per-person signed distance field and penalize colliding
vertices using a robust differentiable loss. They store SDM values in a grid and use tri-
linear interpolation to differentiably penalize colliding vertices. They penalize the sum of
penetration depths, using the Geman-McClure robust error function Geman and McClure
(1987). As their computation is based on computing ray-triangle intersections Akenine-
Möller and Trumbore (1997), collisions can not be resolved for non-watertight meshes.

Close vertex heuristics. In order to physically constrain the hand-object reconstruc-
tions of the HO-3D dataset, Hampali et al. (2020) minimize the projection of the vector
between the penetrated hand vertex and the closest object vertex on the normal of the given
object vertex. They only take into account vectors which have a positive scalar product
with the object normal, which allows to penalize only penetrating hand vertices. A similar
approach is taken by Brahmbhatt et al. (2019). They manually or automatically extract
contact regions on the object surface and apply a repulsive term to the remaining points,
which push the hand vertices away.

Interaction heuristics In addition to collision constraints, several work propose to intro-
duce additional interaction heuristics which stem from statistical or intuitive reasoning on
the space of plausible grasp configurations. Rijpkema and Girard (1991) present an inter-
active method to generate natural-looking grasps for primitive object shapes. They rely on
human grasp heuristics such as the fact that the thumb is almost always in contact with the
object, and that grasps most often involve contacts on opposite object faces. In order to
generate plausible contacts, they start from a feasible initial hand position and interpolate
the finger tips of the grasping fingers along the line which links them until the fingers col-
lide with the target object. Their method is not suited for some specific grasps, for instance
grasping a mug by the handle, which do not involve contact at the thumb’s tip. Hamer
et al. (2010) learn a distribution over hand segments from their tracked data. They train the
hand pose prior in the object coordinate frame, using manually annotated keypoints in key
frames, and use the prior at inference time to favor plausible grasps. Wang et al. (2013)
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enumerate contacts between hand parts and the object below a given distance threshold
in order to bias the sampled poses towards configurations where the hand produce forces
and torques on the manipulated objects. Tsoli and Argyros (2018) similarly enumerate all
possible finger-tip contact/no-contact configurations and keep the one that best explains the
visual evidence in the interaction region.

Physics constraints. Physics simulations allow to model complex composite scenes. For
instance, given an RGB image as input, Gupta et al. (2010) progressively build urban scenes
from the ground plane using simple cuboid primitives and enforce physics constraints such
as static equilibrium and the existence of support forces. Physics simulation engines allow
to go beyond the modeling of static scenes by reconstructing feasible hand and object tra-
jectories. By taking into account the dynamics of the scene, methods can produce plausible
interactions where the object motion is explained by the hand displacements. Constraining
the outputs to be valid in simulation forces the outputs to obey physical rules defined in
the simulation engine, and often results in qualitative improvements of the reconstructed
trajectories which can also correlate with quantitative improvements.

Several work reconstruct hand motions which explain the displacements of the object
in simulation starting from either visual inputs (Kyriazis and Argyros (2013); Wang et al.
(2013)) or MoCap data (Ye and Liu (2012)). They define energy functions on the scene by
measuring discrepancies between the proposed hand motion and visual evidence and itera-
tively advance the state of the scene starting from the previously computed state. Starting
from body and object motion capture data, Ye and Liu (2012) sample a set of diverse fine-
grained hand manipulation motions which explain the observations. They generate contact
point trajectories and forces which drive the object motion, resulting in temporally coher-
ent gestures. Kyriazis and Argyros (2013) start from a sequence of RGB-D images and
attribute all object motion to the hand, their "single-actor hypothesis". In the simulation,
objects are endowed with mass and surface friction, and the hand is the only active object.
They simulate the physics using the Bullet Coumans (2013) engine and search for the best
hand pose using PSO. They initialize the hand pose in each frame in the vicinity of the pose
computed in the previous one. Computed collisions allow to estimate the restitution force
and advance the state of the scene given the current hypotheses. The most plausible hand
pose, which leads to the evolution of the scene which best coincides with the observed
changes is selected during tracking. Wang et al. (2013) rely on the Open Dynamics En-
gine Smitth (2008) to generate physically plausible hand motions from RGB videos. They
reconstruct dexterous object manipulations including precision grasps by sampling valid
poses for the hand and object in the vicinity of tracked trajectories. However, their method
relies on constraints which they impose on the environment to facilitate hand and object
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segmentation. They use a simple green background and an initial pose where the hand is in
extended flat position and away from the object.

Using physical constraints can result in improved trajectories, as they rely on contacts
during manipulation and enforce temporally coherent trajectories. However, these methods
come with the overhead of interfacing a simulator and inherit their limitations. The actual
physical plausibility of the trajectories is limited by the realism of the simulator, which
typically approximate real-world physics with discretized time steps.

2.3.3 Hand-object 3D annotations.

Recent efforts to obtain accurate annotations for hand-object interactions most often still
require manual steps for preparation, annotation or verification. In Section 2.3.2.1, we
detailed fitting-based approaches for hybrid 3D hand-object annotation which allowed to
collect the Hands in Action Tzionas (2017), HO-3D Hampali et al. (2019), ContactPose
Brahmbhatt et al. (2020) and H2O Kwon et al. (2021) datasets. While these datasets were
annotated using multi-view or depth information, a color stream is also available. As we
previously mentioned, these methods are difficult to scale to more diverse datasets in prac-
tice.

Other work propose to annotate datasets using sensors which are visible in the color
stream. Kry and Pai (2006) use both MoCap sensors for the hand and force sensors at the
finger tips to estimate the pose of the hand and object during manipulation. Pham et al.
(2018) collect the Kinodynamics dataset to evaluate their method. In order to measure
forces, they equip objects with sensors which measure accelerations in direction and ori-
entation as well as force sensors. While Pham et al. (2018) require the hand grasp to be
fixed, Garcia-Hernando et al. (2018) can capture natural hand-object interactions. Garcia-
Hernando et al. (2018) introduce the FPHAB dataset, which is annotated using magnetic
sensors taped to the hand and the object. The sensors in FPHAB on the hands are clearly
visible. Although the objects sensor are not visible, as they are taped inside each item,
small deformations to the object’s surface can skew the pose measurements. Furthermore,
not all objects can be easily rigged with concealed sensors. In addition to corrupting the
images, equipping hands and objects with sensors incurs a preparation step to equip the
hands and objects which limits the scalability of these approaches.

Chao et al. (2021) scale the annotation effort to 8 RGB-D synchronized cameras and 20
objects from the YCB dataset, creating the DexYCB dataset, one of the largest hand-object
datasets currently available. They manually annotate 2D locations for hand and object
keypoints, and fit the pose of the known YCB object (Chao et al. (2021)) and MANO
(Romero et al. (2017)) models to these detections. This procedure allows them to allow
for unrestricted hand poses, which thus represent natural and spontaneous grasps. Their
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method relies on a specific hardware setup, crowd-sourced manual annotations, and known
textured object models, which limits its scalability and generalization.

2.3.4 Hand-object reconstruction from a single RGB frame

While fitting methods typically rely on tracking and leverage temporal context to recover
accurate hand poses during manipulation, discriminative methods can produce plausible
estimates starting from only a single RGB image. While the pioneering work of Romero
et al. (2009) focuses on hand poses, they recover a candidate grasp along with a possible
object from a database, and can be seen as one of the first work to perform joint hand-
object reconstruction from a monocular color image. The quality of retrieved candidate
grasps is intrinsically limited by the diversity of object models the database, and retrieving
an accurate object model assumes that the given model is available in the database.

As discussed in Section 2.1.1, objects come in many shapes. While curating a database
of all possible hand poses could be considered, generating a similar database with arbitrary
objects raises practical issues. Discriminative methods therefore focus on either predicting
the pose of known objects, as we highlight in Section 2.3.4, or attempt to reconstruct the
target object from the image, as we describe in Section 2.3.4. Most recent advances have
approached the hand-object joint reconstruction problem through a learning perspective,
using CNNs to extract learnt features from RGB images and regress hand and object poses
and shapes Lepetit (2020).

Grasp pose estimation for known objects. Assuming the object model is known allows
to significantly constrain the manipulation reconstruction problem, which can be cast as the
pose estimation problem, which is described in a space of lower dimension. Single-frame
methods have focused on rigid objects and parametric hand models, effectively limiting the
dimension of the search space.

Tekin et al. (2019) extend the YOLO framework (Redmon et al. (2016)) to both detect
and predict the hand and object poses in a single forward pass. They showcase real-time
results, and demonstrate improvements from additional temporal modelling using a Long
Short-Term Memory (LSTM) network. While their method can theoretically detect several
object and hands, in practice, their learnt method is limited by the restricted training domain
of the FPHAB ( Garcia-Hernando et al. (2018)) and Dexter+Object (Sridhar et al. (2016))
datasets. Doosti et al. (2020) predict 2D locations for the hand joints and object bounding
box corners, which they subsequently lift to 3D using a GCN. Interestingly, they note that
for the FPHAB dataset, which is annotated using magnetic sensors, roughly half of the
annotated frames have a keypoint which projects outside of the pixel image boundaries.
Following this observation, they argue against methods which start by detecting the hand
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before estimating the keypoint and adopt a direct regression approach. Their architecture
is based on a simple ResNet10 He et al. (2015) backbone for 2D keypoint regression, and
subsequent refinement and lifting to 3D using graph convolutions. They supervise the
learning both with 2D losses on the projected keypoints and a loss on the 3D coordinates.
They demonstrate real-time performance and improved results compared to Tekin et al.
(2019) on the FPHAB dataset.

Reconstructing objects and grasps. While all the methods presented in Section 2.3.4 as-
sume a known object model is provided, several recent approaches simultaneously estimate
the object and hand shape from the input image. These methods have to solve for the ill-
posed object shape estimation task along with the hand pose estimation problem. Methods
which tackle this arguably more challenging task sometimes work in a normalized space,
centering the reconstruction on the hand root (as we do in Chapter 3) and additionally
scaling the reconstruction to a normalized scale (Karunratanakul et al. (2020)).

Kokic et al. (2019) focus on a restricted set of object categories: bottles, mugs, knifes
and bowls. They retrieve an approximate object model and estimate its pose along with
the global translation, rotation and 20 joint orientations for an articulated hand model from
a single frame. They generate a synthetic dataset to train their retrieval and pose estima-
tion CNN using GraspIt! Miller and Allen (2004) a software which automatically generates
force-closure grasps for arbitrary object meshes, which we also use in Chapter 3 for a sim-
ilar purpose. In order to bridge the domain gap, they use Cycle-GAN Zhu et al. (2017) to
improve the realism of the rendered images. They refine the regressed hand pose in the
GraspIt! software, first correcting for the object pose by keeping the hand pose fixed and
subsequently using the automatic grasping procedure to recover a configuration without in-
terpenetration and with valid surface contacts. Their method can only retrieve meshes from
a fixed set of object models in the database by encoding the object shapes and appearance
in the same embedding space.

Karunratanakul et al. (2020) propose to reconstruct the object shape and hand surface
by learning to predict for each 3D point in a normalized coordinate system the distance
to both the hand and object surface. This representation is directly recovered from the
input image and allows to recover surfaces using simple post-processing and a correspond-
ing MANO model by fitting the parametric hand model to the predicted distance field.
Their method can reconstruct arbitrary object shapes, with no prior restriction on object
category or topology. Similarly to joint hand-object pose estimation methods described in
Section 2.3.4, the main shortcoming of this method comes from the limitations of available
datasets. Currently, most of their experiments are conducted using our synthetic dataset
presented in Section 3.2. As it is learning-based, it would benefit from additional annotated
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images to generalize to a larger variety of objects and grasps.

We reviewed the literature on hands and object modeling during interactions. Most
previous methods use known models, tracking and work in constrained capture setups. We
focus on the challenging scenario where only color images are available. Neural networks
can make meaningful predictions under this constraint by learning strong priors from train-
ing data. In Chapters 3 and 4, we train models for the task of recovering dense 3D represen-
tations of hands and manipulated objects from a single RGB frame or video clip. Following
previous work which target plausible object manipulation sequences, we explore in Chap-
ters 3 and 5 how interaction constraints can improve reconstruction in learning and fitting
frameworks.
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Chapter 3

Learning joint hand-object
reconstruction from synthetic grasps

In Section 1.2.3, we underlined that most hand-object interactions are recorded using stan-
dard color cameras, and present unavoidable occlusions. We want to develop methods
which estimate the 3D geometry of hands and objects from RGB images so that we can
analyze how humans grasp everyday objects. We are interested in approaches which are
widely applicable and focus on a single color image as input and unknown manipulated
objects. We develop a learning-based model to benefit from the successes of neural net-
works, and predict the object shape and associated hand pose. In this chapter, we present
how we automatically generate synthetic training data (Section 3.2) and develop a CNN
architecture (Section 3.3) to predict plausible grasps in a single forward pass.

While manual annotations catalyzed progress in 2D recognition and detection tasks, 3D
annotations are typically tedious to acquire and incur important annotation costs as we de-
tailed in Section 2.3.3. Data collection efforts have resulted in diverse images with image-
level annotations for the ImageNet Deng et al. (2009) dataset and pixel-level details for the
COCO Lin et al. (2014) and PASCAL Everingham et al. (2015) datasets. Such datasets
have allowed to train CNN-based methods which demonstrate impressive performances
when compared with earlier methods as well as in-the-wild generalization capabilities for
image classification (ResNets He et al. (2015)), detection (Fast-RCNN Girshick (2015),
Faster-RCNN Ren et al. (2015)) and segmentation (Mask-RCNN He et al. (2017); Kirillov
et al. (2019)). Datasets with 3D annotations have been collected in more restricted settings
for the tasks of object Hinterstoisser et al. (2012b); Hodan et al. (2017, 2020); Sun et al.
(2018), human Hanbyul Joo and Sheikh (2015); Ionescu et al. (2014) and hand pose esti-
mation Simon et al. (2017); Zimmermann et al. (2019). Annotation of these datasets often
require complex multi-view setups (Hinterstoisser et al. (2012b); Ionescu et al. (2014); Si-
mon et al. (2017); Zimmermann et al. (2019)) and some level of manual processing (Simon
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et al. (2017); Sun et al. (2018); Zimmermann et al. (2019)). Up to 2018, available hand-
object datasets with 3D annotations were either too small for training neural network (Pham
et al. (2018); Tzionas (2017)), had missing annotations (Sridhar et al. (2016)), or visible
markers which contaminate the appearance of the RGB frames (FPHAB Garcia-Hernando
et al. (2018)). Data scarcity limited the development of CNN methods for 3D hand-object
pose estimation.

Programmatically generating synthetic data provides a compelling alternative to com-
plex hardware setups and manual annotations. The development of powerful engines allows
to generate a larger number of annotated images than afforded by manual annotations. Si-
multaneously, the progress towards photo-realistic rendering of 3D scenes facilitates gen-
eralization to the real domain. We argue that generating synthetic data is an interesting
approach to provide training data for hand-object reconstruction and harness the potential
of CNNs for the challenging grasp reconstruction task.

In this chapter, we focus on reconstructing grasps from a single color image. We first
review related work on synthetic data generation and automatic grasp generation in Sec-
tion 3.1. We then present several contributions in automatic reconstruction of hand-object
interactions from RGB images. First, we describe our automatic approach to generate and
render synthetic data in Section 3.2. We create ObMan, a new large-scale synthetic dataset
of hand object interactions. Second, we propose one of the first architectures which jointly
regresses hand and object shapes from a single RGB frame in Section 3.3. Our end-to-end
differentiable method allows to integrate physical constraints at train time, and results in
improved interaction modeling. We present experimental results which validate our contri-
butions in Section 3.4, and conclusions in Section 3.5.

3.1 Related work

We review prior work on synthetic data generation in Section 3.1.1 and provide pointers
to reviews for automatic grasp generation using robotic grasping methods and software in
Section 3.1.2.

3.1.1 Synthetic data rendering

Synthetic data was initially used in the context of computer vision to target low-level vision
tasks such as disparity estimation and optical flow prediction Barron et al. (1994); Little and
Verri (1989) and has become increasingly important with the emergence of data-hungry
algorithms such as CNNs (Butler et al. (2012); Ilg et al. (2017); Peris et al. (2012)). While
some datasets have been repurposed from the gaming and movie industry, increasingly,
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synthetic datasets have been generated specifically to circumvent the lack of real annotated
data. Efforts to facilitate the generation of synthetic data, such as plugins for existing
gaming engines Weichao Qiu (2017) have facilitated such initiatives. We refer to Nikolenko
(2019) for a general overview of the use of synthetic dataset to train deep learning methods
and discuss the use of synthetic data for 3D pose and shape estimation in the following.

Synthetic data for pose estimation. Generating images through rendering generates
pixel-level accurate annotations, as rendering allows to directly generate an image from
a ground truth 3D scene. In many cases, it is the only way to guarantee such a level
of accuracy for 3D annotations. Rendered synthetic data has been a cornerstone of the
development of learning-based pose estimation methods from RGB frames for rigid (Labbé
et al. (2020); Loing et al. (2018); Su et al. (2015); Xiang et al. (2018)) and articulated
(Labbé et al. (2021); Lambrecht and Kästner (2019)) objects as well as humans (Ionescu
et al. (2014); Varol et al. (2017)) and hands (Mueller et al. (2018, 2017); Zimmermann and
Brox (2017)).

Synthetic data for object pose estimation. Su et al. (2015) render a synthetic dataset
for the task of class-dependent object viewpoint estimation, and demonstrate that their
synthetic data positively contributes to learning more robust features for this task. Xiang
et al. (2018) complement the real YCB-Video dataset with synthetic renderings and Lo-
ing et al. (2018) generate synthetic images for robot-relative object pose estimation from
uncalibrated cameras. The recent BOP challenge for 6D object pose estimation Hodan
et al. (2020) generates realistic synthetic images, closely following the method presented
in Hodaň et al. (2019), for each of the 7 target object pose estimation datasets. Domain
randomization, the process of applying extensive augmentation to synthetic data is critical
for generalization to real data Tobin et al. (2017). Training solely on synthetic data can
results in important performance drops Kehl et al. (2017); Zakharov et al. (2019) compared
to using real data. However, with proper data augmentation and methods, learning from
synthetic datasets results in competitive performances Labbé et al. (2020).

Synthetic data for object shape reconstruction. The synthetic images associated
with ShapeNet Chang et al. (2015) and ModelNet Wu et al. (2015) are the main training
data resources for learning-based shape reconstruction methods such as the one presented
by Choy et al. (2016); Groueix et al. (2018b); Mescheder et al. (2019); Qi et al. (2017);
Wang et al. (2018). When training solely on these synthetic datasets, the domain gap
provides some generalization to real images. However, existing methods do not directly
generalize for more challenging images, for instance when they present objects which are
more difficult to segment from their background. In cases when shape diversity is restricted
and larger real datasets are available, for instance in the case of clothed humans, promising
results have been presented Saito et al. (2019).
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Synthetic data for human pose estimation. Several work which recover 3D human
information from RGB images have proposed to generate synthetic data with computer
graphics software for training purposes. Chen et al. (2015) generate a synthetic dataset
based on the SCAPE human model Anguelov et al. (2005), varying poses, clothing and
backgrounds. They show that their data can be combined with real data to improve CNN-
based 3D pose estimation models. Varol et al. (2017) generate a larger scale dataset of
posed humans, using the SMPL model Loper et al. (2015) and MoCap data Carnegie Mel-
lon University (2001) to render images with improved realism compared to Chen et al.
(2015). They demonstrate that this data can be used to learn depth, part segmentation and
later full 3D human shapes Varol et al. (2018). Zimmermann and Brox (2017) generate
a synthetic dataset of humans with articulated hand motions to train the first CNN which
regresses 3D hand keypoints directly from RGB images. Mueller et al. (2017) render a
dataset with randomized object occlusions to train their hand pose estimator. Mueller et al.
(2018) show that mixing synthetic data post-processed with Cycle-GAN Zhu et al. (2017) to
match real image statistics with synthetic data improves the pose estimation performance.

3.1.2 Automatic grasp generation

Methods which provide 3D data from pose estimation for humans in isolation from their
environment use MoCap to provide 3D poses. Such data is difficult to collect in practice
for hand-object interactions, as MoCap often relies on equipping the hand and objects with
markers which are visible and sometimes restrict the range of possible motion as for the
ContactPose (Brahmbhatt et al. (2020)), Manipulation Kinodynamics (Pham et al. (2018))
and FPHAB dataset (Garcia-Hernando et al. (2018)) datasets.

Alternative paths can be taken to generate 3D data of anthropomorphic object grasps.
In the following, we discuss methods which propose to synthesize 3D hand models us-
ing heuristics and analytic measures in Section 3.1.2 and data-driven methods for grasp
generation in Section 3.1.2.

Analytic grasp generation. Several methods propose to generate grasps for anthropo-
morphic hands by devising grasping strategies based on heuristics and evaluate the quality
of the generated configurations using analytic metrics. These methods typically assume
rigid contacts with friction, compute the grasp wrench space (GWS), the space of wrenches
which can be resisted by the grasp (Ferrari and Canny (1992)). Most methods evaluate the
grasps by computing how well they can resist a set of forces and torques. A good overview
of automatic methods for grasp synthesis is provided by Sahbani et al. (2012).
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Data-driven anthropomorphic grasp generation. While automatic grasp generation
using heuristic approaches for sampling and analytic measurements for evaluation are scal-
able, they only partially correlate with successful grasps in the real world as pointed out
by Balasubramanian et al. (2012). Learnt grasp synthesis from data provides an interesting
way to leverage potentially more reliable priors for grasp generation. We refer to Bohg
et al. (2014) for a review of data-driven grasp synthesis and detail recent deep-learning
based methods for grasp generation using hand models. Corona et al. (2020) learn to gen-
erate hand poses which represent candidate grasps for 58 YCB (Çalli et al. (2015)) objects
from a RGB image representing the target objects. They maximize grasp metrics during
training using the loss we introduce in Section 3.6 along with a GAN loss and an additional
term which penalizes grasps below the table plane. Karunratanakul et al. (2020); Taheri
et al. (2020) propose to generate grasps using a Variational Auto-Encoders (VAEs Kingma
and Welling (2014)) by regressing MANO Romero et al. (2017) parameters for Taheri et al.
(2020) and predicting implicit grasping fields which encode the distance to the hand and the
object at 3D coordinate locations for Karunratanakul et al. (2020). Jiang et al. (2021) first
predict grasps given an object model and subsequently estimate contact locations based on
the grasp and input object shape to obtain improved grasps through fitting.

3.2 Generating hand-object interactions

To overcome the lack of adequate training data for our models, we generate a large-scale
synthetic image dataset of hands grasping objects which we call the ObMan dataset. Here,
we describe how we scale automatic generation of hand-object images. We first detail the
steps we take to automatically construct the 3D grasps in section 3.2.1, and then explain
the rendering process in section 3.2.2

3.2.1 Automatic grasp generation

We strive to propose a method for automatic generation of grasps for arbitrary objects.
In the following, we describe how we select the objects for our dataset and automatically
generate a large number of grasps for each of the selected objects. We further describe our
procedure to sort and filter them in order to select plausible grasps.

Objects. In order to find a variety of high-quality meshes of frequently manipulated ev-
eryday objects, we selected models from the ShapeNet Chang et al. (2015) dataset. As il-
lustrated in Figure 3-1, we selected 8 object categories of everyday objects: bottles, bowls,
cans, jars, knifes, cellphones, cameras and remote controls. We showcase the diversity of
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Figure 3-1: We select objects from 8 graspable object categories from the ShapeNet Chang et al.
(2015) database.

the object shape categories on the jar category in Figure 3-2. Objects in the ShapeNet
database can be of arbitrary topology and mirror the natural diversity of object shapes. In
total, we start with 2772 meshes split among the training, validation and test sets.

Automatic grasping. In order to generate plausible grasps, we use the GraspIt soft-
ware Miller and Allen (2004) following the methods used to collect the Grasp Database Goldfeder
et al. (2009). In the robotics community, this dataset has remained valuable over many
years Sahbani et al. (2012) and is still a reference for the fast synthesis of grasps given
known object models Lenz et al. (2015); Mahler et al. (2017). We favor simplicity and
robustness of the grasp generation over the accuracy of the underlying model. The soft-
ware expects a rigid articulated model of the hand. We transform MANO by separating
it into 16 rigid parts, 3 parts for the phalanges of each finger, and one for the hand palm.
Given an object mesh, GraspIt produces different grasps from various initializations. Fol-
lowing Goldfeder et al. (2009), our generated grasps optimize for the grasp metric but do
not necessarily reflect the statistical distribution of human grasps. We present a selection
of object grasps generated by the GraspIt software in Figure 3-3

Grasp quality computation and sorting. GraspIt generates a large variety of grasps by
exploring different initial hand poses. However, some initializations do not produce good
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Figure 3-2: We select objects from the ShapeNet Chang et al. (2015) database. We present here
random examples of objects from the vase category which we use for our ObMan dataset in the
ShapeNet model exploration interface https://shapenet.org/model-querier. Objects
in ShapeNet can be composed of an arbitrary number of parts and present different topologies.

Figure 3-3: We present different grasps generated by GraspIt Miller and Allen (2004) for a sin-
gle object CAD model as described in Section 3.2.1 in the first row, and grasps for 4 different
ShapeNet Chang et al. (2015) models in the second row.
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grasps. Similarly to Goldfeder et al. (2009) we filter the grasps in a post-processing step in
order to retain grasps of good quality according to a heuristic metric we engineer for this
purpose. For each grasp, GraspIt provides two grasp quality metrics 𝜀 and 𝑣 Ferrari and
Canny (1992). Each grasp produced by GraspIt Miller and Allen (2004) defines contact
points between the hand and the object, which allows to compute the GWS. The GWS
is normalized with relation to the scale of the object, defined as the maximum radius of
the object, centered at its center of mass. The grasp is suitable for any task that involves
external wrenches that lie within the GWS. 𝑣 is the volume of the 6-dimensional GWS,
which quantifies the range of wrenches the grasp can resist. The GWS can further be
characterized by the radius 𝜀 of the largest ball which is centered at the origin and inscribed
in the grasp wrench space. 𝜀 is the maximal wrench norm that can be balanced by the
contacts for external wrenches applied coming from arbitrary directions. 𝜀 belongs to [0, 1]
in the scale-normalized GWS, and higher values are associated with a higher robustness to
external wrenches.

We need to project the grasp quality on a single dimension in order to perform automatic
sorting. Following the sorting, we can define a cutoff threshold for the defined metric,
which allows us to filter a set of grasps which we keep for the final rendering step explained
in Section 3.2.2. We use the norm of the [𝜀, 𝑣] vector in our heuristic measure of grasp
quality. We find that in the grasps produced by GraspIt, power grasps, as defined by Feix
et al. (2016) in which larger surfaces of the hand and the object are in contact, are rarely
produced. To allow for a larger proportion of power grasps, we use a multiplier 𝛾𝑝𝑎𝑙𝑚 which
we empirically set to 1 if the palm is not in contact and 3 otherwise. We further favor
grasps in which a large number of phalanges are in contact with the object by weighting
the final grasp score using 𝑁𝑝, the number of phalanges in contact with the object, which
is computed by the software.

The final grasp quality score 𝐺 is defined as:

𝐺 = 𝛾𝑝𝑎𝑙𝑚

√︁
𝑁𝑝‖𝜀, 𝑣‖2. (3.1)

We find that keeping the two best grasps for each object produces diverse grasps of good
quality and generate a total of 21𝐾 grasps.

Body pose. For realism, we render the hand and the full body (see Figure 3-6). The pose
of the hand is transferred to hands of the SMPL+H Romero et al. (2017) model which inte-
grates MANO to the SMPL Loper et al. (2015) statistical body model, allowing us to render
realistic images of embodied hands. Although we zoom our cameras to focus on the hands,
we vary the body poses to provide natural occlusions and coherent backgrounds. Body
poses and shapes are varied by sampling from the same distribution as in SURREAL Varol
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Figure 3-4: We render a full-body posed human model grasping an object with realistic textures
obtained by combining body and hand textures .

et al. (2017); i.e., sampling poses from the CMU MoCap database Carnegie Mellon Uni-
versity (2001) and shapes from CAESAR Robinette et al. (2002). In order to maximize
the viewpoint variability, a global rotation uniformly sampled in 𝑆𝑂(3) is also applied to
the body. We translate the hand root joint to the camera’s optical axis. The distance to the
camera is sampled uniformly between 50 and 80cm.

3.2.2 Grasp rendering

We build upon the rendering method of Varol et al. (2017) to render our images of hands
grasping objects. An illustration of the rendering procedure is presented in Figure 3-4.

Textures. Object textures are randomly sampled from the texture maps provided with
ShapeNet Chang et al. (2015) models. The body textures are obtained from the full body
scans used in SURREAL Varol et al. (2017). Most of the scans have missing color values in
the hand region. We therefore combine the body textures with 176 high resolution textures
obtained from hand scans from 20 subjects. The hand textures are split so that textures
from 14 subjects are used for training and 3 for test and validation sets. For each body
texture, the skin tone of the hand is matched to the subject’s face color. Based on the face
skin color, we query in the HSV color space the 3 closest hand texture matches. We further
shift the HSV channels of the hand to better match the person’s skin tone. This results in
full-body textures with improved coloring in the hand regions as displayed in Figure 3-5.

63



Figure 3-5: Textures from full body scans typically display missing and erroneous color values in
the hand region. We use high-resolution hand scans color-aligned with the person’s face skin to
inpaint the target hand region (see lower right of each body texture image, outlined in red before
and in green after inpainting) as described in Section 3.2.2.

Figure 3-6: ObMan: large-scale synthetic dataset of hand-object interactions. We pose the MANO
hand model Romero et al. (2017) to grasp a given object mesh using GraspIt Miller and Allen
(2004), see Section 3.2.1. The scenes are rendered with variation in texture, lighting, and back-
ground, as described in Section 3.2.2.
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Figure 3-7: We render object-only and hand-only images for each sample in the ObMan dataset
along with depth maps for each of the hand-only object-only and joint configuration, which we
store in different color channels as an image along with minimum and maximum depth values for
efficiency.

Figure 3-8: Our ObMan dataset provides synthetic images with pixel-accurate segmentation maps,
3D hand joints as well as hand and object meshes in camera coordinates.
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Rendering. We render the images using Blender Blender Online Community (2018).
Background images are sampled from both the LSUN Yu et al. (2015) and ImageNet Deng
et al. (2009) datasets. In order to ensure the hand and objects are visible we discard con-
figurations if less than 100 pixels of the hand or if less than 40% of the object is visible.
For each hand-object configuration, we render object-only, hand-only, and hand-object im-
ages, as well as the corresponding segmentation and depth maps. Examples of the resulting
outputs are presented in Figure 3-7, while Figure 3-8 illustrates automatically acquired 2D
and 3D labels.
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Figure 3-9: Our model predicts the hand and object meshes in a single forward pass in an end-
to-end framework. The repulsion loss ℒ𝑅 penalizes interpenetration while the attraction loss ℒ𝐴

encourages the contact regions to be in contact with the object.

3.3 Learning grasp reconstruction

Our goal is to develop a model which can jointly estimate the object shape and hand pose
from a single color image. Recent work demonstrate that CNNs with residual connections
He et al. (2015) can reliably extract 3D shape information from image pixels (Groueix
et al. (2018b); Kanazawa et al. (2018a); Pavlakos et al. (2018); Yang et al. (2018)). In
order to seamlessly reason about contacts, we choose to reconstruct both the object and
grasping hand as surface meshes. As illustrated in Figure 3-9, we design a neural network
architecture that reconstructs the hand-object configuration in a single forward pass from
a rough image crop of a left hand holding an object. Our network architecture is split into
two branches. The first branch reconstructs the object shape in a normalized coordinate
space. The second branch predicts the hand mesh as well as the information necessary to
transfer the object to the hand-relative coordinate system. Each branch has a ResNet18 He
et al. (2015) encoder pre-trained on ImageNet Deng et al. (2009). In the following, we
detail the three components of our method: hand mesh estimation in Section 3.3.1, object
mesh estimation in Section 3.3.2, and the contact between the two meshes in Section 3.3.3.

3.3.1 Regressing hand parameters

We aim to recover accurate 3D hand information from a single RGB image. In order to rea-
son about contacts, we want to regress the dense hand surface while leveraging the strength
of CNN backbones. In Section 2.2.3 we presented the advantages of parametric hand mod-
els such as MANO, which capture the shape and pose variations in a low-dimensional
parameters. Regressing these parameters in a learned framework has the potential to output
anatomically valid hand meshes while spanning the range of statistically plausible motion.
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Following methods which integrate the SMPL parametric body model Loper et al. (2015)
as a network layer Kanazawa et al. (2018a); Pavlakos et al. (2018), we integrate the MANO
hand model Romero et al. (2017) as a differentiable layer. MANO is a statistical model that
maps pose (𝜃) and shape (𝛽) parameters to a mesh. While the pose parameters capture the
angles between hand joints, the shape parameters control the person-specific deformations
of the hand; as illustrated in Figure 2-7.

PCA pose parameters regression. Hand pose lives in a low-dimensional subspace Lin
et al. (2000); Romero et al. (2017). Instead of predicting the full 45-dimensional pose
space, we predict 30 pose PCA components of the MANO model. We found that perfor-
mance saturates at 30 PCA components and keep this value for all our experiments (see
Section 3.4.3).

Supervision on vertex and joint positions (ℒ𝑉Hand , ℒ𝐽 ). The hand encoder produces an
encoding ΦHand from an image. Given ΦHand , a fully connected network regresses 𝜃 and
𝛽. We integrate the mesh generation as a differentiable network layer that takes 𝜃 and 𝛽 as
inputs and outputs the hand vertices 𝑉Hand and 16 hand joints. In addition to MANO joints,
we select 5 vertices on the mesh as fingertips to obtain 21 hand keypoints 𝐽 . We define the
supervision on the vertex positions (ℒ𝑉Hand ) and joint positions (ℒ𝐽 ) to enable training on
datasets where a ground truth hand surface is not available. Both losses are defined as the
L2 distance to the ground truth. We use root-relative 3D positions as supervision for ℒ𝑉Hand

and ℒ𝐽 . Unless otherwise specified, we use the wrist defined by MANO as the root joint.

Regularization on hand shape (ℒ𝛽). Sparse supervision can cause extreme mesh defor-
mations when the hand shape is unconstrained. We therefore use a regularizer, ℒ𝛽 = ‖𝛽‖2,
on the hand shape to constrain it to be close to the average shape in the MANO training set,
which corresponds to 𝛽 = 0⃗ ∈ R10.

The resulting hand reconstruction loss ℒHand is the summation of all ℒ𝑉Hand , ℒ𝐽 and ℒ𝛽

terms:
ℒHand = ℒ𝑉Hand + ℒ𝐽 + ℒ𝛽. (3.2)

Our experiments indicate benefits for all three terms (see Section 3.4.3). Our hand branch
also matches state-of-the-art performance on a standard benchmark for 3D hand pose esti-
mation (see Section 3.4.3).
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3.3.2 Object mesh estimation

Even across a single object category, everyday object instances come in diverse shapes,
as we introduced in Section 1.2.1. Capturing instance-specific shape variations and dense
surfaces is critical to accurately model contacts and useful for applications such as robotic
assistance in daily tasks. In order to easily perform collision checking between the hand and
the object, we choose to predict the object shape by deforming watertight mesh templates.
The watertight property allows the use of efficient parallel computing for ray-triangle in-
tersection checking (Akenine-Möller and Trumbore (1997)). In this chapter, we follow
recent methods Kato et al. (2018); Wang et al. (2018) and focus on genus 0 topologies
and predict object meshes by deforming a spherical mesh, automatically maintaining the
watertight property of the original template. While this assumption restricts the range of
objects which can be exactly modeled by our approach, we observed in early experiments
that deforming a simple template led to improved generalization across categories.

Object shape estimation. We use AtlasNet Groueix et al. (2018b) as the object predic-
tion component of our neural network architecture. AtlasNet takes as input the concatena-
tion of point coordinates sampled either on a set of square patches or on a sphere, and image
features ΦObj . It uses a fully connected network to output new coordinates on the surface of
the reconstructed object. AtlasNet explores two sampling strategies: sampling points from
a sphere and sampling points from a set of squares. Preliminary experiments showed better
generalization to unseen classes when input points were sampled on a sphere. In all our
experiments we deform an icosphere of subdivision level 3 which has 642 vertices. Atlas-
Net was initially designed to reconstruct meshes in a canonical view. In our model, meshes
are reconstructed in view-centered coordinates. We experimentally verified that AtlasNet
can accurately reconstruct meshes in this setting (see Section 3.4.4). Following AtlasNet,
the supervision for object vertices is defined by the symmetric Chamfer loss between the
predicted vertices and points randomly sampled on the ground truth external surface of the
object.

Regularization on object shape (ℒ𝐸, ℒ𝐿). In order to reason about the inside and outside
of the object, it is important to predict meshes with well-defined surfaces and good quality
triangulations. However AtlasNet does not explicitly enforce constraints on mesh quality.
We find that when learning to model a limited number of object shapes, the triangulation
quality is preserved. However, when training on the larger variety of objects of ObMan,
we find additional regularization on the object meshes beneficial. Following Groueix et al.
(2018a); Kanazawa et al. (2018b); Wang et al. (2018) we employ two losses that penalize
irregular meshes. We penalize edges with lengths different from the average edge length
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with an edge-regularization loss, ℒ𝐸 . We further introduce a curvature-regularizing loss,
ℒ𝐿, based on Kanazawa et al. (2018b), which encourages the curvature of the predicted
mesh to be similar to the curvature of a sphere.

Laplacian smoothness regularization (ℒ𝐿). In order to avoid unwanted discontinu-
ities in the curvature of the mesh, we enforce a local prior of smoothness. We use the
discrete Laplace-Beltrami operator to estimate the curvature at each mesh vertex position,
as we have no prior on the final shape of the geometry, we compute the graph laplacian 𝐿

on our mesh, which only takes into account adjacency between mesh vertices. Multiplying
the laplacian 𝐿 by the positions of the object vertices 𝒱𝑂𝑏𝑗 produces vectors which have the
same direction as the vertex normals and their norm proportional to the curvature. Mini-
mizing the norm of these vector therefore minimizes the curvature. We minimize the mean
curvature over all vertices in order to encourage smoothness on the mesh.

Edge length regularization (ℒ𝐸). ℒ𝐸 penalizes configurations in which the edges of
the mesh have different lengths. The edge regularization is defined as:

ℒ𝐸 = 1
|ℰ𝐿|

∑︁
𝑙∈ℰ𝐿

|𝑙2 − 𝜇(ℰ2
𝐿)|, (3.3)

where ℰ𝐿 is the set of edge lengths, defined as the L2 norms of the edges, and 𝜇(ℰ2
𝐿) is the

average of the square of edge lengths. Note that this loss is equal to zero when all edges
have the same length and positive otherwise.

Combination of reconstruction and regularization losses. We balance the weights of
ℒ𝐸 and ℒ𝐿 by weights 𝜇𝐸 and 𝜇𝐿 respectively, which we empirically set to 2 and 0.1. These
two losses together improve the quality of the predicted meshes, as we show in Figure 3-
14. Additionally, when training on the ObMan dataset, we first train the network to predict
normalized objects, and then freeze the object encoder and the AtlasNet decoder while
training the hand-relative part of the network. When training the objects in normalized
coordinates, noted with 𝑛, the total object loss is:

ℒ𝑛
Object = ℒ𝑛

𝑉Obj
+ 𝜇𝐿ℒ𝐿 + 𝜇𝐸ℒ𝐸. (3.4)

Hand-relative coordinate system (ℒ𝑆, ℒ𝑇 ). Following AtlasNet Groueix et al. (2018b),
we first predict the object in a normalized scale by offsetting and scaling the ground truth
vertices so that the object is inscribed in a sphere of fixed radius. However, as we focus on
hand-object interactions, we need to estimate the object position and scale relative to the
hand. We therefore predict translation and scale in two branches, which output the three
offset coordinates for the translation (i.e., 𝑥, 𝑦, 𝑧) and a scalar for the object scale. We
define ℒ𝑇 = ‖𝑇 − 𝑇‖2

2 and ℒ𝑆 = ‖𝑆 − 𝑆‖2
2, where 𝑇 and 𝑆 are the predicted translation

and scale. 𝑇 is the ground truth object centroid in hand-relative coordinates and 𝑆 is the
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ground truth maximum radius of the centroid-centered object.

Supervision on object vertex positions (ℒ𝑛
𝑉Obj

, ℒ𝑉Obj ). We multiply the AtlasNet de-
coded vertices by the predicted scale and offset them according to the predicted translation
to obtain the final object reconstruction. Chamfer loss (ℒ𝑉Obj ) is applied after translation
and scale are applied. When training in hand-relative coordinates the loss becomes:

ℒObject = ℒ𝑇 + ℒ𝑆 + ℒ𝑉Obj . (3.5)

3.3.3 Contact loss

So far, the prediction of hands and objects does not leverage the constraints that guide
objects interacting in the physical world. Specifically, it does not account for our prior
knowledge that objects can not interpenetrate each other and that, when grasping objects,
contacts occur at the surface between the object and the hand. We formulate these contact
constraints as a differentiable loss, ℒ𝐶𝑜𝑛𝑡𝑎𝑐𝑡, which can be directly used in the end-to-end
learning framework. We incorporate this additional loss using a weight parameter 𝜇𝐶 ,
which we set empirically to 10.

We rely on the following definition of distances between points. 𝑑(𝑣, 𝑉Obj) = inf𝑤∈𝑉Obj ‖𝑣−
𝑤‖2 denotes distances from point to set and 𝑑(𝐶, 𝑉Obj) = inf𝑣∈𝐶 𝑑(𝑣, 𝑉Obj) denotes dis-
tances from set to set. Moreover, we define a common penalization function 𝑙𝛼(𝑥) =
𝛼 tanh

(︁
𝑥
𝛼

)︁
, where 𝛼 is a characteristic distance of action.

Repulsion (ℒ𝑅). We define a repulsion loss (ℒ𝑅) that penalizes hand and object interpen-
etration. To detect interpenetration, we first detect hand vertices that are inside the object.
Since the object is a deformed sphere, it is watertight. We therefore cast a ray from the hand
vertex and count the number of times it intersects the object mesh to determine whether it
is inside or outside the predicted mesh Akenine-Möller and Trumbore (1997). ℒ𝑅 affects
all hand vertices that belong to the interior of the object, which we denote Int(𝑂𝑏𝑗). The
repulsion loss is defined as:

ℒ𝑅(𝑉Obj , 𝑉Hand) =
∑︁

𝑣∈𝑉Hand

1𝑣∈Int(𝑉Obj)𝑙𝑟(𝑑(𝑣, 𝑉Obj)),

where 𝑟 is the repulsion characteristic distance, which we empirically set to 2cm in all
experiments.

Attraction (ℒ𝐴). We further define an attraction loss (ℒ𝐴) to penalize cases in which
hand vertices are in the vicinity of the object but the surfaces are not in contact. This loss
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Figure 3-10: Left: Estimated contact regions from ObMan. We find that points that are often
involved in contacts can be clustered into 6 regions on the palmar surface of the hand. Right:
Generic shape of the penalization function emphasizing the role of the characteristic distances.

is applied only to vertices which belong to the exterior of the object Ext(𝑂𝑏𝑗).
We compute statistics on the automatically-generated grasps described in the next sec-

tion to determine which vertices on the hand are frequently involved in contacts. We com-
pute for each MANO vertex how often across the dataset it is in the immediate vicinity
of the object (defined as less than 3mm away from the object’s surface). We find that by
identifying the vertices that are close to the objects in at least 8% of the grasps, we obtain
6 regions of connected vertices {𝐶𝑖}𝑖∈[[1,6]] on the hand which match the 5 fingertips and
part of the palm of the hand, as illustrated in Figure 3-10 (left). The attraction term ℒ𝐴

penalizes distances from each of the regions to the object, allowing for sparse guidance
towards the object’s surface:

ℒ𝐴(𝑉Obj , 𝑉Hand) =
6∑︁

𝑖=1
𝑙𝑎(𝑑(𝐶𝑖 ∩ Ext(𝑂𝑏𝑗), 𝑉Obj)). (3.6)

We set 𝑎 to 1cm in all experiments. For regions that are further from the hand than a
threshold 𝑎, the attraction will significantly decrease and become negligible as the distance
to the object further increases, see Figure 3-10 (right).

Our final contact loss ℒContact is a weighted sum of the attraction ℒ𝐴 and the repulsion
ℒ𝑅 terms:

ℒ𝐶𝑜𝑛𝑡𝑎𝑐𝑡 = 𝜆𝑅ℒ𝑅 + (1 − 𝜆𝑅)ℒ𝐴, (3.7)

where 𝜆𝑅 ∈ [0, 1] is the contact weighting coefficient, e.g., 𝜆𝑅 = 1 means only the repul-
sion term is active. We show in our experiments that the balancing between attraction and
repulsion is very important for physical quality.

Our network is first trained with ℒHand + ℒObject . We then continue training with
ℒHand +ℒObject +𝜇𝐶ℒContact to improve the physical quality of the hand-object interaction.
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Subsection 3.3.4 gives further implementation details.

3.3.4 Implementation details

Model optimization. For all our experiments, we use the Adam optimizer Kingma and
Ba (2014). As we observe instabilities in validation curves when training on synthetic
datasets, we freeze the batch normalization layers. This fixes their weights to the original
values from the ImageNet Deng et al. (2009) pre-trained ResNet18 He et al. (2015).

Training procedure. For the final model trained on ObMan, we first train the (normal-
ized) object branch using ℒ𝑛

Object for 250 epochs, we start with a learning rate of 10−4 and
decrease it to 10−5 at epoch 200. We then freeze the object encoder and the AtlasNet de-
coder, as explained in Section 3.3.2. We further train the full network with ℒHand + ℒObject

for 350 additional epochs, decreasing the learning rate from 10−4 to 10−5 after the first 200
epochs. When fine-tuning from our main model trained on synthetic data to smaller real
datasets, we unfreeze the object reconstruction branch. For the FPHAB𝑐 dataset, we train
all the parts of the network simultaneously with the supervision ℒHand + ℒObject for 400
epochs, decreasing the learning rate from 10−4 to 10−5 at epoch 300.

When fine-tuning our models with the additional contact loss, ℒHand+ℒObject+𝜇𝐶ℒContact ,
we use a learning rate of 10−5. We additionally set the momentum of the Adam opti-
mizer Kingma and Ba (2014) to zero, as we find that momentum affects negatively the
training stability when we include the contact loss.

Weight balancing. In all experiments, we keep the relative weights between different
losses as detailed in Section 3.3.2 and normalize them so that the sum of all the weights
equals 1.

Runtime. At test time, our model can process 20 fps on a Titan X GPU.

3.4 Experiments

We first define the evaluation metrics and the datasets (Sections 3.4.1, 3.4.2) for our exper-
iments. We present preliminary analysis for hand-only reconstruction in Section 3.4.3 and
object-only reconstruction in Section 3.4.4. We then analyze the effects of occlusions (Sec-
tion 3.4.5) and the contact loss (Section 3.4.6). Finally, we present our transfer learning
experiments from synthetic to real domain (Sections 3.4.7, 3.4.8).
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3.4.1 Evaluation metrics

Our output is structured, and a single metric does not fully capture performance. We there-
fore rely on multiple evaluation metrics.
Hand error. For hand reconstruction, we compute the mean end-point error (mm) over 21
joints following Zimmermann and Brox (2017).
Object error. Following AtlasNet Groueix et al. (2018b), we measure the accuracy of
object reconstruction by computing the symmetric Chamfer distance (mm) between points
sampled on the ground truth mesh and vertices of the predicted mesh.
Contact. To measure the physical quality of our joint reconstruction, we use the following
metrics.

Penetration depth (mm), Intersection volume (cm3): Hands and objects should not share
the same physical space. To measure whether this rule is violated, we report the intersection
volume between the object and the hand as well as the penetration depth. To measure the
intersection volume of the hand and object we voxelize the hand and object using a voxel
size of 0.5cm. If the hand and the object collide, the penetration depth is the maximum of
the distances from hand mesh vertices to the object’s surface. In the absence of collision,
the penetration depth is 0.

Simulation displacement (mm): Following Tzionas et al. (2016), we use physics sim-
ulation to evaluate the quality of the produced grasps. This metric measures the average
displacement of the object’s center of mass in a simulated environment Coumans (2013)
assuming the hand is fixed and the object is subjected to gravity. Details on the setup and
the parameters used for the simulation can be found in Tzionas et al. (2016). Good grasps
should be stable in simulation. However, stable simulated grasps can also occur if the
forces resulting from the collisions balance each other. For estimating grasp quality, sim-
ulated displacement must be analyzed in conjunction with a measure of collision. If both
displacement in simulation and penetration depth are decreasing, there is strong evidence
that the physical quality of the grasp is improving (see Section 3.4.6 for an analysis). The
reported metrics are averaged across the dataset.

3.4.2 Datasets

We present the datasets we use to evaluate our models. Statistics for each dataset are
summarized in Table 3.1.

First-person hand benchmark (FPHAB). This dataset Garcia-Hernando et al. (2018) is
a recent video collection providing 3D hand annotations for a wide range of hand-object
interactions. The joints are automatically annotated using magnetic sensors strapped on
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ObMan FPHAB FPHAB𝐶 HIC

#frames 141𝐾/6𝐾 8420/9103 5077/5657 251/307
#video sequences - 115/127 76/88 2/2
#object instances 1947/411 4 3 2
real no yes yes yes

Table 3.1: Dataset details for train/test splits.

the hands, and which are visible on the RGB images. 3D mesh annotations are provided
for four objects: three different bottles and a salt box. In order to ensure that the object
being interacted with is unambiguously defined, we filter frames in which the manipulating
hand is further than 1cm away from the manipulated object. We refer to this filtered dataset
as FPHAB. As the milk bottle is a genus-1 object and is often grasped by its handle, we
exclude this object from the experiments we conduct on contacts. We call this subset
FPHAB𝐶 . We use the same subject split as Garcia-Hernando et al. (2018), therefore, each
object is present in both the training and test splits.

The object annotations for this dataset suffer from some imprecisions. To investigate
the range of the object ground truth error, we measure the penetration depth of the hand
skeleton in the object for each hand-object configuration. We find that on the training split
of FPHAB, the average penetration depth is 11.0mm (std=8.9mm). While we still report
quantitative results on objects for completeness, the ground truth errors prevent us from
drawing strong conclusions from reconstruction metric fluctuations on this dataset.

Hands in action dataset (HIC). We use a subset of the HIC dataset Tzionas et al. (2016)
which has sequences of a single hand interacting with objects. This gives us 4 sequences
featuring manipulation of a sphere and a cube. We select the frames in which the hand
is less than 5mm away from the object. We split this dataset into 2 training and 2 test
sequences with each object appearing in both splits and restrict our predictions to the frames
in which the minimal distance between hand and object vertices is below 5mm. For this
dataset the hand and object meshes are provided. We fit MANO to the provided hand mesh,
allowing for dense point supervision on both hands and objects.

CORe50. CORe50 Lomonaco and Maltoni (2017) is a dataset which contains hand-
object interactions with an emphasis on the variability of objects and backgrounds. How-
ever no 3D hand or object annotation is available. We therefore present qualitative results
on this dataset.
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ObMan FPHAB StereoHands

ℒ𝐽 13.5 28.1 11.4
ℒ𝐽 + ℒ𝛽 11.7 26.5 10.0
ℒ𝑉Hand 14.0 - -
ℒ𝑉Hand + ℒ𝛽 12.0 - -
ℒ𝑉Hand + ℒ𝐽 + ℒ𝛽 11.6 - -

Table 3.2: We report the mean end-point error (mm) to study different losses defined on MANO. We
experiment with the loss on 3D vertices (ℒ𝑉Hand ), 3D joints (ℒ𝐽 ), and shape regularization (ℒ𝛽). We
show the results of training and testing on our synthetic ObMan dataset, as well as the real datasets
FPHAB Garcia-Hernando et al. (2018) and StereoHands Zhang et al. (2016).

3.4.3 Hand pose estimation

We first present an ablation study for the different losses we defined on the MANO hand
model. Then, we study the latent hand representation. Finally, we validate our hand pose
estimation branch and demonstrate its competitive performance compared to the state-of-
the-art methods a benchmark dataset.

Loss study on MANO As explained in Section 3.3.1, we define three losses for the dif-
ferentiable hand model while training our network: (i) vertex positions ℒ𝑉Hand , (ii) joint
positions ℒ𝐽 , and (iii) shape regularization ℒ𝛽 . The shape is only predicted in the presence
of ℒ𝛽 . In the absence of shape regularization, when only sparse keypoint supervision is
provided, predicting 𝛽 without regularizing it produces extreme deformations of the hand
mesh, and we therefore fix 𝛽 to the average hand shape.

Table 3.2 summarizes the contribution of each of these losses. Note that the dense
vertex supervision is available on our synthetic dataset ObMan, and not available on the
real datasets FPHAB Garcia-Hernando et al. (2018) and StereoHands Zhang et al. (2016).
We find that predicting 𝛽 while regularizing it with ℒ𝛽 significantly improves the mean end-
point-error on keypoints. On the synthetic dataset ObMan, we find that adding ℒ𝑉 yields
a small additional improvement. We therefore use all three losses whenever dense vertex
supervision is available, and ℒ𝐽 in conjunction with ℒ𝛽 when only keypoint supervision is
provided.

MANO pose representation As described in Section 3.3.1, our hand branch outputs
a 30-dimensional vector to represent the hand. These are the 30 first PCA components
from the 45-dimensional full pose space. We experiment with different dimensionality
for the latent hand representation and summarize our findings in Table 3.3. While low-
dimensionality fails to capture some poses present in the datasets, we do not observe im-
provements after increasing the dimensionality more than 30. Therefore, we use this value
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#PCA comps. 6 15 30 45

FPHAB 28.2 27.5 26.5 26.9
StereoHands 13.9 11.1 10.0 10.0
ObMan 23.4 13.3 11.6 11.2

Table 3.3: We report the mean end-point error on error on multiple datasets to study the effect of
the number of PCA hand pose components for the latent MANO representation.

Figure 3-11: Qualitative results on the test sequence of the StereoHands dataset.

for all other experiments in this chapter.

Comparison with the state of the art Using the MANO branch of the network, we
can also estimate the hand pose for images in which the hands are not interacting with
objects, and compare our results with previous methods. We train and test on the Stereo-
Hands dataset Zhang et al. (2016), and follow the evaluation protocol of Iqbal et al. (2018);
Mueller et al. (2018); Zimmermann and Brox (2017) by training on 10 sequences from
StereoHands and testing on the 2 remaining ones. For fair comparison, we add a palm joint
to the MANO model by averaging the positions of two vertices on the front and back of the
hand model at the level of the palm. Although the hand shape parameter 𝛽 allows to cap-
ture the variability of hand shapes which occurs naturally in human populations, it does not
account for the discrepancy between different joint conventions. To account for skeleton
mismatch, we add a linear layer initialized to identity which maps from the MANO joints
to the final joint annotations.

We report the area under the curve (auc) on the percentage of correct keypoints (PCK).
Figure 3-12 shows that our differentiable hand model is on par with the state of the art. Note
that the StereoHands benchmark is close to saturation. In contrast to other methods Cai
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Figure 3-12: We compare our root-relative 3D hand pose estimation on Stereohands to the state-of-
the-art methods from Iqbal et al. (2018), Cai et al. (2018), Mueller et al. (2018), Zimmermann
and Brox (2017), and CHPR Sun et al. (2015).

et al. (2018); Iqbal et al. (2018); Mueller et al. (2018); Sun et al. (2015); Zimmermann and
Brox (2017) that only predicts sparse skeleton keypoints, our model produces a dense hand
mesh. Figure 3-11 presents some qualitative results from this dataset.

3.4.4 Object reconstruction

In the following, we validate our design choices for the object reconstruction branch. We
experiment with object reconstruction (i) in the camera viewpoint and (ii) with regulariza-
tion losses.

Canonical versus camera view reconstruction. As explained in Section 3.3.2, we per-
form object reconstructions in the camera coordinate frame. To validate that AtlasNet Groueix
et al. (2018b) can successfully predict objects in camera view as well as in canonical
view, we reproduce the training setting of the original paper Groueix et al. (2018b). We
use the setting where 2500 points are sampled on a sphere and train on the rendered
images from ShapeNet Choy et al. (2016). To obtain the rotated reference for the ob-
ject, we apply the ground truth azimuth and elevation provided with the renderings so
that the 3D ground truth matches the camera view. We use the original hyperparameters
(Adam Kingma and Ba (2014) with a learning rate of 0.001) and train both networks for
25 epochs. Both for supervision and evaluation metrics, we report the Chamfer distance
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Figure 3-13: Renderings from ShapeNet models and our corresponding reconstructions in camera
view.

Object error

Canonical view Groueix et al. (2018b) 4.87
Canonical view (ours) 4.88
Camera view (ours) 4.88

Table 3.4: Chamfer loss (×1000) for 2500 points in the canonical view and camera view
show no degradation from predicting the camera view reconstruction. We compare our
re-implementation to the results provided by Groueix et al. (2018b) on their code page
https://github.com/ThibaultGROUEIX/AtlasNet.

ℒ𝑉𝑂𝑏𝑗
= 1

2(∑︀
𝑝 𝑚𝑖𝑛𝑞‖𝑝 − 𝑞‖2

2 + ∑︀
𝑞 𝑚𝑖𝑛𝑝‖𝑞 − 𝑝‖2

2) where 𝑞 spans the predicted vertices
and 𝑝 spans points uniformly sampled on the surface of the ground truth object. We always
sample the same number of points on the surface as there are vertices in the predicted mesh.
We find that both numerically and qualitatively the performance is comparable for the two
settings. Some reconstructed meshes in camera view are shown in Figure 3-13.

For better readability they also multiply the Chamfer loss by 1000. In order to provide
results directly comparable with the original paper Groueix et al. (2018b), we also report
numbers with the same scaling in Table 3.4. Table 3.4 reports the Chamfer distances for
their released model, our reimplementation in canonical view, and our implementation in
non-canonical view. We find that our implementation allows us to train a model with sim-
ilar performances to the released model. We observe no numerical or qualitative loss in
performance when predicting the camera view instead of the canonical one.
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Object mesh regularization. We find that in the absence of explicit regularization on
their quality, the predicted meshes can be very irregular. Sharp discontinuities in curvature
occur in regions where the ground truth mesh is smooth, and the mesh triangles can be of
very different dimensions. These shortcomings can be observed on all three reconstructions
in Figure 3-13. Following recent work on mesh estimation from image inputs Groueix et al.
(2018a); Kanazawa et al. (2018b); Wang et al. (2018), we introduce regularization terms
on the object mesh.

To evaluate the effect of the two regularization terms we train four different models.
We train a model without any regularization, two models for which only one of the two
regularization terms are active, and finally a model for which the two regularization terms
are applied simultaneously. Each of these models is trained for 200 epochs.

Figure 3-14 shows the qualitative benefits of each term. While edge regularization ℒ𝐸

alone already significantly improves the quality of the predicted mesh, note that unwanted
bendings of the mesh still occur, for instance in the last row for the cellphone reconstruc-
tion. Adding the laplacian smoothness ℒ𝐿 resolves these irregularities. However, adding
each regularization term negatively affects the final reconstruction score. Particularly we
observe that introducing edge regularization increases the Chamfer loss by 22% while sig-
nificantly improving the perceptual quality of the predicted mesh. Introducing the regular-
ization terms contributes to the coarseness of the object reconstructions, as can be observed
on the third row, where sharp curvatures of the object in the input image are not captured
in the reconstruction.

3.4.5 Effect of occlusions

Experimental setup for occlusion study. We study the effect of objects occluding hands
by training two networks, one trained on hand-only images and one on hand-object images.
For each sample in our synthetic dataset, in addition to the hand-object image (HO-img) we
render two images of the corresponding isolated and unoccluded hand (H-img) or object
(O-img). With this setup, we can systematically study the effect of occlusions on ObMan,
which would be impractical outside of a synthetic setup. Note that reproducing such a setup
would be impractical outside of a synthetic environment.

We report performance on both unoccluded and occluded images. A symmetric setup
is applied to study the effect of hand occlusions on objects by training two additional net-
works on object-only and hand-object images. Since the hand-relative coordinates are not
applicable to experiments with object-only images, we study the normalized shape recon-
struction, centered on the object centroid, and scaled to be inscribed in a sphere of radius 1.
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No reg. ℒ𝐸 ℒ𝐿 ℒ𝐸 + ℒ𝐿

Object error 0.0246 0.0286 0.0258 0.0292

Figure 3-14: We show the benefits from each term of the regularization. Using both the ℒ𝐸 and ℒ𝐿

in conjunction improves the visual quality of the predicted triangulation while preserving the shape
of the object.
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Evaluation images
Training H-img HO-img

H-img (ℒ𝐻) 10.3 14.1
HO-img (ℒ𝐻) 11.7 11.6

Evaluation images
Training O-img HO-img

O-img (ℒ𝑂) 0.0242 0.0722
HO-img (ℒ𝑂) 0.0319 0.0302

Table 3.5: We first show that training with occlusions is important when targeting images of hand-
object interactions.

Figure 3-15: Qualitative comparison between with (bottom) and without (top) contact on FPHAB𝐶 .
Note the improved contact and reduced penetration, highlighted with red regions, with our contact
loss.

Effect of occlusions on hand and object reconstruction accuracy. Unsurprisingly, the
best performance is obtained when both training and testing on unoccluded images as
shown in Table 3.5. When both training and testing on occluded images, reconstruction
errors for hands and objects drop significantly, by 12% and 25% respectively. This vali-
dates the intuition that estimating hand pose and object shape in the presence of occlusions
is a harder task. We observe that for both hands and objects, the most challenging setting
is training on unoccluded images while testing on images with occlusions. This shows that
training with occlusions is crucial for accurate reconstruction of hands-object configura-
tions.

3.4.6 Effect of contact loss

In the absence of explicit physical constraints, the predicted hands and objects have an
average penetration depth of 9mm for ObMan and 19mm for FPHAB𝐶 (see Table 3.6).
The presence of interpenetration at test time shows that the model is not implicitly learning
the physical rules governing hand-object manipulation. The differences in physical metrics
between the two datasets can be attributed to the higher reconstruction accuracy for ObMan
but also to the noisy object ground truth in FPHAB𝐶 which produces penetrated and likely
unstable ‘ground truth’ grasps.
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ObMan Dataset
Hand Object Maximum Simulation Intersection
Error Error Penetration Displacement Volume

No contact loss 11.6 641.5 9.5 31.3 12.3
Only attraction (𝜆𝑅 = 0) 11.9 637.8 11.8 26.8 17.4
Only repulsion (𝜆𝑅 = 1) 12.0 639.0 6.4 38.1 8.1
Attraction + Repulsion (𝜆𝑅 = 0.5) 11.6 637.9 9.2 30.9 12.2

FPHAB𝐶 Dataset
Hand Object Maximum Simulation Intersection
Error Error Penetration Displacement Volume

No contact loss 28.1 ± 0.5 1579.2 ± 66.2 18.7 ±0.6 51.2 ± 1.7 26.9 ± 0.2
Only attraction (𝜆𝑅 = 0) 28.4 ± 0.6 1586.9 ± 58.3 22.7 ±0.7 48.5 ± 3.2 41.2 ± 0.3
Only repulsion (𝜆𝑅 = 1) 28.6 ± 0.8 1603.7 ± 49.9 6.0 ± 0.3 53.9 ± 2.3 7.1 ± 0.1
Attraction + Repulsion (𝜆𝑅 = 0.5) 28.8 ±0.8 1565.0 ± 65.9 12.1 ± 0.7 47.7 ±2.5 17.6 ± 0.2

Table 3.6: We experiment with each term of the contact loss. Attraction (ℒ𝐴) encourages contacts
between close points while repulsion (ℒ𝑅) penalizes interpenetration. 𝜆𝑅 is the repulsion weight,
balancing the contribution of the two terms.

Fine-tuning with differentiable contact losses. In Figure 3-16, we study the effect of
introducing our contact loss as a fine-tuning step. We linearly interpolate 𝜆𝑅 in [[0, 1]]
to explore various relative weightings of the attraction and repulsion terms. We find that
using ℒ𝑅 in isolation efficiently minimizes the maximum penetration depth, reducing it
by 33% for ObMan and 68% for FPHAB𝐶 . This decrease occurs at the expense of the
stability of the grasp in simulation. Symmetrically, ℒ𝐴 stabilizes the grasps in simulation,
but produces more collisions between hands and objects. We find that equal weighting of
both terms (ℒ𝑅 = 0.5) improves both physical measures without negatively affecting the
reconstruction metrics on both the synthetic and the real datasets, as is shown in Table 3.6
(last row). We observe different results in terms of simulation displacements across runs
on the relatively small FPHAB𝐶 dataset. For each metric we report the means and standard
deviations for 10 random seeds.

We find that on the synthetic dataset, decreased penetration is systematically traded
for simulation instability whereas for FPHAB𝐶 increasing 𝜆𝑅 from 0 to 0.5 decreases
depth penetration without affecting the simulation stability. Furthermore, for 𝜆𝑅 = 0.5, we
observe significant qualitative improvements on FPHAB𝑐 as seen in Figure 3-15.

3.4.7 Synthetic to real transfer

Advantage of pre-training on synthetic data. Large-scale synthetic data can be used
to pre-train models in the absence of suitable real datasets. We investigate the advantages
of pre-training on ObMan when targeting FPHAB and HIC. We investigate the effect of
scarcity of real data on FPHAB by comparing pairs of networks trained using subsets of
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Figure 3-16: We examine the relative importance between the contact terms on the grasp quality
metrics. Introducing a well-balanced contact loss improves upon the baseline on both max penetra-
tion and simulation displacement.

the real dataset. One is pre-trained on ObMan while the other is initialized randomly, with
the exception of the encoders, which are pre-trained on ImageNet Deng et al. (2009). For
these experiments, we do not add the contact loss and report means and standard deviations
for 5 distinct random seeds. We find that pre-training on ObMan is beneficial in low data
regimes, especially when less than 1000 images from the real dataset are used for fine-
tuning, see Figure 3-17.

Domain gap study. The HIC training set consists of only 250 images. We experiment
with pre-training on variants of our synthetic dataset. In addition to ObMan, to which we
refer as (a) in Figure 3-18, we render 20𝐾 images for two additional synthetic datasets, (b)
and (c), which leverage information from the training split of HIC (d). We create (b) using
our grasping tool to generate automatic grasps for each of the object models of HIC and
(c) using the object and pose distributions from the training split of HIC. This allows to
study the importance of sampling hand-object poses from the target distribution of the real
data. We explore training on (a), (b), (c) with and without fine-tuning on HIC. We find that
pre-training on all three datasets is beneficial for hand and object reconstructions. The best
performance is obtained when pre-training on (c). In that setup, object performance outper-
forms training only on real images even before fine-tuning, and significantly improves upon
the baseline after. Hand pose error saturates after the pre-training step, leaving no room for
improvement using the real data. These results show that when training on synthetic data,
similarity to the target real hand and pose distribution is critical.
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Figure 3-17: We compare training on FPHAB only (Real) and pre-training on synthetic, followed
by fine-tuning on FPHAB (Synth2Real). As the amount of real data decreases, the benefit of pre-
training increases. For both the object and the hand reconstruction, synthetic pre-training is critical
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Figure 3-18: We compare the effect of training with and without fine-tuning on variants of our
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beneficial.
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Figure 3-19: Qualitative results on CORe50. Our model, trained only on synthetic data, shows
robustness to various hand poses, objects and scenes. Global hand pose and object outline are well
estimated while fine details are missed. We present failure cases in the red box. Note that this model
is trained on synthetic ObMan images only.

Figure 3-20: Selected qualitative results on CORe50 dataset. We present additional hand-object
reconstructions for a variety of object categories and object instances, spanning various hand poses
and object shapes. Each image shows manipulation of a different object model.

3.4.8 Qualitative results on CORe50

In this section, we verify the ability of our model trained on ObMan to generalize to real
data without fine-tuning. FPHAB is a dataset with visible magnetic sensors and a specific
viewpoint given the first-person perspective.

Generalization to real data. We observe empirically that our method trained only on our
synthetic ObMan dataset generalizes poorly to images from this dataset. Figure 3-19 shows
that our model generalizes to the CORe50 dataset Lomonaco and Maltoni (2017)across
different object categories, including light-bulb, which does not belong to the categories our
model was trained on. The global outline is well recovered in the camera view while larger
mistakes occur in the perpendicular direction. We present additional qualitative results on
the CORe50 Lomonaco and Maltoni (2017) dataset. We present a variety of diverse input
images from CORe50 in Figure 3-20 alongside the predictions of our final model trained
solely on ObMan. The first row presents results on various shapes of light bulbs. Note
that this category is not included in the synthetic object models of ObMan. Our model can
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Figure 3-21: To show the typical performance of our model on the CORe50 dataset Lomonaco and
Maltoni (2017), We display the outputs of our method on 25 randomly sampled frames from this
dataset. Note that the images are randomly drawn from the subset of CORe50 which we annotated
with hand side and hand-object region of interest.

therefore generalize across object categories. The last column shows some reconstructions
of mugs, showcasing the topological limitations of the sphere baseline of AtlasNet which
cannot, by construction, capture handles.

However, we observe that the object shapes are often coarse, and that fine details such
as phone antennas are not reconstructed. We also observe errors in the relative position
between the object and the hand, which is biased towards predicting the object’s centroid
in the palmar region of the hand, see Figure 3-20, fourth column. As hard constraints on
collision are not imposed, hand-object interpenetration occurs in some configurations, for
instance in the top-right example. In the bottom-left example we present a failure case
where the hand pose violates anatomical constraints. Note that while our model predicts
hand pose in a low-dimensional space, which implicitly regularizes hand poses, anatomical
validity is not guaranteed.

To show the typical performance of our model, we present in Figure 3-21 the output of
our method on randomly sampled frames from the CORe50 dataset Lomonaco and Mal-
toni (2017). We randomly draw input images from the subset of frames which we annotated
with hand side and hand-object region of interest, annotations which were performed inde-
pendently of model evaluation to avoid direct biases. This annotation focused on capturing
a large number of different object shapes at the expense of diverse backgrounds. The qual-
itative examples in Figure 3-21 further illustrate the success and failure modes detailed in
Figure 3-20. Namely the bias towards power grasps, reasonable approximation of various
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object outlines and global hand rotation.

3.5 Conclusions

We presented an end-to-end approach for joint reconstruction of hands and objects given
a single RGB image as input. Our novel contact loss enforces physical constraints on
the interaction between the two meshes during training, resulting in qualitatively improved
grasps during inference. Most importantly, we proposed to use automatic grasping software
and computer graphics rendering to generate synthetic grasp data, and demonstrated that
such images can be used to train methods to compute 3D information from RGB images.

Our proposed method for automatic generation of hand-object grasp has the advantage
of being fully automatic. For any object model of graspable size, we can generate a variety
of grasps which can each be rendered using a variety of viewpoints, textures, backgrounds
and lighting conditions.

However, generation method produces a domain gap both in the 3D and pixel domains.
In 3D, the grasps are generated and sorted using grasp quality measures Ferrari and Canny
(1992) which are imperfect proxies for statistically plausible grasps. In pixel space, the
limited photo-realism in textures and rendering as well as the simple composition with
an image background results in images which are distinctly perceived as synthetic by any
human observer.

This gap results in several observable limitations. We observed that our model trained
on ObMan transfers several grasp biases from the GraspIt! grasper to the trained model.
For instance, we observe that our method works best when the background and foreground
are easily separable, and that precision grasps tend to be reconstructed as power grasps even
in favorable viewing conditions. Several approaches can reduce the empirically observed
domain gap. In the pixel domain, improved photo-realism and targeted data-augmentation
can improve the generalization from real to synthetic images. In 3D, using improved au-
tomatic grasp generators could reduce the bias towards analytically valid but statistically
implausible grasps.

Our synthetic data is valuable for pre-training and direct generalization in favorable
conditions. However, when available, real data with manual annotations remains a useful
resource. Next, in Chapter 4, we explore how to efficiently leverage manual 3D annotations
when a sparse set of labelled frames is available in videos.
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Chapter 4

Learning from sparse annotations

While rendering synthetic data has the advantage of being automatically scalable, applica-
tion scenarios such as the ones we presented in Section 1.1 require models with high perfor-
mance on real videos and images. When targeting generalization to real data, the domain
gap has to be explicitly accounted for. Existing synthetic datasets depicting hands, such as
RHD Zimmermann and Brox (2017), SynthHandsMueller et al. (2017) or ObMan cannot
yet reach the fidelity and realism to generalize to real datasets. Manual annotation and
optimization-based techniques for data annotation can be slow and error-prone. Due to the
challenges associated with data collection, existing datasets are either real, limited in size
and confined to constrained environments or synthetic and lack realism. Models trained on
such data are prone to overfitting and lack generalization capabilities. Our method aims at
tackling this challenge by reducing the stringent reliance on 3D annotations. To this end, in
this chapter we propose a novel weakly supervised approach to joint 3D hand-object recon-
struction. Our model jointly estimates the hand and object pose and reconstructs their shape
in 3D, given training videos with annotations in only sparse frames on a small fraction of
the dataset. Our method models the temporal nature of 3D hand and object interactions and
leverages motion as a self-supervisory signal for 3D dense hand-object reconstruction.

Our contributions can be summarized as follows. (i) We present a new method for joint
dense reconstruction of hands and objects in 3D. Our method operates on color images
and efficiently regresses model-based shape and pose parameters in a single feed-forward
pass through a neural network. (ii) We introduce a novel photometric loss that relies on
the estimated optical flow between pairs of adjacent images. Our scheme leverages optical
flow to warp one frame to the next, directly within the network, and exploits the visual
consistency between neighboring warped images with a self-supervised loss, reducing the
need for strong supervision.

We first review related work in weak temporal and photometric supervision Section 4.1.
We then describe our proposed model and method for leveraging photometric consistency

89



over time in Section 4.1.2. Finally, we present empirical evidence to show the strength of
our proposed baseline and temporal supervision approach in Section 4.3.

4.1 Related work

In RGB videos, motion cues provide useful information that can be used for self-supervision.
Several methods explore this idea in the context of human body pose estimation. None of
these methods focuses on hands, and more particularly on complex hand-object interac-
tions.

4.1.1 Learning with temporal constraints

Pfister et al. (2015) leverage optical flow for 2D human pose estimation. Slim Dense-
Pose Neverova et al. (2019) uses an off-the-shelf optical flow method Ilg et al. (2017) to es-
tablish dense correspondence Guler et al. (2018) between adjacent frames in a video. These
correspondences are used to propagate manual annotations between frames and to enforce
spatio-temporal equivariance constraints. Very recently, PoseWarper Bertasius et al. (2019)
leverages image features to learn the pose warping between a labeled frame and an unla-
beled one, thus propagating annotations in sparsely labeled videos.

Regressing 3D poses is more difficult: the problem is fundamentally ambiguous in
monocular scenarios. Furthermore, collecting 3D annotations is not as easy as in 2D.
VideoPose3D Pavllo et al. (2019) regresses 3D skeleton joint positions, by back-projecting
them on the image space and using CNN-estimated 2D keypoints as supervision. Tung
et al. (2017) regress the SMPL body model parameters Loper et al. (2015) and use optical
flow and reprojected masks to provide weak supervision. Differently from us, they rely
on an off-the-shelf optical flow method, making the pose accuracy dependent on the flow
quality. Recently, Arnab et al. (2019) refine noisy per-frame pose predictions Kanazawa
et al. (2018a) using bundle adjustment over the SMPL parameters in a video clip.

4.1.2 Learning with photometric consistency

Our method enforces photometric consistency between pose estimates from adjacent frames.
Similar ideas have been successfully applied to self-supervised learning of ego-motion,
depth and scene flow for self-driving cars Brickwedde et al. (2019); Godard et al. (2017);
Zhou et al. (2017). Unlike these methods, which estimate pixel-wise probability depth dis-
tributions for mostly rigid scenes, we focus on estimating the articulated pose of hands ma-
nipulating objects. Starting from multi-view setups at training time, Rhodin et al. (2018a,b)
propose weak supervision strategies for monocular human pose estimation. We consider
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Figure 4-1: Photometric consistency loss. Given an annotated frame, 𝑡𝑟𝑒𝑓 , and an unannotated
one, 𝑡𝑟𝑒𝑓+𝑘, we reconstruct hand and object 3D pose at 𝑡𝑟𝑒𝑓+𝑘 leveraging a self-supervised loss.
We differentiably render the optical flow between ground-truth hand-object vertices at 𝑡𝑟𝑒𝑓 and
estimated ones. Then, we use this flow to warp frame 𝑡𝑟𝑒𝑓+𝑘 into 𝑡𝑟𝑒𝑓 , and enforce consistency in
pixel space between warped and real image.

monocular setups where the camera might move. Similarly to us, TexturePose Pavlakos
et al. (2019b) enforces photometric consistency between pairs of frames to refine body
pose estimates. They define the consistency loss in UV space: this assumes a UV param-
eterization is always provided. Instead, we define our loss in image space. Notably, these
methods consider scenarios without severe occlusions (only one instance, one body, is in
the scene).

4.2 Learning to grasp known objects with sparse tempo-
ral supervision

We propose a CNN-based model for 3D hand-object reconstruction that can be efficiently
trained from a set of sparsely annotated video frames. Differently from Chapter 3, we fol-
low previous work Kehl et al. (2017); Tekin et al. (2019, 2018) in assuming that a 3D mesh
model of the object is provided. The key idea of our approach is to use a photometric con-
sistency loss, that we leverage as self-supervision on the unannotated intermediate frames
in order to improve hand-object reconstructions. We introduce this loss in Section 4.2.1.
We then describe our learning framework in detail in Section 4.2.2.

4.2.1 Temporal supervision from sparse grasp supervision

In the following, we describe our photometric consistency loss which leverages tempo-
ral consistency across neighboring frames to provide weak supervision during training as
described in Section 4.2.2.
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3D-aware temporal consistency. As mentioned above, our method takes as input a se-
quence of RGB frames and outputs hand and object mesh vertex locations for each frame.
The same type of output is generated in 3, where each RGB frame is processed separately.
We observe that the temporal continuity in videos imposes temporal constraints between
neighboring frames. We assume that 3D annotations are provided only for a sparse subset
of frames; this is a scenario that occurs in practice when data collection is performed on
sequential images, but only a subset of them is manually annotated. We then define a self-
supervised loss to propagate this information to unlabeled frames. Our self-supervised loss
exploits photometric consistency between frames, and is defined in image space. Figure 4-1
illustrates the process.

Temporal consistency intuition. Consider an annotated frame 𝐼𝑡𝑟𝑒𝑓
at time 𝑡𝑟𝑒𝑓 , for

which we have ground-truth hand and object vertices 𝑉𝑡𝑟𝑒𝑓
(to simplify the notation, we do

not distinguish here between hand and object vertices). Given an unlabeled frame 𝐼𝑡𝑟𝑒𝑓 +𝑘,
our goal is to accurately regress hand and object vertex locations 𝑉𝑡𝑟𝑒𝑓 +𝑘. Our main insight
is that, given estimated per-frame 3D meshes and known camera intrinsic parameters, we
can back-project our meshes on image space and leverage pixel-level information to pro-
vide additional cross-frame supervision. Given 𝐼𝑡𝑟𝑒𝑓 +𝑘, we first regress hand and object
vertices 𝑉𝑡𝑟𝑒𝑓 +𝑘 in a single feed-forward network pass (see Sec. 4.2.2). Imagine now to
back-project these vertices on 𝐼𝑡𝑟𝑒𝑓 +𝑘 and assign to each vertex the color of the pixel they
are projected onto. The object meshes at 𝑡𝑟𝑒𝑓 and 𝑡𝑟𝑒𝑓+𝑘 share the same topology; and so
do the hand meshes. So, if we back-project the ground-truth meshes at 𝑡𝑟𝑒𝑓 on 𝐼𝑡𝑟𝑒𝑓

, corre-
sponding vertices from 𝑉𝑡𝑟𝑒𝑓

and 𝑉𝑡𝑟𝑒𝑓 +𝑘 should be assigned the same color, up to changes
due to lighting and occlusions.

Photometric consistency loss. We translate this idea into our photometric consistency
loss. We compute the 3D displacement (“flow”) between corresponding vertices from 𝑉𝑡𝑟𝑒𝑓

and 𝑉𝑡𝑟𝑒𝑓 +𝑘. These values are then projected on the image plane, and interpolated on the
visible mesh triangles. To this end, we differentiably render the estimated flow from 𝑉𝑡𝑟𝑒𝑓

to 𝑉𝑡𝑟𝑒𝑓 +𝑘 using the Neural Renderer Kato et al. (2018). This allows us to define a warping
flow 𝒲𝑡𝑟𝑒𝑓 +𝑘→𝑡𝑟𝑒𝑓

between the pair of images as a function of 𝑉𝑡𝑟𝑒𝑓 +𝑘 and 𝑉𝑡𝑟𝑒𝑓
.

We exploit the computed flow to warp 𝐼𝑡𝑟𝑒𝑓 +𝑘 into the warped image
𝒲𝑡𝑟𝑒𝑓 +𝑘→𝑡𝑟𝑒𝑓

(𝐼𝑡𝑟𝑒𝑓 +𝑘, 𝑉𝑡𝑟𝑒𝑓
, 𝑉𝑡𝑟𝑒𝑓 +𝑘), by differentiably sampling values from 𝐼𝑡𝑟𝑒𝑓 +𝑘 accord-

ing to the predicted optical flow displacements, which is computed using 𝑉𝑡𝑟𝑒𝑓
and 𝑉𝑡𝑟𝑒𝑓 +𝑘.

Our loss enforces consistency between the warped image and the reference one. Note that
the error is minimized with respect to the estimated hand and object vertices 𝑉𝑡𝑟𝑒𝑓 +𝑘.
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ℒ𝑝ℎ𝑜𝑡𝑜(𝑉𝑡𝑟𝑒𝑓 +𝑘) = ||𝑀 · (𝒲(𝐼𝑡𝑟𝑒𝑓 +𝑘, 𝑉𝑡𝑟𝑒𝑓
, 𝑉𝑡𝑟𝑒𝑓 +𝑘) − 𝐼𝑡𝑟𝑒𝑓

)||1, (4.1)

where 𝑀 is a binary mask denoting surface point visibility. In order to compute the visi-
bility mask, we ensure that the supervised pixels belong to the silhouette of the reprojected
mesh in the target frame 𝐼𝑡𝑟𝑒𝑓 +𝑘. We additionally verify that the supervision is not applied
to pixels which are occluded in the reference frame by performing a cyclic consistency
check.

Cycle consistent visibility check. Our consistency check is similar to Hur and Roth
(2017); Neverova et al. (2019). Let us denote the flow warping the estimated frame 𝐼𝑡𝑟𝑒𝑓 +𝑘

into the reference one 𝐼𝑡𝑟𝑒𝑓
by 𝒲𝑡𝑟𝑒𝑓 +𝑘→𝑡𝑟𝑒𝑓

. Similarly, we compute a warping flow in the
opposite direction, from the reference frame to the estimated one: 𝒲𝑡𝑟𝑒𝑓 →𝑡𝑟𝑒𝑓 +𝑘. Given
the mask 𝑀𝑡𝑟𝑒𝑓

obtained by projecting 𝑉𝑡𝑟𝑒𝑓
on image space, we consider each pixel 𝑝 ∈

𝑀𝑡𝑟𝑒𝑓 +𝑘. We warp 𝑝 into the reference frame, and then back into the estimated one:
𝑝 = 𝒲𝑡𝑟𝑒𝑓 +𝑘→𝑡𝑟𝑒𝑓

(𝒲𝑡𝑟𝑒𝑓 →𝑡𝑟𝑒𝑓 +𝑘(𝑝)). If the distance between 𝑝 and 𝑝 is greater than 2
pixels, we do not apply our loss at this location. On FPHAB, when using 1% of the data as
reference frames, this check discards 3.3% of 𝑀𝑡𝑟𝑒𝑓 +𝑘 pixels.

We successively warp a grid of pixel locations using the optical flow 𝑡𝑟𝑒𝑓 to 𝑡𝑟𝑒𝑓 + 𝑘

and from 𝑡𝑟𝑒𝑓 + 𝑘 to 𝑡𝑟𝑒𝑓 and include only pixel locations which remain stable, a constraint
which does not hold for mesh surface points which are occluded in one of the frames.

Differences to previous work. The consistency supervision ℒ𝑝ℎ𝑜𝑡𝑜 can be applied di-
rectly on pixels, similarly to self-supervised ego-motion and depth learning scenarios Go-
dard et al. (2017); Zhou et al. (2017). The main difference with these approaches is that
they estimate per-pixel depth values while we attempt to leverage the photometric consis-
tency loss in order to refine rigid and articulated motions. Our approach is similar in spirit
to that of Pavlakos et al. (2019b). With respect to them, we consider a more challenging
scenario (multiple 3D instances and large occlusions). Furthermore, we define our loss in
image space, instead of UV space, and thus we do not assume that a UV parametrization is
available.

As each operation is differentiable, we can combine this loss and use it as supervision
either in isolation or in addition to other reconstruction losses (Sec. 4.2.2).

4.2.2 Learning to grasp known objects

We apply the loss introduced in Section 4.2.1 to 3D hand-object reconstructions obtained
independently for each frame. These per-frame estimates are obtained with a single for-
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Figure 4-2: Architecture of the single-frame hand-object reconstruction network. Our network
assumes that the object CAD model is available and regresses pose parameters for the hand and
object as well as MANO hand shape parameters.

ward pass through a deep neural network, whose architecture is shown in Fig. 4-2. In the
following, we detail our proposed method to regress the hand-object configuration from
RGB inputs 4.2.2 and the training details 4.2.2.

Hand-object reconstruction with known object model.
Network architecture. In the spirit of Chapter 3 and Boukhayma et al. (2019), our

network takes as input a single RGB image and outputs MANO Romero et al. (2017) pose
and shape parameters. However, differently from Chapter 3, we assume that a 3D model
of the object is given, and we regress its 6D pose by adding a second head to our network
(see again Fig. 4-2). We employ as backbone a simple ResNet-18 He et al. (2015), which is

Branch Input
shape

Output
shape

ReLU

Object pose 512 256 X
regressor 256 6

Hand translation 512 256 X
regressor 256 3

Hand pose 512 512 X
and shape 512 512 X
regressor 512 28

Table 4.1: Architecture of the Hand and Object parameter regression branches. We use fully
connected linear layers to regress pose and shape parameters from the 512−dimensional features.
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computationally efficient. We use the base network model as the image encoder and select
the last layer before the classifier to produce our image features. We then regress hand and
object parameters from these features through 2 dense layers with ReLU non-linearities.
We extract image features from the last layer of ResNet18 before softmax. We regress in
separate branches 6 parameters for the global object translation and rotation, 3 parameters
for the global hand translation, and 28 MANO parameters which account for global hand
rotation, articulated pose and shape deformation. The details of each branch are presented
in Table 4.1.

Hand-object global pose estimation. We formulate the hand-object global pose es-
timation problem in the camera coordinate system and aim to find precise absolute 3D
positions of hands and objects. Instead of a weak perspective camera model, commonly
used in the body pose estimation literature, we choose here to use a more realistic projec-
tive model. In our images, hand-object interactions are usually captured at a short distance
from the camera. So the assumptions underlying weak perspective models do not hold.
Instead, we follow best practices from object pose estimation. As in Li et al. (2018); Xiang
et al. (2018), we predict values that can be easily estimated from image evidence. Namely,
in order to estimate hand and object translation, we regress a focal-normalized depth offset
𝑑𝑓 and a 2D translation vector (𝑡𝑢, 𝑡𝑣), defined in pixel space. We compute 𝑑𝑓 as

𝑑𝑓 = 𝑉𝑧 − 𝑧𝑜𝑓𝑓

𝑓
, (4.2)

where 𝑉𝑧 is the distance between mesh vertex and camera center along the z-axis, 𝑓 is the
camera focal length, and 𝑧𝑜𝑓𝑓 is empirically set to 40𝑐𝑚. 𝑡𝑢 and 𝑡𝑣 represent the translation,
in pixels, of the object (or hand) origin, projected on the image space, with respect to
the image center. Note that we regress 𝑑𝑓 and (𝑡𝑢, 𝑡𝑣) for both the hand and the object,
separately.

Given the estimated 𝑑𝑓 and (𝑡𝑢, 𝑡𝑣), and the camera intrinsic parameters, we can easily
derive the object (hand) global translation in 3D. For the global rotation, we adopt the
axis-angle representation. Following Kanazawa et al. (2018a); Li et al. (2018); Pavlakos
et al. (2018), the rotation for object and hand is predicted in the object-centered coordinate
system.

Articulated hand pose and shape estimation. We obtain hand 3D reconstructions
by predicting MANO pose and shape parameters. For the pose, similarly to Chapter 3 and
Boukhayma et al. (2019), we predict the principal composant analysis (PCA) coefficients of
the low-dimensional hand pose space provided in Romero et al. (2017). For the shape, we
predict the MANO shape parameters, which control identity-specific characteristics such
as skeleton bone length. Overall, we predict 15 pose coefficients and 10 shape parameters.
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Reconstruction losses. In total, we predict 6 parameters for hand-object rotation and
translation and 25 MANO parameters, which result in a total of 37 regressed parameters.
We then apply the predicted transformations to the reference hand and object models and
further produce the 3D joint locations of the MANO hand model, which are output by
MANO in addition to the hand vertex locations. We define our supervision on hand joint
positions, ℒ𝐽Hand , as well as on 3D object vertices, ℒ𝑉Obj . Both losses are defined as ℓ2

errors.

Regularization losses. We find it effective to regularize both hand pose and shape by
applying ℓ2 penalization as in Boukhayma et al. (2019). ℒ𝜃Hand prevents unnatural joint
rotations, while ℒ𝛽Hand prevents extreme shape deformations, which can result in irregular
and unrealistic hand meshes.

Our final loss ℒ𝐻𝑂 is a weighted sum of the reconstruction and regularization terms:

ℒ𝐻𝑂 = ℒ𝑉Obj + 𝜆𝐽ℒ𝐽Hand + 𝜆𝛽ℒ𝛽Hand + 𝜆𝜃ℒ𝜃Hand . (4.3)

Skeleton adaptation. Hand skeleton models can vary substantially between datasets,
resulting in inconsistencies in the definition of joint locations. Skeleton mismatches may
force unnatural deformations of the hand model. To account for these differences, we
replace the fixed MANO joint regressor with a skeleton adaptation layer which regresses
joint locations from vertex positions. We initialize this linear regressor using the values
from the MANO joint regressor and optimize it jointly with the network weights. We
keep the tips of the fingers and the wrist joint fixed to the original locations, and learn a
dataset-specific mapping for the other joints at training time. The positive effect of skeleton
adaptation is presented in Subsection 4.3.4.

Training. All models are trained using the PyTorch Paszke et al. (2019) framework. We
use the Adam Kingma and Ba (2014) optimizer with a learning rate of 5·10−5. We initialize
the weights of our network using the weights of a ResNet He et al. (2015) trained on
ImageNet Deng et al. (2009). We empirically observed improved stability during training
when freezing the weights of the batch normalization Ioffe and Szegedy (2015) layer to the
weights initialized on ImageNet.

We pretrain the models on fractions of the data without the consistency loss. As an
epoch contains fewer iterations when using a subset of the dataset, we observe that a larger
number of epochs is needed to reach convergence for smaller fractions of training data. We
later fine-tune our network with the consistency loss using a fixed number of 200 epochs.
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4.2.3 Dense 3D Hand-Object Reconstruction

4.3 Experiments

In this section, we first describe the datasets in Section 4.3.1 and corresponding evaluation
protocols. We then recall the used Section 4.3.2 and compare our method to the state of the
art and provide a detailed analysis of our framework in Section 4.3.3. Finally, we validate
numerically and qualitatively the use of our learnt skeleton adaptation layer in Section 4.3.4
and runtime in Section 4.3.5.

4.3.1 Datasets

We evaluate our framework for joint 3D hand-object reconstruction and pose estimation
on two recently released datasets: First Person Hand Action Benchmark Garcia-Hernando
et al. (2018) and HO-3D Hampali et al. (2019) which provide pose annotations for all hand
keypoints as well as the manipulated rigid object.

First-person hand action benchmark (FPHAB): The FPHAB dataset Garcia-Hernando
et al. (2018) collects egocentric RGB-D videos capturing a wide range of hand-object in-
teractions, with ground-truth annotations for 3D hand pose, 6D object pose, and hand joint
locations. The annotations are obtained in an automated way, using mocap magnetic sen-
sors strapped on hands. Object pose annotations are available for 4 objects, for a subset of
the videos. Similarly to hand annotations, they are obtained via magnetic sensors. In our
evaluation, we use the same action split as in Tekin et al. (2019): each object is present in
both the training and test splits, thus allowing the model to learn instance-specific 6 degrees
of freedom (DoF) transformations. To further compare our results to those of Chapter 3,
we also use the subject split of FPHAB where the training and test splits feature different
subjects.

HO-3D: The recent HO-3D dataset Hampali et al. (2020) is the result of an effort to col-
lect 3D pose annotations for both hands and manipulated objects in a markerless setting. In
this work, we report results on the subset of the dataset which was released as the first ver-
sion Hampali et al. (2019). The subset of HO-3D we focus on contains 14 sequences, out of
which 2 are available for evaluation. The authors augment the real training sequences with
additional synthetic data. In order to compare our method against the baselines introduced
in Hampali et al. (2019), we train jointly on their real and synthetic training sets.

In this Chapter, we work with the subset of the dataset which was first released. Out of
the 68 sequences which have been released as the final version of the dataset, 15 have been
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Figure 4-3: Qualitative results on the FPHAB dataset. We visualize the reconstructed meshes re-
projected on the image as well as a rotated view. When training on the full dataset, we obtain
reconstructions which accurately capture the hand-object interaction. In the sparsely supervised
setting, we qualitatively observe that photometric consistency allows to recover more accurate hand
and object poses. Failure cases occur in the presence of important motion blur and large occlusions
of the hand or the object by the subject’s arm.

made available as part of an earlier release. Out of these, we select the 14 sequences that
depict manipulation of two following objects: the mustard bottle and the cracker box. The
train sequences in this subset are the ones named SM2, SM3, SM4, SM5, MC4, MC6, SS1,
SS2, SS3, SM2, MC1, MC5. When experimenting with the photometric consistency, we
use SM1 and MC2 as the two test sequences. When comparing to the baseline of Hampali
et al. (2019), we use MC2 as the unique test sequence.

4.3.2 Evaluation Metrics

We evaluate our approach on 3D hand pose estimation and 6D object pose estimation and
use official train/test splits to evaluate our performance in comparison to the state of the art.
We report accuracy using the following metrics.
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Method Hand error Object error
Tekin et al. (2019) 15.8 24.9
Ours 18.0 22.3

Table 4.2: Comparison to state-of-the-art method of Tekin et al. (2019) on FPHAB Garcia-Hernando
et al. (2018), errors are reported in mm.

Mean 3D errors. To assess the quality of our 3D hand reconstructions, we compute the
mean end-point error (in mm) over 21 joints following Zimmermann and Brox (2017). For
objects, on FPHAB we compute the average vertex distance (in mm) in camera coordinates
to compare against Tekin et al. (2019), on HO-3D, we look at average bounding box corner
distances.

Mean 2D errors. We report the mean errors between reprojected keypoints and 2D
ground-truth locations for hands and objects. To evaluate hand pose estimation accuracy,
we measure the average joint distance. For object pose estimation, following the protocol
for 3D error metrics, we report average 2D vertex distance on FPHAB, and average 2D
corner distance on HO-3D. To further compare our results against Hampali et al. (2019),
we also report the percentage of correct keypoints (PCK). To do so, for different pixel
distances, we compute the percentage of frames for which the average error is lower than
the given threshold.

4.3.3 Experimental Results

We first report the pose estimation accuracy of our single-frame hand-object reconstruction
model and compare it against the state of the art Hampali et al. (2019); Tekin et al. (2019).
We then present the results of our motion-based self-supervised learning approach and
demonstrate its efficiency in case of scarcity of ground-truth annotations.

Single-frame hand-object reconstruction. Taking color images as input, our model re-
constructs dense meshes to leverage pixel-level consistency, and infers hand and object
poses.

SOTA comparison on FPHAB. To compare our results to the state of the art Hampali
et al. (2019); Tekin et al. (2019) and Chapter 3, we evaluate our pose estimation accuracy
on the FPHAB Garcia-Hernando et al. (2018) and HO-3D Hampali et al. (2019) datasets.
Table 4.2 demonstrates that our model achieves better accuracy than Tekin et al. (2019)
on object pose estimation. We attribute this to the fact that Tekin et al. (2019) regresses
keypoint positions, and recovers the object pose as a non-differentiable post-processing
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Hand error (mm) Object error (mm)
Hand only 15.7 -
Object only - 21.8
Hand + Object 18.0 22.3

Table 4.3: We compare training for hand and object pose estimation jointly and separately on
FPHAB Garcia-Hernando et al. (2018) and find that the encoder can be shared at a minor per-
formance cost in hand and object pose accuracy.

step, while we directly optimize for the 6D pose. Our method achieves on average a hand
pose estimation error of 18 mm on FPHAB which is outperformed by Tekin et al. (2019)
by a margin of 2.6 mm. This experiment is in line with earlier reported results, where
the estimation of individual keypoint locations outperformed regression of model parame-
ters Kanazawa et al. (2018a); Pavlakos et al. (2019b, 2018). While providing competitive
pose estimation accuracy to the state of the art, our approach has the advantage of predict-
ing a detailed hand shape, which is crucial for fine-grained understanding of hand-object
interactions and contact points. We further compare our results to those of Chapter 3 that
reports results on FPHAB using the subject split and demonstrate that our model provides
improved hand pose estimation accuracy, while additionally estimating the global position
of the hand in the camera space.

Quantitative comparison on HO-3D.
We further evaluate the hand-object pose estimation accuracy of our single-image model

on the recently introduced HO-3D dataset. We show in Fig. 4-4 that we outperform Ham-
pali et al. (2019) on both hand and object pose estimation. In Table 4.3, we analyze the
effect of simultaneously training for hand and object pose estimation within a unified
framework. We compare the results of our unified model to those of the models trained
individually for hand pose estimation and object pose estimation. We observe that the
unified co-training slightly degrades hand pose accuracy. This phenomenon is also ob-
served by Tekin et al. (2019), and might be due to the fact that while the hand pose highly
constrains the object pose, simultaneous estimation of the object pose does not result in
increased hand pose estimation accuracy, due to higher degrees of freedom inherent to the
articulated pose estimation problem.

Photometric supervision on video. We now validate the efficiency of our self-supervised
dense hand-object reconstruction approach when ground-truth data availability is limited.
We pretrain several models on a fraction of the data by sampling frames uniformly in each
sequence. We sample a number of frames to reach the desired ratio of annotated frames in
each training video sequence, starting from the first frame. We then continue training with
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Figure 4-4: Evaluation of our baseline for hand-object pose estimation on the early release of the
HO-3D Hampali et al. (2019) dataset. We report the PCK for 2D joint mean-end-point error for
hands, and the mean 2D reprojection error for objects.
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Figure 4-5: Effect of using photometric-consistency self-supervision when only a fraction of frames
are fully annotated on HO-3D. We report average values and standard deviations over 5 different
runs.
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Figure 4-6: We observe consistent quantitative improvements from the photometric consistency loss
as the percentage of fully supervised frames decreases below 10% for both hands and objects.

photometric consistency as an additional loss, while maintaining the full supervision on the
sparsely annotated frames. Additional implementation and training details are discussed
in Section4.2.2. In order to single out the effect of the additional consistency term and
factor out potential benefits from a longer training time, we continue training a reference
model with the full supervision on the sparse keyframes for comparison. We experiment
with various regimes of data scarcity, progressively decreasing the percentage of annotated
keyframes from 50 to less than 1%.

We report our results in Fig. 4-6 for FPHAB and in Fig. 4-5 for HO-3D. We observe
that only 20% of the frames are necessary to reach the densely supervised performance on
the FPHAB dataset, which can be explained by the correlated nature between neighboring
frames. However, as we further decrease the fraction of annotated data, the generalization
error significantly decreases. We demonstrate that our self-supervised learning strategy
significantly improves the pose estimation accuracy in the low data regime when only a
few percent of the actual dataset size are annotated and reduces the rigid reliance on large
labeled datasets for hand-object reconstruction. Although the similarity between the refer-
ence and consistency-supervised frames decreases as the supervision across video becomes
more sparse and the average distance to the reference frame increases, resulting in larger
appearance changes, we observe that the benefits from our additional photometric con-
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Figure 4-7: Progressive pose refinement over training samples, even in the presence of large motion
and inaccurate initialization. In extreme cases (last row), the model cannot recover.

sistency is most noticeable for both hands and objects as scarcity of fully annotated data
increases. When using less than one percent of the training data with full supervision, we
observe an absolute average improvement of 7 pixels for objects and 4 pixels for hands,
reducing the gap between the sparsely and fully supervised setting by respectively 25 and
23% (see Fig. 4-6). While on HO-3D the pixel-level improvements on objects do not trans-
late to better 3D reconstruction scores for the object (see Fig. 4-5), on FPHAB, the highest
relative improvement is observed for object poses when fully supervising 2.5% of the data.
In this setup, the 4.7 reduction in the average pixel error corresponds to a reduction of the
error by 51% and results in a reduction by 40% in the 3D 𝑚𝑚 error. We qualitatively inves-
tigate the modes of improvement and failure from introducing the additional photometric
consistency loss in Figure 4-3 and Figure 4-8.

As our method relies on photometric consistency for supervision, it is susceptible to fail
when the photometric consistency assumption is infringed, which can occur for instance in
cases of fast motions or illumination changes. However, our method has the potential to
provide meaningful supervision in cases where large motions occur between the reference
and target frames, as long as the photometric consistency hypothesis holds. We observe
that in most cases, our baseline provides reasonable initial pose estimates on unannotated
frames, which allows the photometric loss to provide informative gradients. In Figure 4-7,
we show examples of successful and failed pose refinements on training samples from the
FPHAB dataset supervised by our loss. Our model is able to improve pose estimations
in challenging cases, where the initial prediction is inaccurate and there are large motions
with respect to the reference frame.
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Figure 4-8: Predicted reconstructions for images from HO-3D. While rotation errors around axis
parallel to the camera plane are not corrected and are sometimes even introduced by the photometric
consistency loss, we observe qualitative improvement in the 2D reprojection of the predicted meshes
on the image plane.

Method Hand error
Ours - no skeleton adaptation 28.1
Ours 27.4
Chapter 3 28.0

Table 4.4: On the FHPAB dataset, for which the skeleton is substantially different from the MANO
one, we show that adding a skeleton adaptation layer allows us to outperform our results from
Chapter 3, while additionally predicting the global translation of the hand.
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adaptationadaptation
with skeletonno skeleton

(a) (b)

Figure 4-9: Predicted shape deformations in the (a) absence and (b) presence of the skeleton adap-
tation layer on the FPHAB dataset.

4.3.4 Skeleton adaptation

The defined locations for the joints do not exactly match each other for the FPHAB Garcia-
Hernando et al. (2018) dataset and the MANO Romero et al. (2017) hand model.

Quantitative evaluation. As shown in Table 4.4, we observe marginal improvements
in the average joint predictions using our skeleton adaptation layer. This demonstrates
that MANO has already the ability to deform sufficiently to account for various skeleton
conventions. However, these deformations come at the expense of the realism of the re-
constructed meshes, which undergo unnatural deformations in order to account for the dis-
placements of the joints. To demonstrate this effect, we train a model on the FPHAB Garcia-
Hernando et al. (2018) dataset, without the linear skeleton adaptation layer, and qualita-
tively compare the predicted hand meshes with and without skeleton adaptation.

Qualitative analysis. We observe in Fig. 4-9(a) that, without skeleton adaptation, the
fingers get unnaturally elongated to account for different definitions of the joint locations
in FPHAB and MANO. As shown in Fig. 4-9(b), we are able to achieve higher realism for
the reconstructed meshes using our skeleton adaptation layer.

4.3.5 Runtime.

The forward pass runs in real time, at 34 frames per second on a Titan X GPU.

4.4 Conclusions

In this chapter, we proposed a new method for dense 3D reconstruction of hands and ob-
jects from monocular color images. We presented a sparsely supervised learning approach
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leveraging photo-consistency between sparsely supervised frames. We demonstrated that
our approach achieves high accuracy for hand and object pose estimation and successfully
leverages similarities between sparsely annotated and unannotated neighboring frames to
provide additional supervision.

Our work relies on a simple pixel-level loss for weak supervision, which makes it easy
to implement but has limited robustness to photometric variations which can come from
changing lighting between two frames, or occlusions not modeled by our reconstruction,
such as the ones which are due to the passive environment. Several improvements could
contribute to improving the proposed method. In particular, a more robust loss would
benefit the system and likely result in a stronger signal from the annotated frame’s temporal
neighborhood. Our framework is general and can be extended to incorporate the full 3D
human body along with the environment surfaces, which would allow to more exhaustively
account for possible occlusions, and thus result in improved supervision. While our current
model requires precise annotations for the reference frames, these improvements could
allow for some noise, which would make it more widely and practically applicable.

106



Chapter 5

Joint hand-object fitting

In the previous chapters, we developed learning-based methods which assume that accu-
rate 3D ground truth is available at least for a subset of the training frames. However, in
practice, scalable methods to annotate hand-object interactions are not available, prevent-
ing learning-based approaches from generalizing beyond their specific training domains.
Developing an RGB-only method to retrieve 3D hand-object configurations would enable
scaling up the datasets,and help the field move towards in-the-wild scenes.

In this chapter, we argue for an optimization-based approach for its robustness across
domains. Recent progress in 2D detection of objects and 3D pose estimation of isolated
hands makes it possible to obtain a good initialization when fitting 3D hand-object poses
to these estimates. Nevertheless, this is still very challenging due to depth ambiguities,
occlusions,noisy 2D estimates and physically implausible configurations.

We explore fitting hand and object meshes during interactions, methods which have
so far been applied for automatic or hybrid data annotation from RGB-D or multi-view
inputs, to RGB-only videos. Given that we use noisy predictions to guide our joint opti-
mization, we investigate the importance of the accuracy of the object and hand model and
find that this is an important component for a satisfactory performance. Our contributions
are the following: (i) We propose a fitting-based approach for hand-object reconstruction
from a video clip; (ii) We present a detailed quantitative evaluation analyzing different
components of our optimization method and compare to learning-based models on a stan-
dard benchmark Hampali et al. (2019); (iii) We demonstrate qualitatively the capabilities
of our framework to generalize on unconstrained videos; (iv) Finally, we show the benefits
of using our fits as automatic labels to perform test-time training, otherwise referred to as
self-labeling.
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5.1 Related work

In the following, we provide an overview of methods which are related to the task of re-
covering the hand and object pose from RGB frames through joint fitting. We first review
methods which have been deployed to annotate arbitrary objects in diverse RGB images
in Section 5.1.1. We then review work that recovers noisy 3D fits from RGB data in the
context of human action in Section 5.1.2. Finally, we provide references for methods which
use temporal constraints to regularize estimated poses in Section 5.1.3.

5.1.1 Annotating 3D objects in real images.

Annotating 3D objects in diverse images is a challenging task. Several approaches were
developed to annotate objects in diverse color images, resulting in datasets of increased
sizes and diversity. All existing methods to align 3D models in single-view RGB images
require manual work for each annotated image.

Satkin et al. (2018) turn to specialized software to build 3D scenes. They use Google
SketchUp to align 3D models from the Google 3D Warehouse to furniture from images in
the SUN databaseXiao et al. (2010). Others develop dedicated software to facilitate the an-
notation task. Lim et al. (2013) annotate the IKEA dataset using a labeling tool developed
for this purpose. A user localizes object keypoints for one of 225 known furniture model
in 800 color images to estimate the pose of the object in the image. The interface renders
the posed object to help the annotator validate or edit the selected correspondences. Xiang
et al. (2014) create a manual annotation interface to annotate viewpoints for objects from
12 object categories and use it to annotate the PASCAL3D+ dataset. Their interface allows
the user to first indicate the orientation of a target object model and subsequently match
2D locations for a set of 3D keypoints. Sun et al. (2018) extend the IKEA dataset from
Lim et al. (2013): they use the same 3D models but curate annotations for 14600 images, a
significantly larger number than in the original dataset. Similarly to Lim et al. (2013), they
click keypoints in images and minimize the reprojection error to estimate the final object
pose. While Lim et al. (2013) directly optimize for the final object pose using Levenberg-
Marquardt Levenberg (1944); Marquardt (1963), Sun et al. (2018) first estimate the pose
by searching through a discrete set of possible focal lengths, apply EPnP Lepetit et al.
(2009) for each candidate and keep the solution with the lowest reprojection error. They
subsequently refine the estimated pose with the Levenberg-Marquardt algorithm Leven-
berg (1944); Marquardt (1963) for 50 small random perturbations starting from the initial
solution, keeping the solution with the minimal reprojection error as their final estimate.
Xiang et al. (2016) annotate 90127 images from ImageNet Deng et al. (2009) with 44147
3D models from 100 categories from the ShapeNet Chang et al. (2015) dataset. They use a
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common learnt embedding Song et al. (2016) for synthetic and real images to automatically
retrieve 3D object model candidates for a color image. An annotator manually chooses the
best candidate and uses a custom interface to align the model to the visual evidence by ad-
justing the 3D orientation as well as the in-plane rotation and zoom for the model overlayed
on the target image. Dai et al. (2017) scan rooms using RGB-D sensors and asked workers
to annotate the scene with posed CAD models from ShapeNet (Chang et al. (2015)) by
allowing them to resize, translate and orient them to match the reconstructed 3D scene.
All the above methods are typically time-consuming even when optimized interfaces are
developed to accelerate the annotation process.

5.1.2 Joint fitting to RGB frames.

Our choice to model hand-object interactions by optimizing 3D models to evidence col-
lected from RGB frames is strongly influenced by the work from Zhang et al. (2020).
Zhang et al. (2020) propose a method which models human-object interactions in RGB
frames by fitting human and object models using to noisy evidence from learnt components.
In particular, they use object classes and segmentation masks predicted by Kirillov et al.
(2019) to initialize the pose of candidate object meshes, and outputs from Joo et al. (2020)
to initialize dense posed human meshes. They fit the object and human models jointly to
recover a coherent scene, explicitly modeling interactions. In particular, they manually as-
sign 3D object model parts to human parts with which they are likely to be in contact, and
penalize distances between them during fitting. Their work recovers compelling though
approximate reconstructions from single RGB frames.

Concurrent work of Cao et al. (2020b) extends the optimization-based body-object re-
construction method PHOSA Zhang et al. (2020) to perform hand-object fitting. While
our method shares similar optimization components with Cao et al. (2020b), it differs by
leveraging video data. We additionally incorporate our fits in an end-to-end framework as
a self-labelling component and showcase two-hand object manipulations.

5.1.3 Temporal constraints for motion modeling.

In case of video inputs, temporal constraints have been used for body motion estimation
in the context of neural networks Hossain and Little (2018); Kanazawa et al. (2019), or
optimization Arnab et al. (2019); Peng et al. (2018). For hands, Cai et al. (2019) proposes a
graph convolutional approach to learn temporal dependencies. Hampali et al. (2020) make
use of a temporal consistency term when fitting hand-object configurations to RGB-D data.
We explore a similar term to obtain temporally smooth fits to RGB data and initialize the
optimization from the previous frame’s fit.
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Figure 5-1: Joint hand-object fitting: We independently initialize the hand and object poses based
on 2D detections and segmentations. We refine this configuration with interaction-based constraints
to obtain our final joint fitting.

5.2 Fitting hand-object interactions in RGB images

We first describe the optimization-based fitting procedure, consisting of estimating 2D de-
tections (Section 5.2.1), initializing 3D hand and object poses (Section 5.2.2), and joint
fitting (Section 5.2.3). An overview can be seen in Figure 5-1.

Our method takes a video of hand-object manipulation as input. We assume that an
exact or approximate object model representing the manipulated object is provided and use
the ground-truth camera intrinsic parameters when available.

5.2.1 Obtaining 2D hand-object evidence

2D hand and object detection. For each video, the first step is to detect initial 2D bound-
ing boxes. We use a recent hand and manipulated object detector Shan et al. (2020) to
extract object and hand bounding boxes in each frame. The hands are predicted with left
or right side labels. When the predicted boxes do not match the known properties of the
dataset in terms of object presence, hand number or hand sides, we discard the detections
for the given frame, and recover detections through tracking in a subsequent step.

Tracking. We apply an off-the-shelf 2D bounding box tracker Muron (2020) which relies
on Kalman filtering Labbe (2014) to extract hand and object tracks from the noisy per-frame
detections. This step allows to recover missed or discarded detections, and produces hand
and object bounding box candidates for the full video clip.

For the Epic-Kitchens dataset, the real number of visible hands is unknown. We auto-
matically select video clips for which at least one object and one hand track extend over
more then 20 consecutive frames after tracking.
Segmentation. The key image evidence we rely on for fitting is 2D segmentation. We
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extract instance masks ℳ̂𝑜𝑏𝑗 for each tracked object detection using the instance segmen-
tation head of the PointRend Kirillov et al. (2019). Similar to PHOSA Zhang et al. (2020),
we use a model pretrained on the COCO Lin et al. (2014) dataset. However, while Zhang
et al. (2020) fits objects among the COCO categories, our target everyday objects are often
not present among the COCO classes. For each object detection, we use the mask asso-
ciated to the highest class activation of the PointRend instance classifier. We observe this
class-agnostic approach to perform well in most cases. To account for hand occlusions, we
extract the COCO masks associated to the person class ℳ̂ℎ𝑎𝑛𝑑 for the tracked hand boxes,
see the supplemental material for additional details.

5.2.2 Independent pose initialization

Hand initialization. We employ the recent publicly available hand pose estimator FrankMo-
cap Rong et al. (2020) to estimate the initial hand articulated poses, as well as the hand
location and scale in pixel space. We recover an estimated depth using the world scale of
the hand and the exact intrinsic camera parameters when available. When the exact camera
intrinsic parameters are unknown, we approximate the focal length given the specifications
of the camera, and assume the central point is at the center of the pixel image.
Object initialization. We use the 2D object segmentation to initialize the object pose for
the 3D model associated to the target video clip. To obtain pose candidates for the first
video frame, we sample random rotations uniformly in 𝒮𝒪(3) and use the radius of the
instance bounding box to estimate the 3𝐷 center of the provided mesh in the first frame.
We optimize the object pose using differentiable rendering and a hand-occlusion aware
silhouette error term following PHOSA Zhang et al. (2020). For each subsequent frame,
we use the object pose from the previous frame as initialization. This process results in as
many candidate motion initializations as there are candidate object poses. In practice, the
number of candidate initializations is empirically set to 50.

We select the object motion candidate for which the average 𝐼𝑜𝑈 score between the
rendered mask and the target occlusion mask is highest.

5.2.3 Joint fitting

Independent hand-object fits are often inaccurate and do not take into account interaction-
based constraints. We refine the initial hand-object poses leveraging both coarse and fine-
grained manipulation priors.

Optimized parameters. The goal of our fitting is to find the optimal hand and object
pose parameters for a sequence of 𝑇 consecutive frames. For each frame, we optimize 3D
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translations 𝐷ℎ𝑎𝑛𝑑, 𝐷𝑜𝑏𝑗 , 3D global rotations 𝑅ℎ𝑎𝑛𝑑, 𝑅𝑜𝑏𝑗 as well as 𝜃 hand pose parameters.
Additionally, we optimize a shared hand scale 𝑠ℎ𝑎𝑛𝑑.

We optimize the articulated MANO Romero et al. (2017) model in the latent pose space
𝜃. Given the 𝜃 pose parameters, the MANO model differentiably outputs 3D hand vertex
coordinates centered on the middle metacarpophalangeal joint 𝒱𝑐

ℎ𝑎𝑛𝑑 = MANO(𝜃). Fol-
lowing Taheri et al. (2020), we use a pose latent subspace of size 16. We optimize the hands
and object rotation 𝑅ℎ𝑎𝑛𝑑, 𝑅𝑜𝑏𝑗 using the 6D continuous rotation representation Zhou et al.
(2019) and optimize the 3D translation 𝐷ℎ𝑎𝑛𝑑, 𝐷𝑜𝑏𝑗 in metric camera space. When we use
approximate object meshes, we additionally optimize a scalar scaling parameter 𝑠𝑜𝑏𝑗 which
allows the object’s size to vary. We also allow hand vertices to scale by a factor 𝑠ℎ𝑎𝑛𝑑 which
is shared across the 𝑇 frames. The hand vertices in camera coordinates 𝒱3𝑑

ℎ𝑎𝑛𝑑 are estimated
as following:

𝒱3𝑑
ℎ𝑎𝑛𝑑 = 𝑠ℎ𝑎𝑛𝑑(𝑅ℎ𝑎𝑛𝑑𝒱𝑐

ℎ𝑎𝑛𝑑) + 𝐷ℎ𝑎𝑛𝑑. (5.1)

The object vertices 𝒱3𝑑
𝑜𝑏𝑗 are estimated as a rigid transformation of canonically oriented

model vertices 𝒱𝑐
𝑜𝑏𝑗:

𝒱3𝑑
𝑜𝑏𝑗 = 𝑠𝑜𝑏𝑗(𝑅𝑜𝑏𝑗𝒱𝑐

𝑜𝑏𝑗) + 𝐷𝑜𝑏𝑗. (5.2)

Next, we describe the individual error terms that we minimize during fitting.

Object silhouette matching (ℒ𝑜𝑏𝑗). We use a differentiable renderer Kato et al. (2018)
to render the object mask ℳ𝑜𝑏𝑗 and compare it to the reference segmentation mask ℳ̂𝑜𝑏𝑗 .
This error term is occlusion-aware as in Zhang et al. (2020). No penalization occurs for the
object silhouette being rendered in pixel regions ℳ̂ℎ𝑎𝑛𝑑 where hand occlusions occur. We
write this error as:

ℒ𝑜𝑏𝑗 = ||(1 − ℳ̂ℎ𝑎𝑛𝑑) ∘ (ℳ𝑜𝑏𝑗 − ℳ̂𝑜𝑏𝑗)||22 (5.3)

Projected hand vertices (ℒ𝑣2𝑑). We constrain the hand position by penalizing projected
vertex offsets from the initial vertex pixel locations 𝒱ℎ𝑎𝑛𝑑

2𝑑 predicted by FrankMocap Rong
et al. (2020). To compute the current 2D vertex locations, we project the MANO Romero
et al. (2017) vertices 𝒱3𝐷

ℎ𝑎𝑛𝑑 to the pixel plane using the camera projection operation Π. This
error is written as:

ℒ𝑣2𝑑 = ||Π(𝒱3𝐷
ℎ𝑎𝑛𝑑) − 𝒱2𝑑

ℎ𝑎𝑛𝑑||22 (5.4)

Hand regularization (ℒ𝑝𝑐𝑎). Given that we optimize the articulated hand pose, we regu-
larize the optimized hand pose. As in Boukhayma et al. (2019); Hasson et al. (2019); Rong
et al. (2020), we apply a mean square error term to the PCA hand components ℒ𝑝𝑐𝑎 = ||𝜃||22
to bias the estimated hand poses towards statistically plausible configurations.

Scale (ℒ𝑠𝑐𝑎𝑙𝑒). Similarly to PHOSAZhang et al. (2020), when we allow the elements in the
scene to scale, we penalize deviations from category-level average dimensions.
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Smoothness (ℒ𝑠𝑚𝑜𝑜𝑡ℎ). We further leverage a simple smoothness prior over the 𝑇 sampled
frames ℒ𝑠𝑚𝑜𝑜𝑡ℎ = ∑︀𝑇 −1

𝑡=1 ||𝒱3𝐷
𝑡+1 − 𝒱3𝐷

𝑡 ||22 which encourages minimal 3D vertex variances
across neighboring frames for both hands and objects as in Hampali et al. (2020).

Coarse interaction (ℒ𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑). Following Zhang et al. (2020), we penalize the squared
distance between hand and object centroids when the predicted hand and object boxes
overlap to encode a coarse interaction prior. As we assume the object scale to be provided,
this error only impacts the rigid hand pose, effectively attracting the hand towards the
interacted object. In case of multiple hands, all overlapping hand-object pairs of meshes
are considered.

Collision (ℒ𝑐𝑜𝑙). We rely on a recent collision penalization term introduced to enforce
non-interpenetration constraints between multiple persons in the context of body mesh es-
timation Jiang et al. (2020). The collision error ℒ𝑐𝑜𝑙 is computed for each pair 𝑘, 𝑙 of
estimated meshes. We compute 𝐿𝑘,𝑙

𝑐𝑜𝑙 = ∑︀
𝑖 Φ𝑘(𝒱 𝑖

𝑙 ). Where Φ𝑘 is the negative truncated
signed distance function (SDF) associated to the mesh 𝑘, Φ𝑘(𝒱) = 𝑚𝑎𝑥(0, −𝑆𝐷𝐹 (𝒱)).

ℒ𝑐𝑜𝑙 =
∑︁
𝑘,𝑙

ℒ𝑘,𝑙
𝑐𝑜𝑙 (5.5)

This formulation allows to handle any number of visible hands and objects in the scene.

Local contacts. Hands interact with objects by establishing surface contacts without in-
terpenetration. We experiment with the hand-object heuristic introduced by Hasson et al.
(2019). We re-purpose this loss which has been introduced in a learning framework to our
optimization setup. This additional term encourages the contacts to occur at the surface
of the object by penalizing the distance between hand vertices the closest object vertex for
hand vertices in the object’s vicinity. We refer to the supplemental material for additional
details.

The final objective ℒ is composed of a weighted sum of the previously described terms,
where the weights are empirically set to balance the contributions of each error term.

ℒ = 𝜆𝑜𝑏𝑗ℒ𝑜𝑏𝑗 + 𝜆𝑣2𝑑ℒ𝑣2𝑑 + 𝜆𝑝𝑐𝑎ℒ𝑝𝑐𝑎 + 𝜆𝑠𝑐𝑎𝑙𝑒ℒ𝑠𝑐𝑎𝑙𝑒

+𝜆𝑠𝑚𝑜𝑜𝑡ℎℒ𝑠𝑚𝑜𝑜𝑡ℎ + 𝜆𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑ℒ𝑐𝑒𝑛𝑡𝑟𝑜𝑖𝑑 + 𝜆𝑙𝑜𝑐𝑎𝑙ℒ𝑙𝑜𝑐𝑎𝑙 + 𝜆𝑐𝑜𝑙ℒ𝑐𝑜𝑙

(5.6)

While Zhang et al. (2020) adapt the weights for their optimization for each object cat-
egories, we fix the weight parameters empirically and keep them constant across all ex-
periments. We refer to the supplemental material for exact weight values and additional
implementation details.
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5.3 Learning from noisy data

Finally, we explore the synergies between our bottom-up fitting method and existing learnt
methods. Our method can adapt to any provided model at inference time. In contrast, recent
learning-based methods for hand-object pose estimation such as those introduced in Tekin
et al. (2019) and in Chapter 4 typically output instance-specific poses, and require access to
the inference model at train time. Here, we further improve the obtained fitted object poses
using a learnt model. We perform automatic self-labelling using our fitting method on the
test set from the HO-3D dataset, and train a neural network model simultaneously on the
training set of HO-3D and on our noisy labels obtained on the test set. For this, we employ
the architecture introduced in Chapter 4. We perform automatic filtering by removing
object fits which present a high discrepancy between the final rendered object mask and
the 2D segmentation mask, which is either due to an incorrect fit to the 2D evidence or an
error in the predicted segmentation mask. We refer to the supplemental material for details
on the exact threshold criterion. By leveraging both the ground truth training labels and
noisy object estimates, our method can benefit from previous 3D labeling efforts to provide
more accurate estimates for manipulated objects.

5.4 Experiments

We first define the evaluation metrics (Section 5.4.1) and the datasets (Section 5.4.2) used
in our experiments. Then, we provide an ablation to measure the contribution of each
of our optimization objective terms (Section 5.4.3). We investigate the sensitivity of our
approach to the quality of the 2D estimates (Section 5.4.4). Next, we compare our approach
to the state of the art (Section 5.4.5). Finally, we provide qualitative results for in-the-wild
examples (Section 5.4.6).

5.4.1 Metrics

The structured output for hand-object reconstruction is difficult to evaluate with a single
metric. We therefore rely on multiple evaluation measures.
Object metrics. We evaluate our object pose estimates by computing the average vertex
distance. Common objects such as bottles and plates often present plane and revolution
symmetries. To account for point matching ambiguities, we further report the standard
pose estimation average closest point distance (add-s) Xiang et al. (2018).
Hand metrics. We follow the standard hand pose estimation protocols Hampali et al.
(2020); Zimmermann et al. (2019) and report the procrustes-aligned hand vertex error and
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F-scores. We compare the hand joint predictions using average distances after scale and
translation alignment. When investigating the results of the joint fitting, we additionally
report the average hand vertex distances without alignment.

Interaction metrics. Penetration depth (mm): We report the maximum penetration depth
between the hand and the object following previous work on hand-object interactions Brahmb-
hatt et al. (2020); Karunratanakul et al. (2020) as well as Chapters 3 and 4. Contact (%):
We also report the contact percentage following Karunratanakul et al. (2020). When ground
truth contact binary labels are available, we report contact accuracy, as we further detail in
the supplemental material.

5.4.2 Datasets

HO-3D Hampali et al. (2020) is the largest dataset to date to provide accurate hand-object
annotations during interaction for marker-less RGB images. The users manipulate 10 ob-
jects from the YCB Çalli et al. (2015) dataset, for which the CAD models are provided.
The ground-truth annotations are obtained by fitting the hand and object models to RGB-
D evidence which assumes limited hand motion. We present all results on the test set,
which is composed of 13 videos for a total of 11525 frames depicting single-hand object
manipulations.

Core50 Lomonaco and Maltoni (2017) contains short sequences of unannotated images of
hands manipulating 50 object instances from 10 everyday object categories such as cups,
light bulbs and phones. We manually associate 26 objects with approximately matching 3D
object models from the ShapeNet dataset Chang et al. (2015). We further annotate hands
being left or right for each of the 11 video sequences available for each object, resulting in
286 video clips and 86𝑘 frames.

Epic Kitchens Damen et al. (2018) is an unscripted dataset which has been collected with-
out imposing constraints or equipment beyond a head-mounted camera. In contrast to exist-
ing datasets for which 3D information is available, it therefore presents natural hand-object
interactions. This dataset is however densely annotated with action labels which include the
category of the object of interest. We focus on a subset of common object categories: cups,
plates, cans, phones and bottles which are involved in a total of 3456 action video clips. For
each object category, we associate an object model from the CAD ShapeNet Chang et al.
(2015) database. We assume that the target manipulated object is the one with the longest
track in the associated action clip.
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Hand Object Interaction
vertex mean mepe vertex mean add-s pen. depth contact

distance (cm)↓ aligned (cm) ↓ distance (cm) ↓ (cm) ↓ (mm) ↓ %
indep. composition 26.2 5.2 12.1 7.7 3.2 25.8
joint fitting 8.6 5.4 8.1 3.8 2.8 77.5

w/out local interactions 8.5 5.4 8.0 3.8 2.4 72.3
w/out collision 8.9 5.4 8.0 3.8 10.2 80.5
w/out coarse interaction 17.1 5.3 8.1 3.8 1.9 59.4
w/out smoothness 11.4 5.6 12.8 8.3 3.0 79.1

Table 5.1: Contribution of error terms: We show benefits of the joint modeling for hand-object
interactions by the increased reconstruction accuracy when compared to independent hand and ob-
ject composition on the HO-3D Hampali et al. (2020) dataset. Our smoothness and interaction terms
impose additional constraints which improve the final hand-object pose reconstructions.

5.4.3 Contribution of error terms in fitting

As explained in Section 5.2, our method introduces several error terms which determine
the final reconstruction quality. We evaluate the contribution of the main error terms on the
HO-3D benchmark Hampali et al. (2020) in Table 5.1. We validate that our joint reconstruc-
tion outperforms the naive composition baseline, which is obtained by separately fitting the
object to the occlusion-aware object mask and the hand using the hand-specific terms ℒ𝑣2𝑑

and ℒ𝑝𝑐𝑎. When fitted independently, the scale-depth ambiguity prevents an accurate esti-
mate of the hand distance. As we use the ground-truth object model, the 3D object pose
can be estimated without ambiguity using the camera intrinsic parameters. Joint fitting im-
proves the 3D pose estimates using both smoothness and interaction priors. We observe
that the coarse interaction prior is critical towards improving the absolute hand pose. When
removing this error term, the hand pose increases two-fold from 8.9 to 17.1cm. We ob-
serve that the temporal smoothness term, while simple, provides a strong improvement to
both the hand and object pose estimates. Leveraging information across neighboring video
frames reduces the errors by 25% and 38% for the hand and object, respectively. While
the local interaction and collision penalization terms only marginally change the hand and
object reconstruction scores, their impact can be quantitatively observed in the interaction
metrics. The collision penalization terms reduce the average penetration depth by a large
factor (10.2mm vs 2.4mm). The local interaction term introduced in Chapter 3 reduces
both the interpenetration depth and the contact percentage, which is defined as either exact
surface contact or interpenetration between the hand and the object. Qualitatively, we ob-
serve that this term produces local corrections in the vicinity of estimated contact points.
Including all error terms results in more plausible grasps, which we illustrate in Figure 5-2
qualitatively.

While ground truth 3D poses are hard to annotate for generic videos with hand-object
manipulations, interaction metrics such as penetration depth can be directly computed
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Figure 5-2: Effect of error terms: Qualitative analysis showing the effects of the various error
terms for the hand-object reconstruction accuracy on the HO-3D dataset. We highlight visual evi-
dence of local corrections attributed to the local interaction from Chapter 3 and collision Jiang et al.
(2020) terms.

from the predicted reconstructions. As the Core50 Lomonaco and Maltoni (2017) dataset
presents only videos in which the object is actively manipulated by the hand, we can ad-
ditionally report contact accuracy as proxies to evaluate the quality of the reconstructed
grasps. We report these two metrics on the Core50 dataset in Tables. 5.2 and confirm the
benefit from our joint fitting approach. Using joint fitting allows to reconstruct configu-
rations which are in contact for 90% of the frames, while only increasing by 0.6mm the
average penetration depth.

5.4.4 Sensitivity to estimated 2D evidence

Our method makes use of generic models for detection and mask estimation and would
directly benefit from more accurate detection, 2D hand pose estimation and instance seg-

117



Dataset Contact Accuracy ↑ Pen. Depth (mm) ↓
independent joint independent joint

Core50 7.3 89.5 0.6 1.2

Table 5.2: Results on Core50: Interaction errors for hand-object fits obtained on the Core50 dataset.
We observe significantly improved contact accuracy with joint fitting over independent fits at the
expense of a minor cost of a 0.6mm increase in penetration.

Figure 5-3: Sensitivity to 2D detections: Dependence of our 3D reconstruction on the accuracy
of the 2D evidence by running our method with ground truth (GT) hand and object detections and
ground truth object masks for the HO-3D dataset Hampali et al. (2020).

mentation models. The reliance of our method on 2D cues therefore allows it to benefit
from additional efforts in 2D image annotation which is simpler compared to 3D anno-
tation in practice. We investigate the dependence of our method on the quality of the
available 2D evidence. To investigate the expected improvements our method could gain
from stronger object detections, instead of using noisy detections, we use the hand and
object ground truth bounding boxes provided for the HO-3D test set. We observe in Fig-
ure 5-3 the improvements we obtain from using the ground-truth detections. Both hands
and objects benefit from more accurate detections, improving by 2cm when compared to
the tracking-by-detection estimates. To investigate the errors which come from using noisy
approximate instance masks, we render the object and hand ground truth masks and use
them to guide our optimization. By relying on 2D information, our approach suffers from
limitations such as depth ambiguities which can result from fitting to image segmentation
masks. Object asymmetries which rely on color information can also be hard to resolved
during fitting. We observe that using ground truth hand and object masks allows to further
decrease the 3D pose errors. we note that the object error decreases to 2cm and below 1cm
cm when comparing distances to closest points. When the object model is available, our
joint fitting method produces highly accurate object poses in the presence of accurate 2D
evidence.
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mesh F-score F-score aligned
Method error ↓ @5mm ↑ F@15mm ↑ mepe ↓

Hampali 2020 Hampali et al. (2020) 1.06 0.51 0.94 3.0
Hasson 2019 Hasson et al. (2019) 1.10 0.46 0.93 3.2
Hasson 2020 Hasson et al. (2020) 1.14 0.42 0.93 3.7

Joint fitting 1.47 0.39 0.88 5.5
Joint fitting (GT tracks) 1.50 0.44 0.93 4.1

Table 5.3: State-of-the-art-comparison: We compare the hand performance of the single-view
baseline from Chapter 4 to previously reported methods on hand metrics. Note that the reported
results for Hampali et al. (2020) and Chapter 3 are for methods which output hand meshes only,
Chapter 4 and the method presented in this chapter predict the hand-object meshes jointly. All
methods are trained only on the real images from the HO-3D training split and evaluated on the
official test split through an online submission 1.

5.4.5 State-of-the-art comparison

Recent efforts for joint hand-object pose estimation in camera space Tekin et al. (2019)
as well as Chapters 3 and 4 have focused on direct bottom-up regression of 3D poses.
We compare the performance of our fitting approach to our recent learning-based method
for joint hand-object reconstruction Chapter 4. In Table 5.3, we note that the joint learnt
hand-object model we introduced in Chapter 4 has a slightly lower hand accuracy when
compared with the current state-of-the art Hampali et al. (2020). However, to the best of our
knowledge, the work presented in Chapter 4 was the only published work to have provided
a trained model for joint hand and object pose estimation trained on the HO-3D Hampali
et al. (2020) dataset at this time.

We compare our method to the learnt baseline when using (i) automatically tracked
and (ii) ground-truth bounding boxes. While the learnt baseline produces more accurate
hand predictions, its object predictions are instance specific. As a direct consequence, the
method does not generalize to new objects at test time. In contrast, our generic fitting
method performs equally well across the seen and unseen objects of the HO-3D test split,
see Table 5.4.

We investigate the complementarity of the learnt baseline and our fitting approach
through a test-time training strategy. We train a joint hand-object pose estimation model
with the architecture described in Section 4.2 on both labelled examples from the official
train set and a subset of automatically selected noisy HO-3D test set images. We obtain im-
proved estimates of object poses on the test set when compared to both the learnt model or
the fitting method applied independently. In particular, the error on unseen object decreases

1https://competitions.codalab.org/competitions/22485
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Figure 5-4: In-the-wild reconstructions: Our results on natural hand-object manipulations of the
Epic-Kitchens dataset Damen et al. (2018). We present several success and failures of our method
on the challenging Epic-Kitchens dataset. We highlight typical failure modes for our method, in par-
ticular, object orientation errors resulting from depth ambiguity. We observe that our fitting method
recovers plausible interactions across different object categories and hand-object configurations.

Object Hand
vertex dist (cm) ↓ add-s (cm) ↓

mepe ↓ aligned
Seen Unseen Seen Unseen mepe ↓

Ours 8.0 8.1 4.0 3.3 8.6 5.4
Hasson et al. (2020) 6.7 10.7 2.2 3.6 5.5 3.7

Ours + test-time tr. 5.5 5.4 1.9 1.7 6.2 4.4

Table 5.4: Unseen objects: Vertex errors (cm) for estimated hand and object meshes. Compared to
Chapter 4, our method performs similarly across seen and unseen objects and sees further benefits
from test-time training.
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Figure 5-5: Comparison with Chapter 3: Qualitative comparison of our fits to Chapter’s 3 ObMan-
trained model estimations on the Core50 dataset.While our model requires an approximate mesh to
be provided, it generalizes to objects of arbitrary topology.

by 2.7cm compared to the original unfiltered fitted poses.

5.4.6 In-the-wild 3D hand-object pose estimation

We test the limits of our approach and showcase the strength of our method by comparing
to the model trained for joint hand-object reconstruction introduced in Chapter 3. Their
model estimates the shape of the object by deforming a sphere and therefore does not de-
pend on known object models. However, given this object topology restriction, this method
has limited expressivity. It can only capture a subset of all object shapes which excludes
everyday objects such as mugs or cups, see Fig. 5-5. In comparison, while our method
makes stronger assumptions by relying on an approximate object model, it is applicable to
any everyday objects for which an approximate mesh can be retrieved without further lim-
itations. Additionally, while the manipulation reconstruction from Chapter 3 estimates the
grasp relative to the root joint of the hand, our method outputs image-aligned predictions.

We further show that our method can be applied to the challenging Epic-Kitchens
dataset Damen et al. (2018) which presents natural manipulation of common objects, see
Fig. 5-4. Note that our objective (5.6) is not restricted to a single hand-object pair and natu-
rally generalizes to multiple hands and objects. To handle scenes with two hands in Damen
et al. (2018) we optimize (5.6) with pairwise losses defined for both detected hands and the
detected object. We show results of two-hand manipulations which represent the majority
of examples in the target dataset. While we observe cases of depth ambiguity, especially
with almost planar objects such as plates, we show that our method can recover plausible
reconstructions across a variety of object categories and hand poses.
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5.5 Conclusions

We presented an approach for fitting 3D hand-object configurations to monocular RGB
videos. Our method builds on estimates obtained with neural network models trained with
full supervision. Due to lack of supervision at similar scale for 3D, we opt for a fitting-based
approach. We demonstrate that our method allows to reconstruct hand-object interactions
on several datasets to which current learning-based methods can not be applied for lack of
training data. While our proposed method is less competitive when compared to learning
methods trained on the HO-3D train set, it is applicable to domains for which training data
is not available, such as the Epic-Kitchens dataset Damen et al. (2018).

Our method assumes an exact or approximate object model to be known for each video
clip. Additionally reconstructing or retrieving the target object in each sequence would
allow to further progress towards fully automatic joint modeling from RGB inputs.
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Chapter 6

Discussion

In this chapter, we summarize the contributions of this thesis (Section 6.1) and outline
challenges and directions for future work (Section 6.2).

6.1 Summary of contributions

This thesis has focused on the problem of modeling hand-object interactions from RGB
images. Our contributions are the following:

• In Chapter 3 we generate a large-scale synthetic dataset of hand-object interactions
with rich ground truth annotations. We demonstrate that such data can be used to train
a CNN which regresses the object shape and hand pose from a single RGB frame.
As our reconstruction model is end-to-end differentiable, we propose to use a novel
contact loss to encourage plausible grasps at train time and qualitatively improve the
reconstructions.

• In Chapter 4, we propose to leverage the temporal context of sparsely annotated
frames. We show that we can use a simple loss based on photometric consistency to
provide additional supervision with weak supervision from neighboring frames.

• In Chapter 5 we propose to use a different source of supervision: noisy predictions
from learnt models for hand and object detection, instance segmentation and isolated
hand pose estimation. We used joint fitting, optimizing hand and object pose for a
known CAD model. We demonstrate that this procedure allows to recover plausible
hand-object reconstructions, providing noisy annotations for short RGB video clips.
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6.2 Perspectives

As we have emphasized throughout this thesis, annotated data is one of the most critical
resources required to develop robust reconstruction methods under partial viewing condi-
tions. We summarize the limitations of current datasets in Section 6.2.1. We then discuss
two orthogonal strategies which could improve in-the-wild hand-object reconstruction. We
first argue in favor of improving annotation tools for interacting hands and objects in Sec-
tion 6.2.2 and discuss learning from noisy data as an alternative strategy which could cir-
cumvent the need for manual 3D annotation in Section 6.2.3.

The ability to accurately estimate how the hand interacts with objects in everyday
scenes would enable interesting future work. We present two direct application which
could be explored. We argue in favor of modeling object state changes from videos in
Section 6.2.4 and object’s visual affordances discovery in Section 6.2.5

6.2.1 Importance and limitations of existing datasets.

Our work presented in Chapters 3, 4 and 5 was enabled by the release of the FPHAB
dataset by Garcia-Hernando et al. (2018) and, one year later, the release of the HO-3D
dataset from Hampali et al. (2019). These datasets provide benchmarks on which learning
methods can be compared. However, models trained on these datasets typically do not
generalize to new domains because they regress instance-specific object poses or because
they overfit to limited training data. More recent datasets such as DexYCB Chao et al.
(2021), ContactPose Brahmbhatt et al. (2020) and H2O Kwon et al. (2021), though one or
two orders of magnitude larger in terms of annotated frames, present the same limitations.

Two important limitations currently prevent in-the-wild generalization:

• A lack of diverse and sufficient annotated data, which could be used to train model
which would generalize to unconstrained videos . such as the ones available on the
web

• A focus on methods which target the limited existing datasets. Existing methods of-
ten do not explicitly target unknown object instances or cross-domain generalization.

6.2.2 Hybrid annotation methods.

It is still an open problem how to increase the diversity and quantity of annotated hand-
object interaction images. Improving the ease and speed of annotation for RGB images
would allow to curate larger datasets with increased diversity. Developing efficient anno-
tation tools has been an important focus in object segmentation and 3D shape estimation,
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and has arguably proven instrumental for providing robust models which generalize in-the-
wild (Castrejón et al. (2017); Sun et al. (2018)). A similar effort for hand-object annotations
would most likely spur important progress in manipulation modeling.

Current methods, such as the ones we presented in Chapter 3 and 5, which reconstruct
the 3D from images could be used to speed up annotations. For instance, results from fit-
ting could be filtered and refined by a human annotator using interactive interfaces where
users could select and correct annotation proposals. An investment in improving anno-
tation interfaces to lower the tediousness of annotation for arbitrary objects and hands in
challenging viewing conditions would allow to develop stronger models, and bias research
efforts towards methods which generalize in the wild.

6.2.3 Learning from noisy annotations.

In Chapter 5, we proposed a method to recover noisy annotations for RGB frames by
fitting to evidence collected for hands and objects separately. Such noisy annotations would
prove of high value if we can demonstrate that they can be used to train models which
generalize out of domain and outperform fitting approaches such as the one we presented
in Chapter 5 and the work of Cao et al. (2020b). Noisy annotations have proven useful
for training learning-based methods for body (Arnab et al. (2019)) and hand pose (Kulon
et al. (2020)) estimation. Using noisy annotations for training provides an opportunity to
leverage increased and more diverse source of data, addressing the stringent limitations of
current datasets. Learning from noisy data provides an orthogonal direction to collecting
more annotations. In contrast to hybrid annotation efforts, which would still be limited
by a manual bottleneck, methods trained with automatic noisy supervision could directly
benefit from the large-scale availability of unnannotated data. Such approaches however
would need to explicitly account for the noise in the data, for instance by automatically
detecting and filtering poor reconstructions or by designing methods intrinsically robust to
noise.

6.2.4 Modeling object state changes

In the previous sections, implicitly or explicitly, we have focused mostly on rigid objects,
sometimes extending our scope to articulated ones. However, a large fraction of human
daily actions involve more drastic changes in objects’ states. Think of the last times for in-
stance when you prepared a meal. Most likely, it involved changing the state of at least sev-
eral ingredients and other objects, potentially cutting, mixing, bending or ripping them, as
prominently featured in the Epic-Kitchens dataset. The community currently lacks datasets
which model 3D state changes for objects during manipulation are limited. Many chal-
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Figure 6-1: Recent methods which model hand-object interactions can only model a restricted sub-
set of objects, and typically do not model object state changes. Addressing these dynamic scenes
which are beyond the scope of existing reconstruction methods requires carefully designing appro-
priate 3D scene representations.

lenges arise from modeling the temporal evolution of objects. Some changes such as object
deformation can be modeled using existing techniques and representation, for instance by
tracking points on the surface of an object mesh through time. However, many basic actions
such as cutting an apple in several parts or "Tearing something into two pieces", a category
from the Something Something dataset (Corney et al. (2005)), would raise non-trivial mod-
eling questions. These examples highlight the limits of simplified assumptions we made
in the introduction: the simple agent/active object/passive environment factorization and
a single active object (though Chapter 5.2.3 could be extended to include more objects).
Modeling more complex scenes over time requires exploring appropriate representations.
A good such representation would capture the scene’s 3D evolution in a space which would
facilitate the interpretation about the resulting action. We believe that exploring 3D rep-
resentations for this purpose would be of high interest and suggest starting by modeling
simple actions which result in object state changes. An interesting first step in that di-
rection could target compositional changes between rigid object parts such as opening and
closing a bottle, in which the cap and the body of the object go from two separate entities to
a single object composed of the two securely joined parts. A second more challenging task
could focus on actions such as cutting or ripping objects into several parts, as we illustrate
in Figure 6-1, which raises the subject of properly modelling a changing number of parts
of unknown shapes.

6.2.5 Discovering statistical object affordances

Improved methods for in-the-wild hand-object annotation or estimation could extract di-
verse plausible hand-object interactions from real-world examples. Modeling affordances,
"action possibilities in the environment in the relation to the action capabilities of the actor"
(Gibson (1966)), is an interesting application. In the case of object manipulations, we are
interested in modeling and possibly sampling actions for a given agent, object and envi-
ronment. In a 3D scene, we distinguish between physical affordances, the set of all state
changes which can be imposed by the agent to a target object, and statistical affordances,
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the distribution of manipulations which are likely to be performed by humans.
Several work have predicted affordances as labelled heatmaps in pixel space for scenes

(Defferrard et al. (2016); Fouhey (2015)) or objects (Fang et al. (2018); Nagarajan et al.
(2019)). Recent work have turned to predicting possible hand poses or human motions
to capture scene affordances. Corona et al. (2020) predict possible hand grasps for objects
observed in RGB images while Cao et al. (2020a) sample target locations in a room and tra-
jectories conditioned on these destinations to predict valid human displacements. A similar
formulation could be applied for hand-object interactions, where affordances could be ex-
pressed as the set of valid trajectories or motions which the hand can execute given the cur-
rent state of the environment. Modeling affordances as 3D changes in time could provide a
useful intermediate representation for later transfer to automatically controlled agents. For-
mulating affordances as predicting candidate motions would provide interpretable answers
to the questions "What can I do in this scene" and "How can I achieve a specific goal".

Learning affordances from diverse demonstrations featured for instance in the Something-
Something (Goyal et al. (2017)) HowTo100M (Miech et al. (2019)) and Epic-Kitchens
(Damen et al. (2018)) datasets could improve object manipulation planning. Affordances
modeled as 3D motions or trajectories could be directly retargeted to simulated environe-
ments, as we schematically illustrate in Figure 6-2. Given a scene and an intention, formu-
lated as an action label for instance, generated motion proposals could guide an agent in its
exploration of a simulated environment. Very recently, Mandikal1and and Grauman (2021)
predict affordances as heatmaps from synthetic images and use this guidance to grasp ob-
jects in simulation. We believe an interesting direction would be to target more challenging
3D environments such as SAPIEN introduced in Xiang et al. (2020) or iGibson described
in Shen et al. (2020). Both SAPIEN and iGibson propose to integrate composite objects
in simulated scenes, affording actions beyond grasping and displacing such as opening
drawers or laptops.
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Figure 6-2: Reconstructing hand-object interactions from a large number of demonstration videos
could allow to capture statistical object affordances. Real demonstrations could be used to ex-
tract plausible agent motions which could guide exploration in simulated environments such as
SAPIEN Xiang et al. (2020) or iGibson Shen et al. (2020). The figure is composed using illustra-
tions from the SAPIEN dataset (Xiang et al. (2020)) and frames from YouTube videos describing
microwave usage.
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RÉSUMÉ

Modéliser la manipulation d'objets est essentiel à la compréhension des interactions 
entre l'homme et son environnement. Les efforts pour reconstituer l'information 3D à 
partir d'images en couleur se sont récemment orientés vers les méthodes 
d'apprentissage supervisées, qui requièrent de nombreux exemples annotés pour 
l'entrainement. Cependant, la collecte d'annotations précises pour des images de 
manipulation est laborieuse, couteuse, et propice aux erreurs.
Cette thèse propose plusieurs stratégies pour pallier ces difficultés en utilisant des 
données synthétiques, le contexte temporel, ou des prédictions bruitées d'autres 
modèles.

MOTS CLÉS

Vision artificielle, Reconstruction 3D, Modélisation de l’activité humaine, Analyse de la 
manipulation d’objets, Réseaux de neurones convolutionnels, Apprentissage de la 
représentation.

ABSTRACT

Modeling hand-object manipulations is essential for understanding how humans interact 
with their environment. Recent efforts to recover 3D information from RGB images have 
been directed towards fully-supervised methods which require large amounts of labeled 
training samples. However, collecting 3D ground-truth data for hand-object interactions is 
costly, tedious, and error-prone.
In this thesis, we propose several contributions to overcome this challenge using 
synthetic data, temporal context and fitting to pseudo-labels from learnt models.

KEYWORDS

Computer vision, 3D reconstruction, Human activity modeling,
Object manipulation understanding, Convolutional neural networks, 
Representation learning.
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