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1 Market making on OTC markets

1.1 The problem of the market maker
A market maker is, in a broad sense, a liquidity supplier. It is a trader who provides immediacy to
other market participants, by proposing prices at which she stands ready to buy and sell a given
asset, on a regular and continuous basis. In exchange for this immediacy and for the risk she bears,
the market maker charges a spread: she typically buys at a lower price and sells at a higher price,
on average, than what the sellers and buyers could expect if they were ready to wait. With the
electronification of most markets and the emergence of algorithmic trading in many of them, many
market participants effectively act as market makers. This is particularly the case on order-driven
markets, where “official” market makers (such as the Designated Market Makers on the NYSE) are
now often competing with high-frequency market making companies, who are almost continuously
present on both sides of the limit order book – even though they have no obligation to do so.

On quote-driven markets, where market makers provide liquidity by quoting bid and ask prices,
the electronification process also brought many changes over the last ten years. In most investment
banks, traders are now being replaced by algorithms to automate the market making business, at
least for small tickets. This is particularly relevant on FX cash markets, where dealers now propose
their own private electronic platforms, enabling clients to directly send them requests for stream
(RFSs) and requests for quote (RFQs), but also on corporate bond markets, where Multi-dealer-
to-client (MD2C) platforms now enable clients to send a given request for quote simultaneously to
several dealers, in order to put them into competition.

The problem faced by a market maker is a complex one, as she must be able to adapt quickly to
changing market conditions, and make as much profit as possible while controlling her level of risk.
First, she faces a standard static trade-off: high margin and low volume versus low margin and
high volume. A market maker quoting a large bid-ask spread (with no skew) trades indeed rarely,
but each trade is associated with a large Mark-to-Market (MtM) gain. Conversely, a market maker
who quotes a narrow bid-ask spread (with no skew) trades often, but each trade is associated with
a small MtM gain. Market makers seldom buy and sell at the same time, and carry therefore an
inventory (either long or short) over some periods of time. Hence, she is exposed to the risk that
the price moves against them. This corresponds to a second – dynamic – problem: in a volatile
market, quoting in a dynamic way is necessary as they need to mitigate her market risk exposure
and, in particular, skew their quotes as a function of their inventory. For instance, a single-asset
market maker with a long inventory should price in a conservative manner on the bid side and
rather aggressively on the ask side, as she wants to increase her probability to sell and decrease her
probability to buy.

The optimization problem faced by market makers has been addressed in a long list of academic
papers. The first two references commonly cited in the market making literature are two economic
papers: Grossman and Miller [59] and Ho and Stoll [71]. If the former is a classic from a theo-
retical point of view, the latter was revived in 2008 by Avellaneda and Stoikov [13] to build the
first practical model of single-asset market making. Since then, many models have been proposed,
mostly based on this work. For instance, Guéant et al. [65] provides a rigourous analysis of the
stochastic optimal control problem introduced by Avellaneda and Stoikov and proves that, under
inventory constraints, the problem boils down to a system of linear ordinary differential equations
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(ODE) in the case of exponential intensity functions. Cartea et al. ([36, 39, 40]) contributed a lot
to the literature and added many features to the initial models: alpha signals, ambiguity aversion,
etc. They also considered a different objective function: a risk-adjusted expectation instead of the
Von Neumann-Morgenstern expected utility of [13] and [65]. Multi-asset market making has been
considered in Guéant [61, 62] for both kinds of objective functions and the author shows that the
problem boils down, for general intensity functions, to solving a system of (a priori nonlinear)
ODEs. Most of the above models are well suited to tackle market making in OTC markets or in
order-driven markets when the tick/spread ratio is small. For major stock markets or for some
foreign-exchange platforms, other models have been proposed that depart from the Avellaneda-
Stoikov framework by taking into account the presence of the limit order book, such as those of
Guilbaud and Pham (see [68, 69]), Fodra and Pham [49], or Kühn and Muhle-Karbe [77], for in-
stance. The particular case of option market making, for which one needs to model the stochastic
volatility, has also been studied, for instance in El Aoud and Abergel [46] or Stoikov and Saglam [98].

1.2 A first model: Avellaneda-Stoikov
In 2008, Avellaneda and Stoikov [13] revisited a paper by Ho and Stoll [71] to propose a model that
is now the basis of almost every market making algorithm. In their model, they consider a market
maker in charge of only one asset over a period of time [0, T ], whose mid-price (St)t∈[0,T ] follows a
simple arithmetic Brownian motion

St = S0 + σWt,

with S0, σ > 0 given. The market maker chooses at each time the bid and ask prices Sbt and Sat .
More precisely, she controls the mid-to-bid and ask-to-mid spreads δbt and δat defined as

δbt = St − Sbt and δat = Sat − St ∀t ∈ [0, T ].

The dynamics of her inventory process (qt)t∈[0,T ] is governed by two point processes (N b
t )t∈[0,T ] and

(Na
t )t∈[0,T ], modeling respectively the number of trades at the bid and at the ask

dqt = dN b
t − dNa

t ,

with q0 given. Note that, here, the trade size is assumed to be constant. The intensity processes
(λbt)t∈[0,T ] and (λat )t∈[0,T ] of (N b

t )t∈[0,T ] and (Na
t )t∈[0,T ] respectively, are assumed to verify

λbt = Λb(δbt ) and λat = Λa(δat ),

for two functions Λb,Λa : R→ R+. Some natural assumptions can be made on these two functions:
they must be decreasing, and go to 0 as δb and δa go to +∞. Avellaneda and Stoikov proposed
intensity functions of the form

Λb(δ) = Λa(δ) = Ae−kδ,

with A, k > 0 given.

Finally, the cash process (Xt)t∈[0,T ] of the market maker has dynamics

dXt = Sat dN
a
t − Sbt dN b

t ,
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with X0 given.

For a given γ > 0 modeling the risk-aversion parameter, the agent’s objective function is given by

E [− exp (−γ(XT + qTST ))] .

The Hamilton-Jacobi-Bellman (HJB) equation associated with this problem is given by

0 = ∂tu(t, x, q, s) +
1

2
σ2∂2

ssu(t, x, q, s) + sup
δb

Λb(δb)
[
u(t, x− s+ δb, q + 1, s)− u(t, x, q, s)

]
+ sup

δa
Λa(δa) [u(t, x+ s+ δa, q − 1, s)− u(t, x, q, s)] ,

with terminal condition u(T, x, q, s) = − exp (−γ(x+ qs)) . Using the ansatz

u(t, x, q, s) = − exp (−γ(x+ qs+ θ(t, q))) ,

we see that θ solves

0 = ∂tθ(t, q)−
γ

2
σ2q2 + sup

δb

Λb(δb)

γ

[
1− exp

(
−γ(δb + θ(t, q + 1)− θ(t, q))

)]
+ sup

δa

Λa(δa)

γ
[1− exp (−γ(δa + θ(t, q − 1)− θ(t, q)))] , (1)

with terminal condition θ(T, q) = 0.

Cartea et al. [40] later introduced a different objective function defined as

E

[
XT + qTST −

γ

2

∫ T

t

σ2q2
sds

]
.

In that case, the HJB equation is given by

0 = ∂tv(t, x, q, s)− γ

2
σ2q2 +

1

2
σ2∂2

ssv(t, x, q, s) + sup
δb

Λb(δb)
[
v(t, x− s+ δb, q + 1, s)− v(t, x, q, s)

]
+ sup

δa
Λa(δa) [v(t, x+ s+ δa, q − 1, s)− v(t, x, q, s)] ,

with terminal condition v(T, x, q, s) = x+ qs. Using the ansatz

v(t, x, q, s) = x+ qs+ θ(t, q),

we see that θ solves

0 = ∂tθ(t, q)−
1

2
γσ2q2 + sup

δb
Λb(δb)

[
δb + θ(t, q + 1)− θ(t, q)

]
+ sup

δa
Λa(δa) [δa + θ(t, q − 1)− θ(t, q)] , (2)

with terminal condition θ(T, q) = 0.
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1.3 Main existing results
If we define for ξ > 0 the two functions

Hb
ξ (p) = sup

δb

Λb(δb)

ξ

[
1− exp

(
−ξ(δb − p)

)]
,

Ha
ξ (p) = sup

δa

Λa(δa)

ξ
[1− exp (−ξ(δa − p))] ,

and the limit functions (for ξ = 0)

Hb
0(p) = sup

δb
Λb(δb)

[
δb − p

]
,

Ha
0 (p) = sup

δa
Λa(δa) [δa − p] ,

then Equations (1) and (2) can be written as

0 = ∂tθ(t, q)−
1

2
γσ2q2 +Hb

ξ (θ(t, q)− θ(t, q + 1)) +Ha
ξ (θ(t, q)− θ(t, q − 1)) (3)

with terminal condition θ(T, q) = 0, with ξ = γ for Equation (1) and ξ = 0 for Equation (2).

Guéant et al. proved in [62] and [65] that, by adding risk limits to the inventory of the market
maker, Equation (3) boils down to a finite system of ordinary differential equations (ODEs) that
admits a unique solution C1 in time.

A classical verification argument then proves that the optimal controls δb,∗ and δa,∗ are given by

δb,∗t = δ̃bξ (θ(t, qt−)− θ(t, qt− + 1))

and
δa,∗t = δ̃aξ (θ(t, qt−)− θ(t, qt− − 1))

with ξ = γ in the first case, ξ = 0 in the second case, where δ̃bξ, δ̃
a
ξ are given by

δ̃bξ(p) =
(
Λb
)−1

(
ξHb

ξ (p)−Hb
ξ

′
(p)
)

and
δ̃aξ (p) = (Λa)

−1 (
ξHa

ξ (p)−Ha
ξ
′(p)
)
.

1.4 Our contribution
Chapter 1: Request sizes and dimensionality reduction

Since the paper of Avellaneda and Stoikov, a lot of extensions of this model have been studied. In
spite of this growing literature, many issues have not been addressed yet. First, every model so far
assumes that the trade size is constant. Although this assumption is a reasonable way of simplifying
the problem on most order-driven markets, it is limiting on markets organized around requests for
quotes, for which quotes can and should depend on the size of each request. A second and more

5



general problem is that of the numerical approximation of the optimal quotes. Although optimal
quotes can theoretically be computed through the solution of a system of ODEs, the size of that
system (which grows exponentially with the number of assets) prevents any concrete computation
with grid methods when it comes to portfolios with more than 4 or 5 assets. To our knowledge, the
only attempt to beat this curse of dimensionality associated with market making models is Guéant
and Manziuk [66] in which the authors propose a method – inspired by reinforcement learning
techniques – that uses neural networks instead of grids.

In Chapter 1, we address these first two problems. We consider a model with d ∈ N∗ assets, where
the price of asset i is modeled by an arithmetic Brownian motion

Sit = Si0 + σiW i
t ,

with Si0, σi > 0 given, and
(
(W 1

t , . . . ,W
d
t )′
)
t∈[0,T ]

a d-dimensional Brownian motion with correla-
tion matrix (ρi,j)1≤i,j≤d. We denote by Σ = (ρi,jσiσj)1≤i,j≤d the variance-covariance matrix of the
process (St)t∈[0,T ] =

(
(S1
t , . . . , S

d
t )′
)
t∈[0,T ]

.

The market maker chooses the bid and ask prices for asset i at each time as functions of the size
z ∈ R∗+ of the RFQ: they are modeled by maps Si,b, Si,a : Ω × [0, T ] × R∗+ → R. As before, we
introduce

δi,b(t, z) = Sit − Si,b(t, z) and δi,a(t, z) = Si,a(t, z)− Sit .
The transactions at the bid and at the ask for asset i are now modeled by two R∗+-marked
point processes, that we denote by J i,b(dt, dz) and J i,a(dt, dz), with respective intensity kernels
(νi,bt (dz))t∈[0,T ], (νi,at (dz))t∈[0,T ] given by

νi,bt (dz) = Λi,b(δi,b(t, z))µi,b(dz) and νi,at (dz) = Λi,a(δi,a(t, z))µi,a(dz),

where Λi,b and Λi,a are two functions satisfying the same assumptions as before, and µi,b, µi,a
are two probability measures modeling the distribution of request sizes at the bid and at the ask,
respectively.

The inventory of the market maker in asset i, denoted by (qit)t∈[0,T ], has dynamics

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz),

and we denote by (qt)t∈[0,T ] the vector (qt)t∈[0,T ] =
(
(q1
t , . . . , q

d
t )′
)
t∈[0,T ]

.

The cash process (Xt)t∈[0,T ] has dynamics

dXt =

∫
R∗+
Si,a(t, z)zJ i,a(dt, dz)−

∫
R∗+
Si,b(t, z)zJ i,b(dt, dz),

and we want to maximize a risk-adjusted expectation of the PnL

E

[
XT + q′TST − `d(qT )−

∫ T

0

ψ(qt)dt

]
,
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where ψ, `d : Rd → R+ are two given continuous penalty functions modeling the risk aversion of
the market maker.

We prove that the value function θ associated with this problem is the unique solution of the
following integro-differential Hamilton-Jacobi equation

0 =
∂θ

∂t
(t, q)− ψ(q) +

d∑
i=1

∫
R∗+
zHi,b

(
θ(t, q)− θ(t, q + zei)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ(t, q)− θ(t, q − zei)

z

)
µi,a(dz), ∀(t, q) ∈ [0, T ]× Rd,

with terminal condition θ(T, q) = −`d(q), where

Hi,b(p) = sup
δ

Λi,b(δ)(δ − p) and Hi,a(p) = sup
δ

Λi,a(δ)(δ − p),

and using a verification argument, we express the optimal quotes δi,b(t, z) and δi,a(t, z) for asset i
as functions of θ(t,qt−)−θ(t,qt−+zei)

z and θ(t,qt−)−θ(t,qt−−zei)
z , respectively.

We then propose a factorial approach in order to reduce the dimensionality of the problem. If, as
is the case in most financial models, the prices of the d assets are modeled using a small number of
factors k, the variance-covariance matrix Σ takes the form

Σ = βV β′ +R,

where β is a d-by-k matrix of real coefficients, V is the k-by-k variance-covariance matrix of the
factors, and R is the d-by-d variance-covariance matrix of the residuals. When the explanatory
power of the factors is high, R should be small compared to Σ. It is then reasonable to ignore the
residuals, by setting R = 0.

We then assume that the function ψ, `d have the forms ψ(q) = ψ̄(q′Σq) and `d(q) = ¯̀
d(q
′Σq) for

some continuous functions ψ̄ and ¯̀
d. With R = 0, i.e. Σ = βV β′, the previous integro-differential

equation can then be written as

0 =
∂θ

∂t
(t, q)− ψ̄((β′q)′V (β′q)) +

d∑
i=1

∫
R∗+
zHi,b

(
θ(t, q)− θ(t, q + zei)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ(t, q)− θ(t, q − zei)

z

)
µi,a(dz), ∀(t, q) ∈ [0, T ]× Rd,

with terminal condition θ(T, q) = −¯̀
d((β

′q)′V (β′q)).

Using the ansatz θ(t, q) = θ̃(t, β′q), we get the following equation for the function θ̃
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0 =
∂θ̃

∂t
(t, f)− ψ̄(f ′V f) +

d∑
i=1

∫
R∗+
zHi,b

(
θ̃(t, f)− θ̃(t, f + zẽi)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ̃(t, f)− θ̃(t, f − zẽi)

z

)
µi,a(dz), ∀(t, f) ∈ [0, T ]× Rk,

with terminal condition θ̃(T, f) = −¯̀
d(f
′V f), and where ẽi = β′ei.

We can then express the optimal quotes in terms of the factors as a function of θ̃, and the problem
boils down to computing the solution to the above equation, which is numerically doable with grid
methods when k is small.

Chapter 2: Active market makers

To the best of our knowledge, the market making literature on quote-driven markets has only dealt
up until now with the case of a “passive” market maker, in the sense that in the models à la Avel-
laneda and Stoikov, the market maker cannot herself take the initiative to buy or sell an asset, and
necessarily has to wait for a request for quote in order to trade. On many markets, this constraint
does not exist, and the market maker can unwind part of her inventory on some liquidity pools, or
trade continuously in some other assets correlated with the ones she is dealing, in order to mitigate
the risk of her book. For instance, FX cash market makers frequently use the Dealer-to-Dealer
(D2D) segment of the market to adjust there position without having to wait for a client.

In Chapter 2, we address this problem and propose a market making model authorizing the market
maker to trade continuously in some assets. We consider again a model with d ∈ N∗ assets, and
write I = {1, . . . , d}. We now assume that there are two subsets IM and IT such that I = IM∪ IT ,
where the assets with index in IM can be traded by the market maker with RFQs, as in the models
à la Avellaneda-Stoikov, and the assets with index in IT can be traded continuously by the market
maker on some liquidity pools. Some assets may be traded in both ways: IM∩IT is not necessarily
empty (and can even be I).

As before, the price of asset i ∈ I is modeled by an arithmetic Brownian motion

Sit = Si0 + σiW i
t ,

with Si0, σi > 0 given, and
(
(W 1

t , . . . ,W
d
t )′
)
t∈[0,T ]

a d-dimensional Brownian motion with correla-
tion matrix (ρi,j)1≤i,j≤d. We denote by Σ = (ρi,jσiσj)1≤i,j≤d the variance-covariance matrix of the
process (St)t∈[0,T ] =

(
(S1
t , . . . , S

d
t )′
)
t∈[0,T ]

.

The market maker chooses the bid and ask prices for asset i ∈ IM at each time as functions of the
size z ∈ R∗+ of the RFQ: they are modeled by maps Si,b, Si,a : Ω× [0, T ]×R∗+ → R. As before, we
introduce

δi,b(t, z) = Sit − Si,b(t, z) and δi,a(t, z) = Si,a(t, z)− Sit .
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We assume that the market maker wants her inventory to remain in a given compact subset Q of Rd.
The transactions at the bid and at the ask for asset i ∈ IM are then modeled by two R∗+-marked
point processes, that we denote by J i,b(dt, dz) and J i,a(dt, dz), with respective intensity kernels
(νi,bt (dz))t∈[0,T ] and (νi,at (dz))t∈[0,T ] given by

νi,bt (dz) = 1{qt−+zei∈Q}Λ
i,b(δi,b(t, z))µi,b(dz) and νi,at (dz) = 1{qt−−zei∈Q}Λ

i,a(δi,a(t, z))µi,a(dz),

where {e1, . . . ed} denotes the canonical basis of Rd, Λi,b and Λi,a are two functions satisfying the
same assumptions as before, and µi,b, µi,a are two probability measures modeling the distribution
of request sizes at the bid and at the ask, respectively.

For the assets traded actively by the market maker, as is done in Almgren [7], we consider that she
trades continuously in asset i ∈ IT at a rate

(
vit
)
t≥0

(she buys when vit ≥ 0 and sells otherwise).

The inventory of the market maker, modeled by a d-dimensional inventory process (qt)t≥0 =
(q1
t , . . . , q

d
t )t≥0, has the following dynamics:

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) ∀i ∈ IM ∩ (I \ IT ) ,

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) + vitdt ∀i ∈ IM ∩ IT ,

dqit = vitdt ∀i ∈ IT ∩ (I \ IM) ,

(4)

with q0 given.

Finally, the process (Xt)t≥0 modeling the market maker’s cash account has the dynamics:

dXt =
∑
i∈IM

(∫
R∗+
z
(
Sit + δi,a(t, z)

)
J i,a(dt, dz)−

∫
R∗+
z
(
Sit − δi,b(t, z)

)
J i,b(dt, dz)

)
+
∑
i∈IT

(
−vitSitdt− Li

(
qt, v

i
t

)
dt
)

=
∑
i∈IM

(∫
R∗+
zδi,b(t, z)J i,b(dt, dz) +

∫
R∗+
zδi,a(t, z)J i,a(dt, dz)

)
−
∑
i∈IT

Li
(
qt, v

i
t

)
dt− 〈St, dqt〉,

(5)

where 〈., .〉 denotes the standard scalar product in Rd, and ∀i ∈ IT , the penalty function Li :
Rd × R → R ∪ {+∞} can be seen as the temporary price impact of the market maker when she
chooses to be active, and satisfies some natural hypotheses: for q ∈ Q, Li(q, 0) = 0, Li(q, .) is
strictly convex, increasing on R+ and decreasing on R−, and Li(q, .) is asymptotically superlinear.
For q 6∈ Q however, we assume Li(q, .) = +∞, to ensure that the market maker keeps her inventory
within the risk limits, i.e. within Q.
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As before, we aim at maximizing a risk-neutral objective function with penalization

E

[
XT + q′TST − `d(qT )−

∫ T

0

ψ(qt)dt

]
,

where ψ, `d : Rd → R+ are two given continuous penalty functions modeling the risk aversion of
the market maker.

We prove that the value function θ associated with this problem is the unique continuous viscosity
solution on [0, T ]×Q to the following Hamilton-Jacobi (HJ) partial integro-differential equation:

0 = −∂tθ(t, q) + ψ(q)−
∑
i∈IM

∫
R∗+
1{q+zei∈Q}zH

i,b
(
θ(t,q)−θ(t,q+zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+
1{q−zei∈Q}zH

i,a
(
θ(t,q)−θ(t,q−zei)

z

)
µi,a(dz)−

∑
i∈IT
Hi
(
q, ∂qiθ(t, q)

)
∀t ∈ [0, T )

θ(T, q) = −`d(q),

where ∀i ∈ IM, Hi,b and Hi,a are defined as before, and ∀i ∈ IT :

Hi : (q, p) ∈ Rd × R 7→ sup
v∈R

(
vp− Li(q, v)

)
,

i.e. Hi(q, .) is the Legendre-Fenchel transform of Li(q, .).We then perform Monte-Carlo simulations
to show empirically that the “optimal” quotes and execution rates obtained with a numerical scheme
correspond indeed to the optimal controls of the problem.

Chapter 3: Option market making

The problem of option market making raises the need for specific models. Indeed, the underlying
asset needs to be represented accordingly by a stochastic volatility model if one wants to take into
account the volatility risk, which is the main risk carried by option market makers as they usually
manage to ∆-hedge their portfolio. To the best of our knowledge, the first paper dealing with the
inventory risk of an option market maker is Stoikov and Saglam [98]. In this paper, the authors
consider the case of a market maker in charge of only one option, and assume the intensity of orders
arrival to be linear. Although those assumptions are quite restrictive and limit the usefulness of
this model for traders dealing with dozens or even hundreds of options with different strikes and
maturities, this paper initiated the academic research on the specific problem faced by option mar-
ket makers. In El Aoud and Abergel [46], the authors still consider a market maker dealing with
only one option, assuming that the position is always ∆-hedged. They treat the case of both a risk-
neutral and a risk-averse market maker, and provide closed-form approximations for the optimal
quotes.

In Chapter 3, we consider this problem with a slightly different approach. We study the case of a
market maker in charge of N European options on the same underlying asset. Of course, this natu-
rally yields an HJB equation in high dimension (N +2, in addition to the time), that is numerically
untractable. In order to beat the curse of dimensionality, we assume that the vega is constant over
the considered time period. This means that the time horizon T has to be small enough for this
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approximation to make sense. Of course, one can use the model on a short period of time and then
run it again with updated vega – although time-inconsistent, this is a common practice in applied
optimal control.

We consider that the underlying price (St)t∈[0,T ] follows a one-factor stochastic volatility model à
la Heston {

dSt = µStdt+
√
νtStdW

S
t

dνt = aP(t, νt)dt+ ξ
√
νtdW

ν
t ,

where µ ∈ R, ξ ∈ R∗+, (WS
t ,W

ν
t )t∈R+ is a couple of Brownian motions with quadratic covariation

given by ρ = d〈WS ,W ν〉
dt ∈ (−1, 1), and aP is such that the processes are well defined. Of course,

one could also consider a one- or two-factor forward variance model à la Bergomi, and the results
would be similar.

We assume that, under a risk-neutral probability measure Q, the price and volatility processes
become {

dSt =
√
νtStdŴ

S
t

dνt = aQ(t, νt)dt+ ξ
√
νtdŴ

ν
t ,

where (ŴS
t , Ŵ

ν
t )t∈R+

is another couple of Brownian motions under Q with quadratic covariation

given by ρ = d〈ŴS ,Ŵ ν〉
dt ∈ (−1, 1), and where aQ is such that the processes are well defined.

For each i ∈ {1, . . . , N}, option i has a maturity date T i > T , and its price, denoted by (Oit)t∈[0,T i] =
(Oi(t, St, νt))t∈[0,T i] is solution on [0, T i)× R2

+ to the following PDE:

0 = ∂tO
i(t, S, ν) + aQ(t, ν)∂νO

i(t, S, ν)

+
1

2
νS2∂2

SSO
i(t, S, ν) + ρξνS∂2

νSO
i(t, S, ν) +

1

2
ξ2ν∂2

ννO
i(t, S, ν).

We denote by (qit)t∈[0,T ] the inventory of the market maker in option i, and its dynamics is given
by

dqit :=

∫
R∗+
z
(
N i,b(dt, dz)−N i,a(dt, dz)

)
,

where N i,b(dt, dz) and N i,a(dt, dz) are two right-continuous R∗+-marked point processes, modeling
as before the transactions of the i-th option on the bid and ask side, whose respective intensity
processes (λi,bt (dz))t∈R+

and (λi,at (dz))t∈R+
are given by

λi,bt (dz) := Λi,b(δi,bt (z))1{qt−+zei∈Q}µ
i,b(dz) λi,at (dz) := Λi,a(δi,at (z))1{qt−−zei∈Q}µ

i,a(dz)

where the bid and ask prices proposed by the market maker at time t for option i and for a
transaction of size z are given by

Oit − δ
i,b
t (z) and Oit + δi,at (z),
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respectively, and with (ei)i∈{1,...,N} the canonical basis of RN , Q the set of authorized inventories
for the market maker, and µi,b and µi,a two probability measures on R∗+, modeling the distribu-
tions of transaction sizes. For i ∈ {1, . . . , N}, Λi,b,Λi,a are positive functions satisfying the same
hypotheses as before.

We denote by (∆t)t∈[0,T ] the ∆ of the portfolio:

∆t :=

N∑
i=1

∂SO
i(t, St, νt)q

i
t.

The market maker continuously ∆-hedge her portfolio, hence the cash process (Xt)t∈[0,T ] has dy-
namics

dXt :=

N∑
i=1

(∫
R∗+
z
(
δi,bt (z)N i,b(dt, dz) + δi,at (z)N i,a(dt, dz)

)
−Oitdqit

)
+ Std∆t + d

〈
∆, S

〉
t
.

We denote by (Vt)t∈[0,T ] the process for the Mark-to-Market (MtM) value of the market maker’s
portfolio (cash, shares, and options), i.e.,

Vt := Xt −∆tSt +

N∑
i=1

qitOit.

Denoting by Vit the vega of the i-th option

Vit := ∂√νO
i(t, St, νt) = 2

√
νt∂νO

i(t, St, νt),

it is easy to see that the variance in Vt is driven by the term

N∑
i=1

ξ

2
qitVitdW ν

t .

Hence, we want to maximize a risk-adjusted expectation of the form

E

VT − γ

2

∫ T

0

(
N∑
i=1

ξ

2
qitVit

)2

dt

 ,
with γ > 0.

The value function of this problems depends on S, ν, q1, . . . , qN . Hence, to compute it, one needs
to solve an HJB equation in dimension N + 2, which is numerically unfeasible if N ≥ 3. To solve
this issue, we assume

1. that the vega of each option is constant over [0, T ]:

Vit = Vi0 =: Vi ∀t ∈ [0, T ];

12



2. that the set of authorized inventories is associated with vega risk limits, i.e.

Q =

{
q ∈ RN

∣∣∣∣∣
N∑
i=1

qiVi ∈
[
−V,V

] }
,

where V ∈ R∗+ is the vega risk limit of the market maker.

Under those conditions, we introduce the portfolio vega Vπt =
∑N
i=1 q

i
tVi and show that the value

function now only depends on the variables ν and Vπ, and hence solve a simple HJB equation in
dimension 2:

0 = ∂tv(t, ν,Vπ) + aP(t, ν)∂νv(t, ν,Vπ) +
1

2
νξ2∂2

ννv(t, ν,Vπ) + Vπ aP(t, ν)− aQ(t, ν)

2
√
ν

− γξ2

8
Vπ2

+

N∑
i=1

∑
j=a,b

∫
R∗+
z1{|Vπ−ψ(j)zVi|≤V}H

i,j

(
v
(
t, ν,Vπ

)
− v
(
t, ν,Vπ − ψ(j)zVi

)
z

)
µi,j(dz),

(6)

with final condition v(T, ν,Vπ) = 0, where ψ(a) = 1, ψ(b) = −1, and Hi,b and Hi,a are defined as
before. We are then able to derive the optimal quotes of the market maker.

Chapter 4: Closed-form approximations

In Chapter 1, we presented a dimensionality reduction technique based on a factorial approach to
tackle the problem faced by a multi-asset market maker. Although this method is perfectly suited
for the case of a group of highly correlated assets (for instance, we can think of a market maker
in charge of a large number of corporate bonds from the same issuer), it can still benumerically
untractable for heterogeneous portfolios in which the number of factors necessary to represent the
assets is too large. Furthermore, even with only three factors, solving the associated HJB equation
can sometimes be too much time consuming when the dealer is competing with other market makers.

In Chapter 4, we propose a perturbative approach to build a closed-form proxy of the value function
and optimal quotes. More precisely, we see the HJB equation associated with our market making
problem as a perturbation of a simpler HJB equation that we can solve analytically. Mathemati-
cally, this new PDE boils down to a system of Riccati equations, for which we compute a closed-form
solution. From this, we obtain closed-form approximations of the optimal quotes. Those closed-
form approximations have the nice advantage of being easily interpretable.

Those closed-form approximations can be used directly by practioners, to – significantly – reduce
the computation time while taking into account all the relevant financial effects of the initial mar-
ket making model. They can also be used in reinforcement learning based algorithms. Indeed, a
proxy of the value function can be used as a starting point for a value iteration algorithm, or for
actor-critic approaches, for instance. Similarly, the proxy of the optimal quotes can be used as a
starting point for a policy iteration algorithm.
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Let us explain our approach in the simple case of Eq. (3) in multidimensional form, i.e.

0 = ∂tθ(t, q)−
1

2
γqᵀΣq (7)

+

d∑
i=1

Hi,b
ξ

(
θ(t, q)− θ(t, q + ei)

)
+

d∑
i=1

Hi,a
ξ

(
θ(t, q)− θ(t, q − ei)

)
∀q ∈ Rd,

with terminal condition θ(T, q) = 0 for all q ∈ Rd.

For all i ∈ {1, . . . , d}, we then replace the Hamiltonian functions Hi,b
ξ and Hi,a

ξ by the quadratic
functions

Ȟi,b : p 7→ αi,b0 + αi,b1 p+
1

2
αi,b2 p2 and Ȟi,a : p 7→ αi,a0 + αi,a1 p+

1

2
αi,a2 p2,

respectively. Of course, a natural choice for the αi,bj and αi,aj derives from the Taylor expansion
around p = 0 of the Hamiltonian functions, i.e.

αi,bj = Hi,b
ξ

(j)
(0) and αi,aj = Hi,a

ξ

(j)
(0).

Eq. (7) then becomes

0 = ∂tθ̌(t, q)−
1

2
γqᵀΣq +

d∑
i=1

(
αi,b0 + αi,a0

)
+

d∑
i=1

(
αi,b1

(
θ̌(t, q)− θ̌(t, q + ei)

)
+ αi,a1

(
θ̌(t, q)− θ̌(t, q − ei)

))
+

1

2

d∑
i=1

(
αi,b2

(
θ̌(t, q)− θ̌(t, q + ei)

)2
+ αi,a2

(
θ̌(t, q)− θ̌(t, q − ei)

)2)
,

with terminal condition θ̌(T, q) = 0.

We then make the ansatz θ̌(t, q) = −qᵀA(t)q−qᵀB(t)−C(t) ∀(t, q) ∈ [0, T ]×Rd, with A : [0, T ]→
S++
d , B : [0, T ]→ Rd and C : [0, T ]→ R. By plugging this into the above equation and identifying

the terms, the problem boils down to solving the following system of ordinary differential equations:
A′(t) = 2A(t)

(
Db

2 +Da
2

)
A(t)− 1

2γΣ

B′(t) = 2A(t)
(
V b1 − V a1

)
+ 2A(t)

(
Db

2 −Da
2

)
D(A(t)) + 2A(t)

(
Db

2 +Da
2

)
B(t)

C ′(t) = Tr
(
Db

0 +Da
0

)
+ Tr

((
Db

1 +Da
1

)
A(t)

)
+
(
V b1 − V a1

)ᵀ
B(t)

+ 1
2D(A(t))ᵀ

(
Db

2 +Da
2

)
D(A(t)) + 1

2B(t)ᵀ
(
Db

2 +Da
2

)
B(t) +B(t)ᵀ

(
Db

2 −Da
2

)
D(A(t)),

with terminal conditions
A(T ) = 0, B(T ) = 0, and C(T ) = 0,

where D is the linear operator mapping a matrix onto the vector of its diagonal coefficients, and
with

∆i,b
j = αi,bj and ∆i,a

j = αi,aj ,
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V bj =
(

∆1,b
j , . . . ,∆d,b

j

)ᵀ
and V aj =

(
∆1,a
j , . . . ,∆d,a

j

)ᵀ
,

and
Db
j = diag(∆1,b

j , . . . ,∆d,b
j ) and Da

j = diag(∆1,a
j , . . . ,∆d,a

j ).

We are then able to derive closed-form solutions to this system, as well as the asymptotic behaviour
of A, B and C, which is of particular interest for market makers:

A(0)
T→+∞−→ 1

2

√
γΓ,

B(0)
T→+∞−→ −D−

1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

)
,

C(0)

T

T→+∞−→ −Tr
(
Db

0 +Da
0

)
− 1

2

√
γTr

((
Db

1 +Da
1

)
Γ
)

+ V ᵀ
−D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

)
− 1

8
γD(Γ)ᵀ

(
Db

2+Da
2

)
D(Γ)− 1

2

(
V−+

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V−+

1

2

√
γD−D(Γ)

)
+

1

2

√
γ

(
V− +

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+ D−D(Γ),

with Γ = D
− 1

2
+

(
D

1
2
+ΣD

1
2
+

) 1
2

D
− 1

2
+ and Â+ is the Moore-Penrose generalized inverse of Â, and where

D+ = Db
2 +Da

2 , D− = Db
2 −Da

2 , V− = V b1 − V a1 , and Â =
√
γ
(
D

1
2
+ΣD

1
2
+

) 1
2

.

This allows us to compute the following simple closed-form approximations of the optimal quotes:

δ̆i,bt = δ̃i,bξ

(
√
γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei − eiᵀD−

1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

))
,

δ̆i,at = δ̃i,aξ

(
−√γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei + ei

ᵀ
D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

))
.

Numerical experiments then show, in the 2-dimensional case for which we can compute the optimal
quotes, that those approximations are very close to optimality and give very similar results to the
optimal quotes in terms of average PnL and standard deviation of the PnL for the market maker.

2 Optimal tick sizes

2.1 The problem
On most electronic markets, the asset prices do not move continuously: they cannot take any value
on the (positive) real line, but rather move on a discrete grid on which traders are allowed to place
their prices. This grid typically depends on the price of the asset and the traded volume, and is
fixed by the exchange and by the regulator. In most cases, the grid step is fixed, and represents
the smallest interval between two values of the price. This step is usually known as the “tick size”.
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Over the last decades, the tick size has become one of the most important tools for the regulation of
financial markets, especially to gain some control over high-frequency traders, which are the main
liquidity providers on many electronic markets (as shown in Megarbane et al. [86]). The behavior
of high-frequency traders is indeed directly impacted by the tick size, and Frino et al. showed in
[54] that they are usually attracted to stocks with a lower relative tick size, as they can adjust
their quotes rapidly to get priority. Moreover, Aitken and Comerton-Forde [4] observed that the
improvement of liquidity linked to a reduction of the tick size is more significant for stocks with a
larger relative tick size.1

But fixing a tick size is not straightforward, and its optimal value is often subject to debates, as
it can sometimes have unwanted effects on the market microstructure: if the exchange sets it too
large, the price will not move freely according to the market participant’s views, whereas if it is set
too small, the limit order book (LOB) becomes unstable as the price will change too quickly. In
order to set the correct tick sizes, some exchanges (such as the Tokyo Stock Exchange in 2014-2015)
have launched pilot programs during which they temporarily modified the tick sizes of some given
assets to observe the impact. In Europe, the recent MiFID II regulation of 2018 introduced a new
tick size regime on Euronext. Laruelle et al. studied this new regime in [80] and observed that the
regulation improved on average the quality of liquidity.

To the best of our knowledge, the first quantitative academic paper dealing with the problem of
optimal tick size is Dayri and Rosenbaum [44]. Their approach focuses on large-tick assets, i.e.
assets for which “the bid-ask spread is almost always equal to one tick”, according to Eisler et
al. [45]. Dayri and Rosenbaum link the tick value to the statistics of high-frequency returns and
durations, and are then able to predict the evolution of those statistics when the tick value changes.
This enables them to define a notion of optimal tick size.

2.2 The model with uncertainty zones
Dayri and Rosenbaum make use of the model with uncertainty zones developed by Robert and
Rosenbaum in [93] – as we will. It is a statistical model for transaction prices and durations, in
which only transaction leading to a price change are modeled. It aims at reproducing all the main
stylized fact of prices observed on the market at any frequency. In this model, transaction prices are
discrete, and change only when an underlying efficient price process enters or exits a predetermined
zone. We detail a simplified version of the model introduced in Robert and Rosenbaum [93].

We define the efficient price (St)t∈[0,T ] on a filtered probability space
(
Ω,F ,P;F = (Ft)t∈[0,T ]

)
where

T is the time horizon. We assume that its logarithm (Yt)t∈[0,T ] is an F-adapted continuous Brownian
semi-martingale of the form

Yt = log(St) = log(S0) +

∫ t

0

asds+

∫ t

0

σs−dWs,

where (Wt)t∈[0,T ] is a standard Brownian motion, (σt)t∈[0,T ] is an F-adapted càdlàg process and
(at)t∈[0,T ] is progressively measurable.

1The relative tick size is defined here as the ratio between the tick size and the price level.
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The transaction prices lie on a discrete tick grid, given by {kα; k ∈ N}, with α > 0 denoting the
tick size. Assume that the current transaction price is kα. The natural idea would be to say that,
as soon as the efficient price becomes closer to (k+1)α or (k−1)α than to kα, the transaction price
should jump to (k+1)α or (k−1)α, respectively. However, this is not a very realistic approach, since
there is always some uncertainty about the efficient price, and market participants are reluctant to
price changes. Hence, the efficient price should not just be “closer”, but “significantly closer” to a
new value of the tick grid in order to change.

For all k ∈ N and for a given 0 < η < 1, we define the zone Uk = [0,+∞)× (dk, uk) where

dk =

(
k +

1

2
− η
)
α and uk =

(
k +

1

2
+ η

)
α.

Hence, Uk is a band around the mid-tick value (k+ 1
2 )α. We assume that the transaction price may

move from price kα to price (k + 1)α only when the price exited up the zone Uk, and that it may
move from price kα to price (k − 1)α only when the price exited down the zone Uk−1.

We also define here the sequence of exit times from uncertainty zones leading to a price change
as (τj)j≥0. The traded price process is characterized by the couples of exit times and transaction
prices with price changes (τj , Pτj )j≥0. The efficient price at time τj can be retrieved as

Sτj = Pτj − α
(

1

2
− η
)
sgn

(
Pτj − Pτj−1

)
.

2.3 Our contribution
High-frequency traders act most of the time as market makers, i.e. liquidity provider, as they are
typically present on both sides of the book. They propose prices at which they are ready to buy
(bid price) and sell (ask price) a given asset, and make money out of the bid-ask spread while trying
to control their inventory risk. The main goal of Chapter 5 is to show that setting side-specific tick
sizes, i.e. different tick sizes on the bid side and on the ask side, can benefit both the exchange and
the high-frequency traders.

Indeed, in most market making model, the dealer is assumed to be indifferent between having a long
or short inventory: she typically just penalizes

∫ T
0
q2
t dt, where (qt)t∈[0.,T ] is her inventory process.

But due to the overnight repo rate, and some regulatory constraints imposed by the exchange or
by the regulator, this is not true in practice: most market makers would rather be long than short
at the end of the day. We prove in our paper that this asymmetry should be taken into account in
the market design.

To this end, we consider that market participants always have an efficient price in mind, and we
make use of a slightly modified version of the model with uncertainty zones presented above to
build the “fair” bid and the “fair” ask prices as seen by the traders. In our setting, those two prices
are lying on different tick grids. The market maker (or high-frequency trader) then chooses whether
or not to quote a constant volume at this fair bid and ask prices. This is of course just a stylized
viewpoint, but we believe that this allows us to capture the main financial effects of an asymmetric
tick size. We formulate the problem of the market maker as a stochastic control problem, and show
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existence and uniqueness of a viscosity solution to the associated HJB equation.

We then solve the problem of the exchange, whose remuneration depends on the liquidity provided
by the trader. It can then select tick sizes knowing the optimal response of the market maker.

We consider as before that the logarithm of the efficient price (Yt)t∈[0,T ] is an F-adapted continuous
Brownian semi-martingale of the form

Yt = log(St) = log(S0) +

∫ t

0

asds+

∫ t

0

σs−dWs,

where (Wt)t∈[0,T ] is a standard Brownian motion, (σt)t∈[0,T ] is an F-adapted càdlàg process and
(at)t∈[0,T ] is progressively measurable.

In contrary to what we did above, we now assume that the transaction prices lie on two tick grids
defined by {kαb; k ∈ N} and {kαa; k ∈ N}, corresponding to the transaction price at the bid and at
the ask respectively. For i ∈ {b, a}, we fix 0 ≤ ηi ≤ 1

2 and define the zones U ik = [0,+∞)× (dik, u
i
k)

for k ∈ N where

dik =

(
k +

1

2
− ηi

)
αi and uik =

(
k +

1

2
+ ηi

)
αi.

We consider a high-frequency trader that uses those uncertainty zones to determine her fair bid
and ask prices. She changes her fair prices at the bid and/or at the ask when the price gets “far
enough” from the current fair bid or ask prices. More precisely, she defines her fair bid and ask
prices Sb and Sa as

Sat = Sat− + αa1{St−Sa
t−
>( 1

2 +ηa)αa} − αa1{St−Sa
t−
<−( 1

2 +ηa)αa},

Sbt = Sbt− + αb1{St−Sb
t−
>( 1

2 +ηb)αb} − αb1{St−Sb
t−
<−( 1

2 +ηb)αb}.

Her inventory process (Qt)t∈[0,T ] is given by

Qt = N b
t −Na

t ,

where N b and Na are two point processes corresponding to the number of transactions at the bid
and at the ask, respectively. For i ∈ {b, a}, the intensity (λit)t∈[0,T ] of N i is given by

λit = λi(`it)1{ϕ(i)Qt>−q̃}, with λi(`i) =
λ`i

1 + (καi)2

with ϕ(i) = 1{i=a} − 1{i=b}, q̃ > 0 corresponds to the risk limit of the market maker, λ > 0 is a
scale parameter and κ controls the sensitivity to the tick size. The process (`it)t∈[0,T ] is the trader’s
control, which lies in the set of F-predictable processes with values in {0, 1} denoted by L, i.e. at
each time t the trader can either choose to be present on the bid or ask side, and set `bt = 1 or
`at = 1 respectively, or she can set `bt = 0 or `at = 0 so that there are no incoming transaction at the
bid or at the ask respectively.

Her cash process (Xt)t∈[0,T ] naturally verifies

XT =

∫ T

0

(Sat dN
a
t − Sbt dN b

t ).

18



We then assume that the market maker wants to maximize

E

[
XT +QT (ST −AQT )− φ

∫ T

0

Q2
tdt− φ−

∫ T

0

Q2
t1{Qt<0}dt

]

over the set of admissible controls L, where A is the penalty for the remaining inventory at the
end of the time period, φ > 0 is the risk aversion parameter of the market maker and φ− > 0 is a
parameter corresponding to the additional risk aversion toward short position.

We prove that this problem is characterized by the following HJB equation

0 =∂th(t, Sa, Sb, S, q)− φq2 − φ−q21q<0 +
1

2
σ2∂2

SSh(t, Sa, Sb, S, q)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
Sa + h(t, Sa, Sb, S, q − `a)− h(t, Sa, Sb, S, q)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(

(−Sb) + h(t, Sa, Sb, S, q + `b)− h(t, Sa, Sb, S, q)
)}

,

for (t, Sa, Sb, S, q) ∈ [0, T )×D ×Q, with terminal condition

h(T, Sa, Sb, S, q) = q(S −Aq),

and with the following boundary condition on [0, T )× ∂D ×Q:

0 = 1{S−Sa=( 1
2 +ηa)αa, S−Sb<( 1

2 +ηb)αb}
(
h(t, Sa + αa, Sb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa<( 1

2 +ηa)αa, S−Sb=( 1
2 +ηb)αb}

(
h(t, Sa, Sb + αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=( 1

2 +ηa)αa, S−Sb=( 1
2 +ηb)αb}

(
h(t, Sa + αa, Sb + αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=−( 1

2 +ηa)αa, S−Sb>−( 1
2 +ηb)αb}

(
h(t, Sa − αa, Sb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa>−( 1

2 +ηa)αa, S−Sb=−( 1
2 +ηb)αb}

(
h(t, Sa, Sb − αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=−( 1

2 +ηa)αa, S−Sb=−( 1
2 +ηb)αb}

(
h(t, Sa − αa, Sb − αb, S, q)− h(t, Sa, Sb, S, q)

)
,

where

D =

{
(Sa, Sb, S) ∈ αaZ× αbZ× R such that −

(
1

2
+ ηa

)
αa < S − Sa <

(
1

2
+ ηa

)
αa

and −
(

1

2
+ ηb

)
αb < S − Sb <

(
1

2
+ ηb

)
αb
}

and

∂D =

{
(Sa, Sb, S) ∈ αaZ× αbZ× R such that S − Sa = ±

(
1

2
+ ηa

)
αa

and/or S − Sb = ±
(

1

2
+ ηb

)
αb
}
.
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We prove existence and uniqueness of a viscosity solution to the above HJB equation, and are then
able to derive the optimal controls as functions of the solution h.

We then move on to the platform’s problem. We assume that the platform earns a fixed taker cost
c > 0 for each market order. Its inventory process (Xp

t )t∈[0,T ] then verifies

Xp
t = c(N b

t +Na
t ),

and it wants to maximise
E`

?

[Xp
T ] ,

over the set of possible tick sizes αb, αa ∈ R2
+, where E`? denotes the expectation knowing the

optimal response of the market maker to the choosen tick sizes.
It is easy to see that this problem boils down to maximizing the function v defined below over R2

+:

v(αa, αb) := E

[∫ T

0

cλ

{
`?a(t, Sat , S

b
t , St, qt)

1 + (καa)2
+
`?b(t, Sat , S

b
t , St, qt)

1 + (καb)2

}
dt

]
,

where `?b and `?a are the functions of optimal response of the market maker. We observe that a
small tick size αa increase the term (1 + (καa)2)−1as it attracts more market orders. However, the
optimal control `?,a is more often equal to zero: the gain of the market maker may be too small if
he quotes at the price Sa, therefore he sets more often `?,a = 0, which reduces the average gain of
the platform. The problem is similar on the bid side.

We show numerically that, in general, both the market maker and the platform have an incentive
to set a smaller tick size on the ask side than on the bid side.

3 Optimal execution

3.1 The problem
Optimal execution of a large block of shares has long been a major problem for cash traders and
brokers. Indeed, a trader wishing to buy or sell a large amount of shares necessarily faces adverse
price movements – generally called “market impact” in the literature – as a direct consequence of
her trades. To minimize these costs, she has to find a way to “optimally” split her orders into
smaller ones. Indeed, trading slowly will reduce her market impact, but it exposes her to the risk
that the price moves over the course of the execution process. She therefore needs to find a trade-off
between price risk and execution costs.

To our knowledge, the first attempt to solve this problem is due to Bertsimas and Lo [30] in 1998.
However in this paper, the authors neglected the price risk by only minimizing the expected cost
of execution. As a consequence, the optimal strategy in their model often boils down to a constant
execution speed, which is sub-optimal when the price risk is taken into account. Moreover, their
model does not produce different strategies for assets with different liquidity, all else equal, whereas
it seems obvious, intuitively, that a trader should execute more rapidly when the asset is liquid
than when it is not. In 1999, Almgren and Chriss [11] proposed a new framework which became the
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basis of a lot of optimal execution algorithms. Instead of minimizing the cost of trading, they max-
imized a mean-variance objective function. This allows to take into account not only the expected
execution cost but also the variance of the strategy, which is of major importance in the case of a
volatile asset. Moreover, they obtain closed-form formula for the optimal execution strategy.

Since then, the so-called Almgren-Chriss model has been largely generalized, to incorporate random
execution costs as in Almgren [7], to study stochastic liquidity and volatility [8, 9], or to better take
into account the presence of the LOB (Guéant et al. [64], Obizhaeva and Wang [89], Predoiu et al.
[92]). Various types of execution strategies have been built: maximizing a risk-adjusted function
of the PnL as in Almgren and Chriss [11] corresponds to strategy of the Implementation Shortfall
(IS) type, whereas Guéant and Royer [67] or Konishi [76] focus on Volume-Weighted Average Price
(VWAP) execution, and Guéant [61] also studied Percentage of Volume (POV) and Target Close
(TC) orders.

3.2 A first model: Almgren-Chriss
We present briefly here a continuous-time version of the Almgren-Chriss model. For more details,
one can refer to Guéant [61] or Cartea et al. [39].

We consider the case of a trader with a single-stock portfolio. Her initial inventory (either long or
short) is given by q0 ∈ R, and we denote by (qt)t∈[0,T ] its inventory process over the time period
[0, T ], with T > 0. The trader controls the speed of execution, modeled by a process (vt)t∈[0,T ] that
is progressively measurable, with dqt = vtdt, bounded and such that

∫ T
0
vtdt = −q0, i.e. the trader

wishes to have an empty inventory at time T.

Almgren and Chriss separate two types of market impact. The first one is the permanent impact,
which impacts durably the price of the asset (with no resilience). It is shown in Gatheral [55]
that the absence of dynamic arbitrage implies a linear permanent market impact. Hence the price
process (St)t∈[0,T ] verifies

dSt = σdWt + kvtdt,

with the initial price S0 > 0 given, σ > 0 the volatility of the asset, (Wt)t∈[0,T ] a standard Brownian
motion and k ≥ 0 a parameter modeling the magnitude of the permanent impact.

The second type of market impact is the temporary impact. In the Almgren-Chriss framework, it
represents the costs associated with the bid-ask spread or other execution costs, and it is instan-
taneous in the sense that the price process does not change. This impact is only modeled in the
cash process (Xt)t∈[0,T ] of the trader, and therefore everything works as if the price was impacted
by the transaction but returned instantaneously to its original state. The dynamics of (Xt)t∈[0,T ]

is given by
dXt = −vtStdt− L(vt)dt,

where L is the function modeling the temporary impact, which satisfies some natural assumptions
(L(0) = 0, L is strictly convex with a minimum in 0, and L is asymptotically superlinear). In their
paper, Almgren and Chriss choose a quadratic function for L.
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Several optimization criteria have been studied in the literature. Let us consider here the case of a
CARA utility function. For a given γ > 0 modeling her risk aversion, the trader wishes to maximize

E
[
−e−γXT

]
over the set of admissible controls (vt)t∈[0,T ].

Schied et al. [97] proved that we can, without loss of generality, reduce our study to the case of
deterministic execution strategies. It is then easy to prove that, in that case, the problem boils
down to minimizing the function J given by

J(q) =

∫ T

0

(
L(q′(t)) +

1

2
γσ2q(t)2

)
dt,

over the set of absolutely continuous functions q ∈ W 1,1(0, T ) satisfying q(0) = q0 and q(T ) = 0.
In particular, the permanent impact modeled by the parameter k plays no role in the resolution of
the problem.

If the Legendre-Fenchel transform H of the function L is differentiable, the Hamiltonian character-
ization of the optimal strategy q∗ is given by

p′(t) = γσ2q∗(t),

q∗′(t) = H ′ (p(t)) ,

q∗(0) = q0,

q∗(T ) = 0.

In the particular case of quadratic execution costs as proposed by Almgren and Chriss, i.e. L(v) =
ηv2 for a given η > 0, q∗ is then the unique solution to the ODE

q∗′′(t) =
γσ2

2η
q∗(t),

with boundary conditions q∗(0) = q0 and q∗(T ) = 0. From this, we get the formula of Almgren and
Chriss

q∗(t) = q0

sinh
(√

γσ2

2η (T − t)
)

sinh
(√

γσ2

2η T
) ,

with the associated optimal control v∗(t) = q∗′(t) = −q0

√
γσ2

2η

cosh

(√
γσ2

2η (T−t)
)

sinh

(√
γσ2

2η T

) . We observe in

particular that q∗ is convex if q0 > 0, and concave if q0 < 0, which differs from the constant
execution speed obtained by Bertsimas and Lo [30].

3.3 Our contribution
The closed-form deterministic formula obtained by Almgren and Chriss relies mostly on the Brown-
ian dynamics of the price. For more complex dynamics, in general, the optimal strategy depends on
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the price and therefore becomes stochastic. Moreover, although multi-asset optimal execution was
addressed in Almgren and Chriss [11], the literature on this topic remains quite limited. Liquidating
(or buying) large orders of different assets simultaneously is however a major problem, for instance
for funds facing large withdrawals (or subscriptions), and neglecting the cross-asset relations can
lead to very sub-optimal strategies in terms of price and liquidity risk. Some extensions of the
multi-asset Almgren-Chriss model have been proposed: for instance, Bismuth et al. [31] studied
the problem of optimal liquidation of a portfolio with Bayesian learning techniques, and Lehalle [82]
studied a similar problem with a constraint of balance between the portfolio lines over the course
of the execution.

The multi-asset Almgren-Chriss model considers that the asset prices follow standard Brownian dy-
namics with a given correlation matrix. It ignores, however, the presence of co-integration between
the prices, which can have an important impact on the optimal execution strategy. Optimal trading
of a co-integrated pair of assets is presented in Cartea et al. [39]. More recently, Cartea et al. [37]
considered a portfolio of assets following a multidimensional Ornstein-Uhlenbeck dynamics. This is
a particularly interesting problem as, in addition to the simple optimal execution problem, it allows
to build statistical arbitrage strategy to take advantage of the mean reversion. In their approach,
they maximize the expected PnL of the trader minus a running risk penalty. Their problem boils
down to a system of Riccati ODEs, for which they prove global existence and uniqueness, and they
can therefore characterize the optimal strategy using a standard verification argument.

In Chapter 6, we consider a model similar to the one of Cartea et. al [37], but we maximize an
expected utility function of the PnL. As in their paper, we characterize the value function by a
system of Riccati ODEs. We prove existence and uniqueness of a solution to this system by a
comparison argument.

We consider a trader in charge of d ∈ N∗ assets over a period of time [0, T ], with T > 0. The
trader controls the execution speed for each of her assets, represented by a process (vt)t∈[0,T ] =

(v1
t , . . . , v

d
t )ᵀt∈[0,T ] in Rd. Her inventory process (qt)t∈[0,T ] =

(
q1
t , . . . , q

d
t

)ᵀ
t∈[0,T ]

verifies therefore the
dynamics

dqt = vtdt,

with q0 ∈ Rd given.

The price process (St)t∈[0,T ] =
(
S1
t , . . . , S

d
t

)ᵀ
t∈[0,T ]

of the assets verify a multidimensional Ornstein-
Uhlenbeck dynamics given by

dSt = R(S̄ − St)dt+ V dWt,

with S0 ∈ R∗+
d given, R ∈ Md(R), V ∈ Md,k(R) and (Wt)t∈[0,T ] =

(
W 1
t , . . . ,W

k
t

)ᵀ
t∈[0,T ]

is a
k-dimensional standard Brownian motion (with independent coordinates), for some k ∈ N∗. We
denote by Σ = V V ᵀ the quadratic covariation matrix of the price process.

Finally, the cash process (Xt)t∈[0,T ] of the trader verifies the dynamics:

dXt = −vᵀt Stdt− L(vt)dt,

with X0 ∈ R given, where L : Rd → R+ is a strictly convex function, decreasing on R− and in-
creasing on R+ with L(0) = 0, asymptotically superlinear representing the temporary impact of
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the trader.

We then aim at maximizing
E
[
−e−γ(XT+qᵀTST−`(qT ))

]
,

over the set of admissible controls, where γ > 0 represents the risk aversion of the trader, and
` : Rd → R+ is a continuous penalty function for the terminal inventory.

The HJB equation associated with the above problem is given by:

0 =∂tw(t, x, q, S) + sup
v∈Rd

{−(vᵀS + L(v))∂xw(t, x, q, S) + vᵀ∂qw(t, x, q, S)}

+ (S̄ − S)ᵀRᵀ∂Sw(t, x, q, S) +
1

2
Tr
(
Σ∂2

SSw(t, x, q, S)
)
,

for all (t, x, q, S) ∈ [0, T )× R× Rd × Rd with the terminal condition:

w(T, x, q, S) = −e−γ(x+qᵀS−`(q)) ∀(x, q, S) ∈ R× Rd × Rd.

We first make the following ansatz

w(t, x, q, S) = −e−γ(x+qᵀS+θ(t,q,S)) ∀(t, x, q, S) ∈ [0, T ]× R× Rd × Rd,

and get a new PDE for θ : [0, T ]× Rd × Rd → R:

0 =∂tθ(t, q, S) + S̄ᵀRᵀq + S̄ᵀRᵀ∂Sθ(t, q, S)− SᵀRᵀq − SᵀRᵀ∂Sθ(t, q, S) +
1

2
Tr
(
Σ∂2

SSθ(t, q, S)
)

− γ

2
Tr (Σ(q +∇Sθ(t, q, S))(q +∇Sθ(t, q, S))ᵀ) +H (∂qθ(t, q, S)) ,

for all (t, q, S) ∈ [0, T )× Rd × Rd with terminal condition:

θ(T, q, S) = −`(q) ∀(q, S) ∈ Rd × Rd,

where H : Rd → R is the Legendre-Fenchel transform of the function L, i.e.

H(p) = sup
v∈Rd

vᵀp− L(v).

If we then assume that the functions L and ` are of the form L(v) = vᵀηv and `(q) = qᵀΓq, for
some Γ ∈ S+

d (R), η ∈ S++
d (R), we see that the supremum in the above definition is reached at a

unique v∗ = 1
2η
−1p and we get ∀p ∈ Rd

H(p) =
1

4
pᵀη−1p.

We can then use a second ansatz:

θ(t, q, S) = qᵀA(t)q + qᵀB(t)S + SᵀC(t)S +D(t)ᵀq + E(t)ᵀS + F (t) ∀(t, q, S) ∈ [0, T ]× Rd × Rd,
(8)

24



which allows us to characterize the value function of the problem by the following system of ODEs

A′(t) = γ
2 (B(t) + Id)Σ(B(t)ᵀ + Id)−A(t)η−1A(t)

B′(t) = (B(t) + Id)R+ 2γ(B(t) + Id)ΣC(t)−A(t)η−1B(t)

C ′(t) = RᵀC(t) + C(t)R+ 2γC(t)ΣC(t)− 1
4B(t)ᵀη−1B(t)

D′(t) = −(B(t) + Id)RS̄ + γ(B(t) + Id)ΣE(t)−A(t)η−1D(t)

E′(t) = −2C(t)RS̄ +RᵀE(t) + 2γC(t)ΣE(t)− 1
2B(t)ᵀη−1D(t)

F ′(t) = −S̄ᵀRᵀE(t)− Tr(ΣC(t)) + γ
2E(t)ᵀΣE(t)− 1

4D(t)ᵀη−1D(t),

where Id denotes the identity matrix inMd(R), with terminal conditions:

A(T ) = −Γ, B(T ) = C(T ) = D(T ) = E(T ) = F (T ) = 0.

Using comparison techniques, we prove existence and uniqueness of a solution to this system, and
by a standard verification argument we are then able to characterize the optimal control (v∗t )t∈[0,T ]

by

v∗t =
1

2
η−1 (2A(t)qt +B(t)St +D(t)) .

We then illustrate this strategy with several numerical examples to show the importance of taking
the non-brownian dynamics into account.
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Part I

Optimal market making on OTC
markets
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Chapter 1

Size matters for OTC market makers:
general results and dimensionality
reduction techniques

Abstract

In most OTC markets, a small number of market makers provide liquidity to other market
participants. More precisely, for a list of assets, they set prices at which they agree to buy and
sell. Market makers face therefore an interesting optimization problem: they need to choose bid
and ask prices for making money while mitigating the risk associated with holding inventory in
a volatile market. Many market making models have been proposed in the academic literature,
most of them dealing with single-asset market making whereas market makers are usually in
charge of a long list of assets. The rare models tackling multi-asset market making suffer
however from the curse of dimensionality when it comes to the numerical approximation of the
optimal quotes. The goal of this paper is to propose a dimensionality reduction technique to
address multi-asset market making by using a factor model. Moreover, we generalize existing
market making models by the addition of an important feature: the existence of different
transaction sizes and the possibility for the market makers in OTC markets to answer different
prices to requests with different sizes.

Key words: Market making, Stochastic optimal control, Curse of dimensionality, Integro-differential
equations, Risk factor models.

1.1 Introduction
The electronification of financial markets has changed the traditional role played by market makers.
This is evident in the case of most order-driven markets, such as many stock markets, where the
traditional market makers in charge of maintaining fair and orderly markets now often compete
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with high-frequency market making companies. Surprisingly maybe, many OTC markets organized
around dealers have also undergone upheaval linked to electronification over the last ten years.
This is the case of the corporate bond markets on both sides of the Atlantic ocean where the elec-
tronification process is dominated by Multi-dealer-to-client (MD2C) platforms enabling clients to
send the same request for quote (RFQ) to several dealers simultaneously and therefore instantly
put them into competition with one another. Electronification is also in progress inside invest-
ment banks as most of them replace their traders by algorithms to be able to provide clients with
quotes for a large set of assets and automate their market making business, at least for small tickets.

Building market making algorithms is a difficult task as the optimization problem faced by a market
maker involves both static and dynamic components. A market maker faces indeed a first (static)
trade-off: high margin and low volume versus low margin and high volume. A market maker quoting
a large bid-ask spread (with no skew) trades indeed rarely, but each trade is associated with large
Mark-to-Market (MtM) gain. Conversely, a market maker who quotes a narrow bid-ask spread
(with no skew) trades often, but each trade is associated with a small MtM gain. In addition to
this simple static trade-off, market makers face a dynamic problem: in a volatile market, they must
quote in a dynamic way to mitigate their market risk exposure and, in particular, skew their quotes
as a function of their inventory. For example, a single-asset market maker with a long inventory
should price in a conservative manner on the bid side and rather aggressively on the ask side, if she
wants – a reasonable behaviour – to decrease her probability to buy and increase her probability
to sell.

The optimization problem faced by market makers has been addressed in a long list of academic
papers. The first two references commonly cited in the market making literature are two economic
papers: Grossman and Miller [59] and Ho and Stoll [71]. If the former is a classic from a theoret-
ical point of view, the latter was revived in 2008 by Avellaneda and Stoikov [13] to build the first
practical model of single-asset market making. Since then, many models have been proposed, most
of them to tackle the same problem of single-asset market making. For instance, [65] provides a
rigourous analysis of the stochastic optimal control problem introduced by Avellaneda and Stoikov
and proves that the problem boils down to a system of linear ordinary differential equations (ODE)
in the case of exponential intensity functions. Cartea et al. ([36, 39, 40]) contributed a lot to
the literature and added many features to the initial models: alpha signals, ambiguity aversion,
etc. They also considered a different objective function: a risk-adjusted expectation instead of the
Von Neumann-Morgenstern expected utility of [13] and [65]. Multi-asset market making has been
considered in [61, 62] for both kinds of objective functions and the author shows that the problem
boils down, for general intensity functions, to solving a system of (a priori nonlinear) ODEs. Most
of the above models are well suited to tackle market making in OTC markets or in order-driven
markets when the tick/spread ratio is large. For major stock markets or for some foreign-exchange
platforms, other models are better suited such as those of Guilbaud and Pham who really took the
microstructure into account (see [68, 69]).1

In spite of a large and growing literature on market making, several problems are rarely addressed.
A first example is that of trade sizes: in markets organized around requests for quotes, quotes can
and should depend on the size of the requests. A second and more general problem is that of the
numerical approximation of the optimal quotes. If optimal quotes can theoretically be computed

1Option market making has also been addressed, see for instance [15, 46, 98].
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through the solution of a system of ODEs, the size of that system (which grows exponentially
with the number of assets) prevents any concrete computation with grid methods when it comes to
portfolios with more than 4 or 5 assets. To our knowledge, the only attempt to approximate the
solution of the Hamilton-Jacobi equations associated with market making models in high dimension
is [66] in which the authors propose a method – inspired by reinforcement learning techniques –
that uses neural networks instead of grids.

In this paper, our goal is twofold. Our first goal is to generalize existing models to introduce a distri-
bution of trade size. This extension is not straightforward as the optimal controls cannot be modeled
anymore with real-valued stochastic processes, but must instead be modeled with predictable maps.
A consequence, in terms of mathematics, is that the problem does not anymore boil down to a finite
system of ODEs but instead to an integro-differential equation of the Hamilton-Jacobi type that can
be regarded as an ordinary differential equation in an infinite-dimensional space. Our second goal
is to propose a numerical method for approximating the optimal bid and ask quotes of a market
maker over a large universe of assets. For that purpose, we show that the real dimension of the
problem is not that of the number of assets, but rather that of the rank of the correlation matrix
of asset prices. Then, by using a factor model, we show how to approximate the optimal quotes of
a market maker. Indeed, if market risk is projected on a low-dimensional space of factors, solving
the market making problem boils down to solving a low-dimensional Hamilton-Jacobi equation. In
particular, if the number of factors is lower than 3, grid methods can be applied independently of
the number of assets. Furthermore, we suggest a Monte-Carlo method to approximate the influence
of the residual risk not taken into account when the risk is projected on the space of factors.

In Section 2, we present our market making model with distributed request sizes. We characterize
the value function associated with the stochastic optimal control problem as the solution of an
integro-differential equation of the Hamilton-Jacobi type by using ODE techniques in a well-chosen
infinite-dimensional space and a verification argument. We subsequently provide expressions for
the optimal quotes as a function of time, inventory, and request size. In Section 3, we show how the
equations can be simplified when the dependence structure between the prices of the different assets
can be modeled by risk factors. We then show how this simplification leads to an approximation
that helps to tackle the curse of dimensionality by solving a low-dimensional equation on a grid.
We also explain how Monte-Carlo simulations could be used to account for the part of the risk not
accounted by the factors. We apply these techniques in Section 4 to portfolios of 2 and 30 bonds
and discuss the results.

1.2 Market making with marked point processes
In all this paper, we consider a filtered probability space (Ω,F ,P;F = (Ft)t≥0) satisfying the usual
conditions. We assume this probability space to be large enough to support all the processes we
introduce.
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1.2.1 Modeling framework and notations
We consider a market maker in charge of d assets. For i ∈ {1, . . . , d}, the reference price of asset i
is modeled by a process (Sit)t≥0 with the following dynamics:

dSit = σidW i
t ,

with Si0 given, σi > 0, and
(
(W 1

t , . . . ,W
d
t )′
)
t≥0

a d-dimensional2 Brownian motion with correlation
matrix (ρi,j)1≤i,j≤d, adapted to the filtration (Ft)t≥0. We denote by Σ =

(
ρi,jσiσj

)
1≤i,j≤d the

variance-covariance matrix associated with the process (St)t≥0 =
(
(S1
t , . . . , S

d
t )′
)
t≥0

.

Those assets are traded with requests for quote (RFQ): the market maker first receives a request
for quote from a client wishing to buy or sell a given asset and she then proposes a price to the
client who finally decides whether she accepts to trade at that price or not.

At any time, the market maker must be ready to propose bid and ask quotes to buy and sell
any of the d assets. These bid and ask quotes depend on the size z ∈ R∗+ of the RFQ (in all
this paper, we use the notation R∗+ := (0,+∞)). For a given asset i, they are modeled by maps
Si,b, Si,a : Ω × [0, T ] × R∗+ → R which are P ⊗ B(R∗+)-measurable, where P denotes the σ-algebra
of F-predictable subsets of Ω× [0, T ] and B(R∗+) denotes the Borelian sets of R∗+.

For each i ∈ {1, . . . , d}, we introduce J i,b(dt, dz) and J i,a(dt, dz) two càdlàg R+-marked point
processes.3

For i ∈ {1, . . . , d}, we denote by
(
νi,bt (dz)

)
t≥0

and
(
νi,at (dz)

)
t≥0

the intensity kernels of J i,b(dt, dz)

and J i,a(dt, dz), respectively. In addition, we assume that
(
νi,bt (dz)

)
t≥0

and
(
νi,at (dz)

)
t≥0

verify:

νi,bt (dz) = Λi,b(δi,b(t, z))µi,b(dz),

νi,at (dz) = Λi,a(δi,a(t, z))µi,a(dz),

where for all i ∈ {1, . . . , d},
(
µi,b, µi,a

)
is a couple of probability measures on R∗+, δi,b(t, z) =

Sit − Si,b(t, z), δi,a(t, z) = Si,a(t, z) − Sit , and
(
Λi,b,Λi,a

)
is a couple of functions satisfying the

following hypotheses (H):

• Λi,b and Λi,a are twice continuously differentiable,

• Λi,b and Λi,a are decreasing, with ∀δ ∈ R, Λi,b
′
(δ) < 0 and Λi,a

′
(δ) < 0,

• lim
δ→+∞

Λi,b(δ) = 0 and lim
δ→+∞

Λi,a(δ) = 0,

• sup
δ∈R

Λi,b(δ)Λi,b
′′

(δ)

(Λi,b′(δ))
2 < 2 and sup

δ∈R

Λi,a(δ)Λi,a
′′

(δ)

(Λi,a′(δ))2 < 2.

2The sign ′ designates the transpose operator. It transforms here a line vector into a column vector.
3These processes are explicitly constructed in the Appendix. Note that in our model, as in most real OTC

markets, there are no simultaneous RFQs in multiple assets.
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For all i ∈ {1, . . . , d}, J i,b(dt, dz) and J i,a(dt, dz) model respectively the volumes of transactions at
the bid and at the ask for asset i. The inventory of the market maker, modeled by the d-dimensional
process (qt)t≥0 =

(
(q1
t , . . . , q

d
t )′
)
t≥0

, has therefore the following dynamics:

∀i ∈ {1, . . . , d}, dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz),

with q0 given.

Remark 1. For a given asset i, Λi,. typically has the form Λi,.(δ) = λi,.RFQf
i,.(δ), where λi,.RFQ

is the (constant) intensity of arrival of requests for quote and f i,.(δ) gives the probability that a
request will result in a transaction given the quote δ proposed by the market maker. Furthermore,
µi,. should be seen as the distribution of sizes.

Finally, the process (Xt)t≥0 modeling the market maker’s cash account has the dynamics

dXt =

d∑
i=1

∫
R∗+
Si,a(t, z)zJ i,a(dt, dz)−

d∑
i=1

∫
R∗+
Si,b(t, z)zJ i,b(dt, dz)

=

d∑
i=1

∫
R∗+

(Sit + δi,a(t, z))zJ i,a(dt, dz)−
d∑
i=1

∫
R∗+

(Sit − δi,b(t, z))zJ i,b(dt, dz)

=

d∑
i=1

∫
R∗+

(
δi,b(t, z)zJ i,b(dt, dz) + δi,a(t, z)zJ i,a(dt, dz)

)
−

d∑
i=1

Sitdq
i
t.

We fix δ∞ ≥ 0 and define the set A of admissible controls4 by

A =

{
δ =

(
δi,b, δi,a

)
1≤i≤d : Ω× [0, T ]× R∗+ 7→ R2d

∣∣∣ δ is P ⊗ B(R∗+)−measurable,

∀i ∈ {1, . . . , d}, δi,b(t, z) ≥ −δ∞ P⊗ dt⊗ µi,b a.e. and δi,a(t, z) ≥ −δ∞ P⊗ dt⊗ µi,a a.e.

}
.

As proved in [62], under assumptions (H), the functions δ ∈ R 7→ δΛi,b(δ) and δ ∈ R 7→ δΛi,a(δ)
have a unique maximum on R. It is also easy to see that on [−δ∞,+∞), they are bounded from
below by −δ∞Λi,b(−δ∞) and −δ∞Λi,a(−δ∞), respectively.

For two given continuous penalty functions ψ : Rd → R+ and `d : Rd → R+, modeling the risk
aversion of the market maker, we aim at maximizing the objective function

E

[
XT +

d∑
i=1

qiTS
i
T − `d(qT )−

∫ T

0

ψ(qt)dt

]
, (1.1)

over the set A of admissible controls.

4We introduce here a unique lower bound for the quotes, independently of the asset, the side, the size, and the
time. Generalizations are straightforward.
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Remark 2. For instance, we can choose ψ(q) = γ
2 q
′Σq or ψ(q) = γ

√
q′Σq (for γ > 0) and

`d(q) = 0, `d(q) = ζ
2q
′Σq or `d(q) = ζ

√
q′Σq (for ζ > 0), as done in [39], [40], [66], and [62].

After applying Itô’s formula to
(
Xt +

∑d
i=1 q

i
tS
i
t

)
t≥0

between 0 and T , it is easy to see that the

problem is equivalent to maximizing

E

[ T∫
0

{
d∑
i=1

∫
R∗+

(
δi,b(t, z)zΛi,b(δi,b(t, z))µi,b(dz) + δi,a(t, z)zΛi,a(δi,a(t, z))µi,a(dz)

)
−ψ(qt)

}
dt−`d(qT )

]
,

over the set of admissible controls A.

We introduce the function J : [0, T ]× Rd ×A → R such that, ∀t ∈ [0, T ], ∀q = (q1, . . . , qd)′ ∈ Rd,
∀(δi)i∈{1,...,d} ∈ A,

J (t, q, (δi)i∈{1,...,d}) = E

[ T∫
t

{
d∑
i=1

∫
R∗+

(
δi,b(s, z)zΛi,b(δi,b(s, z))µi,b(dz) + δi,a(s, z)zΛi,a(δi,a(s, z))µi,a(dz)

)

− ψ
(
q
t,q,(δi)i∈{1,...,d}
s

)}
ds− `d

(
q
t,q,(δi)i∈{1,...,d}
T

)]
,

where
(
q
t,q,(δi)i∈{1,...,d}
s

)
s≥t is the inventory process starting in state q at time t and controlled by

(δi)i∈{1,...,d}.

The value function θ : [0, T ]× Rd → R of the problem is then defined as follows:

θ(t, q) = sup
(δi)i∈{1,...,d}∈A

J (t, q, (δi)i∈{1,...,d}),∀(t, q) ∈ [0, T ]× Rd.

We will show that θ is the unique (in a large class of functions) classical solution to the following
integro-differential Hamilton-Jacobi (HJ) equation:

0 =
∂w

∂t
(t, q)− ψ(q) +

d∑
i=1

∫
R∗+
zHi,b

(
w(t, q)− w(t, q + zei)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
w(t, q)− w(t, q − zei)

z

)
µi,a(dz), ∀(t, q) ∈ [0, T ]× Rd,(1.2)

with terminal condition w(T, q) = −`d(q),∀q ∈ Rd, where

Hi,b : p ∈ R 7→ sup
δ≥−δ∞

Λi,b(δ)(δ − p) and Hi,a : p ∈ R 7→ sup
δ≥−δ∞

Λi,a(δ)(δ − p),

and where
(
e1, . . . , ed

)
denotes the canonical basis of Rd.
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1.2.2 Existence and uniqueness of a solution to (1.2)
Lemma 1. ∀i ∈ {1, . . . , d}, Hi,b and Hi,a are two globally Lipschitz continuously differentiable
decreasing functions. Moreover, the supremum in the definition of Hi,b(p) (respectively Hi,a(p)) is
reached at a unique δi,b∗(p) (respectively δi,a∗(p)). Furthermore, δi,b∗ and δi,a∗ are continuous and
nondecreasing functions.

Proof. We prove the result only for the ask side. The proof is similar for the bid side.

Let i ∈ {1, . . . , d}. For p ∈ R, we define

hip : δ ∈ R 7−→ Λi,a(δ)(δ − p).

hip is a continuously differentiable function, positive for δ ∈ (p,+∞) and nonpositive otherwise. It
is easy to prove (see [62]) that there is a unique maximizer δ̃i,a∗(p) of hip on R characterized by

p = δ̃i,a∗(p) +
Λi,a(δ̃i,a∗(p))

Λi,a′(δ̃i,a∗(p))
.

By the implicit function theorem, p ∈ R 7→ δ̃i,a∗(p) is continuously differentiable and

δ̃i,a∗
′
(p) =

1

2− Λi,a(δ̃i,a∗(p))Λi,a′′ (δ̃i,a∗(p))

(Λi,a′ (δ̃i,a∗(p)))2

> 0,∀p ∈ R.

In particular, δ̃i,a∗ is increasing.

We introduce H̃i,a : p ∈ R→ sup
δ∈R

hip(δ). Then ∀p ∈ R, we have H̃i,a(p) = hip(δ̃
i,a∗(p)) and

H̃i,a′(p) = −Λi,a(δ̃i,a∗(p)) < 0.

So H̃i,a is decreasing and
δ̃i,a∗(p) =

(
Λi,a

)−1
(
−H̃i,a′(p)

)
.

Let us now recall that ∀p ∈ R, Hi,a(p) = sup
δ≥−δ∞

hip(δ).

For all p ∈ R such that −δ∞ ≤ δ̃i,a∗(p), we clearly have

Hi,a(p) = hip(δ̃
i,a∗(p)).

Otherwise, if δ̃i,a∗(p) < −δ∞, we can easily see that hip(.) is increasing on ] − ∞, δ̃i,a∗(p)] and
decreasing on [δ̃i,a∗(p),+∞[, which implies

Hi,a(p) = hip(−δ∞).

This means that the supremum in Hi,a(p) is reached at a unique δi,a∗(p) given by

δi,a∗(p) = max(δ̃i,a∗(p),−δ∞).
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In particular, δi,a∗ is continuous and nondecreasing, so Hi,a is continuous. Moreover, for all p ∈ R
such that δ̃i,a∗(p) > −δ∞, we have Hi,a(p) = H̃i,a(p) so Hi,a is decreasing on ]δ̃i,a∗−1(−δ∞),+∞[
and its derivative on this interval is

Hi,a′(p) = −Λi,a(δ̃i,a∗(p)) = −Λi,a(δi,a∗(p)).

On ]−∞, δ̃i,a∗−1(−δ∞)[, Hi,a is affine and its derivative is

Hi,a′(p) = −Λi,a(−δ∞) = −Λi,a(δi,a∗(p)).

Thus, by continuity of δi,a∗, Hi,a is continuously differentiable and decreasing on R. In particular,
|Hi,a′(p)| ≤ Λi,a(−δ∞) for all p ∈ R, so Hi,a is Lipschitz.

In what follows, we denote by Li,a the Lipschitz constant of Hi,a for all i ∈ {1, . . . , d}, and we
define similarly Li,b the Lipschitz constant of Hi,b for all i ∈ {1, . . . , d}.

For π ∈ C0(Rd,R+), let us consider Cπ the following vector space:

Cπ =

{
u ∈ C0(Rd,R)

∣∣∣∣∣ sup
q∈Rd

∣∣∣∣ u(q)

1 + π(q)

∣∣∣∣ < +∞

}
.

Equipped with the norm u ∈ Cπ 7→ ‖u‖π = sup
q∈Rd

∣∣∣ u(q)
1+π(q)

∣∣∣, Cπ is a Banach space.

We now consider for the rest of the paper that there exists p ∈ N∗ and C > 0 such that:

• ∀q ∈ Rd, π(q) ≤ C (1 + ‖q‖p),

• ∀q, y ∈ Rd, 1+π(q+y)
1+π(q) ≤ C (1 + ‖y‖p),

• ∀i ∈ {1, . . . , d},
∫
R∗+

(
zpµi,b(dz) + zpµi,a(dz)

)
< +∞,

where ‖.‖ denotes the Euclidean norm on Rd.

Moreover, we assume that ψ, `d ∈ Cπ.5

Remark 3. For the examples of Remark 2, it is natural to choose a quadratic function π such that
ψ, `d ≤ π. Then, the above assumptions are satisfied for p = 2 whenever µi,b and µi,a have a finite
second moment.

5This assumption implies in particular that ψ and `d have, at most, polynomial growth at infinity.
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Proposition 1. For all u ∈ Cπ, the function

F (u) : q ∈ Rd 7→ ψ(q)−
d∑
i=1

∫
R∗+
zHi,b

(
u(q)− u(q + zei)

z

)
µi,b(dz)−

d∑
i=1

∫
R∗+
zHi,a

(
u(q)− u(q − zei)

z

)
µi,a(dz)

is in Cπ.

Proof. Let u ∈ Cπ.

Let us consider q ∈ Rd and a sequence (qn)n converging towards q.

From the continuity of ψ, we have limn→+∞ ψ(qn) = ψ(q).

Also, ∀i ∈ {1, . . . , d},∀z ∈ R∗+, from the continuity of Hi,b and u, we have

lim
n→+∞

zHi,b

(
u(qn)− u(qn + zei)

z

)
= zHi,b

(
u(q)− u(q + zei)

z

)
.

Now, we write Hi,b(p) ≤ Hi,b(0) + Li,b|p| so that we get

zHi,b

(
u(qn)− u(qn + zei)

z

)
≤ zHi,b(0) + Li,b|u(qn)− u(qn + zei)|

≤ zHi,b(0) + Li,b|u(qn)|+ CLi,b‖u‖π (1 + π(qn)) (1 + zp)

≤ zHi,b(0) + Li,b sup
n
|u(qn)|+ CLi,b‖u‖π

(
1 + sup

n
π(qn)

)
(1 + zp) ,

which is integrable by assumption. Using the same technique for the terms associated with the
ask side and Lebesgue’s dominated convergence theorem, we conclude that limn→+∞ F (u)(qn) =
F (u)(q), hence the continuity of F (u).
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Moreover, for all q ∈ Rd, we have∣∣∣∣ F (u)(q)

1 + π(q)

∣∣∣∣ =

∣∣∣∣∣ ψ(q)

1 + π(q)
−

d∑
i=1

∫
R∗+

z

1 + π(q)
Hi,b

(
u(q)− u(q + zei)

z

)
µi,b(dz)

−
d∑
i=1

∫
R∗+

z

1 + π(q)
Hi,a

(
u(q)− u(q − zei)

z

)
µi,a(dz)

∣∣∣∣∣
≤ ‖ψ‖π +

d∑
i=1

∫
R∗+

z

1 + π(q)
Hi,b

(
u(q)− u(q + zei)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+

z

1 + π(q)
Hi,a

(
u(q)− u(q − zei)

z

)
µi,a(dz)

≤ ‖ψ‖π +

d∑
i=1

∫
R∗+

1

1 + π(q)

(
zHi,b(0) + Li,b

∣∣u(q)− u(q + zei)
∣∣)µi,b(dz)

+

d∑
i=1

∫
R∗+

1

1 + π(q)

(
zHi,a(0) + Li,a

∣∣u(q)− u(q − zei)
∣∣)µi,a(dz)

≤ ‖ψ‖π +

d∑
i=1

∫
R∗+

(
zHi,b(0) + Li,b‖u‖π + CLi,b‖u‖π (1 + zp)

)
µi,b(dz)

+

d∑
i=1

∫
R∗+

(
zHi,a(0) + Li,a‖u‖π + CLi,a‖u‖π (1 + zp)

)
µi,a(dz).

We conclude that sup
q∈Rd

∣∣∣F (u)(q)
1+π(q)

∣∣∣ < +∞ and therefore that F (u) ∈ Cπ.

We can therefore define a functional F : Cπ → Cπ such that, for all u ∈ Cπ and for all q ∈ Rd,

F (u)(q) = ψ(q)−
d∑
i=1

∫
R∗+
zHi,b

(
u(q)− u(q + zei)

z

)
µi,b(dz)−

d∑
i=1

∫
R∗+
zHi,a

(
u(q)− u(q − zei)

z

)
µi,a(dz).

We now come to the main property of the function F .

Proposition 2. F is Lipschitz on Cπ.
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Proof. Let u, v ∈ Cπ. For all q ∈ Rd, we have

|F (u)(q)− F (v)(q)| ≤
d∑
i=1

∫
R∗+
z

∣∣∣∣Hi,b

(
v(q)− v(q + zei)

z

)
−Hi,b

(
u(q)− u(q + zei)

z

)∣∣∣∣µi,b(dz)
+

d∑
i=1

∫
R∗+
z

∣∣∣∣Hi,a

(
v(q)− v(q − zei)

z

)
−Hi,a

(
u(q)− u(q − zei)

z

)∣∣∣∣µi,a(dz).

Therefore

|F (u)(q)− F (v)(q)| ≤
d∑
i=1

∫
R∗+
Li,b

∣∣v(q)− v(q + zei)− u(q) + u(q + zei)
∣∣µi,b(dz)

+

d∑
i=1

∫
R∗+
Li,a

∣∣v(q)− v(q − zei)− u(q) + u(q − zei)
∣∣µi,a(dz).

≤
d∑
i=1

∫
R∗+
Li,b |v(q)− u(q)|µi,b(dz) +

d∑
i=1

∫
R∗+
Li,b

∣∣v(q + zei)− u(q + zei)
∣∣µi,b(dz)

+

d∑
i=1

∫
R∗+
Li,a |v(q)− u(q)|µi,a(dz) +

d∑
i=1

∫
R∗+
Li,a

∣∣v(q − zei)− u(q − zei)
∣∣µi,a(dz).

We obtain therefore,

|F (u)(q)− F (v)(q)|
1 + π(q)

≤
d∑
i=1

∫
R∗+
Li,b‖u− v‖πµi,b(dz) +

d∑
i=1

∫
R∗+
CLi,b‖u− v‖π (1 + zp)µi,b(dz)

+

d∑
i=1

∫
R∗+
Li,a‖u− v‖πµi,a(dz) +

d∑
i=1

∫
R∗+
CLi,a‖u− v‖π (1 + zp)µi,a(dz).

By taking the supremum over q, we get that there exists a constant K > 0 such

‖F (u)− F (v)‖π ≤ K‖u− v‖π.

We conclude that F is Lipschitz continuous.

The Lipschitz property of F allows to obtain the following existence and uniqueness theorem:

Theorem 1. There exists a unique function W ∈ C1([0, T ], Cπ) such that w : (t, q) ∈ [0, T ]×Rd 7→
W(t)(q) is solution to (1.2) with terminal condition w(T, q) = −`d(q),∀q ∈ Rd.

Proof. Let us observe that W ∈ C1([0, T ], Cπ) is solution of the Cauchy problem{
W ′(t) = F (W(t)),∀t ∈ [0, T ]

W(T ) = −`d
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if and only if w : (t, q) ∈ [0, T ] × Rd 7→ W(t)(q) is solution to (1.2) with terminal condition
w(T, q) = −`d(q),∀q ∈ Rd.

As (Cπ, ‖.‖π) is a Banach space and F : Cπ → Cπ is Lipschitz continuous, we know by Cauchy-
Lipschitz theorem that there exists a unique maximal solution W to the above equation, and that
this solution is in fact global, meaning in particular that W is defined on [0, T ].

1.2.3 Verification theorem
We now want to prove that θ is in fact the function w defined in Theorem 1 and deduce the optimal
controls associated with the problem (1.1) using a verification argument.

Theorem 2. Let w be the function defined in Theorem 1.

Let (t, q) ∈ [0, T )× Rd.

Let us define (δ̄i)i∈{1,...,d} = (δ̄i,b, δ̄i,a)i∈{1,...,d} ∈ A such that ∀i ∈ {1, . . . , d},∀s ∈ [t, T ],∀z > 0:

δ̄i,b(s, z) = δi,b∗
(
w(s, qs−)− w(s, qs− + zei)

z

)
,

δ̄i,a(s, z) = δi,a∗
(
w(s, qs−)− w(s, qs− − zei)

z

)
,

where δi,b∗ and δi,a∗ are the functions defined in Lemma 1 and (qs)t≤s≤T = (q
t,q,(δ̄1,...,δ̄d)
s )t≤s≤T .

Then, θ(t, q) = w(t, q) and (δ̄1, . . . , δ̄d) is an optimal control for our stochastic control problem
starting at time t with qt = q.

Proof. Let (δi)i∈{1,...,d} = (δi,b, δi,a)i∈{1,...,d} ∈ A be an arbitrary control and let us denote by

(qs)s∈[t,T ] the process
(
q
t,q,(δ1,...,δd)
s

)
s∈[t,T ]

.

Let us first prove that for all i ∈ {1, . . . , d},

E

[∫ T

t

∫
R∗+

∣∣w(s, qs− + zei)− w(s, qs−)
∣∣Λi,b(δi,bs )µi,b(dz)ds

]
< +∞.
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Denoting by Mw the quantity sup
t∈[0,T ]

‖w(t, ·)‖π, we have

E

[∫ T

t

∫
R∗+

∣∣w(s, qs− + zei) − w(s, qs−)
∣∣Λi,b(δi,bs )µi,b(dz)ds

]

≤ Λi,b(−δ∞)E

[∫ T

t

∫
R∗+

(∣∣w(s, qs− + zei)
∣∣+ |w(s, qs−)|

)
µi,b(dz)ds

]

≤ Λi,b(−δ∞)MwE

[∫ T

t

∫
R∗+

(
1 + π(qs− + zei) + 1 + π(qs−)

)
µi,b(dz)ds

]

≤ Λi,b(−δ∞)MwE

[∫ T

t

∫
R∗+

(C (1 + zp) (1 + π(qs−)) + 1 + π(qs−)))µi,b(dz)ds

]
.

Therefore

E

[∫ T

t

∫
R∗+

∣∣w(s, qs− + zei) − w(s, qs−)
∣∣Λi,b(δi,bs )µi,b(dz)ds

]

≤ Λi,b(−δ∞)MwE

[∫ T

t

∫
R∗+

(C (1 + zp) (1 + C (1 + ‖qs−‖p)) + 1 + C (1 + ‖qs−‖p))µi,b(dz)ds

]
.

Subsequently, we just have to prove that

E

[∫ T

t

‖qs−‖pds

]
< +∞.

Since ‖qs‖ ≤ ‖q‖+ ‖qs − q‖, ‖qs‖p ≤ 2p−1 (‖q‖p + ‖qs − q‖p), and we need to prove that

E

[∫ T

t

‖qs− − q‖pds

]
< +∞.

As we are working in Rd, it is equivalent to prove that

E

[∫ T

t

‖qs− − q‖ppds

]
< +∞,

where ‖(x1, . . . , xd)
′‖p =

(∑d
i=1 |xi|p

)1/p

.

For that purpose, we introduce for each j ∈ {1, . . . , d}, two independent Poisson processes N j,b

and N j,a with respective intensities Λj,b(−δ∞) and Λj,a(−δ∞), and (ξj,bk )k≥1 and (ξj,ak )k≥1 two
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sequences of i.i.d. random variables with respective distributions µj,b and µj,a. Then, we have

E

[∫ T

t

‖qs− − q‖ppds

]
= E

∫ T

t

d∑
j=1

∣∣∣∣∣
∫
R∗+
zJj,b(dt, dz)−

∫
R∗+
zJj,a(dt, dz)

∣∣∣∣∣
p

ds


≤ E

∫ T

t

d∑
j=1

(∫
R∗+
zJj,b(dt, dz) +

∫
R∗+
zJj,a(dt, dz)

)p
≤ E

∫ T

t

d∑
j=1

Nj,bs∑
k=1

ξj,bk +

Nj,as∑
k=1

ξj,ak

p

ds


≤ 2p−1E

∫ T

t

d∑
j=1

Nj,bs∑
k=1

ξj,bk

p

+

Nj,as∑
k=1

ξj,ak

p ds


≤ 2p−1

∫ T

t

d∑
j=1

E

(N j,b
s

)p−1
Nj,bs∑
k=1

(
ξj,bk

)p+ E

(N j,a
s

)p−1
Nj,as∑
k=1

(
ξj,ak

)p ds

≤ 2p−1

∫ T

t

d∑
j=1

(
E
[(
N j,b
T

)p]
E
[(
ξj,b1

)p]
+ E

[(
N j,a
T

)p]
E
[(
ξj,a1

)p])
ds

≤ 2p−1T

d∑
j=1

(
E
[(
N j,b
T

)p] ∫
R∗+
zpµj,b(dz) + E

[(
N j,a
T

)p] ∫
R∗+
zpµj,a(dz)

)
< +∞.

Using the above, we have, for all i ∈ {1, . . . , d},

E

[∫ T

t

∫
R∗+

(
w(s, qs− + zei)− w(s, qs−)

)
J i,b(ds, dz)

]

= E

[∫ T

t

∫
R∗+

(
w(s, qs− + zei) − w(s, qs−)

)
Λi,b(δi,bs )µi,b(dz)ds

]
,

Of course, we can similarly prove that, for all i ∈ {1, . . . , d},

E

[∫ T

t

∫
R∗+

(
w(s, qs− − zei)− w(s, qs−)

)
J i,a(ds, dz)

]

= E

[∫ T

t

∫
R∗+

(
w(s, qs− − zei) − w(s, qs−)

)
Λi,a(δi,as )µi,a(dz)ds

]
.
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Now, by applying Itô’s formula, we get

w(T, qT ) = w(t, q) +

∫ T

t

∂w

∂t
(s, qs)ds+

d∑
i=1

∫ T

t

∫
R∗+

(
w(s, qs− + zei)− w(s, qs−)

)
J i,b(ds, dz)

+

d∑
i=1

∫ T

t

∫
R∗+

(
w(s, qs− − zei)− w(s, qs−)

)
J i,a(ds, dz).

By taking expectation, we get

E [w(T, qT )] = w(t, q) + E

[∫ T

t

{
∂w

∂t
(s, qs) +

d∑
i=1

∫
R∗+

Λi,b(δi,b(s, z))
(
w(s, qs− + zei)− w(s, qs−)

)
µi,b(dz)

+

d∑
i=1

∫
R∗+

Λi,a(δi,a(s, z))
(
w(s, qs− − zei)− w(s, qs−)

)
µi,a(dz)

}
ds

]
,

which, by definition of w, gives us the following inequality:

E [−`d(qT )] ≤ w(t, q) + E

[∫ T

t

{
ψ(qs)−

d∑
i=1

∫
R∗+
zΛi,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

−
d∑
i=1

∫
R∗+
zΛi,a(δi,a(s, z))δi,a(s, z)µi,a(dz)

}
ds

]
,

with equality when (δi)i∈{1,...,d} =
(
δ̄i
)
i∈{1,...,d}.

In other words,

E

[∫ T

t

{
d∑
i=1

∫
R∗+

(
zΛi,b(δi,b(s, z))δi,b(s, z)µi,b(dz) + zΛi,a(δi,a(s, z))δi,a(s, z)µi,a(dz)

)
− ψ(qs)

}
ds− `d(qT )

]
≤ w(t, q),

with equality when (δi)i∈{1,...,d} =
(
δ̄i
)
i∈{1,...,d}.

By taking the supremum over (δi)i∈{1,...,d} ∈ A, we get θ(t, q) = w(t, q) and the fact that
(
δ̄i
)
i∈{1,...,d}

is optimal.

1.3 Solving the multi-asset market making problem with fac-
tors

Let us now consider the particular case of problem (1.1) where ∀q ∈ Rd, ψ(q) = ψ̄ (q′Σq) and
`d(q) = ¯̀

d(q
′Σq) for some continuous functions ψ̄ and ¯̀

d with, at most, polynomial growth at in-
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finity. This particular case covers the examples of the literature (see Remark 2).

If the prices of the d assets are modeled using a small number k of factors, as it is the case in most
econometric models of financial asset prices, then the variance-covariance matrix Σ takes the form

Σ = βV β′ +R,

where β is a d-by-k matrix of real coefficients, V the k-by-k variance-covariance matrix of the fac-
tors, and R the d-by-d variance-covariance matrix of the residuals.

If the explanatory power of the factors is high, R should be small compared to Σ (in Frobenius
norm for instance). Our approach consists in ignoring the residuals, i.e. setting R to 0. In other
words, we project the market risk on a space of factors of dimension k. As we shall see in Section
1.4, this approach provides very good results as measured by the objective function (1.1).

In what follows, we also discuss an approximation method based on Monte-Carlo simulations to
account for the influence of R once one has computed the optimal quotes in the case with no residual
risk. The advantages and drawbacks of this additional approximation method will be discussed in
Section 1.4.

1.3.1 A low-dimensional approximation
Let us now assume that Σ = βV β′, i.e. R = 0. Under this assumption, we can write problem (1.1)
as the maximization of

E

[
XT +

d∑
i=1

qiTS
i
T − ¯̀

d ((β′qT )′V (β′qT ))−
∫ T

0

ψ̄ ((β′qt)
′V (β′qt)) dt

]
. (1.3)

Using the same ideas as in Section 1.2, this expression can be written as

E

[ T∫
0

{∫
R∗+

d∑
i=1

(
δi,b(t, z)zΛi,b(δi,b(t, z))µi,b(dz) + δi,a(t, z)zΛi,a(δi,a(t, z))µi,a(dz)

)
− ψ̄ ((β′qt)

′V (β′qt))

}
dt

− ¯̀
d ((β′qT )′V (β′qT ))

]
.

Let us introduce (ft)t∈[0,T ] = (β′qt)t∈[0,T ]. Then, the problem of maximizing (1.3) is equivalent to
that of maximizing

E

[ T∫
0

{∫
R∗+

d∑
i=1

(
δi,b(t, z)zΛi,b(δi,b(t, z))µi,b(dz) + δi,a(t, z)zΛi,a(δi,a(t, z))µi,a(dz)

)
−ψ̄ (f ′tV ft)

}
dt−¯̀

d (f ′TV fT )

]
.

The state process of our problem is now the Markov process (ft)t∈[0,T ] instead of (qt)t∈[0,T ]: we
have reduced the dimension of the problem from d to k.
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Let us introduce J̃ : [0, T ] × Rk × A → R such that, ∀t ∈ [0, T ], ∀f = (f1, . . . , fk)′ ∈ Rk,
∀(δi)i∈{1,...,d} ∈ A

J̃ (t, f, (δi)i∈{1,...,d}) = E

[ T∫
t

{∫
R∗+

d∑
i=1

(
δi,b(s, z)zΛi,b(δi,b(s, z))µi,b(dz) + δi,a(s, z)zΛi,a(δi,a(s, z))µi,a(dz)

)

−ψ̄ (f ′sV fs)

}
ds− ¯̀

d (f ′TV ffT )

]
,

where (fs)s∈[t,T ] = (f
t,f,(δi)i∈{1,...,d}
s )s∈[t,T ] is here the state process starting in state f at time t and

controlled by (δi)i∈{1,...,d}.

The value function θ̃ : [0, T ]× Rk → R of the problem is then defined as follows:

θ̃(t, f) = sup
(δi)i∈{1,...,d}∈A

J̃ (t, f, (δi)i∈{1,...,d}), ∀(t, f) ∈ [0, T ]× Rk.

By using the same arguments as in Section 1.2, we can show that θ̃ is the unique (in a large class
of functions) smooth solution to the following integro-differential Hamilton-Jacobi equation:

0 =
∂θ̃

∂t
(t, f)− ψ̄ (f ′V f) +

d∑
i=1

∫
R∗+
zHi,b

(
θ̃(t, f)− θ̃(t, f + zẽi)

z

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ̃(t, f)− θ̃(t, f − zẽi)

z

)
µi,a(dz), ∀(t, f) ∈ [0, T )× Rk,

(1.4)

with terminal condition θ̃(T, f) = −¯̀
d(f
′V f),∀f ∈ Rk, where ∀i ∈ {1, . . . , d}, ẽi = β′ei.

Furthermore, the optimal controls are now given by:

δ̄i,b(s, z) = δi,b∗

(
θ̃(s, fs−)− θ̃(s, fs− + zẽi)

z

)
,

δ̄i,a(s, z) = δi,a∗

(
θ̃(s, fs−)− θ̃(s, fs− − zẽi)

z

)
.

When R = 0, the problem boils down therefore to finding the solution θ̃ of (1.4) with the appro-
priate terminal condition. In particular, from a numerical point of view, we need to approximate
the solution of an equation involving time plus k space dimensions, and this is doable with grid
methods if k is small.

1.3.2 A Monte-Carlo method to take the residual risk into account
As we shall see in Section 1.4, the above approximation method provides very good results as mea-
sured by the value of the objective function (1.1). Nevertheless, when market risk is projected on
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a low-dimensional space of factors, there are linear combinations of assets that falsely appear to be
risk-free. To prevent trajectories of the inventory visiting too often regions that are falsely associ-
ated with low risk, it makes sense to look for methods that account for the residual risk measured
by the matrix R.

In what follows, we propose an approximation method to take the residual risk into account. The
idea consists in considering the first-order expansion in ε where

Σ = βV β′ + εR.

The rationale behind this idea is that, for a factor model with high explanatory power, R should
be small and it makes sense therefore to use a perturbative approach.

When ε = 0, we know how to solve the problem, and the value function is given by θ̃. To approximate
the value function θ of the problem for ε > 0, we consider a first-order expansion of the form

θ(t, q) = θ̃(t, β′q) + εη(t, q) + o(ε), ∀(t, q) ∈ [0, T ]× Rd.

By plugging this expression into equation (1.2), we formally get

0 =
∂θ̃

∂t
(t, β′q) + ε

∂η

∂t
(t, q) + o(ε)− ψ̄ ((β′q)′V (β′q) + εq′Rq)

+

d∑
i=1

∫
R∗+
zHi,b

(
θ̃(t, β′q)− θ̃(t, β′q + zẽi)

z
+ ε

η(t, q)− η(t, q + zei)

z
+ o(ε)

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ̃(t, β′q)− θ̃(t, β′q − zẽi)

z
+ ε

η(t, q)− η(t, q − zei)
z

+ o(ε)

)
µi,a(dz),

and
θ̃(T, β′q) + εη(T, q) + o(ε) = −¯̀

d ((β′q)′V (β′q) + εq′Rq) .

Assuming that ψ̄ and ¯̀
d are C1 and performing a Taylor expansion, we obtain

0 =
∂θ̃

∂t
(t, β′q) + ε

∂η

∂t
(t, q)− ψ̄ ((β′q)′V (β′q))− εψ̄′ ((β′q)′V (β′q)) q′Rq

+

d∑
i=1

∫
R∗+
zHi,b

(
θ̃(t, β′q)− θ̃(t, β′q + zẽi)

z

)
µi,b(dz)

+ ε

d∑
i=1

∫
R∗+
Hi,b′

(
θ̃(t, β′q)− θ̃(t, β′q + zẽi)

z

)(
η(t, q)− η(t, q + zei)

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
zHi,a

(
θ̃(t, β′q)− θ̃(t, β′q − zẽi)

z

)

+ ε

d∑
i=1

∫
R∗+
Hi,a′

(
θ̃(t, β′q)− θ̃(t, β′q − zẽi)

z

)(
η(t, q)− η(t, q − zei)

)
µi,a(dz) + o(ε),
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and
θ̃(T, β′q) + εη(T, q) + o(ε) = −¯̀

d ((β′q)′V (β′q))− ε¯̀′
d ((β′q)′V (β′q)) q′Rq + o(ε).

As θ̃ verifies (1.4), we get

0 =
∂η

∂t
(t, q)− ψ̄′ ((β′q)′V (β′q)) q′Rq +

d∑
i=1

∫
R∗+
Hi,b′

(
θ̃(t, β′q)− θ̃(t, β′q + zẽi)

z

)(
η(t, q)− η(t, q + zei)

)
µi,b(dz)

+

d∑
i=1

∫
R∗+
Hi,a′

(
θ̃(t, β′q)− θ̃(t, β′q − zẽi)

z

)(
η(t, q)− η(t, q − zei)

)
µi,a(dz).

and η(T, q) = −¯̀′
d ((β′q)′V (β′q)) q′Rq.

This equation, although in space-dimension d, is linear. Therefore, by the Feynman-Kac represen-
tation theorem, we have the following formula:

η(t, q) = EP̃

[
−
∫ T

t

ψ̄′ ((β′qs)
′V (β′qs)) q

′
sRqsds− ¯̀′

d ((β′qT )′V (β′qT )) q′TRqT

∣∣∣∣qt = q

]
,

where under P̃, for all i ∈ {1, . . . , d}, J i,b and J i,a have their respective intensity kernels given by

ν̃i,bt (dz) = −Hi,b′
(
θ̃(t, β′qt−)− θ̃(t, β′qt− + zẽi)

z

)
µi,b(dz),

ν̃i,at (dz) = −Hi,a′
(
θ̃(t, β′qt−)− θ̃(t, β′qt− − zẽi))

z

)
µi,a(dz).

Remark 4. It is noteworthy that the dynamics of (qs)s∈[t,T ] under P̃ is that associated with the
use of the optimal quotes when R = 0.

Thanks to this probabilistic representation, we can easily compute η(t, q) for a given time t and
inventory q using a Monte-Carlo method, and therefore easily compute both an approximation of
the value function and an approximation of the optimal quotes that account, to the first order, for
the residual risk. Of course, in practice, it would be prohibitively expensive in terms of computation
time to carry out a Monte-Carlo simulation for all possible values of the inventory, but this method
can alternatively be used (online) upon receiving a request for quote for a specific asset and given
the current time and inventory (this will be discussed in Section 1.4.1).

Remark 5. In the computation of the optimal quotes associated with asset i, one relies on the
approximation

θ(t, qt−)− θ(t, qt− ± zei) ' θ̃(t, β′qt−)− θ̃(t, β′qt− ± zẽi) + η(t, qt−)− η(t, qt− ± zei).

To compute η(t, qt−) − η(t, qt− ± zei), the same sample paths should be used in the estimations
of η(t, qt−) and η(t, qt− ± zei). This is the same remark as for the computation of the Greeks of
derivatives contracts with Monte-Carlo techniques.
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1.4 Numerical results

1.4.1 The case of two assets: one factor vs. two factors
Model parameters

In this section, we apply our multi-asset market making model to the case of two highly-correlated
assets (here bonds). Our goal is to show that, in this case, the reduced one-factor model gives very
similar results to the complete two-factor model. For this purpose, we consider two assets with the
following characteristics:

• Asset prices: S1
0 = S2

0 = 100 e.

• Volatility of asset 1: σ1 = 1.2 e · day−
1
2 .

• Volatility of asset 2: σ2 = 0.6 e · day−
1
2 .

• Correlation: ρ = 0.9.

• Intensity functions:

Λi,b(δ) = Λi,a(δ) = λRFQ
1

1 + eαΛ+βΛδ
, i ∈ {1, 2},

with λRFQ = 30 day−1, αΛ = 0.7, and βΛ = 30 e−1. This corresponds to 30 RFQs per day
for each asset, a probability of 1

1+e0.7 ' 33% to trade when the answered quote is the reference
price and a probability of 1

1+e−0.2 ' 55% to trade when the answered quote is the reference
price improved by 3 cents.

• Request sizes are distributed according to a Gamma distribution Γ(αµ, βµ) with αµ = 4 and
βµ = 4 · 10−4. This corresponds to an average request size of 10000 assets (i.e. approximately
1000000 e) and a standard deviation equal to half the average.

The variance-covariance matrix is therefore given by

Σ =

[
1.44 0.648
0.648 0.36

]
= ΩDΩ′ '

[
0.906 0.424
0.424 −0.906

] [
1.744 0

0 0.056

] [
0.906 0.424
0.424 −0.906

]
.

We can see that the second eigenvalue is very small in comparison to the first. This justifies that it
is reasonable to approximate the two-dimensional problem with a one-dimensional problem using

the result of Section 1.3, i.e. by considering β '
[
0.906
0.424

]
and V ' 1.744.

Regarding the objective function, we consider the following:

• Time horizon given by T = 12 days. This horizon ensures convergence towards stationary
quotes at time t = 0 – see Figure 1.4 below.

• ψ : q ∈ R2 7→ γ
2 q
′Σq with γ = 8 · 10−7 e−1.

• `d = 0.
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Results with 2 factors

Since θ and θ̃ are defined on [0, T ]×R2, a first step for approximating the value functions consists
in restricting the state space to a compact set. A traditional way to proceed consists in setting
boundary conditions. In what follows, we equivalently impose risk limits in the sense that no trade
that would result in an inventory q ∈ R2 such that q′Σq > B is admitted, where B = 2.4 · 1010.6

We then approximate the solution θ̃ to (1.4) with two factors using a monotone explicit Euler
scheme with linear interpolation on a grid of size 141 × 141 for the factors and a discretization of
the RFQ size distribution with 4 sizes: z1 = 6250, z2 = 12500, z3 = 18750, and z4 = 25000 assets –
thereafter respectively designated by very small, small, large, and very large size – with respective
probability p1 = 0.53, p2 = 0.35, p3 = 0.10, and p4 = 0.02.7

The value function (at time t = 0) as a function of the factors is plotted in Figure 1.1. From the
value function, we obtain the optimal bid and ask quotes of the market maker as a function of
inventories and request size. The optimal bid quotes (at time t = 0) for asset 1 and asset 2 (in
the case of the smallest RFQ size) are plotted in Figures 1.2 and 1.3. The ask quotes are of course
symmetric and are not plotted.

We see in Figures 1.2 and 1.3 that the optimal bid quotes for both assets are increasing functions
of both the inventory in asset 1 and asset 2, as expected given the positive value of the correlation
parameter ρ chosen in the example of this section.

As discussed above, we chose T = 12 days to ensure convergence of the optimal quotes to their
stationary values. This is illustrated in Figure 1.4.

To see the impact of the RFQ size on the optimal quotes, we plot in Figure 1.5 the four functions

q1 7→ δ̄1,b(0, q1, 0, zk), k ∈ {1, . . . , 4}

and in Figure 1.6 the four functions

q2 7→ δ̄1,b(0, 0, q2, zk), k ∈ {1, . . . , 4}.

Likewise for asset 2: we plot in Figure 1.7 the four functions

q2 7→ δ̄2,b(0, 0, q2, zk), k ∈ {1, . . . , 4}

and in Figure 1.8 the four functions

q1 7→ δ̄2,b(0, q1, 0, zk), k ∈ {1, . . . , 4}.

We see that accounting for the size of RFQs significantly impacts the optimal quotes of asset 1.
This is less the case for asset 2 (this difference is due to the fact that the volatility of asset 1 is
twice that of asset 2). In all cases, the monotonicity is unsurprising.8

47



f1

100000
50000

0
50000

100000

f2

600000
400000

200000
0

200000
400000

600000

Value function

35000

40000

45000

50000

55000

60000

65000

Value function for different values of the factors

40000

45000

50000

55000

60000

65000

Figure 1.1: Value function for different values of the factors.
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Figure 1.2: Optimal bid quote for asset 1 for different values of the inventory (very small trades).
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Figure 1.4: Optimal bid quotes as a function of time for various values of the factors (very small
trades). Top left: Asset 1 when f2 = 0. Top right: Asset 1 when f1 = 0. Bottom left: Asset 2
when f2 = 0. Bottom right: Asset 2 when f1 = 0.
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Figure 1.5: Optimal bid quote for asset 1 for different trade sizes as a function of q1 (q2 = 0).
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Figure 1.6: Optimal bid quote for asset 1 for different trade sizes as a function of q2 (q1 = 0).

6These risk limits can be expressed in the space of factors instead of being expressed with the inventory vector.
7When there are as many factors as assets, one could directly consider the problem with inventory variables.
8Boundary effects related to impossible interpolation explain the surprising position of some extreme points.
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Figure 1.7: Optimal bid quote for asset 2 for different trade sizes as a function of q2 (q1 = 0).
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Figure 1.8: Optimal bid quote for asset 2 for different trade sizes as a function of q1 (q2 = 0).

In order to check that the value of B defining the risk limits does not have a significant impact
on our numerical approximation, we carried out a Monte-Carlo simulation with 2000 trajectories
starting from zero inventory, using the optimal quotes. The distribution of inventory is plotted in
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Figure 1.9.9 We clearly see that the ellipse of authorized inventory is wide enough to have little
influence on the outcome.
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Figure 1.9: Distribution of the inventory over 2000 simulations starting from zero inventory (with
optimal quotes).

The statistics associated with our simulations are documented in Table 1: the average PnL at time
T , the standard deviation of that PnL at date T , the part of that standard deviation not related
to market risk – i.e. only related to the randomness of RFQs –,10 and the estimated value of the
objective function, i.e. the empirical mean of PnLT − γ

2

∫ T
0
q′tΣqtdt.

Mean PnL Stdev PnL Stdev coming from RFQs Objective function
72081 80432 5959 69293

Table 1: Statistics associated with our 2000 simulations starting from zero inventory (with optimal
quotes).

These figures have to be compared with those associated with a basic naive strategy. A basic strategy
consists, for each asset and side, in always quoting the same “myopic” quote that maximizes the

9The shades of gray are in logarithmic scale.
10Using the law of total variance, it is easy to see that

V(PnLT ) = E
[∫ T

0
q′tΣqtdt

]
+ V

(∫ T

0

2∑
i=1

∫
R∗+

(
δi,b(t, z)zJi,b(dt, dz) + δi,a(t, z)zJi,a(dt, dz)

))
.

This formula enables to distinguish the part of the variance of the PnL at time T coming from market risk (the first
term) from that coming from the randomness of RFQs (the second term).
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expected instantaneous PnL. In other words, these myopic quotes are defined, for all i ∈ {1, . . . , d},
by

δi,bmyopic = argmax δΛi,b(δ) and δi,amyopic = argmax δΛi,a(δ).

In our case, the myopic quotes are all equal to 0.03854 e.

We carried out 2000 simulations using these myopic quotes with the same source of randomness as
above. The distribution of inventory is plotted in Figure 1.10, and the statistics associated with
our simulations are documented in Table 2.
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Figure 1.10: Distribution of the inventory over 2000 simulations starting from zero inventory (with
myopic quotes).

Mean PnL Stdev PnL Stdev coming from RFQs Objective function
73410 265906 6211 43953

Table 2: Statistics associated with our 2000 simulations starting from zero inventory (with myopic
quotes).

With these figures, we clearly see that the main source of risk is market risk and not the risk
associated with the randomness of RFQs. This justifies our choice of objective function that only
penalizes the part of the variance coming from market risk.

We also clearly see that the use of the optimal quotes drastically reduces the variance of the PnL
and results in a high value of the objective function. More precisely, although the use of optimal
quotes reduces the average PnL from around 73410 to around 72081, it enables a reduction by a
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factor 3 of the standard deviation of the PnL from around 265906 to around 80432, hence a major
increase of the objective function from around 43953 to around 69293 (a figure consistent with the
maximum of the value function plotted in Figure 1.1 which is approximately 69174).

Results with the one-factor model and comparison

Let us now compare the results with two factors to the results with one factor, i.e. when the smallest
eigenvalue of Σ is replaced by 0.

As above, we start with an approximation of the solution θ̃ to (1.4) with one factor. We used
a monotone explicit Euler scheme on a grid of size 141 for the unique factor and the same dis-
cretization (with 4 sizes) as in the previous paragraphs for the RFQ size distribution. The set of
authorized inventory {q ∈ R2|q′Σq ≤ B} is of course replaced by the set {q ∈ R2|(β′q)′V (β′q) ≤ B}
which corresponds, in terms of the unique factor, to the interval

[
−
√

B
V ,
√

B
V

]
.

The value function (at time t = 0) as a function of the inventory, obtained through linear inter-
polation is plotted in Figure 1.11. The difference between the one-factor value function and the
two-factor one is plotted in Figure 1.12.
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Figure 1.11: Value function in the one-factor case for different values of the inventory.
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Figure 1.12: Difference between the value functions in the one- and two-factor cases for different
values of the inventory.

We see that the value function in the one-factor case is above that of the two-factor case. This
comes from the fact that not all the risk is taken into account in the one-factor case. We also see
that the difference between the two value functions is very large at the two extremes of the major
axis of the ellipse. This comes from the fact that the market maker using the one-factor model
believes that positions close to the major axis of the ellipse are associated with low risk whereas
this is less and less the case as the inventory in each asset increases in absolute value.

As in the two-factor case, we deduce from the value function the optimal bid and ask quotes of the
market maker (at time t = 0) as a function of inventory and request size. The optimal bid quotes
for asset 1 and asset 2 (in the case of the smallest RFQ size) are plotted in Figures 1.13 and 1.14.
The differences between the optimal bid quotes in the one-factor case and two-factor case (for the
smallest RFQ size) are plotted in Figure 1.15 and Figure 1.16.
We clearly see that the larger (in absolute value) the inventory in each asset, the larger the differ-
ence in optimal quotes between the exact model and the one-factor approximation. This is in line
with expectation.

To better compare the quotes and see the impact of RFQ size, we plot in Figures 1.17, 1.18, and
1.19 the optimal bid quotes of asset 1 when q2 = 0 for different values of q1, when q1 = 0 for
different values of q2, and when (q1, q2) spans the major axis of the ellipse of authorized inventory.

Likewise, we plot in Figures 1.20, 1.21, and 1.22 the optimal bid quotes of asset 2 when q1 = 0 for
different values of q2, when q2 = 0 for different values of q1, and when (q1, q2) spans the major axis
of the ellipse of authorized inventory.
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Figure 1.13: Optimal bid quote in the one-factor case for asset 1 for different values of the inventory
(very small trades).
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Figure 1.14: Optimal bid quote in the one-factor case for asset 2 for different values of the inventory
(very small trades).
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Figure 1.15: Difference between the optimal bid quotes of asset 1 in the one- and two-factor cases
for different values of the inventory (very small trades).
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Figure 1.16: Difference between the optimal bid quotes of asset 2 in the one- and two-factor cases
for different values of the inventory (very small trades).
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Figure 1.17: Optimal bid quote for asset 1 for different trade sizes as a function of q1 (q2 = 0).
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Figure 1.18: Optimal bid quote for asset 1 for different trade sizes as a function of q2 (q1 = 0).
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Figure 1.19: Optimal bid quote for asset 1 for different trade sizes as a function of q1 ((q1, q2) on
the major axis of the ellipse).
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Figure 1.20: Optimal bid quote for asset 2 for different trade sizes as a function of q2 (q1 = 0).
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Figure 1.21: Optimal bid quote for asset 2 for different trade sizes as a function of q1 (q2 = 0).
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Figure 1.22: Optimal bid quote for asset 2 for different trade sizes as a function of q1 ((q1, q2) on
the major axis of the ellipse).
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These plots confirm that the optimal quotes in the one-asset model are good approximations of the
true optimal ones whenever the inventory in each asset is not too large, all the more for inventories
that are not close to the major axis of the ellipse of authorized inventory. Moreover in our exam-
ple, the one-factor model seems to return quotes closer to the true optimal ones for asset 1 than
for asset 2: this is due to the fact that here, the factor obtained through PCA explains better the
risk of asset 1 than that of asset 2 (the residual variance of the latter is four times that of the former).

Comparing quotes is important but what really matters is to compare the distribution of the PnL
at time T when using the quotes obtained within the one-factor model with the distribution of
the PnL at time T when using the optimal quotes (of the two-factor model). For that purpose,
we carried out a Monte-Carlo with 2000 simulations using the same source of randomness as in
Section 4.1.2. The distribution of inventory when using the optimal quotes in the one-factor model
is plotted in Figure 1.23. The statistics associated with our simulations are documented in Table 3.
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Figure 1.23: Distribution of the inventory over 2000 simulations starting from zero inventory (with
the optimal quotes of the one-factor case).

Mean PnL Stdev PnL Stdev coming from RFQs Objective function
72523 96746 6033 68567

Table 3: Statistics associated with our 2000 simulations starting from zero inventory (with the
optimal quotes of the one-factor case).

We clearly see that the performance of the one-factor approximation is very good. The value of the
objective function is indeed around 68567 when using the quotes obtained in the one-factor model,
a bit smaller than the value of approximately 69293 obtained with the same source of randomness
when using the optimal quotes. In fact, the average PnL is higher with the one-factor optimal
quotes but, since the distribution of inventory is denser in areas that are falsely believed to be
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risk-free or wrongfully associated with low risk, the standard deviation of the PnL is in fact higher
(around 96746 versus around 80432), resulting in a lower value of the objective function.

Taking the residual risk into account with our Monte-Carlo method

We have seen above that the use of the optimal quotes of the one-factor model provides very good
results in terms of the value of the objective function. Nevertheless, the distribution of the inventory
plotted in Figure 1.23 differs from the distribution associated with the true optimal quotes plotted
in Figure 1.9 because the major axis of the ellipse of authorized inventory is associated with zero
risk in the one-factor model. In this section, we illustrate the Monte-Carlo method proposed in
Section 1.3.2 in order to account for the residual risk in the approximation of the value function
and the optimal quotes.

It is noteworthy that the Monte-Carlo method of Section 1.3.2, unlike the grid method of Section
1.3.1, does not allow to compute the optimal quotes for all assets, sides, sizes, and values of the
inventory (we ignore time by focusing on t = 0) at once. Instead, it requires a different Monte-Carlo
simulation for each desired quote. In particular, should it be used by practitioners, its use should
be online. In other words, the computations should only be carried out upon receiving an RFQ or
slightly beforehand if one wants to prepare the quotes (given the current inventory) for the most
probable RFQs.

A related point is that, even for illustration and even with two assets, it is too time-consuming
to compute the Monte-Carlo adjustment for all assets, sides, sizes, and possible inventories. As a
consequence, it is too time-consuming to carry out simulations of the PnL with the quotes amended
by the Monte-Carlo method of Section 1.3.2. Instead of a complete analysis, we focus on a sectional
analysis by looking at the cases q2 = 0, q1 = 0, and (q1, q2) on the major axis of the ellipse of
authorized inventory.

In Figures 1.24, 1.25, and 1.26, we compare the value function obtained in the two-factor case, i.e.
the true value function, to the value function of the one-factor case and to its adjustment through the
Monte-Carlo technique of Section 1.3.2 – we use 50 simulations for each point (with the same source
of randomness for all points). Figure 1.24 deals with the comparison of the values on the section
{q2 = 0}, Figure 1.25 deals with the comparison of the values on the section {q1 = 0}, and Figure
1.26 deals with the comparison of the values on the major axis of the ellipse of authorized inventory.

We clearly see that, unsurprisingly, the Monte-Carlo adjustment goes in the right direction. How-
ever, the Monte-Carlo method leads to (i) an overestimation of the gap between the value function
of the one-factor case and the true value function and (ii) an overestimation of the degree of con-
cavity of the value function (this is particularly the case for the third section).

It is noteworthy that the quality of the approximation is the best around 0. This point is interesting
if one wants to estimate the degree of suboptimality of a quoting strategy in a scenario starting
with zero inventory. The poor approximation of the concavity is however a limitation since quotes
are based on finite differences of the value function. This is well illustrated by Figures 1.27, 1.28,
and 1.29.
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Figure 1.24: Value functions in the one-factor case, two-factor case, and approximation using
Monte-Carlo as a function of q1 (q2 = 0).
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Figure 1.25: Value functions in the one-factor case, two-factor case, and approximation using
Monte-Carlo as a function of q2 (q1 = 0).
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Figure 1.26: Value functions in the one-factor case, two-factor case, and approximation using
Monte-Carlo as a function of q1 ((q1, q2) on the major axis of the ellipse.
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Figure 1.27: Optimal bid quotes of asset 1 in the one-factor, two-factor, and "one-factor + Monte-
Carlo" cases as a function of q1 (q2 = 0) – small trades.
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Figure 1.28: Optimal bid quotes of asset 2 in the one-factor, two-factor, and "one-factor + Monte-
Carlo" cases as a function of q2 (q1 = 0) – small trades.
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Figure 1.29: Optimal bid quotes of asset 1 in the one-factor, two-factor, and "one-factor + Monte-
Carlo" cases as a function of q1 ((q1, q2) on the major axis of the ellipse) – small trades.
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Nevertheless, even though the Monte-Carlo adjustments of quotes are too large, especially on the
major axis of the ellipse (see Figure 1.29), this drawback of the Monte-Carlo method of Section
1.3.2 should be qualified as the quotes obtained with the Monte-Carlo technique naturally lead –
because of the overestimated slope of the quotes – to trajectories of the inventory more concentrated
around 0 and therefore to a very rare use of the quotes that are too different from the optimal ones.

Before we go on with an example including 30 assets, let us conclude on the two-asset case. The
method we propose to tackle the curse of dimensionality is based on the projection of market risk
on a low-dimensional space of factors. It works very well in the two-asset case as the quotes permit
to reach a value of the objective function close to the optimal one. The Monte-Carlo adjustment
we suggested in Section 1.3.2 allows to approximate the true value function at the point of zero
inventory, which is quite useful when one does not have access to the true value function, as is
the case in high dimension. However, it overestimates the changes one must make to the quotes
computed with the low-dimensional approximation.

1.4.2 Dealing with 30 assets
We now consider the more challenging case of a market maker in charge of 30 assets (here bonds)
with the following characteristics:

• Asset prices: Si0 = 100 e, ∀i ∈ {1, . . . , 30}.

• Volatility of assets: σi = 1.2 e · day−
1
2 ,∀i ∈ {1, . . . , 15}, and σi = 0.6 e · day−

1
2 ,∀i ∈

{16, . . . , 30}.

• Correlation matrix:
[
R11 R12

R21 R22

]
, where

R11 = R22 =



1.0 0.9 . . . . . . 0.9

0.9
. . . . . . . . . 0.9

...
. . . . . . . . .

...

0.9
. . . . . . . . . 0.9

0.9 . . . . . . 0.9 1.0


and R12 = R21 =



0.2 0.2 . . . 0.2 0.2

0.2
. . . . . . . . . 0.2

...
. . . . . . . . .

...

0.2
. . . . . . . . . 0.2

0.2 0.2 . . . 0.2 0.2


.

• Intensity functions:

Λi,b(δ) = Λi,a(δ) = λRFQ
1

1 + eαΛ+βΛδ
, ∀i ∈ {1, . . . , 30},

with λRFQ = 10 day−1, αΛ = 0.7, and βΛ = 30 e−1. This corresponds to 10 RFQs per day
for each asset, a probability of 1

1+e0.7 ' 33% to trade when the answered quote is the reference
price and a probability of 1

1+e−0.2 ' 55% to trade when the answered quote is the reference
price improved by 3 cents.
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• Request sizes are distributed according to a Gamma distribution Γ(α, β) with α = 4 and
β = 4 · 10−4. This corresponds to an average request size of 10000 assets (i.e. approximately
1000000 e) and a standard deviation equal to half the average.

The variance-covariance matrix Σ has two eigenvalues equal to 19.895060 and 4.584941, and 28
eigenvalues below 0.15. The first eigenspace is spanned by a vector with all coordinates of the same
sign. The associated factor – the first factor – represents an index of the 30 assets. The second
eigenspace is spanned by a vector with the first 15 coordinates of the same sign and the next 15
of the same, but opposite, sign. The associated factor – the second factor – allows to separate the
two groups of assets.

We can therefore legitimately approximate our 30-asset problem by a two-factor one and solve the
corresponding Hamilton-Jacobi equation (1.4) to approximate the optimal quotes.

Regarding the objective function, we consider the following:

• Time horizon given by T = 2 days. This horizon ensures convergence towards stationary
quotes at time t = 0 – see Figure 1.33.

• ψ : q ∈ R2 7→ γ
2 q
′Σq with γ = 8 · 10−7 e−1.

• `d = 0.

We approximate the solution θ̃ to (1.4) with two factors using a monotone explicit Euler scheme
with linear interpolation on a grid of size 71 × 71 for the factors and a discretization of the RFQ
size distribution with the same 4 sizes as in the above two-asset example.11

The value function (at time t = 0) is plotted in Figure 1.30. The associated optimal bid quotes for
asset 1 and asset 16 (for the smallest RFQ size) are plotted in Figures 1.31 and 1.32. We see on
these graphs that the optimal quotes depend monotonously on the two factors.12

As discussed above, we chose T = 2 days to ensure convergence of the quotes to their stationary
values. This is illustrated in Figure 1.33.

To see the role of RFQ size on the optimal quotes, we plot in Figure 1.34 the four functions
f1 7→ δ̄1,b(0, f1, 0, zk), k ∈ {1, . . . , 4} and in Figure 1.35 the four functions f2 7→ δ̄1,b(0, 0, f2, zk), k ∈
{1, . . . , 4}.

Likewise, we plot in Figure 1.36 the four functions f1 7→ δ̄16,b(0, f1, 0, zk), k ∈ {1, . . . , 4} and in
Figure 1.37 the four functions f2 7→ δ̄16,b(0, 0, f2, zk), k ∈ {1, . . . , 4}.

We see, especially in Figures 1.35 and 1.36, that the size of the RFQ significantly impacts the quotes
that should be answered (as computed with our two-factor approximation).

11We considered risk limits similar to those of the above two-asset example. Here, no trade that would result in
an inventory q ∈ R30 such that q′Σq > B was admitted, where B = 5 · 1010.

12Exceptions to this monotonicity property are related to boundary effects.
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Figure 1.30: Value function for different values of the factors.

f1

40000
20000

0
20000

40000

f2

100000

50000

0

50000

100000

Optim
al bid quote 

b

0.02

0.00

0.02

0.04

0.06

0.08

0.10

Optimal bid quote for asset 1 for different values of the inventory (very small trades) -- 2 factors

0.02

0.00

0.02

0.04

0.06

0.08

0.10

Figure 1.31: Optimal bid quote for asset 1 for different values of the inventory (very small trades)
– 2 factors.
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Figure 1.32: Optimal bid quote for asset 16 for different values of the inventory (very small trades)
– 2 factors.
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Study of the convergence towards stationary quotes

Figure 1.33: Optimal bid quotes as a function of time for various values of the two factors. Top
left: Asset 1 when f2 = 0. Top right: Asset 1 when f1 = 0. Bottom left: Asset 16 when f2 = 0.
Bottom right: Asset 16 when f1 = 0.
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Figure 1.34: Optimal bid quote for asset 1 for different trade sizes as a function of f1 (f2 = 0) – 2
factors.
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Figure 1.35: Optimal bid quote for asset 1 for different trade sizes as a function of f2 (f1 = 0) – 2
factors.
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Figure 1.36: Optimal bid quote for asset 16 for different trade sizes as a function of f1 (f2 = 0) –
2 factors.
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Figure 1.37: Optimal bid quote for asset 16 for different trade sizes as a function of f2 (f1 = 0) –
2 factors.
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Unlike what we did in the two-asset case, it is impossible in our 30-asset case to know how far from
real optimality are the optimal quotes computed with the two-factor approximation. Nevertheless,
we can use Monte-Carlo simulations to estimate the value of the objective function associated with
the optimal quotes computed with the two-factor approximation in a scenario starting from zero in-
ventory, and compare such an estimation to an approximation of the value function at (t, q) = (0, 0)
computed through the Monte-Carlo approximation of Section 1.3.2.

We carried out 2000 trajectories starting from zero inventory, using the optimal quotes computed
with the two-factor approximation. These 2000 simulations enable to illustrate the distribution of
the PnL at time T . The statistics associated with our simulations are documented in Table 4.

Mean PnL Stdev PnL Stdev coming from RFQs Objective function
61471 64911 5338 59765

Table 4: Statistics associated with our 2000 simulations starting from zero inventory (with the
two-factor optimal quotes).

The value of the objective function documented in Table 4 has to be compared to an approximation
of the true value function at (t, q) = (0, 0). Given the value θ̃(0, 0) = 60156 obtained with our nu-
merical scheme and given an estimation of η(0, 0) equal to −643 obtained using the Feynman-Kac
representation of Section 1.3.2 – with 500 trajectories –, we obtain an approximation of the true
value function at (t, q) = (0, 0) equal to 59513. From the very small value of η(0,0)

θ̃(0,0)
, we deduce that

our two-factor approximation is quite satisfactory. The near-optimality of the quotes obtained with
our two-factor approximation is confirmed by the value 59765 obtained with our 2000 trajectories
(see Table 4) which is even slightly above 59513.

Conclusion
In this paper, we generalized existing market making models to introduce trade size variability. This
extension led to an integro-differential equation of the Hamilton-Jacobi type that can be solved us-
ing ODE techniques in an infinite-dimensional space. Then, we introduced a numerical method for
approximating the optimal bid and ask quotes of a market maker over a large set of assets using a
dimensionality reduction technique based on a factor decomposition of the risk. To exemplify our
findings, and show that they contribute to beating the curse of dimensionality, we considered two
cases of market making with respectively 2 and 30 assets. Our method scales linearly in the number
of assets and exponentially in the number of factors, and can therefore be used on large markets
driven by a few number of factors.
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1.5 Appendix

1.5.1 A particular case: hedging the market factors
Let us now consider a particular case in which we have some common factors that can be hedged
using indexes. We introduce (W 1

t , . . . ,W
M
t )t≥0 a M -dimensional brownian motion (W 1, . . . ,WM

are assumed to be independents.) Let K ∈ N∗. For each k = 1, . . . ,K, we consider nk ∈ N∗ assets
(Sk,1, . . . , Sk,nk), with prices verifying, for each i = 1, . . . , nk:

dSk,it =

M∑
j=1

σk,i,jdW j
t +

Mk∑
l=1

σ̄k,i,ldW̄ k,l
t ,

where Sk,i0 > 0 is fixed, σk,i,j , σ̄k,i,l > 0 for all j, l, Mk ∈ N∗, and W̄ k,1, . . . W̄ k,Mk are independent
brownian motions (which are also independent from W 1, . . . ,WM and from W̄ k′,1, . . . , W̄ k′,Mk′ for
k′ 6= k). The intuition behind this is the following: we have K groups of assets, each depending on
M market factors (common to all the groups) and Mk particular factors (different for each group).
The dynamics of the inventory processes (qk,it )t≥0 are given by

dqk,it =

∫
R∗+
z(Jk,i,b(dt, dz)− Jk,i,a(dt, dz)),

where Jk,i,b(dt, dz) and Jk,i,a(dt, dz) are marked-point processes representing the request arrival
for the asset on the bid and ask side, with respective intensity processes (νk,i,bt )t≥0 and (νk,i,at )t≥0

satisfying:

νk,i,bt (dz) = Λk,i,b(δk,i,b(t, z))µk,i,b(dz),

νk,i,at (dz) = Λk,i,a(δk,i,a(t, z))µk,i,a(dz),

where Λk,i,b,Λk,i,a satisfy hypotheses (H).

We also assume that for each m = 1, . . . ,M , there exists a liquid index Im reproducing exactly
the m-th factor of the market that we can buy or sell with no transaction cost or market impact,
verifying the dynamics:

dImt = σmdWm
t .

With those indexes, we can hedge perfectly the first M factors. For each m = 1, . . . ,M , we denote
by (∆m

t )t≥0 the trading strategy on Im allowing us to hedge the m-th factor:

∆m
t := −

K∑
k=1

nk∑
i=1

σk,i,m

σm
qk,it .

The resulting dynamics for the cash process (Xt)t≥0 of the market maker is:

dXt =

K∑
k=1

nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Jk,i,b(dt, dz) + δk,i,a(t, z)Jk,i,a(dt, dz)

)
− Sk,it dqk,it

)

−
M∑
m=1

Imt d∆m
t −

M∑
m=1

d〈Imt ,∆m
t 〉.
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We denote by (Vt)t≥0 the process for the Mark-to-Market (MtM) value of the market maker’s
portfolio (cash, indexes and assets):

Vt := Xt +

M∑
m=1

∆m
t I

m
t +

K∑
k=1

nk∑
i=1

qk,it Sk,it .

We check easily that the dynamics of (Vt)t≥0 is therefore given by

dVt =

K∑
k=1

nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Jk,i,b(dt, dz) + δk,i,a(t, z)Jk,i,a(dt, dz)

))

+

M∑
m=1

∆m
t dI

m
t +

K∑
k=1

nk∑
i=1

qk,it dSk,it ,

which can also be written as

dVt =

K∑
k=1

nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)νk,i,bt (dz) + δk,i,a(t, z)νk,i,at (dz)

))
dt

+

K∑
k=1

nk∑
i=1

Mk∑
l=1

qk,it σk,i,ldW̄ k,l
t +

K∑
k=1

nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)J̃k,i,b(dt, dz) + δk,i,a(t, z)J̃k,i,a(dt, dz)

))
,

where for each k and i, J̃k,i,b and J̃k,i,a are the martingales associated with Jk,i,b and Jk,i,a

respectively. We want to control the risk linked to the second term, i.e.

K∑
k=1

nk∑
i=1

Mk∑
l=1

qk,it σk,i,ldW̄ k,l
t .

The dynamics of the quadratic covariation of this term is given by

K∑
k=1

nk∑
i,j=1

Mk∑
l=1

qk,it qk,jt σk,i,lσk,j,ldt =

K∑
k=1

Mk∑
l=1

qk
′

t Σk,lqkt dt,

where for each k and l :

Σk,l =



(σk,1,l)2 σk,1,lσk,2,l . . . . . . σk,1,lσk,nk,l

σk,2,lσk,1,l (σk,2,l)2 . . . . . .
...

... . . .
. . . . . .

...
... . . . . . . (σk,nk−1,l)2 σk,nk−1,lσk,nk,l

σk,nk,lσk,1,l . . . . . . σk,nk,lσk,nk−1,l (σk,nk,l)2


, (1.5)

and (qkt )t∈[0,T ] =
(
qk,1t , . . . , qk,nkt

)
t∈[0,T ]

. Thus, we are interested in solving the problem

sup
((δk,i)i∈J1,nkK)k∈J1,KK

∈AK
E

[
VT −

K∑
k=1

γk

2

∫ T

0

Mk∑
l=1

qk
′

t Σk,lqkt dt

]
, (1.6)

74



with γ1, . . . , γK > 0, and
AK = An1 × . . .×AnK ,

where for each k ∈ J1,KK,

Ank =

{
δ =

(
δk,i,b, δk,i,a

)
1≤i≤nk

: Ω× [0, T ]× R∗+ 7→ R2nkδ is P ⊗ B(R∗+)−measurable,

∀i ∈ {1, . . . , nk}, δk,i,b(t, z)≥−δ∞ P⊗ dt⊗ µk,i,b a.e. and δk,i,a(t, z)≥−δ∞ P⊗ dt⊗ µk,i,a a.e.

}
.

From what precedes, this problem is equivalent to

sup
((δk,i)i∈J1,nkK)k∈J1,KK

∈AK
E

[
K∑
k=1

∫ T

0

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,b(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

qk
′

t Σk,lqkt

}
dt

]
.

(1.7)

Finally, this problem boils down to

K∑
k=1

sup
(δk,i)i∈J1,nkK∈Ank

E

[∫ T

0

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,a(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

qk
′

t Σk,lqkt

}
dt

]
.

(1.8)

We therefore have K simpler problems to solve. Let us fix k ∈ J1,KK, and consider the k-th
problem:

sup
(δk,i)i∈J1,nkK∈Ank

E

[∫ T

0

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,b(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

qk
′

t Σk,lqkt

}
dt

]
.

(1.9)

The state process of this problem is (qkt )t≥0, which is of dimension nk. Notice from (1.5) that for
each l = 1, . . . ,Mk, we can write

Σk,l = uk,luk,l
′

where

uk,l =


σk,1,l

σk,2,l

...
σk,nk,l

 .
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Let us denote by (fk,lt )t≥0 the process defined by

fk,lt = qk
′

t u
k,l ∀t ≥ 0,

and let us denote fkt =
(
fk,1t , . . . , fk,Mk

t

)
∀t ≥ 0. Let us denote by U the matrix whose columns

are given by the (uk,l)l∈J1,MkK:
U =

(
uk,1 . . . uk,Mk

)
.

Then (fkt )t≥0 = (qk
′

t U)t≥0, and we see that problem (1.9) is equivalent to

sup
(δk,i)i∈J1,nkK∈Ank

E

[∫ T

0

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,b(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

(fk,lt )2

}
dt

]
.

(1.10)

The state process of this problem is (fkt )t≥0, which is of dimensionMk. We typically haveMk << nk
so this problem is more tractable than (1.9). Let us define the function Jk : [0, T ]×RMk×Ank → R
given by :

Jk(t, fk, (δk,i)i∈J1,nkK) = E

[∫ T

t

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,b(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

(fk,lt )2

}
dt
∣∣∣fkt = fk

]
,

(1.11)

∀t ∈ [0, T ], fk ∈ RMk and ∀(δk,i)i∈J1,nkK ∈ Ank . Then the value function θk : [0, T ] × RMk → R of
(1.10) is given by :

θk(t, fk) = sup
(δk,i)i∈J1,nkK∈Ank

Jk(t, fk, (δk,i)i∈J1,nkK) ∀t ∈ [0, T ], ∀fk ∈ RMk . (1.12)

The problem (1.8) is equivalent to

K∑
k=1

sup
(δk,i)i∈J1,nkK∈Ank

E

[∫ T

0

{
nk∑
i=1

(∫
R∗+
z
(
δk,i,b(t, z)Λk,i,b(δk,i,b(t, z))µk,i,b(dz)

+ δk,i,a(t, z)Λk,i,a(δk,i,a(t, z))µk,i,a(dz)
))
− γk

2

∫ T

0

Mk∑
l=1

(fk,lt )2

}
dt

]
.

(1.13)

Therefore its value function θ : [0, T ]× Q̃1 × . . .× Q̃K → R is given by

θ(t, f1, . . . , fK) =

K∑
k=1

θk(t, fk), (1.14)
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∀t ∈ [0, T ] and ∀f1, . . . , fK ∈ RM1× . . .×RMK . For each k = 1, . . . ,K, the function θk is the unique
solution to

0 = −∂θk∂t (t, fk) + γk

2

∑Mk

l=1(fk,l)2 −
nk∑
i=1

∫
R∗+
zHi,b

(
θ̃(t,f)−θ̃(t,f+zẽik)

z

)
µk,i,b(dz)

−
d∑
i=1

∫
R∗+
zHi,a

(
θk(t,fk)−θk(t,fk−zẽik)

z

)
µk,i,a(dz), ∀fk ∈ RMk ,∀t ∈ [0, T ).

θk(T, fk) = 0 ∀fk ∈ RMk ,

(HJk)

1.5.2 On the construction of the processes J i,b and J i,a

Let us consider a new filtered probability space
(
Ω,F , (Ft)t∈R+

, P̃
)
. For the sake of simplicity,

assume that d = 1 and let us omit the superscript i (the generalization is straightforward). Let
us introduce N b and Na two independent compound Poisson processes of intensity 1 whose incre-
ments follow respectively the distributions µb(dz) and µa(dz) with support on R∗+. We denote by
Jb(dt, dz) and Ja(dt, dz) the associated random measures.

For each δ ∈ A, we introduce the probability measure P̃δ given by the Radon-Nikodym derivative

dP̃δ

dP̃

∣∣∣
Ft

= Lδt , (1.15)

where
(
Lδt
)
t≥0

is the unique solution of the stochastic differential equation

dLδt = Lδt−

(∫
R∗+

(
Λb(δb(t, z))− 1

)
Jb(dt, dz) +

∫
R∗+

(Λa(δa(t, z))− 1) Ja(dt, dz)

)
,

with Lδ0 = 1.

We then know (see for instance [34]) that under P̃δ, Jb(dt, dz) and Ja(dt, dz) have respective
intensity kernels

λδ,bt (dz) = Λb(δb(t, z))µb(dz) and λδ,at (dz) = Λa(δa(t, z))µa(dz)

as in the body of the paper.
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Chapter 2

From passive to active: when market
makers are also market takers

Abstract

In OTC markets, one of the main tasks of dealers / market makers consists in answering
prices at which they agree to buy and sell the assets and securities they have in their scope. With
trading automation, this quoting task has to be done algorithmically. Over the last ten years,
many market making models have been designed that can be the basis of quoting algorithms
in OTC markets. However, in the literature, most market making models adapted to OTC
markets are general and do not focus on the different characteristics of markets for different
asset classes. In particular, to the best of our knowledge, in every OTC market making model,
the market maker only has a rather “passive” behaviour: that of waiting for clients wishing to
trade with her. On some markets however, for instance on FX cash markets, market makers
typically have access to liquidity pools where they can unwind part of their inventory. In this
paper, we propose a model taking this feature into account, therefore allowing market makers
to trade “actively” in the market.

Key words: Market making, Algorithmic trading, Stochastic optimal control, Viscosity solu-
tions

2.1 Introduction
In all financial markets, liquidity has always been mostly provided by a specific category of agents
who, on a continuous and regular basis, set prices at which they agree to buy or sell assets and
securities. These agents, called market makers or dealers, play a key role in the price formation
process in all markets but their exact role and behavior depend on the considered asset class.

In most order-driven markets, such as stock markets, where many traditional exchanges have con-
verted from open outcry communications between human traders to electronic platforms organized
around limit order books, and where computers handle almost all market activity, traditional mar-
ket makers still provide liquidity to the market but they are in competition with other market
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participants who can post liquidity-providing orders.

In quote-driven markets, electronification has also been one of the major upheavals of the last
decade, with important consequences on market makers / dealers. New platforms have indeed
emerged to allow clients to request several dealers for quotes in a simultaneous way in many bond
markets. In FX cash markets, dealers propose their own private electronic platforms enabling clients
to directly send them requests for quotes (RFQ) and to be connected to their stream (RFS). Many
dealer-to-dealer or all-to-all plaforms have also emerged, therefore blurring the frontier between
OTC and organized markets.

In all financial markets, most market makers are now replaced by market making algorithms. This
electronification of market making has gone along with the development of many market making
models in the academic literature.

Economists interested in market microstructure have studied for a long time the behaviour of mar-
ket makers / dealers with the aim of understanding market liquidity and the magnitude of bid-ask
spreads. Since the 1980s, two types of models have been discussed in the literature: models where
one or several risk-averse market makers optimize their pricing policy for managing their inventory
risk models (see Amihud and Mendelson [12], Ho and Stoll [71, 72], and O’Hara and Oldfield [90])
and models focused on information asymmetries where bid-ask spreads derive from adverse selection
(see for instance Copeland and Galai [42] or Glosten and Milgrom [58]).1

In 2008, largely inspired by Ho and Stoll [71], Avellaneda and Stoikov [13] proposed a stochastic
optimal control model to determine the optimal bid and ask quotes that a single-asset risk-averse
market maker should set. The authors paved the way to a new literature on market making that
goes far beyond the toy models of the economic literature. The resulting new models can be divided
into two groups: those adapted to the problem of a market maker in a limit order book and those
adapted to OTC markets.

To build a relevant market making model for order-driven markets, and especially stock markets, it
is important to take the microstructure into account. For instance, Guilbaud and Pham [68] mod-
eled the market bid-ask spread as a discrete Markov chain jumping according to a Poisson process,
and studied the performance of a market maker submitting limit buy/sell order at the best bid/ask
quotes, and at the best bid plus one tick and best ask minus one tick to get the priority. Guilbaud
and Pham [69] studied a similar problem of optimal market making in a pro rata limit order book,
where the dealer may post limit orders but also market orders – represented by impulse controls.
Fodra and Pham [49, 50] considered a model in which market orders arrive in the limit order book
according to a point process correlated with the stock price itself, modeled as a Markov renewal
process. They modeled the market maker as an agent placing limit orders of constant size at the
best bid and at the best ask, and solve the market making problem while taking the adverse selec-
tion risk into account. More recently, in Abergel et al. [2], the authors proposed a different model
for the limit order book (first introduced in Abergel et al. [1]), in which the limit orders, market
orders and cancel orders arrive according to Markov jump processes with intensities depending only
on the state of the limit order book. They considered the case of a market maker trading in this

1Other classic economic references on market making include Grossman and Miller [59] and the review paper of
Stoll [99].
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limit order book, and proposed a quantization-based algorithm to numerically solve the resulting
high-dimensional problem. Finally, Capponi et al. [35] studied a discrete-time problem, assuming
that the market maker can place bid and ask limit orders simultaneously on both sides at preset
dates. In this framework, the number of filled orders during each period depends linearly on the
distance between the fundamental price and the market maker’s limit order quotes, with random
slope and intercept coefficients. Using standard tools of discrete-time optimal control, the authors
managed to get an explicit characterization of the optimal strategy.

In the case of OTC markets, or for order-driven markets in which the spread/tick ratio is large,
most market making models derive from the seminal work of Avellaneda and Stoikov [13].2 For
instance, Guéant et al. [65] provided a rigorous analysis of the stochastic optimal control problem
formulated in Avellaneda and Stoikov [13] and showed that, by adding risk limits to the inventory
of the market maker, the problem boils down to a system of ordinary differential equations (ODEs)
– in particular, those ODEs are linear in the case of the exponential intensity functions proposed in
[13]. Cartea, Jaimungal and Ricci considered in [40] a different kind of objective function: instead
of the Von Neumann-Morgenstern expected utility of [13], they optimized a risk-adjusted expec-
tation of the PnL. Cartea, Donnelly and Jaimungal studied in [36] the impact of uncertainty on
some parameters of the model. Multi-asset market making models have been proposed by Guéant
in [61, 62] for both kinds of objective function, and the author showed again that the problem
boils down to a system of ODEs. All those models assumed that the trade size is constant: the
same quantity of assets is bought/sold at each trade. In [26], Bergault and Guéant introduced a
distribution of trade sizes in the model, with the quotes of the market maker depending on the size
of each RFQ. This yields an integro-differential equation of the Hamilton-Jacobi type that does not
boil down anymore to a finite system of ODEs (but this equation can be seen as an ODE in an
infinite-dimensional space). They also proposed a dimensionality reduction technique in order to
approximate numerically the optimal bid and ask quotes of the market maker in high dimension, by
projecting the market risk on a low-dimensional space of factors. This problem of approximating the
solution across a large universe of assets has been addressed using different approaches. In Bergault
et al. [25], the authors regarded the Hamilton-Jacobi equation of the problem as a perturbation of
another simpler equation whose solution can be computed explicitly and is used as a proxy of the
value function. In Guéant and Manziuk [66], the authors used neural networks instead of grids to
compute an approximate solution – a method inspired by approximate dynamic programming and
reinforcement learning techniques.

In most models adapted to OTC markets, market makers are liquidity provider and only make
money out of their bid-ask spread: they buy assets at the bid price they quote and sell them at the
ask price they quote – ideally earning the difference between these two prices. Of course, market
makers seldom buy and sell simultaneously and they therefore carry inventory; and hence have
an exposure to price changes. The problem faced by market makers in these models is already a
subtle dynamic optimization problem in which market makers must mitigate the risk associated
with price changes by skewing their quotes as a function of their inventory. However, this problem
is complexified on some markets like FX cash markets, as market makers have an additional way
to manage their inventory risk: on those markets, traders typically have access to several liquidity
pools – on the Dealer-to-Dealer (D2D) segment of the market, for instance – where they can unwind
part of their position, without having to “wait” for clients sending requests and trading with them.

2See the books of Cartea et al. [39] and Guéant [61] for a detailed discussion.
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To the best of our knowledge, this last feature (i.e. models with both requests for quotes / requests
for stream and access to liquidity pools) has never been studied in the academic literature on mar-
ket making on OTC markets. The main goal of this paper is in effect to include the possibility
for the market makers to buy and sell “actively” (in continuous time) some assets on exchanges, in
order to better mitigate their inventory risk. In comparison to previous models, we introduce a new
form of control in addition to the bid and ask quotes. This control represents the trading rate of
the market maker (for the assets she can trade “actively”), and is inspired by Almgren-Chriss-like
models of optimal execution (see Almgren et al. [11, 7], and Guéant [61] for a general presentation).

In Section 2.2, we present our multi-asset market making model involving assets for which the
market maker only has a “passive” market making role, (liquid) assets for which she can only trade
“actively” by buying or selling in some liquidity pools, and assets for which she can do both. We
then formulate the stochastic optimal control problem of the market maker. In Section 2.3, we
characterize the associated value function as the unique continuous viscosity solution of a Partial
Integro-Differential Equation (PIDE) of the Hamilton-Jacobi (HJ) type. We illustrate our model
numerically in Section 2.4 and discuss the results.

2.2 A model for active market makers
In this paper, we consider a filtered probability space (Ω,F ,P;F = (Ft)t≥0) satisfying the usual
conditions. We assume this probability space to be large enough to support all the processes we
introduce.

2.2.1 Modeling framework and notations
We consider a market consisting of d assets, and denote by I the set I = {1, . . . , d}. We introduce
IM and IT two subsets of I such that I = IM ∪ IT . The assets with index in IM can be traded
by the market maker via requests for quote (RFQs)3: in that case, she first receives a request from
a client wishing to buy or sell a given asset, and then proposes a price to the client who finally
decides whether she accepts to trade at that price or not. The market maker can also choose to
buy or sell actively the assets with index in IT from the market. Note that (IM, IT ) is not a priori
a partition of I: some (and maybe all) assets may be traded both ways.

For i ∈ I, the price of the i-th asset is modeled by a process
(
Sit
)
t≥0

with the following dynamics:

dSit = σidW i
t ,

with Si0 given, σi > 0, and the process
(
W 1
t , . . . ,W

d
t

)
t≥0

is a d-dimensional Brownian motion
adapted to the filtration F and such that ∀(i, j) ∈ I2,

d〈W i,W j〉t
dt

=: ρi,j ∈ [−1, 1].

3Requests for stream (RFSs) can also be considered as their modelization does not differ from that of RFQs.
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We denote by Σ the variance-covariance matrix associated with the process
(
S1
t , . . . , S

d
t

)
t≥0

.

For the assets traded with requests, the bid and ask quotes proposed by the market maker de-
pend on the size z ∈ R∗+ of the request. For a given asset i ∈ IM, they are modeled by maps
Si,b, Si,a : Ω× [0, T ]×R∗+ → R+ which are P ⊗B(R∗+)-measurable, where P denotes the σ-algebra
of F-predictable subsets of Ω× [0, T ] and B(R∗+) denotes the Borelian sets of R∗+.

For each i ∈ IM, we introduce J i,b(dt, dz) and J i,a(dt, dz) two càdlàg R+-marked point processes
corresponding to the number of transactions resulting from requests at the bid and at the ask,
respectively, for asset i. We denote respectively by J̃ i,b(dt, dz) and J̃ i,a(dt, dz) the associated com-
pensated processes.

We first present a “natural” formulation of the problem, that will then be relaxed.

For the assets traded actively by the market maker, we consider that she trades continuously in
asset i ∈ IT at a rate

(
wit
)
t≥0

(she buys when wit ≥ 0 and sells otherwise).4

Therefore the inventory of the market maker, modeled by a d-dimensional inventory process (qt)t≥0 =
(q1
t , . . . , q

d
t )t≥0, has the following dynamics:

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) ∀i ∈ IM ∩ (I \ IT ) ,

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) + witdt ∀i ∈ IM ∩ IT ,

dqit = witdt ∀i ∈ IT ∩ (I \ IM) ,

(2.1)

with q0 given. We assume that all the processes J i,b(dt, dz) and J i,a(dt, dz) for i ∈ IM do not
have simultaneous jumps almost surely. Moreover, for i ∈ IM, we denote by

(
νi,bt (dz)

)
t≥0

and(
νi,at (dz)

)
t≥0

the intensity kernels of J i,b(dt, dz) and J i,a(dt, dz), respectively.

We assume that the market maker wants her inventory to remain in a given compact set Q ⊂ Rd,
and denote by int(Q) the interior of the set Q. We also need to assume that the boundary ∂Q of
Q is negligible according to the Lebesgue measure. The intensities

(
νi,bt (dz)

)
t≥0

and
(
νi,at (dz)

)
t≥0

verify:

νi,bt (dz) = 1{qt−+zei∈Q}Λ
i,b(δi,b(t, z))µi,b(dz),

νi,at (dz) = 1{qt−−zei∈Q}Λ
i,a(δi,a(t, z))µi,a(dz),

(2.2)

where ∀i ∈ IM, µi,b and µi,a are probability measures on R∗+, absolutely continuous with respect
to the Lebesgue measure such that

∫
R∗+
zµi,b(dz) =: ∆i,b < +∞,

∫
R∗+
zµi,a(dz) =: ∆i,a < +∞,

δi,b(t, z) = Sit − Si,b(t, z) and δi,a(t, z) = Si,a(t, z)− Sit ,
4This is similar to what was done in Almgren [7].
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and Λi,b, Λi,a are two functions satisfying the following hypotheses (HΛ):

• Λi,b and Λi,a are twice continuously differentiable,

• Λi,b and Λi,a are decreasing, with ∀δ ∈ R, Λi,b
′
(δ) < 0 and Λi,a

′
(δ) < 0,

• lim
δ→+∞

Λi,b(δ) = 0 and lim
δ→+∞

Λi,a(δ) = 0,

• sup
δ∈R

Λi,b(δ)Λi,b
′′

(δ)

(Λi,b′(δ))
2 < 2 and sup

δ∈R

Λi,a(δ)Λi,a
′′

(δ)

(Λi,a′(δ))2 < 2.

Remark 6. For a given asset i ∈ IM, Λi,. typically has the form Λi,.(δ) = λi,.R f
i,.(δ), where λi,.R

can be seen as the (constant) intensity of arrival of requests. µi,. can be seen as the distribution of
the size of requests, and f i,. is the probability that a request will result in a transaction knowing the
quote that the market maker proposes.

Finally, the process (Xt)t≥0 modeling the market maker’s cash account has the dynamics:

dXt =
∑
i∈IM

(∫
R∗+
z
(
Sit + δi,a(t, z)

)
J i,a(dt, dz)−

∫
R∗+
z
(
Sit − δi,b(t, z)

)
J i,b(dt, dz)

)
+
∑
i∈IT

(
−witSitdt− Li

(
wit
)
dt
)

=
∑
i∈IM

(∫
R∗+
zδi,b(t, z)J i,b(dt, dz) +

∫
R∗+
zδi,a(t, z)J i,a(dt, dz)

)
−
∑
i∈IT

Li
(
wit
)
dt− 〈St, dqt〉,

(2.3)

where 〈., .〉 denotes the standard scalar product in Rd, and ∀i ∈ IT , the penalty function Li : R→ R
can be seen as the temporary price impact of the market maker when she chooses to be active and
satisfies the following hypotheses (HL):

• Li(0) = 0,

• Li is strictly convex, increasing on R+ and decreasing on R−,

• Li is asymptotically superlinear, i.e., lim
|%|→+∞

Li(%)
|%| = +∞.

We define the set of admissible controls Ã as

Ã :=

{(
(δi)i∈IM , (w

i)i∈IT
) ∣∣∣∀i ∈ IM, δi =

(
δi,b, δi,a

)
: Ω× [0, T ]× R∗+ 7→ R2 is P ⊗ B(R∗+)−measurable,

∀i ∈ IT , wi : Ω× [0, T ] 7→ R is progressively measurable, and such that
∫ T

0

|wit|dt ∈ L1(Ω)

and qt ∈ Q P⊗ dt a.s.
}
. (2.4)
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For two given continuous penalty functions ψ : Rd → R+ and `d : Rd → R+, modeling the risk
aversion of the market maker and the cost of liquidity, we aim at maximizing:

E

[
XT + 〈qT , ST 〉 − `d(qT )−

∫ T

0

ψ(qt)dt

]
(2.5)

over the set Ã of admissible controls
(
(δi)i∈IM , (v

i)i∈IT
)
. This is a problem with state constraints

(as presented for instance in [19]).

In order to ease the mathematical analysis, we now relax the state constraints. We introduce a
function χ : Rd → [0, 1] which is a Lipschitz approximation of the indicator function of int(Q), with

χ(q) = 0 ∀q ∈ Rd \ int(Q).

We perfom what heuristically corresponds to a change of variable “vit =
wit
χ(qt)

”. For the assets traded
actively by the market maker, we consider that she trades continuously in asset i ∈ IT at a rate(
vit
)
t≥0

(she buys when vit ≥ 0 and sells otherwise), and we assume from now on that the inventory
of the market maker has the following dynamics:

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) ∀i ∈ IM ∩ (I \ IT ) ,

dqit =

∫
R∗+
zJ i,b(dt, dz)−

∫
R∗+
zJ i,a(dt, dz) + vitχ(qt)dt ∀i ∈ IM ∩ IT ,

dqit = χ(qt)v
i
tdt ∀i ∈ IT ∩ (I \ IM) ,

(2.6)

with q0 given.

Finally, the process (Xt)t≥0 modeling the market maker’s cash account now has the dynamics:

dXt =
∑
i∈IM

(∫
R∗+
z
(
Sit + δi,a(t, z)

)
J i,a(dt, dz)−

∫
R∗+
z
(
Sit − δi,b(t, z)

)
J i,b(dt, dz)

)
+ χ(qt)

∑
i∈IT

(
−vitSitdt− Li

(
vit
)
dt
)

=
∑
i∈IM

(∫
R∗+
zδi,b(t, z)J i,b(dt, dz) +

∫
R∗+
zδi,a(t, z)J i,a(dt, dz)

)
− χ(qt)

∑
i∈IT

Li
(
vit
)
dt− 〈St, dqt〉.

(2.7)

This forces the market maker to trade continuously only in a way that would keep her inventory
inside int(Q).

We fix δ∞ > 0 to simplify the problem, and define the following set AM of admissible controls for
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the quotes of an asset of group IM:

AM =

{
δ =

(
δb, δa

)
: Ω× [0, T ]× R∗+ 7→ R2

∣∣∣∣δ is P ⊗ B(R∗+)−measurable

and δb(t, z) ∧ δa(t, z) ≥ −δ∞ P⊗ dt⊗ dz a.s.

}
.

We also fix v∞ > 0 and define the set AT of admissible continuous trading strategies for an asset
of group IT :

AT =

{
v : Ω× [0, T ] 7→ R

∣∣∣∣v is progressively measurable,

and such that ∀i ∈ IT , |vit| ≤ v∞ for all t ∈ [0, T ] a.s

}
.

We now aim at maximizing:

E

[
XT + 〈qT , ST 〉 − `d(qT )−

∫ T

0

ψ(qt)dt

]
(2.8)

over the set Acard(IM)
M ×Acard(IT )

T of admissible controls
(
(δi)i∈IM , (v

i)i∈IT
)
. To ease the notations,

in what follows, we denote by NM and NT the values NM = card(IM) and NT = card(IT ).

Remark 7. For instance, for a constant γ > 0, we can choose ψ(q) = γ
2 q
′Σq or ψ(q) = γ

√
q′Σq

and `d(q) = 0, `d(q) = ζ
2q
′Σq or `d(q) = ζ

√
q′Σq (for ζ > 0), as done in [39], [40], [62], and [66].

After applying Itô’s formula to (Xt + 〈qt, St〉)t≥0 between 0 and T , it is easy to see that the problem
is equivalent to maximizing:

E

 T∫
0

{∫
R∗+

∑
i∈IM

(
zδi,b(t, z)1{qt−+zei∈Q}Λ

i,b(δi,b(t, z))µi,b(dz)

+ zδi,a(t, z)1{qt−−zei∈Q}Λ
i,a(δi,a(t, z))µi,a(dz)

)
−χ(qt)

∑
i∈IT

Li
(
vit
)
− ψ(qt)

}
dt− `d(qT )

 ,
over the set of admissible controls ANMM ×ANTT .

We therefore introduce the function J : [0, T ]×Q×ANMM ×ANTT −→ R such that, ∀t ∈ [0, T ],
∀q = (q1, . . . , qd) ∈ Rd, ∀

(
(δi)i∈IM , (v

i)i∈IT
)
∈ ANMM × ANTT , if we denote by

(
qt,q,δ̄,v̄s

)
s≥t the
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inventory process starting in state q at time t and controlled by
(
δ̄, v̄
)

=
(
(δi)i∈IM , (v

i)i∈IT
)
:

J
(
t, q, δ̄, v̄

)
=E

 T∫
t

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qs−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+ zδi,a(s, z)1{qs−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)
−χ(qs)

∑
i∈IT

Li
(
vis
)
− ψ(qt,q,δ̄,v̄s )

}
ds− `d(qt,q,δ̄,v̄T )

 .
The value function θ : [0, T ]×Q → R of the problem is then defined as follows:

θ(t, q) = sup
(δ̄,v̄)∈ANMM ×ANTT

J
(
t, q, δ̄, v̄

)
, ∀(t, q) ∈ [0, T ]× Rd.

We will show that θ is the unique continuous viscosity solution on [0, T ] × Q to the following
Hamilton-Jacobi (HJ) partial integro-differential equation:

0 = −∂tθ(t, q) + ψ(q)−
∑
i∈IM

∫
R∗+
1{q+zei∈Q}zH

i,b
(
θ(t,q)−θ(t,q+zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+
1{q−zei∈Q}zH

i,a
(
θ(t,q)−θ(t,q−zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT
Hi
(
∂qiθ(t, q)

)
∀t ∈ [0, T )

θ(T, q) = −`d(q),
(HJ)

where ∀i ∈ IM:

Hi,b : p ∈ R 7→ sup
δ≥−δ∞

Λi,b(δ)(δ − p) and Hi,a : p ∈ R 7→ sup
δ≥−δ∞

Λi,a(δ)(δ − p),

and ∀i ∈ IT :
Hi : p ∈ R 7→ sup

|v|≤v∞

(
vp− Li(v)

)
.

Notice that for all i ∈ IT and p ∈ R,

Hi(p) = sup
|v|≤v∞

(
vp− Li(v)

)
= sup

v∈R

(
vp− Li(v)

)
,

where

Li(v) :=

{
Li(v) if |v| ≤ v∞
+∞ otherwise,

i.e. Hi is the Legendre-Fenchel transform of Li where Li is strictly convex and lower semi-
continuous.
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2.2.2 Preliminary results
Let us start with a simple result:

Proposition 3. The value function θ is bounded on [0, T ]×Q.

Proof. ∀
(
t, q, (δi)i∈IM , (v

i)i∈IT
)
∈ [0, T ]×Q×ANMM ×ANTT , letting δ̄ = (δi)i∈IM and v̄ = (vi)i∈IT ,

we have

J
(
t, q, δ̄, v̄

)
=E

 T∫
t

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qs−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+ zδi,a(s, z)1{qs−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)
−χ(qs)

∑
i∈IT

Li
(
vis
)
− ψ(qt,q,δ̄,v̄s )

}
ds− `d(qt,q,δ̄,v̄T )

 .
As `d, ψ, χ and Li are nonegative for all i ∈ IT , we get

J
(
t, q, δ̄, v̄

)
≤ E

 T∫
t

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qs−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+ zδi,a(s, z)1{qs−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)}
ds


≤ T

∑
i∈IM

(
∆i,b sup

δ≥−δ∞
δΛi,b(δ) + ∆i,a sup

δ≥−δ∞
δΛi,a(δ)

)
.

The right-hand term is independent from t, q, δ̄ and v̄, so it is clear that J and θ are bounded from
above.

We have

J
(
t, q, δ̄, v̄

)
≥ T

∑
i∈IM

(
−∆i,bδ∞Λi,b(−δ∞)−∆i,aδ∞Λi,a(−δ∞)

)
− E

[∫ T

t

{
χ(qs)

∑
i∈IT

Li(vis) + ψ(qt,q,δ̄,v̄s )

}
ds+ `d(q

t,q,δ̄,v̄
T )

]
.

This stays true in particular if we take the processes (vis)s≥t to be identically equal to 0, and as
Li(0) = 0, we have

θ(t, q) ≥ T
∑
i∈IM

(
−∆i,bδ∞Λi,b(−δ∞)−∆i,aδ∞Λi,a(−δ∞)

)
− E

[∫ T

t

ψ(qt,q,δ̄,0s )ds+ `d(q
t,q,δ̄,0
T )

]

≥ T
∑
i∈IM

(
−∆i,bδ∞Λi,b(−δ∞)−∆i,aδ∞Λi,a(−δ∞)

)
− T

(
sup
q∈Q

ψ(q) + sup
q∈Q

`d(q)

)
.
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As ψ and `d are continuous and Q is compact, we get that θ is bounded from below.

Lemma 2 below is proved in [26], and Lemma 3 is proved in the appendix.

Lemma 2. ∀i ∈ IM, Hi,b and Hi,a are two continuously differentiable decreasing functions and
the supremum in the definition of Hi,b(p) (respectively Hi,a(p)) is reached at a unique δi,b∗(p) (re-
spectively δi,a∗(p)). Furthermore, δi,b∗ and δi,a∗ are continuous and nondecreasing in p.

Lemma 3. Let ϕ : [0, T ]×Q 7→ R be a bounded function. For all i ∈ IM, the functions

(t, q, z) ∈ [0, T ]×Q× R∗+ 7→ 1{q+zei∈Q}zH
i,b

(
ϕ(t, q)− ϕ(t, q + zei)

z

)
and

(t, q, z) ∈ [0, T ]×Q× R∗+ 7→ 1{q−zei∈Q}zH
i,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
are nonnegative and bounded.

Given the properties of Li for i ∈ IT , classical results of convex analysis imply the following lemma:

Lemma 4. ∀i ∈ IT , Hi is continuously differentiable and Lipschitz, and the supremum in the
definition of Hi(p) is uniquely reached at a vi∗(p) = Hi′(p).

2.3 Viscosity solution to (HJ)

2.3.1 Existence
We denote by C1 := C1

(
[0, T )× Rd

)
the class of functions ϕ : [0, T )×Rd → R that are continuously

differentiable on [0, T )× Rd.

Definition 1. (i) If u is an upper semicontinuous (USC) function on [0, T ] × Q, we say that
u is a viscosity subsolution to (HJ) on [0, T ) × Q if ∀(t̄, q̄) ∈ [0, T ) × Q, ∀ϕ ∈ C1 such that
(u− ϕ)(t̄, q̄) = max

(t,q)∈[0,T )×Q
(u− ϕ)(t, q), we have:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.

(ii) If v is a lower semicontinuous (LSC) function on [0, T ] × Q, we say that v is a viscosity
supersolution to (HJ) on [0, T ) × Q if ∀(t̄, q̄) ∈ [0, T ) × Q, ∀ϕ ∈ C1 such that (v − ϕ)(t̄, q̄) =
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min
(t,q)∈[0,T )×Q

(v − ϕ)(t, q), we have:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≥ 0.

(iii) If θ is locally bounded on [0, T )×Q, we say that θ is a viscosity solution to (HJ) if its upper
semicontinuous envelope θ∗ and its lower semicontinuous envelope θ∗ are respectively subsolution
on [0, T )×Q and supersolution on [0, T )×Q to (HJ).

The following result is proved in the appendix:

Proposition 4. (i) Let u be a USC function on [0, T ]×Q. u is a viscosity subsolution to (HJ) if
and only if ∀(t̄, q̄) ∈ [0, T )×Q, ∀ϕ ∈ C1 such that max

(t,q)∈[0,T )×Q
(u−ϕ)(t, q) = (u−ϕ)(t̄, q̄), we have:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
u(t̄, q̄)− u(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
u(t̄, q̄)− u(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.

(ii) Let v be a LSC function on [0, T ] × Q. v is a viscosity supersolution to (HJ) if and only if
∀(t̄, q̄) ∈ [0, T )×Q, ∀ϕ ∈ C1 such that min

(t,q)∈[0,T )×Q
(v − ϕ)(t, q) = (v − ϕ)(t̄, q̄), we have:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
v(t̄, q̄)− v(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
v(t̄, q̄)− v(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≥ 0.

We can now prove that θ is a viscosity solution to (HJ).

Proposition 5. θ is a viscosity subsolution to (HJ) on [0, T )×Q.

Proof. θ is bounded on [0, T ]×Q so we can define θ∗ its upper semicontinuous envelope.

Let (t̄, q̄) ∈ [0, T )×Q and ϕ ∈ C1 such that:

0 = (θ∗ − ϕ)(t̄, q̄) = max
(t,q)∈[0,T )×Q

(θ∗ − ϕ)(t, q).
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We can classically assume this maximum to be strict. By definition of θ∗(t̄, q̄), their exists (tm, qm)m
a sequence of [0, T )×Q such that:

(tm, qm) −−−−−→
m→+∞

(t̄, q̄),

θ(tm, qm) −−−−−→
m→+∞

θ∗(t̄, q̄).

We prove the result by contradiction. Assume there exists η > 0 such that:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
> 2η.

Then, as ϕ is continuously differentiable, χ is continuous, the Hi,b, Hi,a and Hi are continuous, the
boundary of Q is negligible according to the Lebesgue measure, and the µi,b and µi,b are absolutely
continuous with respect to the Lebesgue measure, we must have:

−∂ϕ
∂t

(t, q) + ψ(q)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t, q)− ϕ(t, q + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t, q)

)
≥ 0

(2.9)

on B :=
(
(t̄ − r, t̄ + r) ∩ [0, T )

)
× (B(q̄, r) ∩Q) for a sufficiently small r ∈

(
0, T − t̄

)
, with

B(q̄, r) = {q ∈ Rd| |q − q̄| < r}. Without loss of generality, we can assume that B contains
the sequence (tm, qm)m.

Then, by potentially reducing the value of η, we have:

θ ≤ θ∗ ≤ ϕ− η

on the parabolic boundary ∂pB of B, i.e.
((

(t̄ − r, t̄ + r) ∩ [0, T )
)
× (∂B(q̄, r) ∩Q)

)
∪
(
{t̄ +

r} × B(q̄, r) ∩Q
)
. Without loss of generality we can assume that the above inequality holds on:

B̃ := {(t, q + z) | (t, q, z) ∈ B × Rd, q + z ∈ B(q̄, r)c ∩Q},

which is also bounded.

For all i ∈ IM we introduce an arbitrary control δi = (δi,b, δi,a) ∈ AM and define δ̄ = (δi)i∈IM .
For all i ∈ IT we introduce an arbitrary control vi ∈ AT and denote v̄ = (vi)i∈IT . We denote by
πm the first exit time of (t, qmt )t≥tm from B (where qmt := qtm,qm,δ̄,v̄t ):
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πm = inf{t ≥ tm|
(
t, qmt

)
6∈ B}.

By Itô’s formula:

ϕ(πm, q
m
πm) = ϕ(tm, qm) +

πm∫
tm

∂ϕ

∂t
(s, qms )ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}Λ
i,b(δi,b(s, z))

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
µi,b(dz)ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
µi,a(dz)ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz)

+

πm∫
tm

χ(qms )
∑
i∈IT

∂qiϕ(s, qms )visds,
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which we can write:

ϕ(πm, q
m
πm) = ϕ(tm, qm) +

∫ πm

tm

{
∂ϕ

∂t
(s, qms )

+
∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))

(
δi,b(s, z)−

ϕ(s, qms−)− ϕ(s, qms− + zei)

z

)
µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))

(
δi,a(s, z)−

ϕ(s, qms−)− ϕ(s, qms− − zei)
z

)
µi,a(dz)

+ χ(qms )
∑
i∈IT

(
vis∂qiϕ(s, qms )− Li(vis)

)
− ψ(qms )

}
ds

+

πm∫
tm

{
ψ(qms )−

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi(dz)

−
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz) + χ(qms )

∑
i∈IT

Li(vis)

}
ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz).

From (2.9), and by definition of Hi,b, Hi,a, and Hi, we then get:

ϕ(πm, q
m
πm) ≤ ϕ(tm, qm) +

πm∫
tm

{
ψ(qms )−

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi,a(dz) + χ(qms )

∑
i∈IT

Li(vis)

}
ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz).

The last two terms have expectations equal to zero and we obtain:
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ϕ(tm, qm) ≥ E

[
ϕ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
.

Thus:

ϕ(tm, qm) ≥η + E

[
θ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
.

As ϕ(tm, qm) −−−−−→
m→+∞

ϕ(t̄, q̄) = θ∗(t̄, q̄) and θ(tm, qm) −−−−−→
m→+∞

θ∗(t̄, q̄), we have for m large enough

the inequality θ(tm, qm) + η
2 ≥ ϕ(tm, qm), from which we deduce:

θ(tm, qm) ≥ η

2
+ E

[
θ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
.

By taking the sup over all the controls in ANMM × ANTT on the right-hand side, we contradict the
dynamic programming principle.

Necessarily, we deduce:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0,

and θ is a viscosity subsolution to (HJ) on [0, T )×Q.

Proposition 6. θ is a viscosity supersolution to (HJ) on [0, T )×Q.
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Proof. θ is bounded on [0, T ]×Q, so we can define θ∗ its lower semicontinuous envelope.

Let (t̄, q̄) ∈ [0, T )×Q and ϕ ∈ C1 such that:

0 = (θ∗ − ϕ)(t̄, q̄) = min
(t,q)∈[0,T )×Q

(θ∗ − ϕ)(t, q).

We can assume this minimum to be strict. By definition of θ∗(t̄, q̄), there exists (tm, qm)m a sequence
of [0, T )×Q such that:

(tm, qm) −−−−−→
m→+∞

(t̄, q̄),

θ(tm, qm) −−−−−→
m→+∞

θ∗(t̄, q̄).

Let us prove the proposition by contradiction. Assume there is η > 0 such that:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
< −2η.

Then, as ϕ is continuously differentiable, χ is continuous, the Hi,b, Hi,a and Hi are continuous, the
boundary of Q is negligible according to the Lebesgue measure, and the µi,b and µi,b are absolutely
continuous with respect to the Lebesgue measure, we must have:

−∂ϕ
∂t

(t, q) + ψ(q)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t, q)− ϕ(t, q + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t, q)

)
≤ 0

(2.10)

on B :=
(
(t̄ − r, t̄ + r) ∩ [0, T )

)
× (B(q̄, r) ∩Q) for a sufficiently small r ∈

(
0, T − t̄

)
, with

B(q̄, r) = {q ∈ Rd| |q − q̄| < r}. Without loss of generality, we can assume that B contains
the sequence (tm, qm)m.

Then, by potentially reducing η, we have:

θ ≥ θ∗ ≥ ϕ+ η

on ∂pB. We can also without loss of generality assume that this inequality is true on:

B̃ := {(t, q + z) | (t, q, z) ∈ B × Rd, q + z ∈ B(q̄, r)c ∩Q},

which is also bounded.
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∀i ∈ IM, we introduce the controls δi = (δi,b, δi,a) ∈ AM such that ∀t ≥ tm, ∀z ∈ R∗+,

δi,b(t, z) = δi,b∗
(
ϕ(t, qmt−)− ϕ(t, qmt− + zei)

z

)
and δi,a(t, z) = δi,a∗

(
ϕ(t, qmt−)− ϕ(t, qmt− − zei)

z

)
,

where δi,b∗ and δi,a∗ are defined in Lemma 2. Similarly, ∀i ∈ IT , we introduce the control vi ∈ AT
such that ∀t ≥ tm,

vIT = vi∗
(
∂qiϕ(t, qmt )

)
,

where vi∗ is defined in Lemma 4. As before, we denote by πm the first exit time of (t, qmt )t≥tm from
B (where qmt := qtm,qm,δ̄,v̄t ). By Itô’s lemma, we obtain:

ϕ(πm, q
m
πm) = ϕ(tm, qm) +

πm∫
tm

∂ϕ

∂t
(s, qms )ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}Λ
i,b(δi,b(s, z))

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
µi,b(dz)ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
µi,a(dz)ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz)

+

πm∫
tm

χ(qms )
∑
i∈IT

∂qiϕ(s, qms )visds,
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which we can write:

ϕ(πm, q
m
πm) = ϕ(tm, qm) +

∫ πm

tm

{
∂ϕ

∂t
(s, qms )

+
∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))

(
δi,b(s, z)−

ϕ(s, qms−)− ϕ(s, qms− + zei)

z

)
µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))

(
δi,a(s, z)−

ϕ(s, qms−)− ϕ(s, qms− − zei)
z

)
µi,a(dz)

+ χ(qms )
∑
i∈IT

(
vis∂qiϕ(s, qms )− Li(vis)

)
− ψ(qms )

}
ds

+

πm∫
tm

{
ψ(qms )−

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi(dz)

−
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz) + χ(qms )

∑
i∈IT

Li(vis)

}
ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz).

By (2.10), we then get:

ϕ(πm, q
m
πm) ≥ ϕ(tm, qm) +

πm∫
tm

{
ψ(qms )−

∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi,a(dz) + χ(qms )

∑
i∈IT

Li(vis)

}
ds

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− + zei)− ϕ(s, qms−)

)
J̃ i,b(ds, dz)

+

πm∫
tm

∑
i∈IM

∫
R∗+

(
ϕ(s, qms− − zei)− ϕ(s, qms−)

)
J̃ i,a(ds, dz).

The last two terms have expectations equal to zero and we obtain:
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ϕ(tm, qm) ≤ E

[
ϕ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
.

Thus:

ϕ(tm, qm) ≤− η + E

[
θ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
.

As ϕ(tm, qm) −−−−−→
m→+∞

ϕ(t̄, q̄) = θ∗(t̄, q̄) and moreover θ(tm, qm) −−−−−→
m→+∞

θ∗(t̄, q̄), we have that for

m sufficiently large, θ(tm, qm)− η
2 ≤ ϕ(tm, qm) and we deduce:

θ(tm, qm) < E

[
θ(πm, q

m
πm) +

πm∫
tm

{ ∑
i∈IM

∫
R∗+

1{qms−+zei∈Q}zΛ
i,b(δi,b(s, z))δi,b(s, z)µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{qms−−zei∈Q}zΛ
i,a(δi,a(s, z))δi,a(s, z)µi(dz)− χ(qms )

∑
i∈IT

Li(vis)− ψ(qms )

}
ds

]
,

which contradicts the dynamic programming principle.

In conclusion, necessarily we have:

−∂ϕ
∂t

(t̄, q̄) + ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≥ 0,

and θ is a viscosity supersolution to (HJ) on [0, T )×Q.

Proposition 7. ∀q ∈ Q, we have θ∗(T, q) = θ∗(T, q) = −`d(q).

Proof. Let q ∈ Rd and let us take (tm, qm)m∈N a sequence of [0, T ]×Q such that

(tm, qm) −→
m→+∞

(T, q) and θ(tm, qm) −→
m→+∞

θ∗(T, q).
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For all i ∈ IM we introduce arbitrary controls δi = (δi,b, δi,a) ∈ AM and denote δ̄ = (δi)i∈IM . For
all i ∈ IT we introduce an arbitrary control vi ∈ AT and define v̄ = (vi)i∈IT . Then we have for all
m ∈ N, by denoting qmt = qtm,qm,δ̄,v̄t for all t ∈ [tm, T ]:

θ(tm, qm) ≥ E

 T∫
tm

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qms−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+ zδi,a(s, z)1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)
−χ(qms )

∑
i∈IT

Li
(
vis
)
− ψ(qms )

}
ds− `d(qmT )

 .
For the sake of clarity, let us break down this expectation in four parts. We first have almost surely

T∫
tm

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qms−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+zδi,a(s, z)1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)}
ds −→

m→+∞
0,

and ∣∣∣∣∣
T∫

tm

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qms−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+ zδi,a(s, z)1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)}
ds

∣∣∣∣∣
≤ T

∑
i∈IM

(
∆i,b sup

δ≥−δ∞
|δΛi,b(δ)|+ ∆i,a sup

δ≥−δ∞
|δΛi,a(δ)|

)
,

so by dominated convergence we get

E

 T∫
tm

{∫
R∗+

∑
i∈IM

(
zδi,b(s, z)1{qms−+zei∈Q}Λ

i,b(δi,b(s, z))µi,b(dz)

+zδi,a(s, z)1{qms−−zei∈Q}Λ
i,a(δi,a(s, z))µi,a(dz)

)}
ds

]
−→

m→+∞
0.

We also have almost surely

−
∫ T

tm

χ(qms )
∑
i∈IT

Li(vis)ds −→
m→+∞

0,
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and∣∣∣∣∣−
∫ T

tm

χ(qms )
∑
i∈IT

Li(vis)ds

∣∣∣∣∣ =

∫ T

tm

χ(qms )
∑
i∈IT

Li(vis)ds ≤
∫ T

0

∑
i∈IT

Li(vis)ds ≤ T
∑
i∈IT

Li(v∞).

We can again use dominated convergence to get

−E

[∫ T

tm

χ(qms )
∑
i∈IT

Li(vis)ds

]
−→

m→+∞
0.

For the third part, we have once again almost surely

−
∫ T

tm

ψ(qms )ds −→
m→+∞

0.

As ψ is continuous on Q, it is bounded and we get

E

[∫ T

tm

ψ(qms )ds

]
−→

m→+∞
0.

We finally show exactly the same way that E [`d(q
m
T )] −→

m→+∞
`d(q), which gives us

θ∗(T, q) ≥ −`d(q).

But as θ∗(T, q) ≤ θ(T, q) = −`d(q), so θ∗(T, q) = −`d(q). The proof for θ∗ is similar, by taking
ε-optimal controls and showing that θ∗(T, q)− ε ≤ −`d(q) for all ε > 0, q ∈ Rd.

2.3.2 Uniqueness
Theorem 3. Let u be a bounded USC subsolution and v be a bounded LSC supersolution to (HJ)
such that u ≤ v on {T} × Q. Then u ≤ v on [0, T )×Q.

Proof. We prove it by contradiction. Let us assume sup
[0,T ]×Q

u−v > 0. Then this supremum cannot

be reached on {T} × Q. ∀n ≥ 0, for ε > 0, we introduce:

φn,ε(t, s, q, y) = u(t, q)− v(s, y)− n‖q − y‖2 − n(t− s)2 − ε(2T − t− s).

We also introduce (tn,ε, sn,ε, qn,ε, yn,ε) such that:

φn,ε(tn,ε, sn,ε, qn,ε, yn,ε) = max
[0,T ]2×Q2

φn,ε(t, s, q, y).

Then for all n ≥ 0, ε > 0 and for all (t, q) ∈ [0, T ]×Q, we have

φn,ε(tn,ε, sn,ε, qn,ε, yn,ε) ≥ φn,ε(t, t, q, q) = u(t, q)− v(t, q)− 2ε(T − t).

In particular,
φn,ε(tn,ε, sn,ε, qn,ε, yn,ε) ≥ max

[0,T ]×Q
(u(t, q)− v(t, q))− 2εT, (2.11)

99



and for 0 < ε <
sup

[0,T ]×Q
(u(t,q)−v(t,q))

2T , the right-hand side is positive. We can now fix ε such that

0 < ε <

sup
[0,T ]×Q

(u(t, q)− v(t, q))

4T
,

to ensure that the right-hand side of (2.11) is larger than
max

[0,T ]×Q
(u(t,q)−v(t,q))

2 , which is strictly pos-
itive by assumption. ε will remain fixed throughout the rest of the proof and, for ease of notation,
we now write φn = φn,ε, tn = tn,ε , sn = sn,ε, qn = qn,ε, and yn = yn,ε.

From what precedes, we know that for all n ≥ 0, we have

0 < φn(tn, sn, qn, yn) ≤ sup
[0,T ]2×(Q)2

(u(t, q)− v(s, y)) < +∞.

Then necessarily, |tn − sn| −→
n→+∞

0 and |qn − yn| −→
n→+∞

0: up to a subsequence, there exist

(t̄, q̄) ∈ [0, T ]×Q such that sn, tn −→
n→+∞

t̄ and qn, yn −→
n→+∞

q̄.

Moreover, we know that
φn(tn, sn, qn, yn) ≥ φn(t̄, t̄, q̄, q̄),

which implies

u(tn, qn)− v(sn, yn)− n‖qn − yn‖2 − n(tn − sn)2 − ε(2T − tn − sn) ≥ u(t̄, q̄)− v(t̄, q̄)− 2ε(T − t̄).

Hence we have

n‖qn − yn‖2 + n(tn − sn)2 ≤ u(tn, qn)− u(t̄, q̄) + v(t̄, q̄)− v(sn, yn) + 2ε(T − t̄)− ε(2T − tn − sn).

As u is USC and v is LSC, the lim sup when n → +∞ of the left-hand side is nonpositive, which
implies n‖qn − yn‖2 + n(tn − sn)2 −−−−−→

n→+∞
0.

Let us assume t̄ = T . Then we have, as u is USC and v is LSC:

lim sup
n→+∞

φn(tn, sn, qn, yn) ≤ lim sup
n→+∞

u(tn, qn)− lim inf
n→+∞

v(sn, yn) ≤ u(T, q̄)− v(T, q̄) ≤ 0,

which constitutes a contradiction. Necessarily, t̄ < T .

Hence, for n large enough we must have tn, sn < T , and we know that (tn, qn) is a maximum point
of u− ϕn where

ϕn(t, q) = v(sn, yn) + n‖q − yn‖2 + n(t− sn)2 + ε(2T − t− sn).

By Proposition 4, we have:

ε− 2n(tn − sn) + ψ(qn)−
∑
i∈IM

∫
R∗+

1{qn+zei∈Q}zH
i,b

(
u(tn, qn)− u(tn, qn + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{qn−zei∈Q}zH
i,a

(
u(tn, qn)− u(tn, qn − zei)

z

)
µi,a(dz)− χ(qn)

∑
i∈IT

Hi
(
2n
(
qin − yin

))
≤ 0.
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Furthermore, (sn, yn) is a minimum point of v − ξn where

ξn(s, y) = u(tn, yn)− n‖qn − y‖2 − n(tn − s)2 − ε(2T − tn − s),

and by the same argument:

−ε− 2n(tn − sn) + ψ(yn)−
∑
i∈IM

∫
R∗+

1{yn+zei∈Q}zH
i,b

(
v(sn, yn)− v(sn, yn + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{yn−zei∈Q}zH
i,a

(
v(sn, yn)− v(sn, yn − zei)

z

)
µi,a(dz)− χ(yn)

∑
i∈IT

Hi
(
2n
(
qin − yin

))
≥ 0.

Therefore by combining the two inequalities we get:

∑
i∈IM

∫
R∗+
z

(
1{yn+zei∈Q}H

i,b

(
v(sn, yn)− v(sn, yn + zei)

z

)

− 1{qn+zei∈Q}H
i,b

(
u(tn, qn)− u(tn, qn + zei)

z

))
µi,b(dz)

+
∑
i∈IM

∫
R∗+
z

(
1{yn−zei∈Q}H

i,a

(
v(sn, yn)− v(sn, yn − zei)

z

)

− 1{qn−zei∈Q}H
i,a

(
u(tn, qn)− u(tn, qn − zei)

z

))
µi,a(dz)

≤ −2ε+ (ψ(qn)− ψ(yn))− (χ(qn)− χ(yn))
∑
i∈IT

Hi
(
2n
(
qin − yin

))
,

101



and by rearranging the terms:∑
i∈IM

∫
R∗+

1{yn+zei∈Q}∩{qn+zei∈Q}z

(
Hi,b

(
v(sn, yn)− v(sn, yn + zei)

z

)

−Hi,b

(
u(tn, qn)− u(tn, qn + zei)

z

))
µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{yn−zei∈Q}∩{qn−zei∈Q}z

(
Hi,a

(
v(sn, yn)− v(sn, yn − zei)

z

)

−Hi,a

(
u(tn, qn)− u(tn, qn − zei)

z

))
µi,a(dz)

≤ −2ε+ (ψ(qn)− ψ(yn))− (χ(qn)− χ(yn))
∑
i∈IT

Hi
(
2n
(
qin − yin

))
−
∑
i∈IM

∫
R∗+

1{yn+zei∈Q}∩{qn+zei 6∈Q}zH
i,b

(
v(sn, yn)− v(sn, yn + zei)

z

)
µi,b(dz)

+
∑
i∈IM

∫
R∗+

1{yn+zei 6∈Q}∩{qn+zei∈Q}zH
i,b

(
u(tn, qn)− u(tn, qn + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{yn−zei∈Q}∩{qn−zei 6∈Q}zH
i,a

(
v(sn, yn)− v(sn, yn − zei)

z

)
µi,a(dz)

+
∑
i∈IM

∫
R∗+

1{yn−zei 6∈Q}∩{qn−zei∈Q}zH
i,a

(
u(tn, qn)− u(tn, qn − zei)

z

)
µi,a(dz).

(2.12)

We know that qn, yn −→
n→+∞

q̄. Therefore:

(ψ(qn)− ψ(yn)) −−−−−→
n→+∞

0.

Moreover, as χ and all the Hi are Lipschitz, and as Hi(0) = 0 for all i ∈ IT , there exists a constant
C such that for all n,∣∣∣∣∣(χ(qn)− χ(yn))

∑
i∈IT

Hi
(
2n
(
qin − yin

))∣∣∣∣∣ ≤ Cn‖qn − yn‖2 −−−−−→n→+∞
0.

We also have for all i ∈ IM and for almost every z > 0:

1{yn+zei∈Q}∩{qn+zei 6∈Q} −−−−−→
n→+∞

0.

By Lemma 3, the term zHi,b

(
v(sn,yn)−v(sn,yn+zei)

z

)
is bounded uniformly in n and z, and by the

absolute continuity of µi,b for all i ∈ IM, the dominated convergence theorem enables us to conclude
that: ∑

i∈IM

∫
R∗+

1{yn+zei∈Q}∩{qn+zei 6∈Q}zH
i,b

(
v(sn, yn)− v(sn, yn + zei)

z

)
µi,b(dz) −−−−−→

n→+∞
0.
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By the same reasoning, for all i ∈ IM:∑
i∈IM

∫
R∗+

1{yn+zei 6∈Q}∩{qn+zei∈Q}zH
i,b

(
u(tn, qn)− u(tn, qn + zei)

z

)
µi,b(dz) −−−−−→

n→+∞
0,

∑
i∈IM

∫
R∗+

1{yn−zei∈Q}∩{qn−zei 6∈Q}zH
i,a

(
v(sn, yn)− v(sn, yn − zei)

z

)
µi,a(dz) −−−−−→

n→+∞
0,

∑
i∈IM

∫
R∗+

1{yn−zei 6∈Q}∩{qn−zei∈Q}zH
i,a

(
u(tn, qn)− u(tn, qn − zei)

z

)
µi,a(dz) −−−−−→

n→+∞
0.

We can thus choose n large enough so that the right-hand side of (2.12) is negative.

Moreover, on the left-hand side of (2.12), all the integrals are always nonnegative; indeed, ∀i ∈ IM,
we have

u(tn, qn − zei)− v(sn, yn − zei)− n|qn − yn|2 − n|tn − sn|2 − ε(2T − tn − sn)

≤ u(tn, qn)− v(sn, yn)− n|qn − yn|2 − n|tn − sn|2 − ε(2T − tn − sn),
(2.13)

therefore v(sn, yn) − v(sn, yn − zei) ≤ u(tn, qn) − u(tn, qn − zei) and as Hi,a is nonincreasing, we
get the result (the proof is identical for the integrals with Hi,b).

Therefore, the left-hand side is nonnegative for every n. But, as we said before, for n large enough,
the right-hand side of (2.12) is negative, which yields a contradiction.

In conclusion, we necessarily have sup
[0,T ]×Q

u− v ≤ 0.

Theorem 4. θ is the only continuous viscosity solution to (HJ).

Proof. We know that θ is a bounded viscosity solution of (HJ), and in particular, θ∗ is a bounded
supersolution of (HJ), θ∗ is a bounded subsolution of (HJ), and θ∗(T, .) = θ∗(T, .) = −`d.

Hence θ∗ and θ∗ verify the assumptions of Theorem 3, and we get that θ∗ ≥ θ∗ on [0, T ]×Q. But
by definition of θ∗ and θ∗, we have θ∗ ≤ θ ≤ θ∗. Thus we have θ∗ = θ = θ∗, and θ is continuous.

Let us now assume that we have another continuous viscosity solution θ̃. In particular, θ̃ is a
subsolution to (HJ) and θ is a supersolution to (HJ), and as θ̃(T, q) = θ(T, q) = −`d(q) ∀q ∈ Q,
we know by the comparison principle that θ̃ ≤ θ on [0, T ] × Q. But we also have that θ̃ is a
supersolution and θ is a subsolution, so by the same argument we have θ̃ ≥ θ and finally θ̃ = θ on
[0, T ]×Q. Hence the uniqueness.
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2.4 Numerical results
In this section, we apply our model to the case of a market maker dealing with only one asset,
for which she has access to a liquidity pool where she can unwind part of her inventory. This is
often the case for instance of foreign exchange markets. We consider an asset with the following
characteristics:

• Asset price: S0 = 100 e.

• Volatility: σ = 0.2 e · day−
1
2 .

• Intensity functions:

Λb(δ) = Λa(δ) = λR
1

1 + eαΛ+βΛδ
,

with λR = 140 day−1, αΛ = 0.7, and βΛ = 100 e−1. This corresponds to 140 requests per
day, a probability of 1

1+e0.7 ' 33% to trade when the answered quote is the reference price
and a probability of 1

1+e−0.3 ' 57% to trade when the answered quote is the reference price
improved by 1 cent.

• Request sizes are distributed according to a Gamma distribution Γ(αµ, βµ) with αµ = 4 and
βµ = 4 · 10−4. This corresponds to an average request size of 10000 assets (i.e. approximately
1000000 e) and a standard deviation equal to half the average.

Regarding the objective function, we consider the following:

• Time horizon given by T = 5 days. This horizon ensures convergence towards stationary
quotes at time t = 0.

• L : v ∈ R 7→ ηv2 + φ|v| with η = 10−3 and φ = 5 · 10−4.

• ψ : q ∈ R 7→ γ
2σ

2q2 with γ = 5 · 10−7 e−1.

• `d = 0.

We impose risk limits in the sense that no trade that would result in an inventory q ∈ R such that
q2σ2 > B is admitted, where B = 1.936 · 109 (this corresponds to 220000 assets, long or short).
We then approximate the solution θ to (HJ) using a monotone implicit Euler scheme with linear
interpolation on a grid with 313 points for the inventory and a discretization of the request size
distribution with 4 sizes: z1 = 10000, z2 = 20000, z3 = 30000, and z4 = 40000 assets – thereafter
denoted by very small, small, large, and very large size – with respective probability p1 = 0.8651,
p2 = 0.1268, p3 = 0.0078 and p4 = 0.0003.

The value function (at time t = 0) is plotted in Figure 2.1. As discussed above, we choose T = 5 days
to ensure convergence of the “optimal” quotes to their stationary values. This is illustrated in Figure
2.2.

To observe the impact of the request size on the “optimal” quotes, we plot in Figure 2.3 the four
functions

q 7→ δ̄b(0, q, zk), k ∈ {1, . . . , 4},

104



where δ̄b represents the “optimal” quotes as a function of time, inventory and size of request. We
see that accounting for the size of requests impacts the optimal bid quotes, especially for a large
(long or short) inventory. The monotonicity of the quotes is of course unsurprising.

We then plot in Figure 2.4 the “optimal” trading rate of the market maker as a function of her
inventory. Naturally, she will tend to buy the asset when her inventory is short, and sell it when
her inventory is long. We observe two interesting effects: first, we see a plateau around zero. This
is due to the proportional transaction cost (given by the parameter φ), that discourages the trader
to buy or sell when her inventory is small enough (she prefers to bear this small risk than to pay the
transaction cost). Second, we see some “waves” when the inventory gets close to the limit, which
is essentially a numerical effect due to the discretization of the distribution of request size: the
market maker has less incentive to trade fast in some positions because she wants to “wait” for a
large trade that can get her inventory back to zero quickly.

200000 100000 0 100000 200000
Inventory

23800

24000

24200

24400

24600

Value function

Figure 2.1: Value function of the problem for different values of the inventory.

We use quotation marks here around the word “optimal” because, as we could not prove the regu-
larity of the value function – in fact, we have reason to think that it is not always C1 in q – we were
not able to obtain a verification theorem, and thus prove that the “optimal” quotes given by Lemma
2 and the “optimal” execution rates given by Lemma 4 are indeed optimal controls of the problem.
To confirm empirically that the controls are indeed optimal, we perform Monte-Carlo simulations
using those controls and compare the obtained expectation with the value function given above,
and plot this in Figure 2.5. We see that the values coincide in our case.
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Figure 2.2: Optimal bid quotes as a function of time for different values of the inventory (very small
trades).
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Figure 2.3: Optimal bid quotes for different trade sizes as a function of the inventory.

106



200000 100000 0 100000 200000
Inventory

4

2

0

2

4

Optimal execution rate within the liquidity pool

Figure 2.4: Optimal execution rate as a function of the inventory.
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Figure 2.5: Value function obtained by playing the “optimal” quotes and execution rates (compared
with the known value function of the problem).
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Conclusion
In this paper, we generalized existing OTC market making models, and in particular the one
presented in Bergault and Guéant [26], to introduce the possibility for the market maker to trade
“actively” on some liquidity pools in order to unwind part of her inventory. This extension led
to a partial integro-differential equation of the Hamilton-Jacobi type, to which we prove that the
value function of the problem is the unique continuous viscosity solution. We illustrate our results
numerically using an example in dimension one, and solving the equation on a grid using an implicit
Euler scheme. We then compute the optimal quotes and trading rates. We use a Monte-Carlo
method to show empirically that those controls are indeed optimal.

2.5 Appendix

2.5.1 Proof of Lemma 3
Let i ∈ IM. We only prove it for the ask side (the proof for the bid side is similar).

Let t ∈ [0, T ], q ∈ Q and z ∈ R∗+ such that q − zei ∈ Q. We have:

zHi,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
= z sup

δ≥−δ∞
Λi,a(δ)

(
δ − ϕ(t, q)− ϕ(t, q − zei)

z

)
≤ z sup

δ≥−δ∞
Λi,a(δ)δ + sup

δ≥−δ∞
− Λi,a(δ)

(
ϕ(t, q)− ϕ(t, q − zei)

)
≤ diam(Q) sup

δ≥−δ∞
Λi,a(δ)δ + 2

(
sup

[0,T ]×Q
|ϕ|

)
sup

δ≥−δ∞
Λi,a(δ),

where diam(Q) denotes the diameter of Q. For the other bound, we have:

zHi,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
= sup
δ≥−δ∞

{
zΛi,a(δ)δ − Λi,a(δ)

(
ϕ(t, q)− ϕ(t, q − zei)

)}
.

We can just take δ ≥ ϕ(t,q)−ϕ(t,q−zei)
z to see that:

zHi,a

(
ϕ(t, q)− ϕ(t, q − zei)

z

)
≥ 0,

hence the result.

2.5.2 Proof of Proposition 4
We only prove the subsolution part (the proof for the supersolution part is identical).

Let us first assume that the following inequality holds:
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−∂ϕ
∂t

(t̄, q̄)+ψ(q̄)−
∑
i∈IM

∫
R∗+

1{q̄+zei∈Q}zH
i,b

(
u(t̄, q̄)− u(t̄, q̄ + zei)

z

)
µi,b(dz)

−
∑
i∈IM

∫
R∗+

1{q̄−zei∈Q}zH
i,a

(
u(t̄, q̄)− u(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.

We know that ∀z > 0, ∀i ∈ {1, ..., d}:

u(t̄, q̄ − zei)− ϕ(t̄, q̄ − zei) ≤ u(t̄, q̄)− ϕ(t̄, q̄).

Thus:

Hi,a

(
u(t̄, q̄)− u(t̄, q̄ − zei)

z

)
≤ Hi,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
,

and the same holds for Hi,b:

Hi,b

(
u(t̄, q̄)− u(t̄, q̄ + zei)

z

)
≤ Hi,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
.

So we get:

−∂ϕ
∂t

(t̄, q̄)+ψ(q̄)−
d∑
i=1

∫
R∗+

1{q̄+zei∈Q}zH
i,b

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ + zei)

z

)
µi,b(dz)

−
d∑
i=1

∫
R∗+

1{q̄−zei∈Q}zH
i,a

(
ϕ(t̄, q̄)− ϕ(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0,

and u is a viscosity subsolution.

Let us now assume that u is a viscosity subsolution. Without loss of generality, we can assume
ϕ(t̄, q̄) = u(t̄, q̄).

Let Bη be the open ball of center (t̄, q̄) and radius η > 0. Let (un) be a sequence of smooth functions
uniformly (in n) bounded such that un ≥ u ∀n and un −−−−−→

n→+∞
u pointwise. Let ξ be a smooth

nondecreasing function such that ξ(x) = 1 if x > η/4 and ξ(x) = 0 if x < −η/4. Let dη/2 be
the algebraic distance to ∂Bη/2 (with dη/2 > 0 on Bη/2 and dη/2 ≤ 0 on Bcη/2); this function is
continuously differentiable. We introduce:

ϕnη = ϕ× (ξ ◦ dη/2) + un × (1− ξ ◦ dη/2).

Then (t̄, q̄) is still a max of u−ϕnη and (u−ϕnη )(t̄, q̄) = 0. Furthermore we have ∂ϕnη
∂t (t̄, q̄) = ∂ϕ

∂t (t̄, q̄)
and ∂qiϕnη (t̄, q̄) = ∂qiϕ(t̄, q̄) for all i ∈ IT . Thus:
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−∂ϕ
∂t

(t̄, q̄)+ψ(q̄)−
d∑
i=1

∫
R∗+

1{q̄+zei∈Q}zH
i,b

(
ϕnη (t̄, q̄)− ϕnη (t̄, q̄ + zei)

z

)
µi,b(dz)

−
d∑
i=1

∫
R∗+

1{q̄−zei∈Q}zH
i,a

(
ϕnη (t̄, q̄)− ϕnη (t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.

Plus we have ϕnη −−−−−→
n→+∞

ϕη pointwise with ϕη = ϕ× (ξ ◦ dη/2) + u× (1− ξ ◦ dη/2) which is smooth

on Bη/4 and such that ϕη = u on Bcη and ϕη(t̄, q̄) = u(t̄, q̄).

By continuity of Hi,a and Hi,b and by dominated convergence (using the same argument than in
Lemma 2 and the fact that the ϕnη are bounded uniformly in n) we get:

−∂ϕ
∂t

(t̄, q̄)+ψ(q̄)−
d∑
i=1

∫
R∗+

1{q̄+zei∈Q}zH
i,b

(
ϕη(t̄, q̄)− ϕη(t̄, q̄ + zei)

z

)
µi,b(dz)

−
d∑
i=1

∫
R∗+

1{q̄−zei∈Q}zH
i,a

(
ϕη(t̄, q̄)− ϕη(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.

By then sending η to 0 and using again dominated convergence, we get the result:

−∂ϕ
∂t

(t̄, q̄)+ψ(q̄)−
d∑
i=1

∫
R∗+

1{q̄+zei∈Q}zH
i,b

(
u(t̄, q̄)− u(t̄, q̄ + zei)

z

)
µi,b(dz)

−
d∑
i=1

∫
R∗+

1{q̄−zei∈Q}zH
i,a

(
u(t̄, q̄)− u(t̄, q̄ − zei)

z

)
µi,a(dz)− χ(q)

∑
i∈IT

Hi
(
∂qiϕ(t̄, q̄)

)
≤ 0.
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Chapter 3

Algorithmic market making for
options

Abstract

In this article, we tackle the problem of a market maker in charge of a book of options on a
single liquid underlying asset. By using an approximation of the portfolio in terms of its vega,
we show that the seemingly high-dimensional stochastic optimal control problem of an option
market maker is in fact tractable. More precisely, when volatility is modeled using a classical
stochastic volatility model – e.g. the Heston model – the problem faced by an option market
maker is characterized by a low-dimensional functional equation that can be solved numerically
using a Euler scheme along with interpolation techniques, even for large portfolios. In order to
illustrate our findings, numerical examples are provided.

3.1 Introduction
The electronification of financial markets started in the seventies with stock exchanges and now
affects each and every asset class. For asset classes that are usually traded in a centralized way
(stocks, futures, etc.), exchanges and other all-to-all trading platforms – based or not based on
limit order books – are now fully automated. For assets that are still traded over the counter
(OTC), electronification occurs through the introduction of new platforms, for instance single- and
multi-dealer-to-client platforms.

This electronification is associated with a trend towards the automation of the trading process for
many players of the financial industry: brokers, banks, but also systematic asset managers who
often develop their own execution algorithms. For assets traded in centralized markets, trading
automation is nowadays massive. For instance, in the cash equity world, a vast majority of the
execution is now carried out using algorithms. For asset traded in dealer markets, the automation
of the market making process has been at the agenda for a few years and more and more banks are
developing market making algorithms for various asset classes (currencies, bonds, etc.).
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In the academic literature, many market making models have been proposed since the eighties. In
the early literature on market making, the two main references are the paper of Ho and Stoll [71]
and the paper of Grossman and Miller [59]. Ho and Stoll introduced indeed a very relevant frame-
work to tackle the main problem faced by market makers: inventory management. Grossman and
Miller, who were more interested in capturing the essence of liquidity, proposed a very simple model
with 3 periods that encompassed both market makers and final customers, enabled to understand
what happens at equilibrium, and contributed to the important literature on the price formation
process. If the latter paper belongs to a strand of literature that is extremely important to go
beyond the simple Walrasian view of markets, it is of little help to build market making algorithms.
The former paper however, after more than 25 years, has paved the way to a recent mathematical
literature on algorithmic market making.

A seminal reference of the new literature on market making is the paper of Avellaneda and Stoikov [13]
who revived the dynamic approach proposed by Ho and Stoll. They indeed showed how the quot-
ing and inventory management problems of market makers could be addressed using the tools of
stochastic optimal control. Since then, many models have been proposed, most of them to tackle
the same problem of single-asset market making as that of Avellaneda and Stoikov. For instance,
Guéant, Lehalle, and Fernandez-Tapia provided in [65] a rigourous analysis of the Avellaneda-
Stoikov stochastic optimal control problem and proved that the problem could be simplified into a
system of linear ordinary differential equations (ODE) in the case of exponential intensity functions.
Cartea, Jaimungal, and coauthors contributed a lot to the literature and added many features to the
initial models: market impact, alpha signals, ambiguity aversion, etc. (see [36, 39, 40]). They also
considered a different objective function: a risk-adjusted expectation instead of a Von Neumann-
Morgenstern expected utility.

The models proposed in the above papers all share the same characteristics: (i) they are agnostic
with respect to the market structure, but are in fact more adapted to OTC markets or limit order
book markets with small tick size, (ii) they only deal with single-asset market making, and (iii)
they do not deal with the market making of options.

In fact, models have been specifically developed by Guilbaud and Pham (see [68, 69]) for assets
traded through limit order books with large tick size (e.g. most stocks) and for assets traded on
platforms with a pro-rata microstructure (e.g. some currency pairs). Interestingly, these models
enable the use of aggressive orders by market makers, which is – surprisingly – a standard behavior
on equity markets (see [95]).

As far as multi-asset market making is concerned, models have been developed recently to account
for the correlation structure between asset price changes. Guéant extended to a multi-asset frame-
work models à la Avellaneda-Stoikov and models à la Cartea-Jaimungal (see [61], [62], and [63]) and
showed that the problem boils down, for general intensity functions, to solving a system of (a priori
nonlinear) ODEs. The associated question of the numerical methods to approximate the solution of
the equations characterizing the optimal quotes of a multi-asset market maker is addressed in [26]
using a factorial approach and in [66] using reinforcement learning, both with applications to cor-
porate bond markets.

Finally, as far as asset classes are concerned, there have been few attempts to address market mak-
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ing problems outside of the cash world. Market making models for derivative contracts are indeed
intrinsically more complicated because they must account for the strategies on both the market for
the underlying asset and the market for the derivatives, and usually for numerous contracts (e.g.
options for lots of strikes and maturities). Option market making is only addressed in a paper by
El Aoud and Abergel (see [46]) and in a paper by Stoikov and Sağlam [98]. In the former, the
authors consider a single-option market driven by a stochastic volatility model and assume that the
position is always ∆-hedged. They provide optimal bid and ask quotes for the option and focus on
the risk of model misspecification. In the latter, the authors consider three different settings, but
all with only one option: (i) a market maker in a complete market where continuous trading in the
perfectly liquid underlying stock is allowed, (ii) a market maker who may not trade continuously
in the underlying stock, but rather sets bid and ask quotes in the option and the stock, and (iii) a
market maker in an incomplete market with residual risks due to stochastic volatility and overnight
jumps.

In this paper, we consider the case of a market maker in charge of a book of options whose prices are
driven by a stochastic volatility model. We assume that trading in continuous time can be carried
out in the underlying asset so that the residual risk is only that of the vega associated with the
inventory. Using a constant-vega approximation, we show that the problem of an option market
maker boils down to solving a low-dimensional functional equation of the Hamilton-Jacobi-Bellman
type that can be tackled numerically using a simple Euler scheme along with interpolation tech-
niques. In particular, in spite of the large number of assets, the market making problem is tractable.

In Section 1, we describe the model and present the optimization problem of the option market
maker. In Section 2, we show how that problem can be simplified under the constant-vega ap-
proximation. In particular, we show that solving the high-dimensional stochastic optimal control
problem of the market maker boils down to solving a low-dimensional functional equation. In Sec-
tion 3, we consider the example of a book of options with several strikes and maturities and provide
numerical results obtained through interpolation techniques and an explicit Euler scheme.

3.2 Description of the problem
We consider a probability space (Ω,F ,P

)
with a filtration (Ft)t∈R+

satisfying the usual conditions.
Throughout the paper, we assume that all stochastic processes are defined on

(
Ω,F , (Ft)t∈R+ ,P

)
.

3.2.1 The market

We consider an asset whose price dynamics is described by a one-factor stochastic volatility model
of the form {

dSt = µStdt+
√
νtStdW

S
t

dνt = aP(t, νt)dt+ ξ
√
νtdW

ν
t ,

where µ ∈ R, ξ ∈ R∗+, (WS
t ,W

ν
t )t∈R+

is a couple of Brownian motions with quadratic covariation
given by ρ = d〈WS ,W ν〉

dt ∈ (−1, 1), and aP is such that the processes are well defined (in particular,
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we assume that the process (νt)t∈R+ stays positive almost surely).

Remark 8. A classical example for the function aP is that of the Heston model (see [70]), i.e.
aP : (t, ν) 7→ κP(θP − ν) where κP, θP ∈ R+ satisfy the Feller condition 2κPθP > ξ2.

Remark 9. For the sake of simplicity, we consider throughout this paper a one-factor model where
the instantaneous variance is the main variable of interest. Similar results could be obtained with
a one-factor model focused on forward variances, such as the classical one-factor Bergomi model
(see [28, 29]). Moreover, it is noteworthy that our approach can easily be extended to two-factor
stochastic volatility models such as the celebrated two-factor Bergomi model (see [28, 29]), up to an
increase – by 1 – in the dimension of the equation to solve.

Assuming interest rates are equal to 0, we introduce a risk-neutral / pricing probability measure1
Q under which the price and volatility processes become{

dSt =
√
νtStdŴ

S
t

dνt = aQ(t, νt)dt+ ξ
√
νtdŴ

ν
t ,

where (ŴS
t , Ŵ

ν
t )t∈R+

is another couple of Brownian motions under Q with quadratic covariation

given by ρ = d〈ŴS ,Ŵ ν〉
dt ∈ (−1, 1), and where aQ is such that the processes are well defined.

We consider N ≥ 1 European options written on the above asset (hereafter, the underlying asset).
For each i ∈ {1, . . . , N}, the option maturity date is denoted by T i and we denote by (Oit)t∈[0,T i]

the price process associated with the i-th option.

Remark 10. In applications, the options under consideration will always be call and/or put op-
tions. However, our setting enables to consider any European payoff.

In the above one-factor model, we know that for all i ∈ {1, . . . , N}, and all t ∈ [0, T i], Oit =
Oi(t, St, νt) where Oi is solution on [0, T i) × R+

2 of the following partial differential equation
(PDE):

0 = ∂tO
i(t, S, ν) + aQ(t, ν)∂νO

i(t, S, ν)

+
1

2
νS2∂2

SSO
i(t, S, ν) + ρξνS∂2

νSO
i(t, S, ν) +

1

2
ξ2ν∂2

ννO
i(t, S, ν). (3.1)

Remark 11. Options prices are also characterized by a terminal condition corresponding to the
payoff. However, we will only consider short-term optimization problems for which the time horizon
is before the maturity of all the options under consideration. Therefore, we shall never use the final
condition associated with Eq. (3.1).

1For references, see for instance [56].
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3.2.2 The optimization problem of the market maker
We consider an option market maker in charge of providing bid and ask quotes for the N above
options over the period [0, T ] where T < mini∈{1,...,N}T i (see Remark 11). For all i ∈ {1, . . . , N}
we denote by Oit − δ

i,b
t (z) and Oit + δi,at (z) the bid and ask prices proposed by the market maker

for a transaction of a number z of i-th options, where (δit(.))t∈[0,T ] :=
(
δi,bt (.), δi,at (.)

)
t∈[0,T ]

is F-
predictable and bounded from below by a given constant δ∞.2 Hereafter, we denote by A the
set of such admissible control processes. The dynamics of the inventory process (qt)t∈[0,T ] :=
(q1
t , . . . , q

N
t )′t∈[0,T ] of the market maker is given by

dqit :=

∫
R∗+
z
(
N i,b(dt, dz)−N i,a(dt, dz)

)
, i ∈ {1, . . . , N},

where N i,b(dt, dz), N i,a(dt, dz) are two right-continuous R∗+-marked point processes, with almost
surely no simultaneous jumps, modelling the transactions of the i-th option on the bid and ask side,
whose respective intensity processes (λi,bt (dz))t∈R+ and (λi,at (dz))t∈R+ are given by

λi,bt (dz) := Λi,b(δi,bt (z))1{qt−+zei∈Q}µ
i,b(dz) λi,at (dz) := Λi,a(δi,at (z))1{qt−−zei∈Q}µ

i,a(dz)

with (ei)i∈{1,...,N} the canonical basis of RN , Q the set of authorized inventories3 for the market
maker, and µi,b, µi,a two probability measures on R∗+, modelling the distributions of transaction
sizes. For i ∈ {1, . . . , N}, Λi,b,Λi,a are positive functions satisfying the following classical hypotheses
(see [61, 62] for similar assumptions):

• Λi,b and Λi,a are twice continuously differentiable.

• Λi,b and Λi,a are strictly decreasing, with Λi,b
′
< 0 and Λi,a

′
< 0.

• lim
δ→+∞

Λi,b(δ) = lim
δ→+∞

Λi,a(δ) = 0.

• sup
δ∈R

Λi,b(δ)Λi,b
′′

(δ)(
Λi,b′ (δ)

)2 < 2 and sup
δ∈R

Λi,a(δ)Λi,a
′′

(δ)(
Λi,a′ (δ)

)2 < 2 .

The above conditions are sufficiently general to allow for several relevant forms of intensities: the
exponential intensities initially introduced in [13] and used in most of the literature, logistic inten-
sities as in [26], or many SU Johnson intensities as in [66].

In addition to quoting prices for the N options, the market maker can buy and sell the underlying
asset. We assume that the market for that asset is liquid enough to ensure a perfect ∆-hedging.

Remark 12. In practice, for a portfolio that is not vega-hedged, it is usually suboptimal to perfectly
∆-hedge the portfolio because of the correlation between the spot process and the instantaneous vari-
ance process. Nevertheless, we assume here for the sake of simplicity that ∆-hedging is carried out
in continuous time. A study of the optimal position in the underlying asset and its consequence on
our problem is carried out in Appendix 3.5.1.

2In applications, we always choose δ∞ negative enough so that this lower bound is never binding.
3The frontier of this set defines the risk limits of the market maker.
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In what follows, we denote by (∆t)t∈[0,T ] the ∆ of the portfolio:

∆t :=

N∑
i=1

∂SO
i(t, St, νt)q

i
t for all t ∈ [0, T ].

The resulting dynamics for the cash process (Xt)t∈[0,T ] of the market maker is:

dXt :=

N∑
i=1

(∫
R∗+
z
(
δi,bt (z)N i,b(dt, dz) + δi,at (z)N i,a(dt, dz)

)
−Oitdqit

)
+ Std∆t + d

〈
∆, S

〉
t
.

We denote by (Vt)t∈[0,T ] the process for the Mark-to-Market (MtM) value of the market maker’s
portfolio (cash, shares, and options), i.e.,

Vt := Xt −∆tSt +

N∑
i=1

qitOit.

The dynamics of that process is given by

dVt = dXt − Std∆t −∆tdSt − d
〈
∆, S

〉
t

+

N∑
i=1

Oitdqit +

N∑
i=1

qitdOit

=

N∑
i=1

∫
R∗+
z
(
δi,bt (z)N i,b(dt, dz) + δi,at (z)N i,a(dt, dz)

)
+ qitdOit −∆tdSt

=

N∑
i=1

∫
R∗+
z
(
δi,at (z)N i,a(dt, dz) + δi,bt (z)N i,b(dt, dz)

)
+qit∂νO

i(t, St, νt)
(
aP(t, νt)− aQ(t, νt)

)
dt

+
√
νtξq

i
t∂νO

i(t, St, νt)dW
ν
t .

For all i ∈ {1, . . . , N}, the vega of the i-th option is defined as

Vit := ∂√νO
i(t, St, νt) = 2

√
νt∂νO

i(t, St, νt) for all t ∈ [0, T ].

Hence, we can rewrite the dynamics of the portfolio as

dVt =

N∑
i=1

∫
R∗+
z
(
δi,bt (z)N i,b

t (dt, dz) + δi,at (z)N i,a
t (dt, dz)

)
+ qitVit

aP(t, νt)− aQ(t, νt)

2
√
νt

dt+
ξ

2
qitVitdW ν

t .

Following the academic literature on market making, we can consider two objective functions: As
in the initial Avellaneda and Stoikov setting [13] (see also [61, 62, 65]), we can consider the following
expected utility objective function:

sup
δ∈A

E
[
− exp

(
− γVT

)]
,

where γ > 0 is the risk–aversion parameter of the market maker. Instead, as in [36, 39, 40], but
also in [62], we can consider a risk–adjusted expectation for the objective function, i.e.

sup
δ∈A

E

VT − γ

2

∫ T

0

(
N∑
i=1

ξ

2
qitVit

)2

dt

 .
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The second objective function in our case writes

sup
δ∈A

E

∫ T

0

N∑
i=1

∑
j=a,b

∫
R∗+

zδi,jt (z)Λi,j(δi,jt (z))1{qt−−ψ(j)zei∈Q}µ
i,j(dz)

+qitVit
aP(t, νt)− aQ(t, νt)

2
√
νt

dt− γξ2
8

∫ T

0

(
N∑
i=1

qitVit

)2

dt

,
(3.2)

where

ψ(j) :=

{
+1 if j = a
−1 if j = b.

These two objective functions are close to one other in practice. Guéant showed in [62] that they
give similar optimal quotes in practical examples. Furthermore, in many cases, the expected utility
framework with exponential utility function can be reduced to the maximization of the expected
PnL minus a quadratic penalty of the above form, up to a change in the intensity functions (see [85]).

In what follows, we consider the second framework. Therefore, we define the value function

u :
(
t, S, ν, q

)
∈ [0, T ]× R+

2 ×Q 7→ u
(
t, S, ν, q

)
associated with (3.2) as

u
(
t, S, ν, q

)
= sup

(δs)s∈[t,T ]∈At
E(t,S,ν,q)

∫ T

t

N∑
i=1

∑
j=a,b

∫
R∗+
zδi,js (z)Λi,j(δi,js (z))1{qt−−ψ(j)zei∈Q}µ

i,j(dz)


+ qisVis

aP(s, νs)− aQ(s, νs)

2
√
νs

 ds− γξ2

8

∫ T

t

(
N∑
i=1

qisVis

)2

ds

 , (3.3)

where At is the set of admissible controls defined on [t, T ].

3.2.3 Assumptions and approximations
The above stochastic optimal control problem can be addressed from a theoretical point of view
using an approach similar to that of [62]. However, when it comes to approximating the optimal
quotes a market maker should set for the N options, classic numerical methods are of no help
because the value function u has N +2 variables (in addition to the time variable). In order to beat
the curse of dimensionality and be able to approximate the solution of (3.3) we propose a method
based on the following assumptions / approximations:

Assumption 1. We approximate the vega of each option over [0, T ] by its value at time t = 0,
namely

Vit = Vi0 =: Vi ∈ R, for all i ∈ {1, . . . , N}.

Assumption 2. We assume that the set of authorized inventories is associated with vega risk limits,
i.e.

Q =

{
q ∈ RN

∣∣∣∣∣
N∑
i=1

qiVi ∈
[
−V,V

] }
,
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where V ∈ R∗+ is the vega risk limit of the market maker.

The first assumption is acceptable if T is not too large. This raises in fact the deep question of the
reasonable value of T , as there is no natural choice for the horizon of the optimization problem. In
practice, T has to be sufficient large to allow for several transactions in many options and small
enough for the constant-vega approximation to be relevant (and smaller than the maturities of the
options). It is also noteworthy, although it is time-inconsistent, that one can use the proceed of
the model (with the constant-vega approximation) over a short period of time and then run the
model again with updated vegas. This is a classical practice in applied optimal control when the
parameters are estimated online.4

The second assumption states that risk limits are related to the only source of risk (as the portfolio
is ∆-hedged). This is a natural assumption. The only drawback is that no risk limit can be set to
individual options.

3.3 An approximate solution to the problem

3.3.1 Change of variables: beating the curse of dimensionality
Under the above assumptions, the N + 2 state variables can be replaced by only two: the instanta-
neous variance and the vega of the portfolio. This portfolio vega, defined by Vπt :=

∑N
i=1 q

i
tVi, has

the following dynamics

dVπt =

N∑
i=1

∫
R∗+
zVi
(
N i,b(dt, dz)−N i,a(dt, dz)

)
.

It is clear indeed that the value function u verifies

∀(t, S, ν, q
)
∈ [0, T ]× R+

2 ×Q, u(t, S, ν, q
)

= v

(
t, ν,

N∑
i=1

qiVi
)
,

where

v (t, ν,Vπ) = sup
(δs)s∈[t,T ]∈At

E(t,ν,Vπ)

∫ T

t

 N∑
i=1

∑
j=a,b

∫
R∗+
zδi,js (z)Λi,j(δi,js (z))1{|Vπs −ψ(j)zVi|≤V}µ

i,j(dz)


+Vπs

aP(s, νs)− aQ(s, νs)

2
√
νs

− γξ2

8
Vπs

2

 ds

 .
(3.4)

In other words, the problem boils down, under the two above assumptions, to a low-dimensional
optimal control problem where the two state variables are driven by 2N controlled point processes

4In Appendix 3.5.2 we propose a method to relax the constant-vega assumption. This method is based on a
Taylor expansion around the constant-vega case. The curse of dimensionality is tamed by the reduction of the
problem to a Monte-Carlo simulation.
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and a standard Brownian motion.

3.3.2 Hamilton-Jacobi-Bellman equation and optimal controls
Following [91], the Hamilton-Jacobi-Bellman equation associated with (3.4) is given by

0 = ∂tv(t, ν,Vπ) + aP(t, ν)∂νv(t, ν,Vπ) +
1

2
νξ2∂2

ννv(t, ν,Vπ) + Vπ aP(t, ν)− aQ(t, ν)

2
√
ν

− γξ2

8
Vπ2

+

N∑
i=1

∑
j=a,b

∫
R∗+
z1{|Vπ−ψ(j)zVi|≤V}H

i,j

(
v
(
t, ν,Vπ

)
− v
(
t, ν,Vπ − ψ(j)zVi

)
z

)
µi,j(dz),

(3.5)

with final condition v(T, ν,Vπ) = 0, where

Hi,j(p) := sup
δi,j≥δ∞

Λi,j(δi,j)(δi,j − p), i ∈ {1, . . . , N}, j = a, b.

We end up therefore with a low-dimensional functional equation of the Hamilton-Jacobi-Bellman
type.

Once the value function is known, the optimal controls, which are the optimal mid-to-bid and
ask-to-mid associated with the N options, are given by the following formula (see [26, 62]):

δi,j∗t (z) = max

(
δ∞,

(
Λi,j

)−1

(
−Hi,j′

(
v
(
t, νt,Vπt−

)
− v
(
t, νt,Vπt− − ψ(j)zVi

)
z

)))
, i ∈ {1, . . . , N}, j = a, b.

Remark 13. In the case where aP = aQ, it is evident that v does not depend on ν. In that case
v(t, ν,Vπ) = w(t,Vπ) where w is solution of the simpler Hamilton-Jacobi-Bellman

0 = ∂tw(t,Vπ)−γξ
2

8
Vπ2+

N∑
i=1

∑
j=a,b

∫
R∗+
z1{|Vπ−ψ(j)zVi|≤V}H

i,j

(
w
(
t,Vπ

)
− w

(
t,Vπ − ψ(j)zVi

)
z

)
µi,j(dz),

with final condition w(T,Vπ) = 0.

3.4 Numerical results

3.4.1 Model parameters
In this section we consider a book of options and derive the optimal quotes using the above approach.

For this purpose, we consider an underlying stock with the following characteristics:

• Stock price at time t = 0: S0 = 10 e.

• Instantaneous variance at time t = 0: ν0 = 0.0225 year−1.
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• Heston model with aP(t, ν) = κP(θP − ν) where κP = 2 year−1 and θP = 0.04 year−1, and
aQ(t, ν) = κQ(θQ − ν) where κQ = 3 year−1 and θQ = 0.0225 year−1.

• Volatility of volatility parameter: ξ = 0.2 year−1.

• Spot-variance correlation: ρ = −0.5.

We consider the case of a market maker dealing with 20 European call options written on that stock
where the strike×maturity couples are the elements (Ki, T i)i=1,...,20 of the set K × T , where

K = {8 e, 9 e, 10 e, 11 e, 12 e} and T = {1 year, 1.5 years, 2 years, 3 years}.

The associated implied volatility surface is plotted in Figure 3.1.5

The liquidity parameters of these options are the following:

• Intensity functions:

Λi,j(δ) =
λi

1 + eα+ β

Vi
δ
, i ∈ {1, . . . , N}, j = a, b.

where λi = 252×30
1+0.7×|S0−Ki| year

−1, α = 0.7, and β = 150 year
1
2 .

The choice of λi corresponds to 30 requests per day for at-the-money options, and decreases to
12.5 for more in- and out-the money options. The choice of α corresponds to a probability of

1
1+e0.7 ≈ 33% to trade when the answered quote is the mid-price. The choice of β corresponds
to a probability of 1

1+e−0.8 ≈ 69% to trade when the answered quote corresponds to an
implied volatility 1% better for the client and a probability of 1

1+e2.2 ≈ 10% to trade when
the answered quote corresponds to an implied volatility 1% worse for the client.

• Size of transactions: we assume constant sizes zi = 5·105

Oi0
contracts for option i. This cor-

responds approximately to 500000 e per transaction.6 The measures µi,b and µi,a are here
Dirac masses.

Regarding the risk limits and the objective function, we consider the following:

• Vega risk limit: V = 107 e · year 1
2 .

• Time horizon given by T = 0.0012 year (i.e. 0.3 days). This short time horizon surprisingly
ensures convergence towards stationary quotes at time t = 0 (see Figure 3.3 below).

• Risk aversion given by γ = 1 · 10−3 e−1.

5This plot has been computed using 105 Monte-Carlo simulations for each option.
6This is only an approximation as trade sizes are in number of options and option prices move.
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Figure 3.1: Implied volatility surface associated with the above parameters

3.4.2 Optimal quotes
Using a monotone explicit Euler scheme with linear interpolation on a grid of size 180 × 30 × 40,
we approximate the value function solution to (3.5) (with Neumann conditions at the boundaries
in ν) on the domain [0, T ]× [0.0144, 0.0324]×

[
−V,V

]
. This value function is plotted in Figure 3.2.
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Figure 3.2: Value function as a function of instantaneous variance and portfolio vega.

121



From that value function, we deduce the optimal bid and ask quotes of the market maker for each
option as a function of the portfolio vega. As mentioned above, we chose T = 0.0008 year (i.e.
0.2 days) – a choice that ensures convergence of the optimal quotes to their stationary values (see
Figure 3.3).
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Figure 3.3: Optimal mid-to-bid quotes as a function of time for option 1: (K1, T 1) = (8, 1) –
nu = 0.04.

Focusing on the asymptotic values, we now present in Figures 3.4, 3.5, 3.6, 3.7, and 3.8, the optimal
bid quotes as a function of the portfolio vega for each strike and maturity. More precisely, as the
options we consider can have very different prices, we consider instead of the optimal bid quotes
themselves the ratio between each optimal mid-to-bid quote and the price (at time t = 0) of the
corresponding option. In Figures 3.9, 3.10, 3.11, 3.12, and 3.13, we plot the same optimal bid quotes
for the 20 options in terms of implied volatility (divided by the implied volatility at time t = 0).

The results are in line with what was expected: the mid-to-bid quotes increase with the portfolio
vega. The incentive to buy options with positive vega decreases indeed with the vega of the portfolio.

122



1.0 0.5 0.0 0.5 1.0
Portfolio vega 1e7

0.0075

0.0050

0.0025

0.0000

0.0025

0.0050

0.0075

0.0100

0.0125
Op

tim
al

 m
id

-to
-b

id
 d

iv
id

ed
 b

y 
pr

ice

(K i,T i) = (8.0,1.0) -- price = 2.06, vega = 0.41
(K i,T i) = (8.0,1.5) -- price = 2.11, vega = 0.46
(K i,T i) = (8.0,2.0) -- price = 2.16, vega = 0.48
(K i,T i) = (8.0,3.0) -- price = 2.27, vega = 0.46

Figure 3.4: Optimal mid-to-bid quotes divided by option price as a function of the portfolio vega
for K=8.
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for K=9.
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Figure 3.6: Optimal mid-to-bid quotes divided by option price as a function of the portfolio vega
for K=10.
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Figure 3.7: Optimal mid-to-bid quotes divided by option price as a function of the portfolio vega
for K=11.
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Figure 3.8: Optimal mid-to-bid quotes divided by option price as a function of the portfolio vega
for K=12.

1.0 0.5 0.0 0.5 1.0
Portfolio vega 1e7

0.94

0.96

0.98

1.00

1.02

IV
 o

f o
pt

im
al

 b
id

 q
uo

te
 d

iv
id

ed
 b

y 
in

iti
al

 IV

(K i,T i) = (8.0,1.0) -- price = 2.06, vega = 0.41, IV = 0.1622
(K i,T i) = (8.0,1.5) -- price = 2.11, vega = 0.46, IV = 0.1583
(K i,T i) = (8.0,2.0) -- price = 2.16, vega = 0.48, IV = 0.1563
(K i,T i) = (8.0,3.0) -- price = 2.27, vega = 0.46, IV = 0.1544
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Figure 3.10: Optimal (relative) bid implied volatility as a function of the portfolio vega for K=9.
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Figure 3.11: Optimal (relative) bid implied volatility as a function of the portfolio vega for K=10.
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Figure 3.12: Optimal (relative) bid implied volatility as a function of the portfolio vega for K=11.
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Figure 3.13: Optimal (relative) bid implied volatility as a function of the portfolio vega for K=12.
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3.4.3 Conclusion
In this article, we tackled the problem of an option market maker dealing with options on a single
underlying asset.7 Using a constant-vega approximation, we showed how to reduce the problem to
a low-dimensional functional equation whose solution can easily be approximated using an explicit
Euler scheme and linear interpolation. Furthermore, our method scales linearly in the number of
options and can therefore be used with large books of options. Our method is illustrated by an
example involving 20 European calls, but our model can be used with any European options.

3.5 Appendix

3.5.1 An alternative to the ∆-hedging assumption
Throughout the body of this paper, we assumed that the market maker ensured ∆-hedging. In this
appendix, we show that this assumption can be relaxed without much change in the reasoning.

Let us introduce the process (qSt )t∈[0,T ] representing the inventory of the market maker in the
underlying asset. The dynamics of the cash process of the market maker (Xt)t∈[0,T ] rewrites as

dXt =

N∑
i=1

(∫
R∗+
z
(
δi,bt (z)N i,b

t (dt, dz) + δi,at (z)N i,a
t (dt, dz)

)
−Oitdqit

)
− qSt dSt − d

〈
qS , S

〉
t
.

The Mark-to-Market value of the portfolio writes

Vt = Xt + qSt St +

N∑
i=1

qitOit

and its dynamics is

dVt =

N∑
i=1

(∫
R∗+
z
(
δi,bt (z)N i,b

t (dt, dz) + δi,at (z)N i,a
t (dt, dz)

)
+ qitVit

aP(t, νt)− aQ(t, νt)

2
√
νt

dt+
ξ

2
qitVitdW ν

t

)

+
√
νtSt

(
N∑
i=1

qit∂SO
i(t, St, νt) + qSt

)
dWS

t .

Denoting by ∆π
t :=

∑N
i=1 q

i
t∂SO

i(t, St, νt) the ∆ of the market maker’s portfolio at time t, our
mean-variance optimization problem becomes

sup
(δ,qS)∈A′

E [VT ]− γ

2
V

[∫ T

0

ξ

2
Vπt dW ν

t +
√
νtSt

(
∆π
t + qSt

)
dWS

t

]
,

7As noted while publishing this paper, our method can easily be extended to the case of multiple underlying
assets using the same method as in [26] if the instantaneous variance processes of the different assets are driven by
a few factors.
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where

A′ =
{

(δt, q
S
t )t∈[0,T ] | δ is an R2N -valued predictable process bounded from below by δ∞

and qS is an R-valued adapted process with E

[∫ T

0

νtS
2
t

(
∆π
t + qSt

)2
dt

]
< +∞

}
.

Noticing that

V

(∫ T

0

ξ

2
Vπt dW ν

t +
√
νtSt

(
∆π
t + qSt

)
dWS

t

)
=E

[∫ T

0

(
ξ2

4
Vπt

2 + νtS
2
t

(
∆π
t +qSt

)2
+ρξVπt

√
νtSt

(
∆π
t + qSt

))
dt

]
,

we easily see that the variance term is minimized for qS = qS
∗ where

∀t ∈ [0, T ], qSt
∗

= −∆π
t −

ρξVπt
2
√
νtSt

,

and that its minimum value is

(1− ρ2)

∫ T

0

ξ2

4
Vπt

2dt.

Therefore, the optimization problem boils down to

sup
δ∈A

E

∫ T

0

 N∑
i=1

∑
j=a,b

∫
R∗+
zδi,jt (z)Λi,j(δi,jt (z))1|Vπt −ψ(j)zVi|≤Vµ

i,j(dz)


+ Vπt

aP(t, νt)− aQ(t, νt)

2
√
νt

− γξ2

8
(1− ρ2)Vπt

2

 dt

 ,
and we recover the same optimization problem as in the body of the paper, except that the risk
aversion parameter is multiplied by 1−ρ2 to account for the reduction of risk made possible by the
optimal trading strategy in the underlying asset in presence of vol-spot correlation.

3.5.2 Beyond the constant-vega assumption
In this appendix we propose a method to relax our main assumption: the constant-vega approxi-
mation.

If, for all i ∈ {1, . . . , N}, the process
(
Vit
)
t∈[0,T ]

stays close to its initial value Vi0, then it is reason-
able to consider a perturbative approach around the constant-vega approximation. In particular,
instead of assuming that

∑N
i=1 q

i
t∂
√
νO

i(t, St, νt) '
∑N
i=1 q

i
t∂
√
νO

i(0, S0, ν0) = Vπt , we consider the
expansion

N∑
i=1

qit∂
√
νO

i(t, St, νt) = Vπt + εW(t, St, νt, qt)

and we consider an expansion of the value function u of the following form:

u(t, S, ν, q) = v

(
t, ν,

N∑
i=1

qi∂√νO
i(0, S0, ν0)

)
+ εϕ(t, S, ν, q).
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Assuming that Q = RN and noting that the Hamilton-Jacobi-Bellman equation associated with u
is

0 = ∂tu(t, S, ν, q) + aP(t, ν)∂νu(t, S, ν, q) +
1

2
νS2∂2

SSu(t, S, ν, q) +
1

2
νξ2∂2

ννu(t, S, ν, q) + ρνSξ∂2
νSu(t, S, ν, q)

+
aP(t, ν)− aQ(t, ν)

2
√
ν

N∑
i=1

qi∂√νO
i(t, S, ν)− γξ2

8

(
N∑
i=1

qi∂√νO
i(t, S, ν)

)2

+

N∑
i=1

∑
j=a,b

∫
R∗+
zHi,j

(
u(t, S, ν, q)− u(t, S, ν, q − ψ(j)zei)

z

)
µi,j(dz),

with terminal condition equal to 0, the first-order term in ε in the Taylor expansion gives

0 = ∂tϕ(t, S, ν, q) + aP(t, ν)∂νϕ(t, S, ν, q) +
1

2
νS2∂2

SSϕ(t, S, ν, q)
1

2
νξ2∂2

ννϕ(t, S, ν, q) + ρνSξ∂2
νSϕ(t, s, ν, q)

+
aP(t, ν)− aQ(t, ν)

2
√
ν

W(t, S, ν, q)− γξ2

4
W(t, S, ν, q)

N∑
i=1

qiVi0

+

N∑
i=1

∑
j=a,b

∫
R∗+
Hi,j ′

(
v(t, ν,

∑N
l=1 q

lV l0)− v(t, ν,
∑N
l=1 q

lV l0 − ψ(j)zVi0)

z

)
×
(
ϕ(t, S, ν, q)− ϕ(t, S, ν, q − ψ(j)zei)

)
µi,j(dz),

with terminal condition equal to 0.

Although it involves q ∈ RN , this equation is linear and thus ϕ(t, S, ν, q) admits a Feynman-Kac
representation that tames the curse of dimensionality for practical applications:

ϕ(t, S, ν, q) = E(t,S,ν,q)

[∫ T

t

(
aP(s, νs)− aQ(s, νs)

2
√
νs

W(s, Ss, νs, qs)−
γξ2

4
W(s, Ss, νs, qs)

N∑
i=1

qisVi0

)
ds

]

where, for each i ∈ {1, . . . , N}, the processes N i,b and N i,a have respective intensities

λ̃i,bt (dz) = −Hi,b′
(
v(t, νt,

∑N
l=1 q

l
t−V l0)− v(t, νt,

∑N
l=1 q

l
t−V l0 − ψ(j)zVi0)

z

)
µi,b(dz),

λ̃i,at (dz) = −Hi,a′
(
v(t, νt,

∑N
l=1 q

l
t−V l0)− v(t, νt,

∑N
l=1 q

l
t−V l0 − ψ(j)zVi0)

z

)
µi,a(dz),

with as before dqit =
∫
R∗+
z
(
N i,b(dt, dz)−N i,a(dt, dz)

)
.

Subsequently, the function ϕ can be computed using a Monte-Carlo algorithm and quotes accounting
for the variation of the vegas can therefore be computed (to the first order in ε).
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Chapter 4

Closed-form approximations in
multi-asset market making

Abstract

A large proportion of market making models derive from the seminal model of Avellaneda
and Stoikov. The numerical approximation of the value function and the optimal quotes in
these models remains a challenge when the number of assets is large. In this article, we
propose closed-form approximations for the value functions of many multi-asset extensions of
the Avellaneda-Stoikov model. These approximations or proxies can be used (i) as heuristic
evaluation functions, (ii) as initial value functions in reinforcement learning algorithms, and/or
(iii) directly to design quoting strategies through a greedy approach. Regarding the latter,
our results lead to new and easily interpretable closed-form approximations for the optimal
quotes, both in the finite-horizon case and in the asymptotic (ergodic) regime. Furthermore,
we propose a perturbative approach to improve our closed-form approximations through Monte-
Carlo simulations.

4.1 Introduction
Since the publication of the paper [13] by Avellaneda and Stoikov, who revisited the paper [71]
by Ho and Stoll (see also [72]), there has been an extensive literature on optimal market mak-
ing.1 Guéant, Lehalle, and Fernandez-Tapia provided in [65] a rigorous analysis of the stochastic
optimal control problem introduced by Avellaneda and Stoikov and proved that, under inventory
constraints, the problem reduces to a system of linear ordinary differential equations in the case of
exponential intensity functions suggested by Avellaneda and Stoikov. They also studied the asymp-
totics when the time horizon T tends to +∞, proposed closed-form approximations, and introduced
extensions to include a drift in the price dynamics and market impact / adverse selection. Cartea
and Jaimungal, along with their various coauthors, contributed substantially to the literature and
added many features to the initial models: alpha signals, ambiguity aversion, etc. (see [36, 40, 41] –

1There is an economic literature on market making, for instance the seminal paper [59] by Grossman and Miller.
The results in this literature are, however, more interesting for understanding the price formation process than for
building market making algorithms.
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see also their book [39]). They also considered a different objective function: the expected PnL mi-
nus a running penalty to avoid holding a large inventory instead of the Von Neumann-Morgenstern
expected CARA (constant absolute risk aversion) utility of [13] and [65]. Many features have also
been added by various authors: general dynamics for the price in [78], persistence of the order flow
in [75], several requested sizes in [26], client tiering and access to a liquidity pool in [21], etc.

In spite of the focus of initial papers on stock markets,2 the models derived from that of Avellaneda
and Stoikov have been more useful to build market making algorithms in quote-driven markets:
corporate bond markets based on requests for quotes, FX markets based on requests for quotes and
requests for stream, etc. For stock markets or, more generally, order-driven markets with relatively
low bid-ask spread to tick size ratio, many models have been proposed that depart from the original
framework of Avellaneda and Stoikov in that the limit order book is modeled. Instances of papers
proposing this type of models include those of Guilbaud and Pham [68, 69], that of Kühn and
Muhle-Karbe [77], that of Fodra and Pham [49] or the more recent papers by Lu and Abergel [84]
and Baradel, Bouchard, Evangelista, and Mounjid [18].

Most of the literature on optimal market making deals with single-asset models. However, because
market making algorithms are typically built for entire portfolios, single-asset models are not suf-
ficient to build operable algorithms, except under the unrealistic assumption that asset prices are
uncorrelated. Multi-asset extensions of the Avellaneda-Stoikov model have been proposed. A paper
by Guéant and Lehalle [63] touches upon this extension and a complete analysis for the various
objective functions present in the literature can be found in [62] (see also the book [61]) or in [26]
in which multiple trade sizes are also considered.

Although their mathematical characterization has been known for years, computing the value func-
tion and the optimal quotes is complicated in the multi-asset case whenever the prices of the assets
are correlated. The grid methods that are classically used to tackle the single-asset case suffer
indeed from the curse of dimensionality and do not scale up to many practical multi-asset cases.
Bergault and Guéant proposed in [26] a factor method to reduce the dimensionality of the prob-
lem. Guéant and Manziuk proposed in [66] a numerical method based on reinforcement learning
techniques (an actor-critic approach in fact3). In spite of these recent advances, the computational
cost of most numerical schemes will still be prohibitive for practical use for some asset classes.

Instead of computing a numerical approximation of the value function (from which one tradition-
ally deduces a numerical approximation of the optimal quotes), we propose in this paper a method
for building a closed-form proxy for the value function. The idea behind the approach is that the
value function associated with many market making problems is the solution of a Hamilton-Jacobi
equation that can be seen as a perturbation of another Hamilton-Jacobi equation for which the
solution can be computed in closed form. Of course, such closed-form formula does not define a
solution to the initial Hamilton-Jacobi equation, but it has similar properties and should capture
most of the relevant financial effects.

2There was also from the very beginning a focus on options markets – see for instance [98] (cf. [15] and [46] for
more recent papers).

3Recent advances in the control of point processes (see [27]) might decrease significantly the computation time
associated with reinforcement learning techniques for solving market making problems.
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Having a proxy of a value function is known to be useful in the community of reinforcement learning
(see [100] and [101] for a reference to the reinforcement learning terminology). An important use of
a closed-form proxy of a value function is as a heuristic evaluation function. Heuristic evaluation
functions are mainly used in game-playing computer programs as a proxy of the probability to win
the game given the current state – usually the current board in board games – but they can be
used as terminal values in many Monte-Carlo-based reinforcement learning techniques. Also, such
a proxy can be used as a starting point for many iterative algorithms based on value functions:
value iteration algorithm, actor-critic approaches, etc. The last application we highlight – which
was also our initial motivation – is that one can build from a proxy of a value function a quoting
strategy called the greedy strategy associated with that proxy. Having such a strategy in closed
form has numerous advantages. First, it can be used directly by market practitioners as a quoting
strategy. Second, it can be used as a starting point in iterative algorithms based on policy functions:
policy iteration algorithm, actor-critic approaches, etc. Third, it has the advantage of being easily
interpretable and gives insights on the true optimal strategy such as the identification of the leading
factors and the sensitivity to changes in model parameters.

In addition to providing a closed-form approximation or proxy for the value function, we can move
one step further in our perturbative approach and consider the first-order term of the Taylor ex-
pansion (in the perturbation parameter) of the true value function. By using this approach, we
obtain another proxy of the value function. This additional approximation is not given in closed
form, but it can be computed at any given point through a Monte-Carlo simulation (see [26] for a
close idea in a different context).

The methods we propose are first applied to the multi-asset market making models of [62]. Then
we generalize the framework in several directions to cover many important practical cases: (i) drift
in prices, (ii) client tiering, (iii) several request sizes for each asset and each tier, and (iv) fixed
transaction costs for each asset and each tier. The drift in prices models the views of the market
maker. Client tiering is a common practice in OTC markets, justified by the large spectrum of
needs and behaviors in the set of clients to be served. The introduction of several request sizes
for each asset and each tier reflects the reality that request sizes are not in control of the market
makers, but rather of their clients. The fixed transaction costs can model extra costs associated
with the market making business, for instance related to trading platforms.

We end this introduction by outlining our paper. In Section 4.2 we recall the multi-asset exten-
sions of the Avellaneda-Stoikov model proposed in [62], present the system of ordinary differential
equations (the Hamilton-Jacobi equation) characterizing the value function, and state the main
results regarding the optimal quotes. In Section 4.3, we present our perturbative approach and
compute in closed form the zeroth-order term of the expansion, which is our proxy of the value
function. We deduce from that proxy an approximation of the optimal quotes in closed form. In
Section 4.4, we move one step further and show that the first-order term of the Taylor expansion
(in the perturbation parameter) can easily be computed thanks to a probabilistic representation
that enables the use of Monte-Carlo simulations. In Section 4.5, we extend our results to a more
general multi-asset market making model with drift in prices, client tiering, several requested sizes
for each asset and each tier, and fixed transaction costs for each asset and each tier.
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4.2 The multi-asset market making model

4.2.1 Model setup

We fix a probability space (Ω,F ,P) equipped with a filtration (Ft)t∈R+
satisfying the usual condi-

tions. In what follows, we assume that all stochastic processes are defined on (Ω,F , (Ft)t∈R+ ,P).

For i ∈ {1, . . . , d}, the reference price of asset i is modeled by a process (Sit)t∈R+
with dynamics

dSit = σidW i
t , Si0 given,

where (W 1
t , . . . ,W

d
t )t∈R+

is a d-dimensional Brownian motion with correlation matrix (ρi,j)1≤i,j≤d
adapted to the filtration (Ft)t∈R+

– hereafter we denote by Σ = (ρi,jσiσj)1≤i,j≤d the variance-
covariance matrix associated with the process (St)t∈R+ = (S1

t , . . . , S
d
t )t∈R+ .

The market maker chooses at each point in time the price at which she is ready to buy/sell each
asset: for i ∈ {1, . . . , d}, we let her bid and ask quotes for asset i be modeled by two stochastic
processes, respectively denoted by (Si,bt )t∈R+

and (Si,at )t∈R+
.

For i ∈ {1, . . . , d}, we denote by (N i,b
t )t∈R+ and (N i,a

t )t∈R+ the two point processes modeling the
number of transactions at the bid and at the ask, respectively, for asset i. We assume in this section
that the transaction size for asset i is constant and denoted by zi. The inventory process of the
market maker for asset i, denoted by (qit)t∈R+

, has therefore the dynamics

dqit = zidN i,b
t − zidN

i,a
t , qi0 given,

and we denote by (qt)t∈R+
the (column) vector process

(
q1
t , . . . , q

d
t

)ᵀ
t∈R+

.

For each i ∈ {1, . . . , d}, we denote by (λi,bt )t∈R+
and (λi,at )t∈R+

the intensity processes of (N i,b
t )t∈R+

and (N i,a
t )t∈R+ , respectively. We assume that the market maker stops proposing a bid (respectively

ask) price for asset i when her position in asset i following the transaction would exceed a given
threshold Qi (respectively −Qi).4

Formally, we assume that the intensities verify

λi,bt = Λi,b(δi,bt )1{qit−+zi≤Qi} and λi,at = Λi,a(δi,at )1{qit−−zi≥−Qi},

where the processes (δi,bt )t∈R+
and (δi,at )t∈R+

are defined by

δi,bt = Sit − S
i,b
t and δi,at = Si,at − Sit , ∀t ∈ R+.

Moreover, we assume that the functions Λi,b and Λi,a satisfy the following properties:

• Λi,b and Λi,a are twice continuously differentiable,

• Λi,b and Λi,a are decreasing, with ∀δ ∈ R, Λi,b
′
(δ) < 0 and Λi,a

′
(δ) < 0,

4Qi is assumed to be a multiple of zi. It corresponds to the risk limit of the market maker for asset i.
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• limδ→+∞ Λi,b(δ) = limδ→+∞ Λi,a(δ) = 0,

• supδ
Λi,b(δ)Λi,b

′′
(δ)

(Λi,b′(δ))
2 < 2 and supδ

Λi,a(δ)Λi,a
′′

(δ)

(Λi,a′(δ))2 < 2.

Finally, the process (Xt)t∈R+ modelling the amount of cash on the market maker’s cash account
has the following dynamics:

dXt =

d∑
i=1

Si,at zidN i,a
t − S

i,b
t zidN i,b

t

=

d∑
i=1

(Sit + δi,at )zidN i,a
t − (Sit − δ

i,b
t )zidN i,b

t

=

d∑
i=1

(
δi,bt zidN i,b

t + δi,at zidN i,a
t

)
−

d∑
i=1

Sitdq
i
t.

4.2.2 The optimization problems

We can consider two different optimization problems for the market maker. Following the initial
model proposed by Avellaneda and Stoikov in [13], we can assume that she maximizes the expected
value of a CARA utility function (with risk aversion parameter γ > 0) applied to the mark-to-market
value of her portfolio at a given time T .5 More precisely, her optimization problem writes

sup
(δ1,b
t )t,...,(δ

d,b
t )t∈A

(δ1,a
t )t,...,(δ

d,a
t )t∈A

E

[
− exp

(
−γ

(
XT +

d∑
i=1

qiTS
i
T

))]
,

where A is the set of predictable processes bounded from below. We call Model A our model with
this first objective function.

Alternatively, as proposed by Cartea et al. in [40], we can consider a risk-adjusted expectation for
the objective function of the market maker. In that case, the optimization problem writes

sup
(δ1,b
t )t,...,(δ

d,b
t )t∈A

(δ1,a
t )t,...,(δ

d,a
t )t∈A

E

[
XT +

d∑
i=1

qiTS
i
T −

1

2
γ

∫ T

0

qᵀt Σqtdt

]
.

We call Model B our model with this second objective function.

5In the literature there is sometimes a penalty function applied to the inventory at terminal time T . Here, as we
shall focus on the asymptotic regime of the optimal quotes, there is no point considering such a penalty. However,
it is noteworthy that most of our non-asymptotic results could be generalized to the case of a quadratic terminal
penalty.
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4.2.3 The Hamilton-Jacobi-Bellman and Hamilton-Jacobi equations

Let {ei}di=1 be the canonical basis of Rd. The Hamilton-Jacobi-Bellman equation associated with
Model A is

0 = ∂tu(t, x, q, S) +
1

2

d∑
i,j=1

ρi,jσiσj∂2
SiSju(t, x, q, S)

+

d∑
i=1

1{qi+zi≤Qi} sup
δi,b

Λi,b(δi,b)
(
u(t, x− ziSi + ziδi,b, q + ziei, S)− u(t, x, q, S)

)
+

d∑
i=1

1{qi−zi≥−Qi} sup
δi,a

Λi,a(δi,a)
(
u(t, x+ ziSi + ziδi,a, q − ziei, S)− u(t, x, q, S)

)
,(4.1)

with terminal condition u(T, x, q, S) = − exp
(
−γ
(
x+

∑d
i=1 q

iSi
))

.

The Hamilton-Jacobi-Bellman equation associated with Model B is

0 = ∂tv(t, x, q, S)− 1

2
γqᵀΣq +

1

2

d∑
i,j=1

ρi,jσiσj∂2
SiSjv(t, x, q, S)

+

d∑
i=1

1{qi+zi≤Qi} sup
δi,b

Λi,b(δi,b)
(
v(t, x− ziSi + ziδi,b, q + ziei, S)− v(t, x, q, S)

)
+

d∑
i=1

1{qi−zi≥−Qi} sup
δi,a

Λi,a(δi,a)
(
v(t, x+ ziSi + ziδi,a, q − ziei, S)− v(t, x, q, S)

)
,(4.2)

with terminal condition v(T, x, q, S) = x+
∑d
i=1 q

iSi.

For each i ∈ {1, . . . , d} and ξ ≥ 0, let us define two Hamiltonian functions6 Hi,b
ξ and Hi,a

ξ by

Hi,b
ξ (p) =


sup
δ

Λi,b(δ)
ξzi (1− exp(−ξzi(δ − p))) if ξ > 0,

sup
δ

Λi,b(δ)(δ − p) if ξ = 0,
(4.3)

and

Hi,a
ξ (p) =


sup
δ

Λi,a(δ)
ξzi (1− exp(−ξzi(δ − p))) if ξ > 0,

sup
δ

Λi,a(δ)(δ − p) if ξ = 0.
(4.4)

Using the ansatz introduced in [62] for the two functions u : [0, T ]× R×
∏d
i=1

(
ziZ ∩ [−Qi, Qi]

)
×

Rd → R and v : [0, T ]× R×
∏d
i=1

(
ziZ ∩ [−Qi, Qi]

)
× Rd → R, i.e.

u(t, x, q, S) = − exp

(
−γ

(
x+

d∑
i=1

qiSi + θ(t, q)

))
and v(t, x, q, S) = x+

d∑
i=1

qiSi + θ(t, q),

6It is noteworthy that our definition of Hi,b
ξ and Hi,a

ξ differs from that of [62] (by a factor zi). The alternative
definition we use is also present in [26] for ξ = 0.
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we see that solving the Hamilton-Jacobi-Bellman equations (4.1) and (4.2) boils down to finding
the solution θ : [0, T ]×

∏d
i=1

(
ziZ ∩ [−Qi, Qi]

)
→ R of the following Hamilton-Jacobi equation with

ξ = γ in the case of Model A and ξ = 0 in the case of Model B:

0 = ∂tθ(t, q)−
1

2
γqᵀΣq (4.5)

+

d∑
i=1

1{qi+zi≤Qi}z
iHi,b

ξ

(
θ(t, q)− θ(t, q + ziei)

zi

)
+

d∑
i=1

1{qi−zi≥−Qi}z
iHi,a

ξ

(
θ(t, q)− θ(t, q − ziei)

zi

)
.

In both cases, the terminal condition simply boils down to

θ(t, q) = 0. (4.6)

4.2.4 Existing theoretical results

From [62, Theorem 5.1], for a given ξ ≥ 0, there exists a unique θ : [0, T ]×
∏d
i=1

(
ziZ ∩ [−Qi, Qi]

)
→

R, C1 in time, solution of Eq. (4.5) with terminal condition (4.6). Moreover (see [62, Theorems 5.2
and 5.3]), a classical verification argument enables to go from θ to optimal controls for both Model
A and Model B. The optimal quotes as functions of θ are recalled in the following theorems (for
details, see [62]).

In the case of Model A, the result is the following:

Theorem 1. Let us consider the solution θ of Eq. (4.5) with terminal condition (4.6) for ξ = γ.

Then, for i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = Sit − δ
i,b∗
t and Si,at = Sit + δi,a∗t in

Model A are characterized by

δi,b∗t = δ̃i,b∗γ

(
θ(t, qt−)− θ(t, qt− + ziei)

zi

)
for qt− + ziei ∈

d∏
j=1

[−Qj , Qj ],

δi,a∗t = δ̃i,a∗γ

(
θ(t, qt−)− θ(t, qt− − ziei)

zi

)
for qt− − ziei ∈

d∏
j=1

[−Qj , Qj ],

(4.7)

where the functions δ̃i,b∗γ (·) and δ̃i,a∗γ (·) are defined by

δ̃i,b∗γ (p) = Λi,b
−1
(
γziHi,b

γ (p)−Hi,b
γ

′
(p)
)
,

δ̃i,a∗γ (p) = Λi,a
−1
(
γziHi,a

γ (p)−Hi,a
γ

′
(p)
)
.

For Model B, the result is the following:

Theorem 2. Let us consider the solution θ of Eq. (4.5) with terminal condition (4.6) for ξ = 0.
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Then, for i ∈ {1, . . . , d}, the optimal bid and ask quotes Si,bt = Sit − δ
i,b∗
t and Si,at = Sit + δi,a∗t in

Model B are characterized by

δi,b∗t = δ̃i,b∗0

(
θ(t, qt−)− θ(t, qt− + ziei)

zi

)
for qt− + ziei ∈

d∏
j=1

[−Qj , Qj ],

δi,a∗t = δ̃i,a∗0

(
θ(t, qt−)− θ(t, qt− − ziei)

zi

)
for qt− − ziei ∈

d∏
j=1

[−Qj , Qj ],

(4.8)

where the functions δ̃i,b∗0 (·) and δ̃i,a∗0 (·) are defined by

δ̃i,b∗0 (p) = Λi,b
−1
(
−Hi,b

0

′
(p)
)

and δ̃i,a∗0 (p) = Λi,a
−1
(
−Hi,a

0

′
(p)
)
.

In the following two sections, we propose new methods to find approximations of the solution to
the system of ordinary differential equations (ODEs) (4.5) with terminal condition (4.6). Eqs. (4.7)
and (4.8) can then serve to go from approximations of the value function to approximation of the
optimal quotes. The resulting quotes correspond in fact to the greedy quoting strategy associated
with the proxy of the value function.7

4.3 A quadratic approximation of the value function and its
applications

4.3.1 Introduction

In the field of (stochastic) optimal control, finding value functions and optimal controls in closed
form is the exception rather than the rule. One important exception goes with the class of Linear-
Quadratic (LQ) and Linear-Quadratic-Gaussian (LQG) problems. Of course, the above market
making problem does not belong to this class of control problems, for instance because the control
of point processes is nonlinear by nature. Nevertheless, we see that price risk appears in both Model
A and Model B through the quadratic term 1

2γq
ᵀΣq in the Hamilton-Jacobi equation (4.5). The

main idea of this paper consists in replacing the Hamiltonian functions associated with our market
making problem by quadratic functions that approximate them, and then regarding the real Hamil-
tonian functions as perturbations of the quadratic ones. The interest of quadratic Hamiltonian
functions lies in that the resulting Hamilton-Jacobi equations can be solved in closed-form using
the same tools as for LQ/LQG problems, i.e. Riccati equations.

At first sight, approximating the Hamiltonian functions involved in Eq. (4.5) by quadratic functions
seems inappropriate. For all i ∈ {1, . . . , d}, the functions Hi,b

ξ and Hi,a
ξ are indeed positive and

decreasing and approximating them with U-shaped functions can only be valid locally. However, one
has to bear in mind that our goal is to approximate the solution of the Hamilton-Jacobi equations

7The true optimal quotes correspond to the greedy strategy with respect to the value function u (in Model A)
or v (in Model B) deduced from the true θ.
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and not the Hamiltonian functions. This remark is particularly important because the Hamiltonian
terms involved in the Hamilton-Jacobi equations are (up to the indicator functions that we shall
discard in what follows by considering the limit case where ∀i ∈ {1, . . . , d}, Qi = +∞) of the form

Hi,b
ξ

(
θ(t, q)− θ(t, q + ziei)

zi

)
+Hi,a

ξ

(
θ(t, q)− θ(t, q − ziei)

zi

)
,

Assuming that θ(t,q)−θ(t,q+ziei)
zi ' − θ(t,q)−θ(t,q−z

iei)
zi , we clearly see that, with respect to asset i, the

function we need to approximate is p 7→ Hi,b
ξ (p) +Hi,a

ξ (−p) rather than Hi,b
ξ and Hi,a

ξ themselves,
and it is natural to approximate the former function with a U-shaped one!

Let us replace for all i ∈ {1, . . . , d} the Hamiltonian functions Hi,b
ξ and Hi,a

ξ by the quadratic
functions

Ȟi,b : p 7→ αi,b0 + αi,b1 p+
1

2
αi,b2 p2 and Ȟi,a : p 7→ αi,a0 + αi,a1 p+

1

2
αi,a2 p2.

Remark 1. A natural choice for the functions (Ȟi,b)i∈{1,...,d} and (Ȟi,a)i∈{1,...,d} derives from
Taylor expansions around p = 0. In that case,

∀i ∈ {1, . . . , d},∀j ∈ {0, 1, 2}, αi,bj = Hi,b
ξ

(j)
(0) and αi,aj = Hi,a

ξ

(j)
(0).

If we consider the limit case where ∀i ∈ {1, . . . , d}, Qi = +∞, then Eq. (4.5) becomes

0 = ∂tθ̌(t, q)−
1

2
γqᵀΣq +

d∑
i=1

zi
(
αi,b0 + αi,a0

)
+

d∑
i=1

(
αi,b1

(
θ̌(t, q)− θ̌(t, q + ziei)

)
+ αi,a1

(
θ̌(t, q)− θ̌(t, q − ziei)

))
+

1

2

d∑
i=1

1

zi

(
αi,b2

(
θ̌(t, q)− θ̌(t, q + ziei)

)2
+ αi,a2

(
θ̌(t, q)− θ̌(t, q − ziei)

)2)
(4.9)

and of course we consider the terminal condition

θ̌(T, q) = 0. (4.10)

4.3.2 An approximation of the value function in closed form

Eq. (4.9) with terminal condition (4.10) can be solved in closed form. To prove this point, we start
with the following proposition:

Proposition 1. Let us introduce for i ∈ {1, . . . , d}, j ∈ {0, 1, 2}, k ∈ N,

∆i,b
j,k = αi,bj (zi)k and ∆i,a

j,k = αi,aj (zi)k,

V bj,k =
(

∆1,b
j,k, . . . ,∆

d,b
j,k

)ᵀ
and V aj,k =

(
∆1,a
j,k , . . . ,∆

d,a
j,k

)ᵀ
,
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and
Db
j,k = diag(∆1,b

j,k, . . . ,∆
d,b
j,k) and Da

j,k = diag(∆1,a
j,k , . . . ,∆

d,a
j,k ).

Let us consider three differentiable functions A : [0, T ]→ S++
d , B : [0, T ]→ Rd, and C : [0, T ]→ R

solutions of the system of ordinary differential equations8
A′(t) = 2A(t)

(
Db

2,1 +Da
2,1

)
A(t)− 1

2γΣ

B′(t) = 2A(t)
(
V b1,1 − V a1,1

)
+ 2A(t)

(
Db

2,2 −Da
2,2

)
D(A(t)) + 2A(t)

(
Db

2,1 +Da
2,1

)
B(t)

C ′(t) = Tr
(
Db

0,1 +Da
0,1

)
+ Tr

((
Db

1,2 +Da
1,2

)
A(t)

)
+
(
V b1,1 − V a1,1

)ᵀ
B(t)

+ 1
2D(A(t))ᵀ

(
Db

2,3 +Da
2,3

)
D(A(t)) + 1

2B(t)ᵀ
(
Db

2,1 +Da
2,1

)
B(t) +B(t)ᵀ

(
Db

2,2 −Da
2,2

)
D(A(t)),

(4.11)
with terminal conditions

A(T ) = 0, B(T ) = 0, and C(T ) = 0, (4.12)

where D is the linear operator mapping a matrix onto the vector of its diagonal coefficients.

Then θ̌ : (t, q) ∈ [0, T ]×
∏d
i=1 z

iZ 7→ −qᵀA(t)q−qᵀB(t)−C(t) is solution of Eq. (4.9) with terminal
condition (4.10).

Proof. We have

∂tθ̌(t, q)−
1

2
γqᵀΣq +

d∑
i=1

zi
(
αi,b0 + αi,a0

)
+

d∑
i=1

(
αi,b1

(
θ̌(t, q)− θ̌(t, q + ziei)

)
+ αi,a1

(
θ̌(t, q)− θ̌(t, q − ziei)

))
+

1

2

d∑
i=1

1

zi

(
αi,b2

(
θ̌(t, q)− θ̌(t, q + ziei)

)2
+ αi,a2

(
θ̌(t, q)− θ̌(t, q − ziei)

)2)
= −qᵀA′(t)q − qᵀB′(t)− C ′(t)− 1

2
γqᵀΣq +

d∑
i=1

zi
(
αi,b0 + αi,a0

)
+

d∑
i=1

αi,b1

(
2ziqᵀA(t)ei + (zi)2ei

ᵀ
A(t)ei + ziei

ᵀ
B(t)

)
+

d∑
i=1

αi,a1

(
−2ziqᵀA(t)ei + (zi)2ei

ᵀ
A(t)ei − zieiᵀB(t)

)
+

1

2

d∑
i=1

1

zi
αi,b2

(
2ziqᵀA(t)ei + (zi)2ei

ᵀ
A(t)ei + ziei

ᵀ
B(t)

)2

+
1

2

d∑
i=1

1

zi
αi,a2

(
−2ziqᵀA(t)ei + (zi)2ei

ᵀ
A(t)ei − zieiᵀB(t)

)2

8S++
d (resp. S+

d ) stands here for the set of positive definite (resp. semi-definite) symmetric d-by-d matrices.
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= −qᵀA′(t)q − qᵀB′(t)− C ′(t)− 1

2
γqᵀΣq + Tr

(
Db

0,1 +Da
0,1

)
+2qᵀA(t)

(
V b1,1 − V a1,1

)
+ Tr

((
Db

1,2 +Da
1,2

)
A(t)

)
+
(
V b1,1 − V a1,1

)ᵀ
B(t)

+2qᵀA(t)
(
Db

2,1 +Da
2,1

)
A(t)q +

1

2
D(A(t))ᵀ

(
Db

2,3 +Da
2,3

)
D(A(t)) +

1

2
B(t)ᵀ

(
Db

2,1 +Da
2,1

)
B(t)

+2qᵀA(t)
(
Db

2,2 −Da
2,2

)
D(A(t)) + 2qᵀA(t)

(
Db

2,1 +Da
2,1

)
B(t) +B(t)ᵀ

(
Db

2,2 −Da
2,2

)
D(A(t))

= 0,

where the last equality comes from the definitions of (A,B,C) and the identification of the terms
of degree 0, 1, and 2 in q.

As the terminal conditions are satisfied, the result is proved.

Proposition 2. Assume αi,b2 + αi,a2 > 0 for all i ∈ {1, . . . , d}. The system of ODEs (4.11) with
terminal conditions (4.12) admits the unique solution

A(t) =
1

2
D
− 1

2
+ Â

(
eÂ(T−t) − e−Â(T−t)

)(
eÂ(T−t) + e−Â(T−t)

)−1

D
− 1

2
+ , (4.13)

B(t) = −2e−2
∫ T
t
A(u)D+ du

∫ T

t

e2
∫ T
s
A(u)D+ duA(s) (V− +D−D(A(s))) ds, (4.14)

C(t) = −Tr
(
Db

0,1 +Da
0,1

)
(T − t)− Tr

((
Db

1,2 +Da
1,2

) ∫ T

t

A(s)ds

)
− V ᵀ
−

∫ T

t

B(s)ds

− 1

2

∫ T

t

D(A(s))ᵀ
(
Db

2,3 +Da
2,3

)
D(A(s))ds− 1

2

∫ T

t

B(s)ᵀD+B(s)ds

−
∫ T

t

B(s)ᵀD−D(A(s))ds. (4.15)

where

D+ = Db
2,1 +Da

2,1, D− = Db
2,2 −Da

2,2, V− = V b1,1 − V a1,1, and Â =
√
γ
(
D

1
2
+ΣD

1
2
+

) 1
2

.

Proof. The system of ODEs (4.11) being triangular – though not linear – we tackle the equations
one by one, in order.

Solution for A First, we observe that D+ = diag((α1,b
2 +α1,a

2 )z1, . . . , (αd,b2 +αd,a2 )zd) is a positive
diagonal matrix. Therefore D

1
2
+ is well defined. Then, since D

1
2
+ΣD

1
2
+ ∈ S+

d , Â is well defined and
in S+

d .

Now, by introducing the change of variables

a(t) = 2D
1
2
+A(t)D

1
2
+,

the terminal value problem for A in (4.11) becomes{
a′(t) = a(t)2 − Â2

a(T ) = 0.
(4.16)
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To solve (4.16) let us introduce the function z defined by

z(t) = eÂ(T−t) + e−Â(T−t),

that is a C2([0, T ], S++
d ) function verifying z′′(t) = Â2z(t) and z′(T ) = 0.

We have
d

dt

(
−z′(t)z(t)−1

)
= −z′′(t)z(t)−1 + z′(t)z(t)−1z′(t)z(t)−1 =

(
z′(t)z(t)−1

)2 − Â2

and −z′(T )z(T )−1 = 0. Therefore, by Cauchy-Lipschitz theorem, we have a = −z′z−1.

Wrapping up, we obtain

A(t) =
1

2
D
− 1

2
+ a(t)D

− 1
2

+

= −1

2
D
− 1

2
+ z′(t)z(t)−1D

− 1
2

+

=
1

2
D
− 1

2
+ Â

(
eÂ(T−t) − e−Â(T−t)

)(
eÂ(T−t) + e−Â(T−t)

)−1

D
− 1

2
+ .

Solution for B Let us notice that, by definition of the exponential of a matrix, for all s, t ∈
[0, T ], the matrices Â,

(
eÂ(T−s) − e−Â(T−s)

)
,
(
eÂ(T−s) + e−Â(T−s)

)−1

,
(
eÂ(T−t) − e−Â(T−t)

)
, and(

eÂ(T−t) + e−Â(T−t)
)−1

commute. Therefore

A(s)D+A(t)D+

=
1

4
D
− 1

2
+ Â

(
eÂ(T−s) − e−Â(T−s)

)(
eÂ(T−s) + e−Â(T−s)

)−1

×Â
(
eÂ(T−t) − e−Â(T−t)

)(
eÂ(T−t) + e−Â(T−t)

)−1

D
1
2
+

=
1

4
D
− 1

2
+ Â

(
eÂ(T−t) − e−Â(T−t)

)(
eÂ(T−t) + e−Â(T−t)

)−1

×Â
(
eÂ(T−s) − e−Â(T−s)

)(
eÂ(T−s) + e−Â(T−s)

)−1

D
1
2
+

= A(t)D+A(s)D+.

Therefore, we can apply the method of Variation of Parameters to the linear ODE characterizing
B to obtain

B(t) = −2e−2
∫ T
t
A(u)D+ du

∫ T

t

e2
∫ T
s
A(u)D+ duA(s) (V− +D−D(A(s))) ds.

Solution for C We simply integrate the ODE characterizing C to obtain (4.15).

From Eqs. (4.13), (4.14), and (4.15), we can deduce the asymptotic behaviour of (A,B,C) when T
goes to infinity.
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Proposition 3. Let (A,B,C) be the solution of the system of ODEs (4.11) with terminal condi-
tions (4.12).

Then,

A(0)
T→+∞−→ 1

2

√
γΓ,

B(0)
T→+∞−→ −D−

1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

)
,

C(0)

T

T→+∞−→ −Tr
(
Db

0,1 +Da
0,1

)
− 1

2

√
γTr

((
Db

1,2 +Da
1,2

)
Γ
)

+ V ᵀ
−D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

)
− 1

8
γD(Γ)ᵀ

(
Db

2,3+Da
2,3

)
D(Γ)− 1

2

(
V−+

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V−+

1

2

√
γD−D(Γ)

)
+

1

2

√
γ

(
V− +

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+ D−D(Γ),

where Γ = D
− 1

2
+

(
D

1
2
+ΣD

1
2
+

) 1
2

D
− 1

2
+ and Â+ is the Moore-Penrose generalized inverse of Â.

Proof. This proof is divided into three parts corresponding to the derivation of the asymptotic
expression for A, B, and C, respectively.

Asymptotics for A Let us recall first that Â =
√
γ
(
D

1
2
+ΣD

1
2
+

) 1
2

∈ S+
d . Therefore, there exists an

orthogonal matrix P and there exists a diagonal matrix with nonnegative entries diag(λ1, . . . , λd)

such that Â = Pdiag(λ1, . . . , λd)P
ᵀ. From Eq. (4.13) we have

A(0) =
1

2
D
− 1

2
+ Pdiag (λ1 tanh(λ1T ), . . . , λd tanh(λdT ))P ᵀD

− 1
2

+ .

As λ tanh(λT )
T→+∞−→

{
0, if λ = 0

λ, if λ > 0
, we clearly have

A(0)
T→+∞−→ 1

2
D
− 1

2
+ Pdiag(λ1, . . . , λd)P

ᵀD
− 1

2
+ =

1

2
D
− 1

2
+ ÂD

− 1
2

+ =
1

2

√
γΓ.

Asymptotics for B From Eq. (4.14), we have

B(0) = −2e−2
∫ T
0
A(u)D+ du

∫ T

0

e2
∫ T
s
A(u)D+ duA(s) (V− +D−D(A(s))) ds

= −2e−2
∫ T
0
Ã(u)D+ du

∫ T

0

e2
∫ s
0
Ã(u)D+ duÃ(s)

(
V− +D−D(Ã(s))

)
ds

where Ã : t 7→ 1
2D
− 1

2
+ Â

(
eÂt − e−Ât

)(
eÂt + e−Ât

)−1

D
− 1

2
+ .
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Using the spectral decomposition of Â introduced in the above paragraph, we see that

2Ã(u)D+ = D
− 1

2
+ Pdiag (λ1 tanh(λ1u), . . . , λd tanh(λdu))P ᵀD

1
2
+

and therefore, after integration,

e2
∫ T
0
Ã(u)D+ du = D

− 1
2

+ Pdiag (cosh(λ1T ), . . . , cosh(λdT ))P ᵀD
1
2
+

and
e2
∫ s
0
Ã(u)D+ duÃ(s) =

1

2
D
− 1

2
+ Pdiag (λ1 sinh(λ1s), . . . , λd sinh(λds))P

ᵀD
− 1

2
+

Wrapping up, we get

B(0)

= −
∫ T

0

D
− 1

2
+ Pdiag

(
λ1

sinh(λ1s)

cosh(λ1T )
, . . . , λd

sinh(λds)

cosh(λdT )

)
P ᵀD

− 1
2

+

(
V− +D−D(Ã(s))

)
ds.

= −
∫ T

0

D
− 1

2
+ Pdiag

(
λ1

sinh(λ1s)

cosh(λ1T )
, . . . , λd

sinh(λds)

cosh(λdT )

)
P ᵀD

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

)
ds

+

∫ T

0

D
− 1

2
+ Pdiag

(
λ1

sinh(λ1s)

cosh(λ1T )
, . . . , λd

sinh(λds)

cosh(λdT )

)
P ᵀD

− 1
2

+

(
1

2

√
γD−D(Γ)−D−D(Ã(s))

)
ds

= D
− 1

2
+ Pdiag

(
1− 1

cosh(λ1T )
, . . . , 1− 1

cosh(λdT )

)
P ᵀD

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

)
+ J(T ),

where

J(T ) =

∫ T

0

D
− 1

2
+ Pdiag

(
λ1

sinh(λ1s)

cosh(λ1T )
, . . . , λd

sinh(λds)

cosh(λdT )

)
P ᵀD

− 1
2

+

(
1

2

√
γD−D(Γ)−D−D(Ã(s))

)
ds.

Let us prove that J(T )
T→+∞−→ 0. For that purpose, let us consider ε > 0 and let us notice that there

exists τ > 0 such that ∀s > τ, ‖ 1
2

√
γD−1

+ D−D(Γ)−D−1
+ D−D(Ã(s))‖ ≤ ε, where the norm used is the

Euclidian norm on Rd. Let us also denote by M the quantity sups≥0 ‖ 1
2

√
γD−D(Γ)−D−D(Ã(s))‖.

Using the operator norm (still denoted by ‖ · ‖) associated with the Euclidian norm on Rd and its
well-known link with the spectral radius, we see that for T > τ ,

‖J(T )‖

≤
∫ T

0

∥∥∥∥D− 1
2

+ Pdiag
(
λ1

sinh(λ1s)

cosh(λ1T )
, . . . , λd

sinh(λds)

cosh(λdT )

)
P ᵀD

1
2
+

∥∥∥∥∥∥∥∥D−1
+

1

2

√
γD−D(Γ)−D−1

+ D−D(Ã(s))

∥∥∥∥ ds
≤
∫ T

0

(
max
i
λi

sinh(λis)

cosh(λiT )

)∥∥∥∥1

2

√
γD−1

+ D−D(Γ)−D−1
+ D−D(Ã(s))

∥∥∥∥ ds
≤ M

∫ τ

0

max
i
λi

sinh(λis)

cosh(λiT )
ds+ ε

∫ T

τ

max
i
λi

sinh(λis)

cosh(λiT )
ds.
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By defining λ = max{λ1, . . . , λd} and λ = min{λi|∀i ∈ {1, . . . , d}, λi > 0}, we have

max
i∈{1,...,d}

λi
sinh(λis)

cosh(λiT )
≤ max
i∈{1,...,d}

λi
eλis

eλiT
= max
i∈{1,...,d},λi>0

λie
−λi(T−s) ≤ λe−λ(T−s).

Therefore,

lim sup
T→∞

‖J(T )‖

≤ M lim sup
T→∞

λ
(
e−λ(T−τ) − e−λT

)
+ ε lim sup

T→∞
λ
(

1− e−λ(T−τ)
)

≤ ε

which allows to conclude that J(T )
T→+∞−→ 0.

Now, as Pdiag
(

1− 1
cosh(λ1T ) , . . . , 1−

1
cosh(λdT )

)
P ᵀ converges toward the orthogonal projector on

Im(Â), which is also given by ÂÂ+, we conclude that

B(0)
T→+∞−→ −D−

1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

)
.

Asymptotics for C The asymptotic behavior of C is a straightforward consequence of that of
A and B.

4.3.3 From value functions to heuristics and quotes

Motivation for closed-form approximations

An approximation in closed form of the value function can be motivated by its numerous applica-
tions. In the following, we highlight three of them.

First, it can serve as a heuristic evaluation function in reinforcement learning algorithms. Indeed, in
problems where the time horizon is too far away to consider full exploration in time, it is often useful,
when using Monte-Carlo-based reinforcement learning techniques, to proxy the value of states in a
tractable way – analogous to algorithms such as Deep Blue. The above closed-form approximations
can be used for that purpose. Moreover, because the value of C(t) is irrelevant for comparing two
states, it is sometimes possible, especially when T is large, to consider the asymptotic expression

−1

2

√
γqᵀΓq + qᵀD

− 1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

)
instead of θ̌(t, q).

Second, a closed-form approximation of the value function can be used as a starting point in iterative
methods designed to compute the value function (value iteration algorithm, actor-critic algorithms,
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etc.). Unlike for the above use, the value of C(t) matters in that case.

A third important application, and the one that initially motivated our paper, is for computing
policies (quotes, in our case). Indeed, a policy can be deduced from an approximation of the value
function by computing the greedy strategy associated with that approximation. In our market
making problem, the quotes obtained in this way are not only easy to compute, but also have the
advantage of being easily interpretable. The qualitative analysis of such quotes can provide insights
on the true optimal quotes such as the identification of the leading factors and sensitivity to changes
in model parameters.

Quotes: the general case

The greedy quoting strategy associated with our closed-form proxy of the value function leads to
the following quotes for all i ∈ {1, . . . , d}:

δ̌i,bt = δ̃i,b∗ξ

(
θ̌(t, qt−)− θ̌(t, qt− + ziei)

zi

)
= δ̃i,b∗ξ

(
2qᵀt−A(t)ei + ziei

ᵀ
A(t)ei + ei

ᵀ
B(t)

)
,

δ̌i,at = δ̃i,a∗ξ

(
θ̌(t, qt−)− θ̌(t, qt− − ziei)

zi

)
= δ̃i,a∗ξ

(
−2qᵀt−A(t)ei + ziei

ᵀ
A(t)ei − eiᵀB(t)

)
,

where δ̃i,b∗ξ and δ̃i,a∗ξ are given in Theorems 1 and 2 for ξ = γ and ξ = 0 respectively (depending on
whether one considers Model A or Model B).

The asymptotic regime exhibited in the above paragraphs can then serve to obtain the following
simple closed-form approximations:

δ̆i,bt = δ̃i,b∗ξ

(
√
γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei − eiᵀD−

1
2

+ ÂÂ+D
− 1

2
+

(
V− +

1

2

√
γD−D(Γ)

))
, (4.17)

δ̆i,at = δ̃i,a∗ξ

(
−√γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei + ei

ᵀ
D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− +

1

2

√
γD−D(Γ)

))
.(4.18)

In the case of symmetric intensities, i.e. when Λi,b = Λi,a for all i ∈ {1, . . . , d}, the Hamiltonian
functions Hi,b and Hi,a given in Eqs. (4.3) and (4.4) are identical and thus it is natural to set
Ȟi,b = Ȟi,a for all i ∈ {1, . . . , d}. In that case, (4.17) and (4.18) simplify into

δ̆i,bt = δ̃i,b∗ξ

(
√
γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei
)
, (4.19)

δ̆i,at = δ̃i,a∗ξ

(
−√γqᵀt−Γei +

1

2

√
γziei

ᵀ
Γei
)
. (4.20)

All these approximations of the optimal quotes can be used directly or as starting points in it-
erative methods designed to compute the optimal quotes (policy iteration algorithm, actor-critic

146



algorithms, etc.).

Quotes: the case of symmetric exponential intensities

Exponential intensity functions play an important role in the optimal market making literature
and more generally in the algorithmic trading literature. This shape of intensity functions, initially
proposed by Avellaneda and Stoikov in [13], leads indeed to simplification because of the form of
the associated Hamiltonian functions.

If we assume that the intensity functions are given, for all i ∈ {1, . . . , d}, by

Λi,b(δ) = Λi,a(δ) = Aie−k
iδ, Ai, ki > 0,

then (see [62]) the Hamiltonian functions are given, for all i ∈ {1, . . . , d}, by

Hi,b
ξ (p) = Hi,a

ξ (p) =
Ai

ki
Ciξ exp(−kip),

where

Ciξ =


(

1 + ξzi

ki

)−(1+ ki

ξzi

)
if ξ > 0

e−1 if ξ = 0,

and the functions δ̃i,b∗ξ and δ̃i,a∗ξ are given, for all i ∈ {1, . . . , d}, by

δ̃i,b∗ξ (p) = δ̃i,a∗ξ (p) =

{
p+ 1

ξzi log
(

1 + ξzi

ki

)
if ξ > 0

p+ 1
ki if ξ = 0.

Therefore, if we consider the quadratic approximation of the Hamiltonian functions based on their
Taylor expansion around p = 0 (see Remark 1), then (4.19) and (4.20) become

δ̆i,bt =

{√
γ
(
qᵀt−Γei + 1

2z
iei

ᵀ
Γei
)

+ 1
γzi log

(
1 + γzi

ki

)
in Model A,

√
γ
(
qᵀt−Γei + 1

2z
iei

ᵀ
Γei
)

+ 1
ki in Model B.

δ̆i,at =

{
−√γ

(
qᵀt−Γei − 1

2z
iei

ᵀ
Γei
)

+ 1
γzi log

(
1 + γzi

ki

)
in Model A,

−√γ
(
qᵀt−Γei − 1

2z
iei

ᵀ
Γei
)

+ 1
ki in Model B.

where Γ = D
− 1

2
+ (D

1
2
+ΣD

1
2
+)

1
2D
− 1

2
+ and D+ = diag(2A1C1

ξ k
1z1, . . . , 2AdCdξ k

dzd).

It is noteworthy that these approximations of the optimal quotes are affine in the current inventory.
In particular, in the case of Model A, when the number of assets is reduced to one (with unitary
transaction size), they coincide with the affine closed-form approximations obtained in the paper
[65] of Guéant, Lehalle, and Fernandez-Tapia. Their approximations, however, are obtained in a
fundamentally different manner, by using spectral arguments and a continuous approximation of
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the initial discrete problem.

Another useful point of view on the above quoting strategy is by observing the resulting approxi-
mations of the optimal (half) bid-ask spread and skew. The approximations of the optimal (half)
bid-ask spread and skew for asset i are respectively given by

δ̆i,at + δ̆i,bt
2

=

{
1
2

√
γziei

ᵀ
Γei + 1

γzi log
(

1 + γzi

ki

)
in Model A,

1
2

√
γziei

ᵀ
Γei + 1

ki in Model B,

and

δ̆i,at − δ̆
i,b
t

2
= −√γqᵀt−Γei in both Model A and Model B.

These approximations give us a constant bid-ask spread and a skew linear in the inventory. This
translates well the intuition that the skew has the role of inventory risk management, whereas the
spread balances the trade-off between frequency of transactions and profit per round-trip trade (the
term 1

γzi log
(

1 + γzi

ki

)
in Model A, which reduces to 1

ki in the case of Model B), plus an additional

risk aversion buffer (the term 1
2

√
γziei

ᵀ
Γei).

We can also observe that the subtle interplay between price risk and liquidity risk is summed up
into a unique mathematical object: the matrix Γ = D

− 1
2

+ (D
1
2
+ΣD

1
2
+)

1
2D
− 1

2
+ .

On the parameter sensitivity analysis, beyond the immediate conclusions of the above formulas,
the reader is referred to [65] for a comprehensive analysis in the single-asset case.

4.4 Beyond the quadratic approximation: a perturbative ap-
proach

In Section 4.3, we approximated the Hamiltonian functions by quadratic functions in order to “ap-
proximate” the Hamilton-Jacobi equation characterizing the value function and then approximate
the value function itself. To go further and possibly improve the obtained approximation, we can
consider a perturbative approach around our quadratic approximation. This means that we regard
the real Hamiltonian functions as small perturbations of the quadratic functions used to approxi-
mate them and consider then a first order approximation (the zero-th order approximation being
that obtained in Section 4.3).

Formally, writing

Hi,b
ξ (p) = Ȟi,b(p) + εhi,b(p), Hi,a

ξ (p) = Ȟi,a(p) + εhi,a(p), and θ(t, q) = θ̌(t, q) + εη(t, q),

and plugging these expressions in Eq. (4.5) in the limit case where Qi = +∞ for all i ∈ {1, . . . , d},
we obtain

0 = ∂tθ(t, q)−
1

2
γqᵀΣq +

d∑
i=1

ziHi,b
ξ

(
θ(t, q)− θ(t, q + ziei)

zi

)
+

d∑
i=1

ziHi,a
ξ

(
θ(t, q)− θ(t, q − ziei)

zi

)
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= ∂tθ̌(t, q)−
1

2
γqᵀΣq +

d∑
i=1

ziȞi,b

(
θ̌(t, q)− θ̌(t, q + ziei)

zi

)
+

d∑
i=1

ziȞi,a

(
θ̌(t, q)− θ̌(t, q − ziei)

zi

)

+ε

(
∂tη(t, q) +

d∑
i=1

zihi,b
(
θ̌(t, q)− θ̌(t, q + ziei)

zi

)
+

d∑
i=1

zihi,a
(
θ̌(t, q)− θ̌(t, q − ziei)

zi

)

+

d∑
i=1

Ȟi,b′
(
θ̌(t, q)− θ̌(t, q + ziei)

zi

)(
η(t, q)− η(t, q + ziei)

)
+

d∑
i=1

Ȟi,a′
(
θ̌(t, q)− θ̌(t, q − ziei)

zi

)(
η(t, q)− η(t, q − ziei)

))
+ o(ε)

= ε

(
∂tη(t, q) +

d∑
i=1

zihi,b
(
θ̌(t, q)− θ̌(t, q + ziei)

zi

)
+

d∑
i=1

zihi,a
(
θ̌(t, q)− θ̌(t, q − ziei)

zi

)

+

d∑
i=1

(
−Ȟi,b′

(
θ̌(t, q)− θ̌(t, q + ziei)

zi

))(
η(t, q + ziei)− η(t, q)

)
+

d∑
i=1

(
−Ȟi,a′

(
θ̌(t, q)− θ̌(t, q − ziei)

zi

))(
η(t, q − ziei)− η(t, q)

))
+ o(ε).

Therefore,

0 = ∂tη(t, q) +

d∑
i=1

zihi,b
(
θ̌(t, q)− θ̌(t, q + ziei)

zi

)
+

d∑
i=1

zihi,a
(
θ̌(t, q)− θ̌(t, q − ziei)

zi

)

+

d∑
i=1

(
−Ȟi,b′

(
θ̌(t, q)− θ̌(t, q + ziei)

zi

))(
η(t, q + ziei)− η(t, q)

)
+

d∑
i=1

(
−Ȟi,a′

(
θ̌(t, q)− θ̌(t, q − ziei)

zi

))(
η(t, q − ziei)− η(t, q)

)
,

and we have the terminal condition η(T, q) = 0.

By Feynman-Kac representation theorem, we have

η(t, q) = EP̌

[∫ T

t

(
d∑
i=1

zihi,b

(
θ̌(s, qt,qs−)− θ̌(s, qt,qs− + ziei)

zi

)
+

d∑
i=1

zihi,a

(
θ̌(s, qt,qs−)− θ̌(s, qt,qs− − ziei)

zi

))
ds

]
,

where under P̌ the process (qt,qs )s∈[t,T ] satisfies

dqt,qs =

d∑
i=1

zi(dŇ i,b
s − dŇ i,a

s )ei and qt,qt = q,

with, for each i ∈ {1, . . . , d}, Ň i,b and Ň i,a constructed like N i,b and N i,a but with respective
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intensities given at time s by

−Ȟi,b′

(
θ̌(s, qt,qs−)− θ̌(s, qt,qs− + ziei)

zi

)
and − Ȟi,a′

(
θ̌(s, qt,qs−)− θ̌(s, qt,qs− − ziei)

zi

)
.

In practice, it means that we can approximate θ(t, q) by

θ̌(t, q) + EP̌

[∫ T

t

(
d∑
i=1

zi
(
Hi,b
ξ − Ȟ

i,b
)( θ̌(s, qt,qs−)− θ̌(s, qt,qs− + ziei)

zi

)

+

d∑
i=1

zi
(
Hi,a
ξ − Ȟ

i,a
)( θ̌(s, qt,qs−)− θ̌(s, qt,qs− − ziei)

zi

))
ds

]
.

Of course this new approximation is not a closed-form one. However, it can be computed using a
Monte-Carlo simulation for a specific (t, q). In particular, it means that upon receiving a request
for quote from a client and if time permits (which depends on asset class and market conditions),
a market maker can perform a Monte-Carlo simulation to obtain an approximation of the value
function at the relevant points to compute a quote that more accurately accounts for the liquidity
of the requested asset than a quote computed using the closed forms of Section 4.3.3.

4.5 A multi-asset market making model with additional fea-
tures

4.5.1 A more general model

In Section 4.2.1 we presented a multi-asset extension to the classical single-asset market making
model of Avellaneda and Stoikov. This extension can itself be extended to encompass important
features of OTC markets. In this section we extend our results to a more general multi-asset market
making model with drift in prices to model the views of the market maker, client tiering, distributed
requested sizes for each asset and each tier, and fixed transaction costs for each asset and each tier.

In terms of modeling, the addition of drifts to the price processes is straightforward. Formally, we
assume that for each i ∈ {1, . . . , d}, the dynamics of the price process (Sit)t∈R+ of asset i is now
given by

dSit = µidt+ σidW i
t ,

where σi and (W i
t )t∈R+ are defined as in Section 4.2.1 and where µi is a real constant. In what

follows, we denote by µ the vector µ =
(
µ1, . . . , µd

)ᵀ.
In OTC markets, market makers often divide their clients into groups, called tiers, for instance
because they do not have the same commercial relationship with all clients or because the propen-
sity to transact given a quote differs across clients. In particular, they can answer/stream different
quotes to clients from different tiers.9 Let us denote here by N ∈ N∗ the number of such tiers.

9There can also be tiers to proxy the existence of trading platforms with different clients and/or different costs.
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In addition to introducing tiers, we can drop the assumption of constant request size per asset and
consider instead that, for each asset and each tier, the size of the requests at the bid and at the ask
are distributed according to known distributions.

Mathematically, the bid and ask quotes that the market maker propose are then modeled by the
maps

Si,n,b : (ω, t, z) ∈ Ω×[0, T ]×R∗+ 7→ Si,n,bt (ω, z) ∈ R and Si,n,a : (ω, t, z) ∈ Ω×[0, T ]×R∗+ 7→ Si,n,at (ω, z) ∈ R,

where i ∈ {1, . . . , d} is the index of the asset, n ∈ {1, . . . , N} is the index of the tier, and z ∈ R∗+ is
the size of the request (in number of assets). In the same vein as in Section 4.2.1, we introduce10

δi,n,bt (z) = St − Si,n,bt (z) and δi,n,at (z) = Si,n,at (z)− St,

and the maps (δi,n,bt (.))t∈R+
and (δi,n,at (.))t∈R+

are assumed to be F-predictable and bounded from
below by a given constant −δ∞ < 0.11

With these new features in mind, we introduce for each asset i ∈ {1, . . . , d} and for each tier
n ∈ {1, . . . , N} the processes (N i,n,b

t )t∈R+
and (N i,n,a

t )t∈R+
modeling the number of transactions in

asset i with clients from tier n at the bid and at the ask, respectively. They are R∗+-marked point
processes, with respective intensity kernels (λi,n,bt (dz))t∈R∗+ and (λi,n,at (dz))t∈R∗+ given by

λi,n,bt (dz) = Λi,n,b(δi,n,bt (z))1{qit−+z≤Qi}ν
i,n,b(dz) and λi,n,at (dz) = Λi,n,a(δi,n,at (z))1{qit−−z≥−Qi}ν

i,n,a(dz),

where νi,n,b and νi,n,a are the two probability measures representing the distribution of the re-
quested sizes at the bid and at the ask respectively, for asset i and tier n, and where Λi,n,b and
Λi,n,a satisfy the same assumptions as those satisfied by the intensity functions of Section 4.2.1.

For asset i ∈ {1, . . . , d}, the resulting inventory (qit)t∈R+
has dynamics

dqit =

N∑
n=1

∫
R∗+
zN i,n,b(dt, dz)−

N∑
n=1

∫
R∗+
zN i,n,a(dt, dz),

where for each tier n ∈ {1, . . . , N}, N i,n,b(dt, dz) and N i,n,a(dt, dz) are the random measures asso-
ciated with the processes (N i,n,b

t )t∈R+ and (N i,n,a
t )t∈R+ , respectively.

Finally, we consider the addition of fixed transaction costs.12 For that purpose, we introduce for
each asset i ∈ {1, . . . , d} and for each tier n ∈ {1, . . . , N} two real numbers ci,n,b and ci,n,a mod-
elling the fixed cost of a transaction in asset i with a client from tier n, at the bid and at the ask,
respectively.

The resulting cash process (Xt)t∈R+
has, consequently, the following dynamics:

dXt =

d∑
i=1

N∑
n=1

∫
R∗+

[(
δi,n,bt (z)z − ci,n,b

)
N i,n,b(dt, dz) +

(
δi,n,at (z)z − ci,n,a

)
N i,n,a(dt, dz)

]
−

d∑
i=1

Sitdq
i
t.

10ω is omitted in what follows.
11This additional constraint of a fixed lower bound is just a technical one to be able to state theorems in the

general case where request sizes are distributed (see [26]).
12Proportional transaction costs can be considered in the initial model through shifts in the intensity functions.
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4.5.2 The Hamilton-Jacobi equation

In this new setting, one can again show that the two optimization problems introduced in Section
4.2.1 boil down to the resolution of a Hamilton-Jacobi equation of the form

0 = ∂tθ(t, q) + µᵀq − γ

2
qᵀΣq (4.21)

+

d∑
i=1

N∑
n=1

∫
R∗+

1{qi+z≤Qi}zH
i,n,b
ξ

(
z,
θ(t, q)− θ(t, q + zei) + ci,n,b

z

)
νi,n,b(dz)

+

d∑
i=1

N∑
n=1

∫
R∗+

1{qi−z≥−Qi}zH
i,n,a
ξ

(
z,
θ(t, q)− θ(t, q − zei) + ci,n,a

z

)
νi,n,a(dz),

with terminal condition

θ(t, q) = 0, (4.22)

where ξ = γ in the case of Model A and ξ = 0 in the case of Model B, and where the functions
Hi,n,b
ξ and Hi,n,a

ξ are defined by

Hi,n,b
ξ (z, p) :=


sup

δ>−δ∞

Λi,n,b(δ)
ξz (1− exp(−ξz(δ − p))) if ξ > 0,

sup
δ>−δ∞

Λi,n,b(δ)(δ − p) if ξ = 0

and

Hi,n,a
ξ (z, p) :=


sup

δ>−δ∞

Λi,n,a(δ)
ξz (1− exp(−ξz(δ − p))) if ξ > 0,

sup
δ>−δ∞

Λi,n,a(δ)(δ − p) if ξ = 0.

Remark 2. When ξ = 0, the dependence in z of the Hamiltonian functions vanishes. Nevertheless,
we keep the variable z for the sake of consistency.

Following a method similar to that developed in [26], we can show that, for a given ξ ≥ 0, there
exists a unique bounded function θ : [0, T ]×

∏d
i=1[−Qi, Qi]→ R, C1 in time, solution of Eq. (4.21)

with terminal condition (4.22).

Moreover, a classical verification argument enables to go from θ to optimal controls for both Model
A and Model B. The optimal quotes as functions of θ are given by the two theorems that follow.

In the case of Model A, the result is the following:

Theorem 3. Let us consider the solution θ of Eq. (4.21) with terminal condition (4.22), for ξ = γ.

Then, for i ∈ {1, . . . , d} and n ∈ {1, . . . , N}, the optimal bid and ask quotes as functions of the
trade size z, Si,n,bt (z) = Sit − δ

i,n,b∗
t (z) and Si,n,at (z) = Sit + δi,n,a∗t (z) in Model A are characterized
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by

δi,n,b∗t (z) = δ̃i,n,b∗γ

(
z,
θ(t, qt−)− θ(t, qt− + zei) + ci,n,b

z

)
for qt− + zei ∈

d∏
j=1

[−Qj , Qj ],

δi,n,a∗t (z) = δ̃i,n,a∗γ

(
z,
θ(t, qt−)− θ(t, qt− − zei) + ci,n,a

z

)
for qt− − zei ∈

d∏
j=1

[−Qj , Qj ],

where the functions δ̃i,n,b∗γ (·, ·) and δ̃i,n,a∗γ (·, ·) are defined by

δ̃i,n,b∗γ (z, p) = Λi,n,b
−1 (

γzHi,n,b
γ (z, p)− ∂pHi,n,b

γ (z, p)
)
∨ (−δ∞),

δ̃i,n,a∗γ (z, p) = Λi,n,a
−1 (

γzHi,n,a
γ (z, p)− ∂pHi,n,a

γ (z, p)
)
∨ (−δ∞).

For Model B, the result is the following:

Theorem 4. Let us consider the solution θ of Eq. (4.21) with terminal condition (4.22), for ξ = 0.

Then, for i ∈ {1, . . . , d} and n ∈ {1, . . . , N}, the optimal bid and ask quotes as functions of the
trade size z, Si,n,bt (z) = Sit − δ

i,n,b∗
t (z) and Si,n,at (z) = Sit + δi,n,a∗t (z) in Model B are characterized

by

δi,n,b∗t (z) = δ̃i,n,b∗0

(
z,
θ(t, qt−)− θ(t, qt− + zei) + ci,n,b

z

)
for qt− + zei ∈

d∏
j=1

[−Qj , Qj ],

δi,n,a∗t (z) = δ̃i,n,a∗0

(
z,
θ(t, qt−)− θ(t, qt− − zei) + ci,n,a

z

)
for qt− − zei ∈

d∏
j=1

[−Qj , Qj ],

where the functions δ̃i,n,b∗0 (·, ·) and δ̃i,n,a∗0 (·, ·) are defined by

δ̃i,n,b∗0 (z, p) = Λi,n,b
−1
(
−∂pHi,n,b

0 (z, p)
)
∨(−δ∞) and δ̃i,n,a∗0 (z, p) = Λi,n,a

−1
(
−∂pHi,n,a

0 (z, p)
)
∨(−δ∞).

4.5.3 Quadratic approximation

As before, let us replace for all i ∈ {1, . . . , d} and n ∈ {1, . . . , N}, the Hamiltonian functions Hi,n,b
ξ

and Hi,n,a
ξ by the functions

Ȟi,n,b : (z, p) 7→ αi,n,b0 (z)+αi,n,b1 (z)p+
1

2
αi,n,b2 (z)p2 and Ȟi,n,a : (z, p) 7→ αi,n,a0 (z)+αi,n,a1 (z)p+

1

2
αi,n,a2 (z)p2.

Remark 3. Here, αi,n,bj and αi,n,aj (for j ∈ {0, 1, 2}) are functions of z. A natural choice for the
functions (Ȟi,n,b)(i,n)∈{1,...,d}×{1,...,N} and (Ȟi,n,a)(i,n)∈{1,...,d}×{1,...,N} derives from Taylor expan-
sions around p = 0. In that case,

∀i ∈ {1, . . . , d},∀n ∈ {1, . . . , N},∀j ∈ {0, 1, 2}, αi,n,bj (z) = ∂jpH
i,n,b
ξ (z, 0) and αi,n,aj = ∂jpH

i,n,a
ξ (z, 0).
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If we consider the limit case where Qi = +∞ for all i ∈ {1, . . . , d}, Eq. (4.21) then becomes

0 = ∂tθ̌(t, q) + µᵀq − γ

2
qᵀΣq +

d∑
i=1

N∑
n=1

(∫
R∗+
zαi,n,b0 (z)νi,n,b(dz) +

∫
R∗+
zαi,n,a0 (z)νi,n,a(dz)

)

+

d∑
i=1

N∑
n=1

(∫
R∗+
αi,n,b1 (z)

(
θ̌(t, q)− θ̌(t, q + zei) + ci,n,b

)
νi,n,b(dz)

+

∫
R∗+
αi,n,a1 (z)

(
θ̌(t, q)− θ̌(t, q − zei) + ci,n,a

)
νi,n,a(dz)

)

+
1

2

d∑
i=1

N∑
n=1

(∫
R∗+

1

z
αi,n,b2 (z)

(
θ̌(t, q)− θ̌(t, q + zei) + ci,n,b

)2
νi,n,b(dz)

+

∫
R∗+

1

z
αi,n,a2 (z)

(
θ̌(t, q)− θ̌(t, q − zei) + ci,n,a

)2
νi,n,a(dz)

)
, (4.23)

with terminal condition

θ̌(T, q) = 0. (4.24)

Using the same ansatz as in Section 4.3, we obtain the following result (we omit the proof as it
follows the same logic as for that of Proposition 1):

Proposition 4. Let us introduce for all i ∈ {1, . . . , d}, n ∈ {1, . . . , N}, j ∈ {0, 1, 2}, k ∈ N, the
following constants:

∆i,n,b
j,k =

∫
R∗+
zkαi,n,bj (z)νi,n,b(dz) and ∆i,n,a

j,k =

∫
R∗+
zkαi,n,aj (z)νi,n,a(dz),

V bj,k =

(
N∑
n=1

∆1,n,b
j,k , . . . ,

N∑
n=1

∆d,n,b
j,k

)ᵀ

and V aj,k =

(
N∑
n=1

∆1,n,a
j,k , . . . ,

N∑
n=1

∆d,n,a
j,k

)ᵀ

,

Ṽ bj,k =

(
N∑
n=1

c1,n,b∆1,n,b
j,k , . . . ,

N∑
n=1

cd,n,b∆d,n,b
j,k

)ᵀ

and Ṽ aj,k =

(
N∑
n=1

c1,n,a∆1,n,a
j,k , . . . ,

N∑
n=1

cd,n,a∆d,n,a
j,k

)ᵀ

,

χbj,k =

d∑
i=1

N∑
n=1

∆i,n,b
j,k and χaj,k =

d∑
i=1

N∑
n=1

∆i,n,a
j,k ,

χ̃bj,k =

d∑
i=1

N∑
n=1

ci,n,b∆i,n,b
j,k and χ̃aj,k =

d∑
i=1

N∑
n=1

ci,n,a∆i,n,a
j,k ,

χ̂bj,k =

d∑
i=1

N∑
n=1

(ci,n,b)2∆i,n,b
j,k and χ̂aj,k =

d∑
i=1

N∑
n=1

(ci,n,a)2∆i,n,a
j,k ,

and

Db
j,k = diag

(
N∑
n=1

∆1,n,b
j,k , . . . ,

N∑
n=1

∆d,n,b
j,k

)
and Da

j,k = diag

(
N∑
n=1

∆1,n,a
j,k , . . . ,

N∑
n=1

∆d,n,a
j,k

)
.
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Let us consider three differentiable functions A : [0, T ]→ S++
d , B : [0, T ]→ Rd, and C : [0, T ]→ R

solutions of the system of ordinary differential equations

A′(t) = 2A(t)
(
Db

2,1 +Da
2,1

)
A(t)− 1

2γΣ,

B′(t) = µ+ 2A(t)
(
V b1,1 − V a1,1

)
+ 2A(t)

(
Db

2,2 −Da
2,2

)
D(A(t))

+2A(t)
(
Db

2,1 +Da
2,1

)
B(t) + 2A(t)

(
Ṽ b2,0 − Ṽ a2,0

)
,

C ′(t) = Tr
(
Db

0,1 +Da
0,1

)
+ Tr

((
Db

1,2 +Da
1,2

)
A(t)

)
+
(
V b1,1 − V a1,1

)ᵀ
B(t)

+
(
χ̃b1,0 + χ̃a1,0

)
+ 1

2D(A(t))ᵀ
(
Db

2,3 +Da
2,3

)
D(A(t))

+B(t)ᵀ
(
Db

2,2 −Da
2,2

)
D(A(t)) +

(
Ṽ b2,1 + Ṽ a2,1

)ᵀ
D(A(t))

+ 1
2B(t)ᵀ

(
Db

2,1 +Da
2,1

)
B(t) +

(
Ṽ b2,0 − Ṽ a2,0

)ᵀ
B(t)

+ 1
2

(
χ̂b2,0 + χ̂a2,0

)
.

(4.25)

with terminal conditions
A(T ) = 0, B(T ) = 0, and C(T ) = 0. (4.26)

Then θ̌ : (t, q) ∈ [0, T ] × Rd 7→ −qᵀA(t)q − qᵀB(t) − C(t) is solution of Eq. (4.23) with terminal
condition (4.24).

We can now solve (4.25) with terminal conditions (4.26) in closed form. This is the purpose of the
following proposition whose proof is omitted (see Proposition 2 for a similar proof).

Proposition 5. Assume
∑N
n=1 ∆i,n,b

2,1 + ∆i,n,a
2,1 > 0 for all i ∈ {1, . . . , d}. The system of ODEs

(4.25) with terminal conditions (4.26) admits the unique solution

A(t) =
1

2
D
− 1

2
+ Â

(
eÂ(T−t) − e−Â(T−t)

)(
eÂ(T−t) + e−Â(T−t)

)−1

D
− 1

2
+ ,

B(t) = −2e−2
∫ T
t
A(u)D+ du

∫ T

t

e2
∫ T
s
A(u)D+ du

(
1

2
µ+A(s)

(
V− + Ṽ− +D−D(A(s))

))
ds,

C(t) = −Tr
(
Db

0,1 +Da
0,1

)
(T − t)− Tr

((
Db

1,2 +Da
1,2

) ∫ T

t

A(s)ds

)
− V ᵀ
−

∫ T

t

B(s)ds

− 1

2

∫ T

t

D(A(s))ᵀ
(
Db

2,3 +Da
2,3

)
D(A(s))ds− 1

2

∫ T

t

B(s)ᵀD+B(s)ds

−
∫ T

t

B(s)ᵀD−D(A(s))ds−
(
χ̃b1,0 + χ̃a1,0

)
(T − t)− 1

2

(
χ̂b2,0 + χ̂a2,0

)
(T − t)

−
(
Ṽ b2,1 + Ṽ a2,1

)ᵀ ∫ T

t

D(A(s))ds,

where

D+ = Db
2,1+Da

2,1, D− = Db
2,2−Da

2,2, V− = V b1,1−V a1,1, Ṽ− = Ṽ b2,0−Ṽ a2,0, and Â =
√
γ
(
D

1
2
+ΣD

1
2
+

) 1
2

.

Now, using the same method as in Section 4.3, we get the following asymptotic results:
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Proposition 6. Let (A,B,C) be the solution of the system of ODEs (4.25) with terminal condi-
tions (4.26).

If D
1
2
+µ ∈ Im(Â), then,

A(0)
T→+∞−→ 1

2

√
γΓ,

B(0)
T→+∞−→ −D−

1
2

+ Â+D
1
2
+µ−D

− 1
2

+ ÂÂ+D
− 1

2
+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
,

C(0)

T

T→+∞−→ −Tr
(
Db

0,1 +Da
0,1

)
− 1

2

√
γTr

((
Db

1,2 +Da
1,2

)
Γ
)

+ V ᵀ
−D
− 1

2
+ Â+D

1
2
+µ

+ V ᵀ
−D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
− 1

8
γD(Γ)

(T
Db

2,3+Da
2,3

)
D(Γ)

− 1

2
µᵀD

1
2
+Â

+Â+D
1
2
+µ− µᵀD

1
2
+Â

+D
− 1

2
+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
− 1

2

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
+

1

2

√
γµᵀD

1
2
+Â

+D
− 1

2
+ D−D(Γ) +

1

2

√
γ

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)ᵀ

D
− 1

2
+ ÂÂ+D

− 1
2

+ D−D(Γ)

−
(
χ̂b2,0 + χ̂a2,0

)
− 1

2

(
χ̂b2,0 + χ̂a2,0

)
− 1

2

√
γ
(
Ṽ b2,1 + Ṽ a2,1

)ᵀ
D(Γ),

where Γ = D
− 1

2
+

(
D

1
2
+ΣD

1
2
+

) 1
2

D
− 1

2
+ and Â+ is the Moore-Penrose generalized inverse of Â.

Remark 4. The assumption D
1
2
+µ ∈ Im(Â) is satisfied when µ = 0 or when Σ is invertible. If

this assumption is not satisfied, then it can be shown that B(0)
T

T→+∞−→ −D−
1
2

+ Â+ÂD
1
2
+µ. In par-

ticular, there is no constant asymptotic approximation of the quotes. In fact, if the assumption
D

1
2
+µ ∈ Im(Â) is not satisfied, the market maker may have an incentive to propose very good quotes

to clients in order to build portfolios bearing positive return at no risk.

4.5.4 From value functions to heuristics and quotes

Quotes: the general case

The greedy quoting strategy associated with our closed-form proxy of the value function leads to
the following quotes for all i ∈ {1, . . . , d} and n ∈ {1, . . . , N}:
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δ̌i,n,bt (z) = δ̃i,n,b∗ξ

(
z,
θ̌(t, qt−)− θ̌(t, qt− + zei) + ci,n,b

z

)
= δ̃i,n,b∗ξ

(
z, 2qᵀt−A(t)ei + zei

ᵀ
A(t)ei + ei

ᵀ
B(t) +

ci,n,b

z

)
,

δ̌i,n,at (z) = δ̃i,n,a∗ξ

(
z,
θ̌(t, qt−)− θ̌(t, qt− − zei) + ci,n,a

z

)
= δ̃i,n,a∗ξ

(
z,−2qᵀt−A(t)ei + zei

ᵀ
A(t)ei − eiᵀB(t) +

ci,n,a

z

)
,

where δ̃i,n,b∗ξ and δ̃i,n,a∗ξ are given in Theorems 3 and 4 for ξ = γ and ξ = 0 respectively (depending
on whether one considers Model A or Model B).

The asymptotic regime exhibited in the above paragraphs can then serve to obtain the following
simple closed-form approximations:

δ̆i,n,bt (z) = δ̃i,n,b∗ξ

(
z,
√
γqᵀt−Γei +

1

2

√
γzei

ᵀ
Γei − eiᵀD−

1
2

+ Â+D
1
2
+µ (4.27)

− eiᵀD−
1
2

+ ÂÂ+D
− 1

2
+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
+
ci,n,b

z

)
,

δ̆i,n,at (z) = δ̃i,n,a∗ξ

(
z,−√γqᵀt−Γei +

1

2

√
γzei

ᵀ
Γei + ei

ᵀ
D
− 1

2
+ Â+D

1
2
+µ (4.28)

+ ei
ᵀ
D
− 1

2
+ ÂÂ+D

− 1
2

+

(
V− + Ṽ− +

1

2

√
γD−D(Γ)

)
+
ci,n,a

z

)
.

If we assume that for all i ∈ {1, . . . , d} and for all n ∈ {1, . . . , N} we have νi,n,b = νi,n,a and
Λi,n,b = Λi,n,a, then ∀i ∈ {1, . . . , d},∀n ∈ {1, . . . , N}, Hi,n,b = Hi,n,a, and it is thus natu-
ral to chose symmetric approximations of the Hamiltonian functions, i.e. ∀i ∈ {1, . . . , d},∀n ∈
{1, . . . , N}, Ȟi,n,b = Ȟi,n,a. In that case, (4.27) and (4.28) simplify into

δ̆i,n,bt (z) = δ̃i,n,b∗ξ

(
z,
√
γqᵀt−Γei +

1

2

√
γzei

ᵀ
Γei − eiᵀD−

1
2

+ Â+D
1
2
+µ+

ci,n,b

z

)
, (4.29)

δ̆i,n,at (z) = δ̃i,n,a∗ξ

(
z,−√γqᵀt−Γei +

1

2

√
γzei

ᵀ
Γei + ei

ᵀ
D
− 1

2
+ Â+D

1
2
+µ+

ci,n,a

z

)
. (4.30)

All these approximations of the quotes can be used directly or as a starting point in iterative meth-
ods designed to compute the optimal quotes (policy iteration algorithms, actor-critic algorithms,
etc.).

Quotes: the case of symmetric exponential intensities

If we assume that for all i ∈ {1, . . . , d} and for all n ∈ {1, . . . , N} we have νi,n,b = νi,n,a =: νi,n

and intensity functions given by

Λi,n,b(δ) = Λi,n,a(δ) = Ai,ne−k
i,nδ, Ai,n, ki,n > 0,
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then (see [62]), in the limit case where δ∞ = +∞ the Hamiltonian functions are given, for all
i ∈ {1, . . . , d} and n ∈ {1, . . . , N}, by

Hi,n,b
ξ (z, p) = Hi,n,a

ξ (z, p) =
Ai,n

ki,n
Ci,nξ (z) exp(−ki,np),

where

Ci,nξ (z) =


(

1 + ξz
ki,n

)−(1+ ki,n

ξz

)
if ξ > 0

e−1 if ξ = 0,

and the functions δ̃i,n,b∗ξ and δ̃i,n,a∗ξ are given, for all i ∈ {1, . . . , d} and n ∈ {1, . . . , N}, by

δ̃i,n,b∗ξ (z, p) = δ̃i,n,a∗ξ (z, p) =

{
p+ 1

ξz log
(

1 + ξz
ki,n

)
if ξ > 0

p+ 1
ki,n if ξ = 0.

Therefore, if we consider the quadratic approximation of the Hamiltonian functions based on their
Taylor expansion around p = 0 (see Remark 1), then (4.29) and (4.30) become

δ̆i,n,bt (z) =


√
γ
(
qᵀt−Γei + 1

2z
iei

ᵀ
Γei − 1

γ e
iᵀD

− 1
2

+ Â+D
1
2
+µ
)

+ ci,n,b

z + 1
γz log

(
1 + γz

ki,n

)
in Model A,

√
γ
(
qᵀt−Γei + 1

2z
iei

ᵀ
Γei − 1

γ e
iᵀD

− 1
2

+ Â+D
1
2
+µ
)

+ ci,n,b

z + 1
ki,n in Model B.

δ̆i,n,at (z) =


√
γ
(
qᵀt−Γei − 1

2z
iei

ᵀ
Γei + 1

γ e
iᵀD

− 1
2

+ Â+D
1
2
+µ
)

+ ci,n,b

z + 1
γz log

(
1 + γz

ki,n

)
in Model A,

√
γ
(
qᵀt−Γei − 1

2z
iei

ᵀ
Γei + 1

γ e
iᵀD

− 1
2

+ Â+D
1
2
+µ
)

+ ci,n,b

z + 1
ki,n in Model B.

where Γ = D
− 1

2
+ (D

1
2
+ΣD

1
2
+)

1
2D
− 1

2
+ and

D+ = diag

(
2

N∑
n=1

A1,nk1,n

∫
R∗+
C1,n
ξ (z)zν1,n(dz), . . . , 2

N∑
n=1

Ad,nkd,n
∫
R∗+
Cd,nξ (z)zνd,n(dz)

)
.

4.6 Numerical results
To evaluate the performance of our approximations, we test them in the two assets case, for which we
can compute the true optimal quotes in Model B by using a Euler scheme to solve the HJB equation.

We consider the following characteristics for the two assets:

• Asset prices: S1
0 = S2

0 = 100 e.

• Drifts: µ1 = 0.1 e · day−1, µ2 = −0.1 e · day−1.

• Volatilities: σ1 = 1.2 e · day−
1
2 , σ2 = 0.6 e · day−

1
2 .

• Correlation: ρ = 0.5.
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This corresponds to a covariance matrix Σ given by

Σ =

(
(σ1)2 ρσ1σ2

ρσ1σ2 (σ2)2

)
=

(
1.44 0.36
0.36 0.36

)
.

The intensity functions are given for all i ∈ {1, 2} by:

Λi,b(δ) = Λi,a(δ) = λRFQ
1

1 + eαΛ+βΛδ
,

with λRFQ = 30 day−1, αΛ = 0.7, and βΛ = 30 e−1. This corresponds to 30 requests per day, a
probability of 1

1+e0.7 ' 33% to trade when the answered quote is the reference price and a proba-
bility of 1

1+e0.4 ' 40% to trade when the answered quote is the reference price improved by 1 cent.

Request sizes are distributed according to a Gamma distribution Γ(αµ, βµ) with αµ = 4 and
βµ = 4 · 10−4. This corresponds to an average request size of 10000 assets (i.e. approximately
1000000 e) and a standard deviation equal to half the average.

We consider only one tier and no fixed transaction costs, and take the following parameters for the
optimization problem:

• Time horizon given by T = 7 days. This horizon ensures convergence towards stationary
quotes at time t = 0.

• Risk aversion parameter: γ = 8 · 10−6 e−1.

4.6.1 Value function and optimal quotes
We first approximate the solution θ to (4.21) using a monotone implicit Euler scheme on a grid
with 25 × 97 points for the inventory and a discretization of the request size distribution with 4
sizes: z1 = 6250, z2 = 12500, z3 = 18750, and z4 = 25000 assets – thereafter dreferedby very small,
small, large, and very large size – with respective probability p1 = 0.534, p2 = 0.350, p3 = 0.097
and p4 = 0.019. We impose risk limits Q1 = 75000 and Q2 = 300000, i.e. no trade that would
result in an inventory q1 for asset 1 such that |q1| > 75000 is admitted, and similarly no trade that
would result in an inventory q2 for asset 2 such that |q2| > 300000 is admitted.

The value function (at time t = 0) is plotted in Figure 4.1.

As discussed above, we choose T = 7 days to ensure convergence of the optimal quotes to their
stationary values. This is illustrated in Figure 4.2.

We plot in Figures 4.3 and 4.4 the optimal bid quotes of asset 1 and asset 2 respectively, for different
values of the inventory.

To observe the impact of the request size on the optimal quotes, we plot in Figures 4.5, 4.6, 4.7,
and 4.8 respectively the functions

q1 7→ δ̄1,b(0, q1, 0, zk), k ∈ {1, . . . , 4},
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q2 7→ δ̄1,b(0, 0, q2, zk), k ∈ {1, . . . , 4},

q1 7→ δ̄2,b(0, q1, 0, zk), k ∈ {1, . . . , 4},

and
q2 7→ δ̄2,b(0, 0, q2, zk), k ∈ {1, . . . , 4},

where δ̄i,b represents the optimal bid quote for asset i as a function of time, inventory, and size of
request. We see that accounting for the size of requests impacts the optimal bid quotes, especially
for a large inventory. The monotonicity of the quotes is of course unsurprising.
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Figure 4.1: Function θ at time t = 0 for different values of the inventory.
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Study of the convergence towards stationary quotes

Figure 4.2: Optimal bid quotes as a function of time for different values of the inventory (very small
trades) – top left: quotes of asset 1 for different values of inventory q2 (q1 = 0), top right: quotes
of asset 1 for different values of inventory q1 (q2 = 0), bottom left: quotes of asset 2 for different
values of inventory q2 (q1 = 0), bottom right: quotes of asset 2 for different values of inventory q1

(q2 = 0).
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Figure 4.3: Optimal bid quote at t = 0 for asset 1 as a function of the inventory (very small trades).
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Figure 4.4: Optimal bid quote at t = 0 for asset 2 as a function of the inventory (very small trades).
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Figure 4.5: Optimal bid quote at t = 0 for asset 1 for different trade sizes as a function of q1

(q2 = 0).
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Figure 4.6: Optimal bid quote at t = 0 for asset 1 for different trade sizes as a function of q2

(q1 = 0).
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Figure 4.7: Optimal bid quote at t = 0 for asset 2 for different trade sizes as a function of q1

(q2 = 0).
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Figure 4.8: Optimal bid quote at t = 0 for asset 2 for different trade sizes as a function of q2

(q1 = 0).

4.6.2 Closed-form approximations
We now move on to the study of the results given by our closed-form approximations. We first plot
in Figure 4.9 the approximate function θ given by Proposition 4. As a first remark, we can see
that although there seems to be quite a difference in terms of level between the true value function
and the approximate one, the general shape is the same, and thus the finite differences should be
similar, which is what matters to compute quotes. This is confirmed in the next subsection, when
we compare the strategies.

As before, we plot in Figures 4.10 and 4.11 the optimal bid quotes of asset 1 and asset 2 respectively,
for different values of the inventory.

We also plot in Figures 4.12, 4.13, 4.14, and 4.15 respectively the functions

q1 7→ δ̂1,b(q1, 0, zk), k ∈ {1, . . . , 4},

q2 7→ δ̂1,b(0, q2, zk), k ∈ {1, . . . , 4},

q1 7→ δ̂2,b(q1, 0, zk), k ∈ {1, . . . , 4},

and
q2 7→ δ̂2,b(0, q2, zk), k ∈ {1, . . . , 4},

where δ̂i,b represents the closed-form approximation of the optimal bid quote for asset i as a function
of inventory and size of request, and we compare those quotes with the optimal bid quotes given
by the resolution of Eq. 4.21.
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Figure 4.9: Approximate function θ at t = 0 of the problem for different values of the inventory.
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Figure 4.11: Approximate optimal bid quote at t = 0 for asset 2 as a function of the inventory (very
small trades).
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Figure 4.12: Approximate optimal bid quote for asset 1 for different trade sizes as a function of q1

(q2 = 0).
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Figure 4.13: Approximate optimal bid quote for asset 1 for different trade sizes as a function of q2

(q1 = 0).
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Figure 4.14: Approximate optimal bid quote for asset 2 for different trade sizes as a function of q1

(q2 = 0).
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Figure 4.15: Approximate optimal bid quote for asset 2 for different trade sizes as a function of q2

(q1 = 0).

As a first observation, we can see that the closed-form approximations get really close to the true
optimal quotes, except maybe for very large inventories. We finally study the performance of the
approximations, by using 4000 Monte-Carlo simulations. We plot in Figures 4.16 and 4.17 the
distribution of the PnL of a market maker, when quoting the true optimal quotes in the first case,
and when quoting the closed-form approximations in the second case.
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Figure 4.16: Distribution of the PnL of a market maker using the optimal quotes.
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Figure 4.17: Distribution of the PnL of a market maker using the closed-form approximations.

When using the optimal quotes, the market maker gets an average PnL of 88600e with a standard
deviation of 86900e. When using the closed-form approximation, the performance is very similar,
as she gets an average PnL of 89000e with a standard deviation of 87500e.

These results are really satisfying in terms of performance. We see that, although the approximate
optimal quotes can sometimes get quite far from the true optimal quotes, they do so only for values
of the inventory that we should almost never reach, and therefore this gap does not really impact
the average PnL nor its standard deviation. We believe that what we observed here in dimension
2 is general, and that the results in higher dimensions would be just as good.

Conclusion
We proposed closed-form approximations for the value functions associated with many multi-asset
extensions of the market making models available in the literature. These closed-form approxima-
tions have been obtained through the “approximation” of a Hamilton-Jacobi equation by another
Hamilton-Jacobi equation that can be simplified into a Riccati equation and two linear ordinary
differential equations, all solvable in closed form. These closed-form approximations can be used
for various purposes, in particular to design quoting strategies through a greedy approach. The
resulting closed-form approximations of the optimal quotes generalize those obtained by Guéant,
Lehalle, and Fernandez-Tapia in [65] to a general framework suitable for practical use.
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Chapter 5

On bid and ask side-specific tick sizes

Abstract

The tick size, which is the smallest increment between two consecutive prices for a given
asset, is a key parameter of market microstructure. In particular, the behavior of high fre-
quency market makers is highly related to its value. We take the point of view of an exchange
and investigate the relevance of having different tick sizes on the bid and ask sides of the order
book. Using an approach based on the model with uncertainty zones, we show that when
side-specific tick sizes are suitably chosen, it enables the exchange to improve the quality of
liquidity provision.

5.1 Introduction
The tick size is the smallest increment between two consecutive prices on a trading instrument. It
is fixed by the exchange or regulator and typically depends on both the price of the asset and the
traded volume, see [73, 80]. It is a crucial parameter of market microstructure and its value is often
subject of debates: a too small tick size leads to very frequent price changes whereas a too large
tick size prevents the price from moving freely according to the investor’s views. In this article, we
focus on so-called large tick assets, that is assets for which the spread is most of the time equal
to one tick. Such assets represent a large number of financial products, especially in Europe since
MIFID II regulation, see [80].

The tick size has a major influence on the ecosystem of financial markets, in particular on the
activity of high frequency traders. Being usually considered as market makers, these agents are
the main liquidity providers for most heavily traded financial assets. This means that they propose
prices at which they are ready to buy (bid price) and sell (ask price) units of financial products. In
[54], the authors investigate the behavior of high frequency traders with respect to the relative tick
size, which is defined as the ratio between the tick size and the price level. One of their findings
is that everything else equal, stocks with a lower relative tick size attract a greater proportion of
high frequency traders, see also [44, 86]. This is because they can rapidly marginally adjust their
quotes to seize price priority. In the case of a large tick asset, speed is still an important feature as
market participants have to compete for queue priority in the order book, see [74, 87].
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Market makers (typically high frequency traders) face a complex optimization problem: making
money out of the bid-ask spread (the difference between the bid and ask prices) while mitigating
the inventory risk associated to price changes. This problem is usually addressed via stochastic
control theory tools, see for example [13, 39, 40, 61, 65]. In classical market making models, the
so-called efficient price, which represents the market consensus on the value of the asset at a given
time, around which the market maker posts his quotes, is a continuous semi-martingale. The quotes
of the market maker are continuous in terms of price values and not necessarily multiple of the tick
size. However, in actual financial markets, transaction prices are obviously lying on the discrete tick
grid. This discreteness of prices is a key feature which cannot be neglected at the high frequency
scale since it plays a fundamental role in the design of market making strategies in practice. To
get a more realistic market making model, one therefore needs to build a relevant continuous-time
price dynamic with discrete state space to take into account this very important microstructural
property of the asset.

To this end, we borrow the framework of the model with uncertainty zones introduced in [93, 94].
In this model, transaction prices are discrete and the current transaction price is modified only when
the underlying continuous efficient price process crosses some predetermined zones. In our approach,
we also consider that there exists an efficient price that market participants have in mind when
making their trading decisions. Based on this efficient price, market participants build “fair” bid
and “fair” ask prices. These two prices are lying on the tick grid and represent the views of market
participants on reasonable and tradable values for buying and selling, regardless of any inventory
constraint. In our setting, depending on his views and his inventory constraint, the market maker
chooses whether or not to quote a constant volume at these fair bid and ask prices. This is a
stylized viewpoint as in practice the market maker will probably quote a larger spread rather than
not quoting at all. The market takers increase (resp. decrease) their current “fair” bid price if
the efficient price becomes “sufficiently” higher (resp. lower) than their current fair bid price and
similarly for the ask side. The mechanism to determine whether the efficient price is sufficiently
higher (resp. lower) than the current price is that of the model with uncertainty zones, described
in Section 5.2.

Usual market making models include a symmetric running penalty for the inventory process, of-
ten defined as φ

∫ T
0
Q2
tdt where Qt is the inventory of the market maker at time t ∈ [0, T ], φ > 0 is a

risk aversion parameter and T is the end of the trading period. It is well-known, see for example [3],
that for regulatory and operational reasons, market participants and especially market makers are
reluctant to have a short inventory at the end of the trading day. This is mainly due to constraints
imposed by the exchange/regulator and to the overnight repo rate that they have to pay. This
asymmetry between long and short terminal inventory of the market maker gives the intuition of
the potential relevance of some kind of asymmetry in the market design between buy and sell orders.

If some kind of asymmetry is implemented at the microstructure level, it can have important
consequences on the profit of exchanges, as it notably depends on the number of processed orders.
Typical ways to optimize the number of orders on platforms are the choice of relevant tick sizes and
suitable fee schedules (which subsidize liquidity provision and tax liquidity consumption). In [52],
the authors highlight the importance of differentiating maker and taker fees in order to increase
the trading rate. In the more recent studies [17, 48], optimal make-take fees schedules are designed

172



based on contract theory. In this work, the asymmetry we consider is not between liquidity con-
sumers and liquidity providers but between buyers and sellers.

The goal of the paper [14] is to show the possible benefits for an exchange in terms of liquid-
ity provision of side-specific tick sizes. To this end, we build an agent-based model where a high
frequency market maker acts on a large tick asset. The exchange is mitigating the activity on its
platform by choosing suitable tick sizes on the bid and ask sides. This means we have a different
tick grid for buy and sell orders. For given the tick sizes chosen by the exchange, we formulate
the stochastic control problem faced by the market maker who needs to maximize his Profit and
Loss (PnL for short) while controlling his inventory risk, taking into account asymmetry between
short and long inventory. We show existence and uniqueness of a viscosity solution to the Hamilton-
Jacobi-Bellman (HJB for short) equation associated to this problem. Then, we derive a quasi-closed
form for the optimal controls of the market maker (up to the value function). In particular, the role
of the tick size in the decision of whether or not to quote is explicit: essentially, a large tick size
implies a large profit per trade for the market maker but less market orders coming from market
takers, and conversely.

Next, we solve the optimization problem of the exchange which can select optimal tick sizes
knowing the associated trading response of the market maker. In our model, the exchange earns
a fixed fee when a transaction occurs. Therefore, its remuneration is related to the quality of the
liquidity provided by the market maker on its platform. Numerical results show that side-specific
tick sizes are more suitable than symmetric ones both for the market maker and the exchange. The
former is able to trigger more alternations in the sign of market orders, which is beneficial both
for spread pocketing and inventory management (in contrast with the case where sequences of buy
orders are followed by sequences of sell orders). The latter increases the number of transactions
on its platform. We also show that a tick size asymmetry can offset short inventory constraints,
therefore increasing the gains of both the market maker and the exchange.

The paper is organized as follows. In Section 5.2, we give a reminder on the model with
uncertainty zones and explain how we revisit it for market making purposes. The market maker and
exchange’s problems are described in Section 5.3. We also state here our results about existence and
uniqueness of a viscosity solution associated to the control problem of the market maker and derive
its optimal controls. Finally, Section 5.4 is devoted to numerical results and their interpretations.
Proofs are relegated to an appendix.

5.2 The model with uncertainty zones
In this section, we provide a reminder on the model with uncertainty zones introduced in [93, 94],
and we adapt it to the framework of a market making problem with side-specific tick values. It
is commonly admitted that low frequency financial price data behave like a continuous Brownian
semi-martingale. However this is clearly not the case for high frequency data. The model with
uncertainty zones reproduces sparingly and accurately the behavior of ultra high frequency trans-
action data of a large tick asset. It is based on a continuous-time semi-martingale efficient price and
a one dimensional parameter η ∈ [0, 1

2 ]. The key idea of the model is that when a transaction occurs
at some value on the tick grid, the efficient price is close enough to this value at the transaction

173



time. This proximity is measured through the parameter η.

We define the efficient price (St)t∈[0,T ] on a filtered probability space (Ω,F ,P) where T is
the trading horizon. The logarithm of the efficient price (Yt)t∈[0,T ] is an Ft-adapted continuous
Brownian semi-martingale of the form

Yt = log(St) = log(S0) +

∫ t

0

asds+

∫ t

0

σs−dWs,

where W is an F-Brownian motion, and (σt)t∈[0,T ] is an F-adapted process with càdlàg paths and
(at)t∈[0,T ] is F-progressively measurable. Transaction prices lie on two fixed tick grids, defined by
{kαa, kαb} where αa (resp. αb) is the tick size on the ask (resp. bid) side and k ∈ Z. For 0 ≤ ηi ≤ 1

2
and i ∈ {a, b}, we define the zone U ik = [0,∞)× (dik, u

i
k) with

dik = (k +
1

2
− ηi)αi, uik = (k +

1

2
+ ηi)αi. (5.1)

Therefore Uak is a band of size 2ηaαa around the ask mid-tick grid value (k+ 1
2 )αa and U bk is a band

of size 2ηbαb around the bid mid-tick grid value (k + 1
2 )αb. We call these bands the uncertainty

zones. The zones on the bid and ask sides are characterized by the parameters ηb, ηa which control
the width of the uncertainty zones. We will see in the next section how the fair bid and ask prices
are deduced from the efficient price dynamics across the uncertainty zones. In particular, the larger
ηi, the farther from the last traded price (on the bid or ask side) the efficient price has to be so
that a price change occurs. The idea behind the model with uncertainty zones is that, in some
sense, market participants feel more comfortable when the asset price is constant than when it is
constantly moving. However, there are times when the transaction price has to change because
they consider that the last traded price value is not reasonable anymore.

For sake of simplicity, we assume that transaction prices cannot jump by more than one tick. We
also define the time series of bid and ask transaction times leading to a price change as (τ bj , τ

a
j )j≥0.

The last traded bid or ask price process is characterized by the couples of transaction times and
transaction prices with price changes (τj ;P

i
τ ij

)j≥0 where P i
τ ij

= S
(αi)

τ ij
, the superscript (αi) denoting

the rounding to the nearest αi.

Remark 5. The trade price goes up by one tick when the efficient price process S crosses the
uncertainty zone in the upward direction, and conversely it goes down by one tick when the efficient
price process S crosses the uncertainty zone in the downward direction.

One can actually show that the efficient price can be retrieved from transaction data using the
equation

Sτ ij = S
(αi)

τ ij
− αi(1

2
− ηi)sgn

(
S

(αi)

τ ij
− S(αi)

τ ij−1

)
, i ∈ {a, b}, j ∈ N.

This formula is particularly useful in order to derive ultra high frequency estimators of volatility
and covariation (see [94]). The parameters ηi can be estimated very easily. Let N (a)

αi,t and N
(c)
αi,t be

respectively the number of alternations and continuations1 of one tick over the period [0, t]. Then,
1An alternation/continuation corresponds to two consecutive price changes in the opposite/same direction.

174



an estimator of ηi over [0, t] is given by

η̂αi,t =
N

(c)
αi,t

2N
(a)
αi,t

.

We refer to [93, 94] for further details on these estimation procedures. In this paper, we use the
model with uncertainty zones for market making purposes rather than for statistical estimation.

5.3 High frequency market making under side-specific tick
values and interaction with the exchange

5.3.1 The market maker’s problem
We consider a high frequency marker maker acting on an asset whose efficient price St has the
dynamics

dSt = σdWt,

where σ > 0 denotes the volatility of the asset. He uses the model with uncertainty zones described
earlier to materialize his views on the fair bid and ask prices. He increases (resp. decreases) his bid
price if the efficient price is “sufficiently” higher (resp. lower) than his current fair bid price. The
notion of “sufficiently” higher or lower is determined by the uncertainty zones parameters ηa, ηb,
and the tick sizes αa, αb. If ηa is small (resp. large), the market maker changes more (resp. less)
frequently his ask price, and similarly for the bid price with ηb. This leads to the following definition
of fair bid and ask prices of the market maker Sa, Sb:2

Sat = Sat− + αa1{St−Sa
t−
>( 1

2 +ηa)αa} − αa1{St−Sa
t−
<−( 1

2 +ηa)αa},

Sbt = Sbt− + αb1{St−Sb
t−
>( 1

2 +ηb)αb} − αb1{St−Sb
t−
<−( 1

2 +ηb)αb}.

Thus the fair bid (resp. ask) is modified when the efficient price is close enough to a new tradable
price on the tick grid with mesh αb (resp. αa).

Remark 6. Note that in the case αa = αb, ηa = ηb, the fair best bid is equal to the fair best
ask. This means that at a given time, a buy or sell order would be at the same price. In this
situation, in our stylized view, the market maker would probably quote only on one side (bid or
ask). It is consistent with the standard form of the model with uncertainty zones, where, at a given
time, transactions can only happen only on one side of the market, depending on the location of the
efficient price. Still, the market maker collects the spread from transactions occurring at different
times as it is the case in practice.

We assume a constant volume of transaction equal to one. The market maker can choose to be
present or not for a transaction at the bid (with a price Sb) or at the ask (with a price Sa). The

2Note that we can have situations where the bid price is above the ask price. However, recall that Sa and Sb are
only views about the fair bid and ask prices under the constraint that they have to lie on the tick grids. This does
not imply an arbitrage opportunity, as in this configuration the intelligent market maker would not quote on both
sides.
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corresponding cash process at terminal time T is given by

XT =

∫ T

0

(
Sat dNa

t − SbtdN b
t

)
,

where the N i
t represent the number of transactions on the bid or ask side between 0 and t. In this

framework, the inventory of the market maker is given by Qt = N b
t −Na

t ∈ Q = [−q̃, q̃] where q̃ is
the risk limit of the market maker. For i ∈ {a, b}, the dynamics of N i

t is that of a point process
with intensity

λ(`it, Qt) :=
λ`it

1 + (καi)2
1{φ(i)Qt>−q}, φ(i) = 1{i=a} − 1{i=b}.

The process `it ∈ {0, 1} is the market maker’s control which lies in the set of F − predictable
processes with values in {0, 1} denoted by L. The parameter κ > 0 controls the sensitivity of the
intensities to αi, and λ > 0 is a scale parameter. When the market maker does not want to be
present on the bid (resp. ask side) at the price Sb (resp. Sa) he sets `b = 0 (resp. `a = 0) and
conversely. In our large tick asset setting, the situation where the market maker is not present is a
simplified way to model the case where the market maker’s quote is higher than the best possible
limit. At a given time t ∈ [0, T ], when `bt = 0 (resp `at = 0), the intensity of the point process N b

t

(resp. Na
t ) is equal to zero so that there are no incoming transactions. In addition to this, market

takers are more confident to send market orders when the tick size is small, as the market maker
has more flexibility to adjust his bid and ask prices.3 This explains the decreasing shape of the
intensities of market order arrivals from market takers with respect to the tick size. The chosen
parametric form for the intensities ensures no degenerate behavior when the tick size gets close to
zero. The parameter κ and the quadratic shape of the intensity have no influence on the qualitative
results obtained in Section 5.4, but, on the quantitative side, they fix the position of the optimal
tick sizes and their dependence on the penalization parameters.

The marked-to-market value of the market maker’s portfolio at time t is defined as QtSt. His
optimization problem writes

sup
`∈L

E
[
XT +QT (ST −AQT )− φ

∫ T

0

Q2
sds− φ−

∫ T

0

|Qs|21Qs<0ds
]
, (5.2)

where φ > 0 represents the risk-aversion parameter of the market maker, φ− > 0 is the additional
risk aversion of the market maker toward short position on [0, T ] and AQ2

T , with A > 0, is a penalty
term for the terminal inventory position regardless of its sign. In this setting, the market maker
wishes to hold a terminal inventory close to zero because of the quadratic penalty AQ2

T . The term
φ
∫ T

0
Q2
sds penalizes long or short positions over the trading period. In the following, we will choose

T large enough so that the final penalization has little impact on the results. Problem (5.2) can of
course be rewritten as

sup
`∈L

E
[
QT (ST −AQT ) +

∫ T

0

{
Sasλ(`as)− Sbsλ(`bs)− φQ2

s − φ−Q2
s1Qs<0

}
ds
]
.

3When the tick size is smaller, the market takers are more willing to trade. This does not necessarily lead to a
higher number of orders as it depends on the market maker’s presence.
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We define the corresponding value function h defined on the open set

D =

{
(Sa, Sb, S) ∈ αaZ× αbZ× R such that −

(
1

2
+ ηa

)
αa < S − Sa <

(
1

2
+ ηa

)
αa
)
.

and −
(

1

2
+ ηb

)
αb < S − Sb <

(
1

2
+ ηb

)
αb
}

by

h(t, Sa, Sb, S, q) = sup
`∈Lt

Et,Sa,Sb,S,q
[
QT (ST −AQT ) +

∫ T

t

{
Sasλ(`as)− Sbsλ(`bs)

− φQ2
s − φ−Q2

s1Qs<0

}
ds
]
,

(5.3)

where Lt denotes the restriction of admissible controls to [t, T ]. We define the boundary ∂D of D
as

∂D =

{
(Sa, Sb, S) ∈ αaZ× αbZ× R such that S − Sa = ±

(
1

2
+ ηa

)
αa and/or S − Sb = ±

(
1

2
+ ηb

)
αb.

}
,

and write D̄ = D ∪ ∂D. For given (Sa, Sb), if (Sa, Sb, S) ∈ ∂D, it means that S corresponds to an
efficient price value that triggers a modification of the fair bid or ask price.

The Hamilton-Jacobi-Bellman equation associated to this stochastic control problem is given by

0 =∂th(t, Sa, Sb, S, q)− φq2 − φ−q21q<0 +
1

2
σ2∂SSh(t, Sa, Sb, S, q)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
Sa + h(t, Sa, Sb, S, q − `a)− h(t, Sa, Sb, S, q)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(

(−Sb) + h(t, Sa, Sb, S, q + `b)− h(t, Sa, Sb, S, q)
)}

, (5.4)

for (t, Sa, Sb, S, q) ∈ [0, T )×D ×Q, with terminal condition

h(T, Sa, Sb, S, q) = q(S −Aq). (5.5)

Let us consider the function h defined in 5.3. For (t, Sa, Sb, S, q) ∈ [0, T ) × ∂D × Q, and
(tn, S

a
n, S

b
n, Sn, qn)n∈N a sequence in [0, T )×D×Q which converges to (t, Sa, Sb, S, q), we will show

that h(tn, S
a
n, S

b
n, Sn, qn) converges independently of the sequence and we denote by h(t, Sa, Sb, S, q)

its limit. On [0, T )×∂D×Q, we will show the following boundary conditions (which we will naturally
impose for the solution of 5.4):

0 = 1{S−Sa=( 1
2 +ηa)αa, S−Sb<( 1

2 +ηb)αb}
(
h(t, Sa + αa, Sb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa<( 1

2 +ηa)αa, S−Sb=( 1
2 +ηb)αb}

(
h(t, Sa, Sb + αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=( 1

2 +ηa)αa, S−Sb=( 1
2 +ηb)αb}

(
h(t, Sa + αa, Sb + αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=−( 1

2 +ηa)αa, S−Sb>−( 1
2 +ηb)αb}

(
h(t, Sa − αa, Sb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa>−( 1

2 +ηa)αa, S−Sb=−( 1
2 +ηb)αb}

(
h(t, Sa, Sb − αb, S, q)− h(t, Sa, Sb, S, q)

)
+ 1{S−Sa=−( 1

2 +ηa)αa, S−Sb=−( 1
2 +ηb)αb}

(
h(t, Sa − αa, Sb − αb, S, q)− h(t, Sa, Sb, S, q)

)
.

(5.6)
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In other words, the value function varies continuously when the efficient price leaves an uncer-
tainty zone and the prices Sa and Sb are modified.4 In the following, we say that a function defined
on [0, T )×D ×Q satisfies the continuity conditions if it satisfies (5.6).

The following proposition is of particular importance for the existence and uniqueness of a
viscosity solution associated to the control problem of the market maker.

Proposition 7. The function h defined in Equation (5.3) is continuous on D and satisfies the
continuity conditions (5.6).

The proof is given in Appendix 5.6.1 and relies on the specific structure of our model based on
hitting times of a Brownian motion. We now state the main theorem of this article, whose proof is
relegated to Appendix 5.6.2.

Theorem 5. The value function h is the unique continuous viscosity solution to Equation (5.4) on
[0, T )×D ×Q with terminal condition (5.5) and satisfying the continuity conditions.

The value function depends on five variables. However, as (Sa, Sb) takes value in αaZ×αbZ, it
can essentially be reduced to three variables as we now explain. For any (i, j) ∈ Z2, we introduce
the function hi,j defined on

[0, T ]×
(
αai− (

1

2
+ ηa)αa, αai+ (

1

2
+ ηa)αa

)
∩
(
αbj − (

1

2
+ ηb)αb, αbj + (

1

2
+ ηb)αb

)
︸ ︷︷ ︸

=Di,j

×Q

by hi,j(t, S, q) = h(t, αai, αbj, S, q). Then hi,j is the solution of the following HJB equation:

0 =∂th
i,j(t, S, q)− φq2 − φ−(q)2

−1q<0 +
1

2
σ2∂SSh

i,j(t, S, q)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
αai+ hi,j(t, S, q − `a)− hi,j(t, S, q)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
− αbj + hi,j(t, S, q + `b)− hi,j(t, S, q)

)}
,

with terminal condition hi,j(T, S, q) = q(S − AQ) and natural Dirichlet boundary conditions for
S ∈ ∂Di,j :

hi,j(t, S, q) = hi+1,j(t, S, q)1{S−αai=( 1
2 +ηa)αa, S−αbj<( 1

2 +ηb)αb}

+ hi,j+1(t, S, q)1{S−αai<( 1
2 +ηa)αa, S−αbj=( 1

2 +ηb)αb}

+ hi+1,,j+1(t, S, q)1{S−αai=( 1
2 +ηa)αa, S−αbj=( 1

2 +ηb)αb}

+ hi−1,j(t, S, q)1{S−αai=−( 1
2 +ηa)αa, S−αbj>−( 1

2 +ηb)αb}

+ hi,j−1(t, S, q)1{S−αai>−( 1
2 +ηa)αa, S−αbj=−( 1

2 +ηb)αb}

+ hi−1,j−1(t, S, q)1{S−αai=−( 1
2 +ηa)αa, S−αbj=−( 1

2 +ηb)αb}.

4Note that, as the terminal condition does not depend on Sa and Sb, it also satisfies this boundary condition on
∂D.
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From this, we derive the optimal controls of the market maker as

`?a(t, i, j, S, q) = 1{αai+hi,j(t,S,q−1)−hi,j(t,S,q)>0},

`?b(t, i, j, S, q) = 1{−αbj+hi,j(t,S,q+1)−hi,j(t,S,q)>0}.

The practical interest of Theorem 5 is that it allows us to compute the value function and optimal
controls based on a finite difference scheme. Examples of computations of the value function are
given in Section 5.4 and Appendix 5.6.3. Having described the problem of the market maker, we
now turn to the optimization problem of the platform.

5.3.2 The platform’s problem
The market maker acts on a platform whose goal is to maximize the number of market orders
on [0, T ]. The intensities of arrival of market orders are functions of `a, `b, which are themselves
functions of αa, αb. We assume that the platform is risk-neutral and earns a fixed taker cost c > 0
for each market order.5 Therefore its optimization problem is defined as

sup
(αa,αb)∈R2

+

El
?a,l?b

[
Xp
T

]
,

given the optimal controls (l?a, l?b) of the market maker and Xp
t = c(Na

t +N b
t ).

It is easy to observe that this problem boils down to maximizing the function v defined below
over R2

+:

v(αa, αb) := E

[∫ T

0

cλ

{
`?a(t, Sat , S

b
t , St, qt)

1 + (καa)2
+
`?b(t, Sat , S

b
t , St, qt)

1 + (καb)2

}
dt

]
.

Here we clearly see the tradeoff of the platform. A small tick size αa increase the term (1+(καa)2)−1.
This is because it attracts more buy market orders. However, the optimal control `?,a is more often
equal to zero: the gain of the market maker may be too small if he quotes at the price Sa, therefore
he regularly sets `?,a = 0. The problem is similar on the bid side. On the other hand, a large tick
size increases the gain of the market maker if a transaction occurs, but decreases the number of
market orders sent by market takers, hence decreasing the trading volume.

We study numerically this problem in the next section by computing the value of v on a two
dimensional grid and finding its maximum.

5.4 Numerical results
In this section, we show from numerical experiments the benefits of side-specific tick values in
terms of increase of their value function for both the market maker and the platform. Also, we fix
reference values η0 and α0. From them, to choose the parameter ηi associated to a given tick size

5More complex fee schedules can be handled in this framework. We can for example add a component which is
proportional to the amount of cash traded.
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αi we use a result from [44] which gives the new value of the parameter ηi in case of a change of
tick size from α0 to αi. This formula writes

ηi = η0

√
α0

αi
. (5.7)

In the following, we only consider values of αa and αb such that the underlying remains a large tick
asset both on the bid and ask sides, that is ηa ≤ 1

2 , η
b ≤ 1

2 .

For the first experiments, we set T = 40s, q = 5, σ = 0.01s−
1
2 , A = 0.1, κ = 10, φ = 0.005, λ = 4,

η0 = 0.3 and α0 = 0.01 which correspond to reasonable values to model a liquid asset. In particular,
taking a larger T has no impact on the dependence of our results on the tick sizes. To remain in
the large tick regime, we investigate values of αi satisfying 0.0045 ≤ αi ≤ 0.05 for i = a, b.

5.4.1 Similar tick values on both sides
In this section we investigate the case where αa = αb. We plot in Figure 5.1 the value functions
of the market maker and the exchange, respectively h and v, for various values of α = αa = αb.
We fix the efficient price S = 10.5, the inventory q = 0 and we only consider values of α so that
0.5/α ∈ N.

Figure 5.1: Value function h (on the left) and v (on the right) for φ− = 0 in blue, φ− = 0.0005 in
orange, φ− = 0.005 in green, as a function of α = αa = αb.

When φ− = 0, the value of the exchange reaches its maximum at α ' 0.012. An increase of φ−
leads to a reduction of the number of transactions. However the optimal tick value for the exchange
is not significantly modified.

The optimal tick value for the market maker is larger than that of the exchange. This is because
the exchange is only interested in attracting orders while the market maker’s gain per trade (not
taking into account the inventory risk) is linear with respect to the tick value. The trade-off of the
exchange is the following: on the one hand, he would like to implement a quite small tick value (to
attract market orders) but on the other hand, he must ensure a reasonable presence of market maker.
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When φ− increases, the value function of the market maker decreases, for all tick values. This is
no surprise since φ− corresponds to an inventory penalization, hence reducing the market maker’s
PnL.

In Figure 5.2, we substract the value function when φ− = 0 to the other value functions displayed
in Figure 5.1. We remark that for the market maker, the larger the tick the more significant the
penalization of short inventory in terms of value function. We observe the opposite phenomenon
for the exchange: the difference is essentially slightly increasing with respect to α. In particular,
we see a quite strong impact of the penalization on the value function of the exchange when the
tick size is small.

Figure 5.2: Variation of the functions h and v (difference between φ− = 0 in blue, φ− = 0.0005 in
orange, φ− = 0.005 in green, and φ− = 0 as a function of α = αa = αb.

We now study the case of side-specific tick values.

5.4.2 Side-specific tick values: additional opportunities for the market
maker

We set αb = 0.0124 (optimal tick size in the non side-specific case) and let αa vary. We plot the
value functions of the market maker and the exchange in Figure 5.3. Again we observe that both
value functions are decreasing with respect to φ−. From the point of view of the market maker,
having non side-specific tick values is sub-optimal, even in the case φ− = 0. This is because when
the two tick values are different, it is possible for Sa to be greater than Sb and orders to arrive with
the same intensities on both sides: the market maker can collect the spread. It is not possible in
the non side-specific case, where the market maker can only pocket the spread from buy and sell
orders at two different times. Side-specific tick values are also clearly beneficial for the exchange.
The transaction flow increases for αa > αb because of the good liquidity provided by the market
maker, and for αa < αb because of the high number of incoming market orders.

Remark 7. Remark that with shifted grids (same tick values on both sides but with a grid shifted
compared to the other), those additional opportunities for the market maker would remain. In
section 5.4.3, we will see however, that, from the point of view of the exchange, side-specific tick
values are much more interesting.
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Figure 5.3: Value function h (on the left) and v (on the right) as functions of αa, for αb = 0.0124,
for φ− = 0 in blue, φ− = 0.0005 in orange, φ− = 0.005 in green.

5.4.3 Side-specific tick values: effect of φ−
We plot the two-dimensional value functions of the market maker and the exchange for side-specific
tick values.

First we take φ− = 0 in Figure 5.4. We note that the opportunity for the market maker men-
tioned above remains present for all tick values and that the value functions are symmetric around
the axis αb = αa (side-specific tick values are preferred). Furthermore, we see that the exchange
prefers smaller tick values than the market maker. The optimal values for the exchange lie on an
anti-diagonal which goes from (αa = 0.0045, αb = 0.025) to (αa = 0.025, αb = 0.0045). On this line
the number of transactions varies little. It seems however that the optimum is on the edges of the
zone in which the asset remains large tick: the two couples (αa, αb) mentioned above.

If the tick values are too large the intensities of the market orders become too small and the
number of transactions diminishes. If both ticks are too small, the market maker does not trade
much because the gain per trade becomes too little compared to the inventory cost (recall that the
intensity of market orders is upper bounded). However, the case where one tick is quite small and
the other is large is suitable for the market maker: for example, if αa < αb his strategy is to be
long and liquidate his long position fast if needed thanks to the small value of αa which ensures a
large number of incoming market orders. This explains why the optimal tick values given by the
exchange are side-specific and symmetric with respect to the axis αa = αb. More precisely, the
choice of ticks (αa = 0.0045, αb = 0.025) or (αa = 0.025, αb = 0.0045) seems optimal.

We now plot in Figure 5.5 the value function for φ− = 0.005. This non-zero parameter implies
a clear decrease of the value function of the market maker and the reduction of the number of
transactions. An important remark is that the value functions are no-longer symmetric around the
axis αb = αa.

For clarity we plot in Figure 5.6 the difference of the value functions when φ− = 0.005 and when
φ− = 0 as a function of αa, αb. We see that the added component is not symmetric regarding to
the axis αb = αa and both the market maker and the exchange tend to prefer the case αb > αa.
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Figure 5.4: Value function h (on the left) and v (on the right) as functions of αa and αb, for φ− = 0.

Figure 5.5: Value function h (on the left) and v (on the right) as functions of αa and αb, for
φ− = 0.005.

It is particularly clear for the market maker’s problem where the difference between the values at
(αa = 0.0045, αb = 0.025) and (αa = 0.025, αb = 0.0045) is approximately 0.03 which is roughly
10% of the value function. Indeed, as explained above, having αb quite large and αa rather small
essentially ensures that the market maker can maintain a positive inventory all along the trading
trajectory: attractive PnL for incoming buy orders and possibility to quickly reduce a positive in-
ventory. The right-hand side of Figure 5.6 is harder to interpret, as the changes are comparatively
smaller and influenced more by the kink described in 5.4.2 and its analogues at αb = 2αa and
αb = 1

2α
a.
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Figure 5.6: Difference between the value function h (on the left) and v (on the right) as functions
of αa and αb, between the case φ− = 0.005 and the case φ− = 0.

The exchange leans more towards a larger αb compared to αa. To see that more clearly, we fix
αa = 0.0045 and plot in Figure 5.7 the value functions h and v, as functions of αb, for different
values of φ.

Figure 5.7: Value functions h and v for αa = 0.0045, as functions of αb, for different values of φ.

The value function of the market maker is increasing in αb. This is the same phenomenon as
already observed in Figure 5.5. The value of the exchange has a maximum which is increasing in
φ−: as the penalization gets more side-specific, the optimal tick values displayed by the exchange
become more asymmetric. Indeed, for φ− = 0, the optimum is reached for αb ' 0.024, while for
φ− = 0.005, it is obtained for αb ' 0.034. Note that a relevant tick value set by the exchange can
compensate for his loss of value function due to an increase of φ−. By choosing a new tick size
optimally when going from φ− = 0 to φ− = 0.005, the loss in value function is of 7% only. Keeping
αb = 0.024 would lead to a loss of 15%. Note that the compensation can be total for the market
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maker (and even exceeds the loss) but is only partial for the exchange.

5.5 Conclusion
A suitable choice of tick values by the exchange is a subtle equilibrium. If the platform imposes the
same tick value on the bid and ask sides, it has to be sufficiently large to ensure significant PnL per
trade for the market maker and therefore good liquidity provision, and sufficiently small to attract
market orders from market takers. When allowing for side-specific tick values with no constraint on
short inventory, the optimal tick values for the exchange are of the form (α?1, α

?
2) or symmetrically

(α?2, α
?
1) with α?1 < α?2. In this case, the market maker can take advantage from additional trading

opportunities and increase his activity. The exchange benefits from this situation because of the
higher number of trades on his platform. Moreover, when there is a penalty for short inventory
positions of the market maker, there is only one optimal couple of tick values. In this case, the
market maker and subsequently the exchange prefer αb > αa and the difference between αa and
αb at the optimum becomes larger. Finally, note that side-specific tick values could have subtle
consequences in a multi-platform setting. This issue is left for further study, as well as the situation
where market takers are more strategic in their execution.

5.6 Appendix

5.6.1 Proof of Proposition 7
First we prove the continuity of h on D × [0, T ).

Let q ∈ Q, t1 ∈ [0, T ), (sa, sb, s1) ∈ D. Note that {s ∈ R, (sa, sb, s) ∈ D} is an open interval
containing s1, which we denote by (s←, s→). If the process St starts from a point s ∈ (s←, s→)
with Sat = sa and Sbt = sb, Sat and Sbt will not jump as long as St stays in (s←, s→). We will prove
that the function (t, s) ∈ [0, T )× (s←, s→) 7→ h(t, sa, sb, s, q) is continuous at (t1, s1).

We fix η > 0. There is a ball with positive diameter B in [0, T )× (s←, s→) centered on (t1, s1)
and some ε > 0 such that, if (t2, s2) ∈ B, then

E[τ1 − t1|St1 = s1] < η, E[τ2 − t2|St2 = s2] < η, (5.8)

P[τ1 < T |St1 = s1] > 1− η, P[τ2 < T |St2 = s2] > 1− η, (5.9)

and6

inf
`∈L

P[ inf
t1≤s≤τ1

Qs = sup
t1≤s≤τ1

Qs = q|St1 = s1, Qt1 = q] > 1− η,

inf
`∈L

P[ inf
t2≤s≤τ2

Qs = sup
t2≤s≤τ2

Qs = q|St2 = s2, Qt2 = q] > 1− η,
(5.10)

where we write

τ1 = T ∧ inf{t ≥ t1, St1,s1t = (s1 ∨ s2) + ε or St1,s1t = (s1 ∧ s2)− ε},
τ2 = T ∧ inf{t ≥ t2, St2,s2t = (s1 ∨ s2) + ε or St2,s2t = (s1 ∧ s2)− ε}.

6These inequalities can be attained independently of the control ` as S is independent from Q.
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The quantities τ1 and τ2 are stopping times such that t1 ≤ τ1 ≤ T a.s. and t2 ≤ τ2 ≤ T a.s. We
impose

s← < (s1 ∧ s2)− ε < s1 < (s1 ∨ s2) + ε < s→, s← < (s1 ∧ s2)− ε < s2 < (s1 ∨ s2) + ε < s→

for any (t2, s2) ∈ B by taking a smaller ball B and a smaller ε if necessary. In particular, this
tells us that if (St1 , S

a
t1 , S

b
t1) = (s1, s

a, sb), Sat does not jump between t1 and τ1. Similarly, if
(St2 , S

a
t2 , S

b
t2) = (s2, s

a, sb), Sbt does not jump between between t2 and τ2 .

Let some arbitrary (t2, s2) ∈ B and τ1 and τ2 the associated stopping times. Using the dynamic
programming principle, we obtain

h(t1, s
a, sb, s1, q) = sup

`∈L
E
[
h(τ1,Saτ1,Sbτ1,Sτ1,Qτ1)+

∫ τ1

t1

{
−φQ2

t − φ−Q2
t1Qt<0

}
dt
∣∣∣St1 = s1, S

a
t1 = sa, Sbt1 = sb, Qt1 = q

]
.

This can be rewritten as

h(t1, s
a, sb, s1, q) = sup

`∈L
E
[∑
q̄∈Q

(
h(τ1, sa, sb, Sτ1 , q̄)1{Qτ1=q̄}+

∫ τ1

t1

{
−φQ2

t − φ−Q2
t1Qt<0

}
1{Qt=q̄}

)
dt
∣∣St1 =s1, Qt1 =q

]
.

Noticing from 5.3 that h is bounded on [0, T ]×{sa}× {sb}× [s←, s→]×Q, we deduce by 5.10 that∣∣∣∣h(t1, s
a, sb, s1, q)− sup

`∈L
E
[
h(τ1, sa, sb, Sτ1 , q) +

∫ τ1

t1

{
−φq2 − φ−(q)2

−
}
dt
∣∣St1 = s1, Qt1 = q

]∣∣∣∣ ≤ Cη
for a constant C which depends only on sa, sb, and (q)− = q21q<0. The expectation above does
not depend on the control `, hence we drop the supremum and fix an arbitrary control ` = 0. We
denote by E0 the expectation under the probability measure given by this control. The expectation
neither depends on the process Qt, so we drop the conditioning with respect to Qt1 .

This leads to∣∣∣∣h(t1, s
a, sb, s1, q)− E0

[
h(τ1, sa, sb, Sτ1 , q) +

∫ τ1

t1

{
−φq2 − φ−(q)2

−
}
dt
∣∣St1 = s1

]∣∣∣∣ ≤ Cη.
Similarly, starting from (t2, s

a, sb, s2, q) with (t2, s2) ∈ B, we get∣∣∣∣h(t2, s
a, sb, s2, q)− E0

[
h(τ2, sa, sb, Sτ2 , q) +

∫ τ2

t2

{
−φq2 − φ−(q)2

−
}
dt
∣∣St2 = s2

]∣∣∣∣ ≤ Cη,
and we deduce that

|h(t1, s
a, sb, s1, q)− h(t2, s

a, sb, s2, q)| ≤
∣∣∣∣E0
[
h(τ1, sa, sb, Sτ1 , q) +

∫ τ1

t1

{
−φq2 − φ−(q)2

−
}
dt|St1 = s1

]
− E0

[
h(τ2, sa, sb, Sτ2 , q) +

∫ τ2

t2

{
−φq2 − φ−(q)2

−
}
dt|St2 = s2

]∣∣∣∣+ 2Cη

≤
∣∣∣∣E0
[
h(τ1, sa, sb, Sτ1 , q)|St1 = s1

]
− E0

[
h(τ2, sa, sb, Sτ2 , q)|St2 = s2

]∣∣∣∣
+
∣∣∣φq2 − φ−(q)2

−

∣∣∣(E0
[
τ1 − t1|St1 = s1

]
+ E0

[
τ2 − t2|St2 = s2

])
+ 2Cη.

(5.11)
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Using (5.8), we get ∣∣∣E0
[
τ1 − t1|St1 = s1

]
+ E0

[
τ2 − t2|St2 = s2

]∣∣∣ < 2η. (5.12)

Also, the conditional laws(
τ1|St1 = s1, Sτ1 = (s1 ∨ s2) + ε, τ1 < T

)
,
(
τ1|St1 = s1, Sτ1 = (s1 ∧ s2)− ε, τ1 < T

)
,(

τ2|St2 = s2, Sτ2 = (s1 ∨ s2) + ε, τ2 < T
)
,
(
τ2|St2 = s2, Sτ2 = (s1 ∧ s2)− ε, τ2 < T

)
,

have bounded continuous densities, which we denote by f1,+, f1,−, f2,+ and f2,− respectively (see
for example [32], Formula 3.0.6). So, by decomposing the first term in (5.11) with respect to the
values of Sτ1 and Sτ2 , we can write∣∣∣∣E0

[
h(τ1, sa, sb, Sτ1 , q)|St1 = s1

]
− E0

[
h(τ2, sa, sb, Sτ2 , q)|St2 = s2

]∣∣∣∣
≤
∣∣∣ ∑
j∈{+,−}

∫ T

0

h(t, sa, sb, sj , q)(f
1,j(t)P0[Sτ1 = sj , τ

1 < T |St1 = s1]− f2,j(t)P0[Sτ2 = sj , τ
2 < T |St2 = s2])dt

∣∣∣
+
∣∣∣E0
[
h(τ1, sa, sb, Sτ1 , q)1{Sτ1 6=s+,Sτ1 6=s−}∪{τ1=T}|St1 = s1

]∣∣∣
+
∣∣∣E0
[
h(τ2, sa, sb, Sτ2 , q)1{Sτ2 6=s+,Sτ2 6=s−}∪{τ2=T}|St2 = s2

]∣∣∣
(5.13)

where s+ = s1 ∨ s2 + ε and s− = s1 ∧ s2 − ε. Remark that the event Sτ1 6= s+, Sτ1 6= s−, St1 = s1

happens only if τ1 = T so that P0[{Sτ1 6= s+, Sτ1 6= s−} ∪ {τ1 = T}|St1 = s1] < η by (5.9).
Similarly P0[{Sτ2 6= s+, Sτ2 6= s−} ∪ {τ2 = T}|St2 = s2] < η by (5.9). As a consequence, using
again (5.11), (5.12) and the fact that h is bounded on [0, T ]× {sa} × {sb} × [s←, s→]×Q, we get∣∣h(t1, s

a, sb, s1, q)− h(t2, s
a, sb, s2, q)

∣∣
≤
∣∣∣ ∑
j∈{+,−}

∫
h(t, sa, sb, sj , q)(f

1,j(t)P0[Sτ1 = sj , τ
1 < T |St1 = s1]− f2,j(t)P0[Sτ2 = sj , τ

2 < T |St2 = s2])dt
∣∣∣

+ (2|φq2 − φ−(q)2
−|+ 4C)η.

Recall that the f1,+, f1,−, f2,+ and f2,− depend on s2 and t2. We have

|P0[Sτ2 = s+, τ
2 < T |St2 = s2]f2,+ − P0[Sτ1 = s+, τ

1 < T |St1 = s1]f1,+| →
(t2,s2)→(t1,s1)

0,

|P0[Sτ2 = s−, τ
2 < T |St2 = s2]f2,− − P0[Sτ1 = s−, τ

1 < T |St1 = s1]f1,−| →
(t2,s2)→(t1,s1)

0

point-wise on [0, T ] directly by [32] Formula 3.0.6 and Appendix 11. Having fixed ε and using again
[32] Formula 3.0.6 and Appendix 11, we see that the above functions are uniformly bounded with
respect to (s2, t2) ∈ B. So, using that h is bounded on [0, T ]× {sa} × {sb} × [s←, s→]×Q, we can
apply the dominated convergence theorem to deduce that∣∣∣ ∑
j∈{+,−}

∫ T

0

h(t, sa, sb, sj , q)(f
1,j(t)P0[Sτ1 = sj , τ

1 < T |St1 = s1]− f2,j(t)P0[Sτ2 = sj , τ
2 < T |St2 = s2])dt

∣∣∣
→

(t2,s2)→(t1,s1)
0.
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Thus we have shown that h is continuous at the point (t1, S
a, Sb, s1, q). The case t1 = T is

treated the same way.

The continuity conditions can be proved using the same lines: fixing q ∈ Q, t1 ∈ [0, T ) and
(Sa, Sb, s1) ∈ ∂D, choosing (t2, s2) close enough to (t1, s1) and applying the dynamic programming
principle between t1 and τ1, and t2 and τ2, for τ1 and τ2 two well-chosen stopping times (for
example

τ1 = T ∧ inf
{
t > t1, St = s1 + ε or St =

s← ∧ s1

2

}
, τ2 = T ∧ inf

{
t > t2, St = s1 + ε or St =

s← ∧ s1

2

}
.

with ε > 0 small enough, for a boundary inducing an upward jump).

5.6.2 Proof of Theorem 5
We first prove that the value function of the market maker’s problem is indeed a viscosity solution
of (5.4).

Proposition 8. The value function h is a continuous viscosity solution on [0, T )×D×Q of (5.4).
Furthermore, h(T, Sa, Sb, S, q) = q(S −Aq) for all (Sa, Sb, S, q) ∈ D ×Q, and

h(t, Sa, Sb, S, q) =1{S−Sa=( 1
2 +ηa)αa, S−Sb<( 1

2 +ηb)αb}h(t, Sa + αa, Sb, S, q)

+1{S−Sa<( 1
2 +ηa)αa, S−Sb=( 1

2 +ηb)αb}h(t, Sa, Sb + αb, S, q)

+1{S−Sa=( 1
2 +ηa)αa, S−Sb=( 1

2 +ηb)αb}h(t, Sa + αa, Sb + αb, S, q)

+1{S−Sa=−( 1
2 +ηa)αa, S−Sb>−( 1

2 +ηb)αb}h(t, Sa − αa, Sb, S, q)

+1{S−Sa>−( 1
2 +ηa)αa, S−Sb=−( 1

2 +ηb)αb}h(t, Sa, Sb − αb, S, q)

+1{S−Sa=−( 1
2 +ηa)αa, S−Sb=−( 1

2 +ηb)αb}h(t, Sa − αa, Sb − αb, S, q),

for all (t, Sa, Sb, S, q) ∈ [0, T )× ∂D ×Q.

Proof. Let (S̄a, S̄b, q̄) ∈ αaZ× αbZ×Q, and (tn, Sn)n∈N ∈ [0, T ]× R be a sequence such that

tn →
n→+∞

t̂ ∈ [0, T ),

Sn →
n→+∞

Ŝ ∈ R,

h(tn, S̄
a, S̄b, Sn, q̄) →

n→+∞
h(t̂, S̄a, S̄b, Ŝ, q̄),

with (S̄a, S̄b, Ŝ) ∈ D. Without loss of generality we can assume that (S̄a, S̄b, Sn) ∈ D for all n ∈ N.

Let us first consider the case t̂ = T . Let us take two arbitrary controls `as = `bs = 0, for all
s ∈ [0, T ), then for all n ∈ N we have

h(tn, S̄
a, S̄b, Sn, q̄) ≥ Etn,S̄a,S̄b,Sn,q̄

[
QT (ST −AQT )− φ

∫ T

tn

Q2
sds− φ−

∫ T

tn

Q2
s1Qs<0ds

]
,
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and by dominated convergence we can obtain

h(T, S̄a, S̄b, Ŝ, q̄) ≥ q̄(Ŝ −Aq̄).

Now let us consider the case t̂ < T. Let ϕ : [0, T )×D ×Q → R be a continuous function, C1 in
t, C2 in S and such that 0 = min

[0,T )×D
(h − ϕ) = (h − ϕ)(t̂, S̄a, S̄b, Ŝ, q̄). We also assume that h = ϕ

only at the point (t̂, S̄a, S̄b, Ŝ, q̄). Let us assume that there exists η > 0 such that

2η ≤∂tϕ(t̂, S̄a, S̄b, Ŝ, q̄)− φq̄2 − φ−q̄21q̄<0 +
1

2
σ2∂SSϕ(t̂, S̄a, S̄b, Ŝ, q̄)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
S̄a + ϕ(t̂, S̄a, S̄b, Ŝ, q̄ − `a)− ϕ(t̂, S̄a, S̄b, Ŝ, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
− S̄b + ϕ(t̂, S̄a, S̄b, Ŝ, q̄ + `b)− ϕ(t̂, S̄a, S̄b, Ŝ, q̄)

)}
.

Then we must have

0 ≤∂tϕ(t, S̄a, S̄b, S, q̄)− φq̄2 − φ−q̄21q̄<0 +
1

2
σ2∂SSϕ(t, S̄a, S̄b, S, q̄)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
S̄a + ϕ(t, S̄a, S̄b, S, q̄ − `a)− ϕ(t, S̄a, S̄b, S, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
− S̄b + ϕ(t, S̄a, S̄b, S, q̄ + `b)− ϕ(t, S̄a, S̄b, S, q̄)

)}
,

for all (t, S) ∈ B =
(
(t̂− r, t̂+ r) ∩ [0, T )

)
×
(
Ŝ − r, Ŝ + r

)
for some r > 0. Without loss of

generality, we can assume that B contains the sequence (tn, Sn)n and that for all (t, S) ∈ B, we
have (S̄a, S̄b, S) ∈ D. We can choose the value of η such that

ϕ(t, S̄a, S̄b, S, q̄) + η ≤ h(t, S̄a, S̄b, S, q̄)

on ∂pB :=

((
(t̂− r, t̂+ r) ∩ [0, T )

)
×
({
Ŝ − r

}
∪
{
Ŝ + r

}))
∪
(
{t̂ + r} ×

[
Ŝ − r, Ŝ + r

])
. We

can also assume that
ϕ(t, Sa, Sb, S, q) + η ≤ h(t, Sa, Sb, S, q),

for (t, Sa, Sb, S, q) ∈ B̃ with

B̃ =

{
(t, S̄a, S̄b, S, q)

∣∣(t, S) ∈ B, q ∈ {q̄ − 1, q̄ + 1} ∩ Q
}
.

We introduce the set
BD =

{
(t, S̄a, S̄b, S, q̄)

∣∣(t, S) ∈ B
}

and set πn = inf{t ≥ tn|(t, Sat , Sbt , St, qt) /∈ BD} with Sitn = S̄i, qtn = q̄, Stn = Sn, where the
processes are controlled by

`at = 1{Sat +ϕ(t,Sat ,S
b
t ,St,qt−−1)−ϕ(t,Sat ,S

b
t ,St,qt−)>0},
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`bt = 1{−Sbt+ϕ(t,Sat ,S
b
t ,St,qt−+1)−ϕ(t,Sat ,S

b
t ,St,qt−)>0}.

Using Itô’s formula and noting that Sat , Sbt do not jump between tn and πn, we derive

ϕ(πn, S
a
πn , S

b
πn , Sπn ,qπn)=ϕ(tn, S̄

a, S̄b, Sn, q̄) +

∫ πn

tn

{
∂tϕ(t, Sat , S

b
t , St, qt) +

1

2
σ2∂SSϕ(t, Sat , S

b
t , St, qt)

}
dt

+

∫ πn

tn

λ(`at )
{
ϕ(t, Sat , S

b
t , St, qt− − `at )− ϕ(t, Sat , S

b
t , St, qt−)

}
dt

+

∫ πn

tn

λ(`bt)
{
ϕ(t, Sat , S

b
t , St, qt− + `bt)− ϕ(t, Sat , S

b
t , St, qt−)

}
dt

+

∫ πn

tn

σ∂Sϕ(t, Sat , S
b
t , St, qt)dWt

+

∫ πn

tn

{
ϕ(t, Sat , S

b
t , St, qt− − `at )− ϕ(t, Sat , S

b
t , St, qt−)

}
dÑa

t

+

∫ πn

tn

{
ϕ(t, Sat , S

b
t , St, qt− + `bt)− ϕ(t, Sat , S

b
t , St, qt−)

}
dÑ b

t

≥ ϕ(tn, S̄
a, S̄b, Sn, q̄)

−
∫ πn

tn

{
Sat λ(`at )− Sbtλ(`bt)− φq2

t − φ−q2
t 1qt<0

}
dt

+

∫ πn

tn

σ∂Sϕ(t, Sat , S
b
t , St, qt)dWt

+

∫ πn

tn

{
ϕ(t, Sat , S

b
t , St, qt− − `at )− ϕ(t, Sat , S

b
t , St, qt−)

}
dÑa

t

+

∫ πn

tn

{
ϕ(t, Sat , S

b
t , St, qt− + `bt)− ϕ(t, Sat , S

b
t , St, qt−)

}
dÑ b

t .

Then by taking the expectation we get

ϕ(tn, S̄
a, S̄b, Sn, q̄) ≤E

[
ϕ(πn, S

a
πn , S

b
πn , Sπn , qπn) +

∫ πn

tn

{
Sat λ(`at )− Sbtλ(`bt)− φq2

t − φ−q2
t 1qt<0

}
dt

]
.

Thus

ϕ(tn, S̄
a, S̄b, Sn, q̄) ≤− η + E

[
h(πn, S

a
πn , S

b
πn , Sπn , qπn) +

∫ πn

tn

{
Sat λ(`at )− Sbtλ(`bt)− φq2

t − φ−q2
t 1qt<0

}
dt

]
.

As

ϕ(tn, S̄
a, S̄b, Sn, q̄) →

n→+∞
ϕ(t̂, S̄a, S̄b, Ŝ, q̄) = h(t̂, S̄a, S̄b, Ŝ, q̄),

h(tn, S̄
a, S̄b, Sn, q̄) →

n→+∞
h(t̂, S̄a, S̄b, Ŝ, q̄),

there exists n0 ∈ N such that for all n ≥ n0, h(tn, S̄
a, S̄b, Sn, q̄) − η

2 ≤ ϕ(tn, S̄
a, S̄b, Sn, q̄) and we

deduce

h(tn, S̄
a, S̄b, Sn, q̄) ≤−

η

2
+ E

[
h(πn, S

a
πn , S

b
πn , Sπn , qπn) +

∫ πn

tn

{
Sat λ(`at )− Sbtλ(`bt)− φq2

t − φ−q2
t 1qt<0

}
dt

]
,
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which contradicts the dynamic programming principle. Therefore,

0 ≥∂tϕ(t̂, S̄a, S̄b, Ŝ, q̄)− φq̄2 − φ−q̄21q̄<0 +
1

2
σ2∂SSϕ(t̂, S̄a, S̄b, Ŝ, q̄)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
S̄a + ϕ(t̂, S̄a, S̄b, Ŝ, q̄ − `a)− ϕ(t̂, S̄a, S̄b, Ŝ, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
− S̄b + ϕ(t̂, S̄a, S̄b, Ŝ, q̄ + `b)− ϕ(t̂, S̄a, S̄b, Ŝ, q̄)

)}
,

and h is a viscosity supersolution of the HJB equation on [0, T )×D ×Q.

The proof for the subsolution part is identical.

For a given ρ > 0, we introduce the function h̃ such that

h̃(t, Sa, Sb, S, q) = eρth(t, Sa, Sb, S, q) ∀ (t, Sa, Sb, S, q) ∈ [0, T ]×D ×Q.

Then h̃ is a viscosity solution of the following HJB equation:

0 =− ρh̃(t, Sa, Sb, S, q) + ∂th̃(t, Sa, Sb, S, q)− φq2 − φ−q21q<0 +
1

2
σ2∂SS h̃

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtSa + h̃(t, Sa, Sb, S, q − `a)− h̃(t, Sa, Sb, S, q)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρt(−Sb) + h̃(t, Sa, Sb, S, q + `b)− h̃(t, Sa, Sb, S, q)

)}
, (5.14)

and we see that proving a maximum principle for (5.14) is equivalent to proving one for (5.4).

Definition 1. Let U : [0, T )×D×Q → R be continuous with respect to (t, S). For (t̂, S̄a, S̄b, Ŝ, q̄) ∈
[0, T ) × D × Q, we say that (y, p,A) ∈ R3 is in the subjet P−U(t̂, S̄a, S̄b, Ŝ, q̄) (resp. the superjet
P+U(t̂, S̄a, S̄b, Ŝ, q̄)) if

U(t, S̄a, S̄b, S, q̄) ≥ U(t̂, S̄a, S̄b, Ŝ, q̄) + y(t− t̂) + p(S − Ŝ) +
1

2
A(S − Ŝ)2 + o

(
|t− t̂|+ |S − Ŝ|2

)
,(

resp. U(t, S̄a, S̄b, S, q̄) ≤ U(t̂, S̄a, S̄b, Ŝ, q̄) + y(t− t̂) + p(S − Ŝ) +
1

2
A(S − Ŝ)2 + o

(
|t− t̂|+|S − Ŝ|2

))
,

for all (t, S) such that (t, S̄a, S̄b, S, q̄) ∈ [0, T )×D ×Q.

We also define P̄−U(t̂, S̄a, S̄b, Ŝ, q̄) as the set of points (y, p,A) ∈ R3 such that there exists a
sequence (tn, S̄

a, S̄b, Sn, q̄, yn, pn, An) ∈ [0, T )×D ×Q×P−U(tn, S̄
a, S̄b, Sn, q̄) satisfying

(tn, S̄
a, S̄b, Sn, q̄, yn, pn, An) →

n→+∞
(t̂, S̄a, S̄b, Ŝ, q̄, y, p, A).

The set P̄+U(t̂, S̄a, S̄b, Ŝ, q̄) is defined similarly.

Let us recall one of the definitions of viscosity solutions which we are going to use for the proof
of the uniqueness.
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Lemma 1. A continuous function Ũ is a viscosity supersolution (resp. subsolution) to (5.14)
on [0, T ) × D × Q if and only if for all (t̂, S̄a, S̄b, Ŝ, q̄) ∈ [0, T ) × D × Q and all (ŷ, p̂, Â) ∈
P̄−U(t̂, S̄a, S̄b, Ŝ, q̄) (resp. P̄+U(t̂, S̄a, S̄b, Ŝ, q̄)), we have

− ρŨ(t̂, S̄a, S̄b, Ŝ, q̄) + ŷ − φq̄2 − φ−q̄21q<0 +
1

2
σ2A

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtS̄a + U(t̂, S̄a, S̄b, Ŝ, q̄ − `a)− U(t̂, S̄a, S̄b, Ŝ, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρt(−S̄b) + U(t̂, S̄a, S̄b, Ŝ, q̄ + `b)− U(t̂, S̄a, S̄b, Ŝ, q̄)

)}
≤ 0

(resp. ≥ 0).

We refer to [33] for a proof of this result. We can now state a maximum principle from which
the uniqueness can be easily deduced:

Proposition 9. Let U (resp. V ) be a continuous viscosity supersolution (resp. subsolution) of
(5.4) with polynomial growth on [0, T ) × D × Q and satisfying the continuity conditions (5.6). If
U ≥ V on {T} × D ×Q, then U ≥ V on [0, T )×D ×Q.

Proof. As before, we introduce the functions Ũ and Ṽ such that

Ũ(t, Sa, Sb, S, q) = eρtU(t, Sa, Sb, S, q) and Ṽ (t, Sa, Sb, S, q) = eρtV (t, Sa, Sb, S, q).

Then Ũ and Ṽ are respectively viscosity supersolution and subsolution of Equation (5.14) on [0, T )×
D×Q with Ũ ≥ Ṽ on {T}×D×Q. To prove the proposition, it is enough to prove that Ũ ≥ Ṽ on
[0, T )×D×Q. We proceed by contradiction. Let us assume that sup

[0,T )×D×Q
Ṽ − Ũ > 0. Let p ∈ N∗

such that

lim
‖S‖2→+∞

sup
t∈[0,T ],q∈Q
(S,Sa,Sb)∈D

|Ũ(t, Sa, Sb, S, q)|+ |Ṽ (t, Sa, Sb, S, q)|
1 + ‖S‖2p2

= 0,

where ‖ · ‖2 is the Euclidian norm. Then there exists (t̂, S̄a, S̄b, Ŝ, q̄) ∈ [0, T ]×D ×Q such that

0 < Ṽ (t̂, S̄a, S̄b, Ŝ, q̄)− Ũ(t̂, S̄a, S̄b, Ŝ, q̄)− φ(t̂, Ŝ, Ŝ, q̄)

= sup
(t,Sa,Sb,S,q)

Ṽ (t, Sa, Sb, S, q)− Ũ(t, Sa, Sb, S, q)− φ(t, S, S, q),

where
φ(t, S,R, q) := εe−µt(1 + ‖S‖2p2 + ‖R‖2p2 ),

with ε > 0, µ > 0. The choice of the function φ allows us to look for a supremum in a bounded set
with respect to (S, Sa, Sb). Then the supremum is either reached for a point in [0, T ]×D×Q or on
[0, T ]× ∂D×Q (recall that D is open). But the continuity conditions tell us that if the supremum
is reached on [0, T ]× ∂D×Q, it is also reached in [0, T ]×D×Q. Since Ũ ≥ Ṽ on {T}×D×Q, it
is clear that t̂ < T .
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Then, for all n ∈ N∗, we can find (tn, Sn, Rn) ∈ [0, T ]×R2 such that (S̄a, S̄b, Sn), (S̄a, S̄b, Rn) ∈
D and

0 < Ṽ (tn, S̄
a, S̄n, Sn, q̄)− Ũ(tn, S̄

a, S̄b, Rn, q̄)

− φ(tn, Sn, Rn, q̄)− n|Sn −Rn|2 −
(
|tn − t̂|2 + |Sn − Ŝ|4

)
= sup

(t,S,R)

Ṽ (t, S̄a, S̄b, S, q̄)− Ũ(t, S̄a, S̄b, R, q̄)

− φ(t, S,R, q̄)− n|S −R|2 −
(
|t− t̂|2 + |S − Ŝ|4

)
.

Then, we have
(tn, Sn, Rn) →

n→+∞
(t̂, Ŝ, Ŝ),

and

Ṽ (tn, S̄
a, S̄b, Sn, q̄)− Ũ(tn, S̄

a, S̄b, Rn, q̄)

− φ(tn, Sn, Rn)− n|Sn −Rn|2 −
(
|tn − t̂|2 + |Sn − Ŝ|4

)
→

n→+∞
Ṽ (t̂, S̄a, S̄b, Ŝ, q̄)− Ũ(t̂, S̄a, S̄b, Ŝ, q̄)− φ(t̂, Ŝ, Ŝ).

For n ∈ N∗, let us write for (t, S,R) ∈ [0, T ]× R2

ϕn(t, S,R) := φ(t, S,R) + n|S −R|2 + |t− t̂|2 + |S − Ŝ|4.

Then Ishii’s Lemma (see [20, 43]) guarantees that for any η > 0, we can find
(y1
n, p

1
n, A

1
n) ∈ P̄+Ṽ (tn, S̄

a, S̄b, Sn, q̄) and (y2
n, p

2
n, A

2
n) ∈ P̄−Ũ(tn, S̄

a, S̄b, Rn, q̄) such that

y1
n − y2

n = ∂tϕn(tn, Sn, Rn), (p1
n, p

2
n) = (∂Sϕn,−∂Rϕn) (tn, Sn, Rn)

and (
A1
n 0

0 −A2
n

)
≤ HSRϕn(tn, Sn, Rn) + η (HSRϕn(tn, Sn, Rn))

2
,

where HSRϕn(tn, ., .) denotes the Hessian of ϕn(tn, ., .). Applying Lemma 1, we get

ρ
(
Ṽ (tn, S̄

a, S̄b, Sn, q̄)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)
≤ y1

n − y2
n +

1

2
σ2(A1

n −A2
n)

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtn S̄a + Ṽ (tn, S̄

a, S̄b, Sn, q̄ − `a)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρtn(−S̄b) + Ṽ (tn, S̄

a, S̄b, Sn, q̄ + `b)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}

− λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtn S̄a + Ũ(tn, S̄

a, S̄b, Rn, q̄ − `a)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)}

− λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρtn(−S̄b) + Ũ(tn, S̄

a, S̄b, Rn, q̄ + `b)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)}
.
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Moreover, we have

HSRϕn(tn, Sn, Rn) =

(
∂2
SSφ(tn, Sn, Rn) + 2n+ 12(Sn − Ŝ)2 ∂2

SRφ(tn, Sn, Rn)− 2n
∂2
SRφ(tn, Sn, Rn)− 2n ∂2

SRφ(tn, Sn, Rn) + 2n

)
.

It follows that

ρ
(
Ṽ (tn, S̄

a, S̄b, Sn, q̄)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)
≤ ∂tφ(tn, Sn, Rn) + 2(tn − t̂)

+
1

2
σ2
(
∂2
SSφ(tn, Sn, Rn) + ∂2

RRφ(tn, Sn, Rn) + 2∂2
SRφ(tn, Sn, Rn) + 12(Sn − Ŝ)

)
+ ηCn

+
λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtn S̄a + Ṽ (tn, S̄

a, S̄b, Sn, q̄ − `a)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρtn(−S̄b) + Ṽ (tn, S̄

a, S̄b, Sn, q̄ + `b)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}

− λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtn S̄a + Ũ(tn, S̄

a, S̄b, Rn, q̄ − `a)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)}

− λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρtn(−S̄b) + Ũ(tn, S̄

a, S̄b, Rn, q̄ + `b)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)}
,

where Cn does not depend on η. Therefore, as the maximums on the right-hand side are always
positive, we deduce that for all n ∈ N∗,

ρ
(
Ṽ (tn, S̄

a, S̄b, Sn, q̄)− Ũ(tn, S̄
a, S̄b, Rn, q̄)

)
≤ ∂tφ(tn, Sn, Rn) + 2(tn − t̂)

+
1

2
σ2
(
∂2
SSφ(tn, Sn, Rn) + ∂2

RRφ(tn, Sn, Rn) + 2∂2
SRφ(tn, Sn, Rn) + 12(Sn − Ŝ)

)
+

λ

1 + (καa)2
max

`a∈{0,1}

{
`a
(
eρtn S̄a + Ṽ (tn, S̄

a, S̄b, Sn, q̄ − `a)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}

+
λ

1 + (καb)2
max

`b∈{0,1}

{
`b
(
eρtn(−S̄b) + Ṽ (tn, S̄

a, S̄b, Sn, q̄ + `b)− Ṽ (tn, S̄
a, S̄b, Sn, q̄)

)}
.

As Ṽ is continuous and (tn, Sn)n converges to (t̂, Ŝ), the last two terms are bounded from above by
some constant M. Then by sending n to infinity, we get

ρ
(
Ṽ (t̂, S̄a, S̄b, Ŝ, q̄) −Ũ(t̂, S̄a, S̄b, Ŝ, q̄)

)
≤ ∂tφ(t̂, Ŝ, Ŝ)

+
1

2
σ2
(
∂2
SSφ(t̂, Ŝ, Ŝ) + ∂2

RRφ(t̂, Ŝ, Ŝ) + 2∂2
SRφ(t̂, Ŝ, Ŝ)

)
+M.

For µ > 0 large enough, the right-hand side is strictly negative, and as ρ > 0 we get

Ṽ (t̂, S̄a, S̄b, Ŝ, q̄)− Ũ(t̂, S̄a, S̄b, Ŝ, q̄) < 0,

hence the contradiction.
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5.6.3 Effects of the uncertainty zones on h

We keep the same parameters as in Section 5.4 and take αa = 0.01 and αb = 0.00625. We plot
the value function of the market maker’s problem (the function h) on some small range of values
of S. Note that S = 10.5 is on both discrete grids. We distinguish 4 possible cases, depending on

Figure 5.8: Value function h of the market maker for q = 0, as a function of S.

whether

• Sa = αa bS/αac and Sb = αb
⌊
S/αb

⌋
(green dots),

• Sa = αa bS/αac and Sb = αb
⌈
S/αb

⌉
(red dash-dots),

• Sa = αa dS/αae and Sb = αb
⌊
S/αb

⌋
(orange dash),

• Sa = αa dS/αae and Sb = αb
⌈
S/αb

⌉
(blue solid).

Note that depending on the value of S, some of those cases can be excluded. The solid vertical
red and black lines represent respectively the values on the ask (αaZ) and the bid grid (αbZ). The
dotted vertical lines represent the limits of the uncertainty zones on each side.

In the uncertainty zones, the value function h depends non-trivially on Sa and Sb. Thanks to
the continuity conditions at the boundaries of the uncertainty zones, we get a smooth behavior
of h when S exits a zone. Remark that when S ∈ [10 ± (( 1

2 − η
a)αa) ∧ (( 1

2 − η
b)αb)], necessarily

Sa = Sb = 10.

In our example, αa > αb and ( 1
2−ηa)αa > ( 1

2−ηb)α
b. So, if S is in (10+(1

2−ηb)α
b, ( 1

2−ηa)αa),
necessarily Sa = 10, but Sb can take either the value 10 or 10 + αb depending on whether S comes
from higher prices or lower prices. This is why there are two curves in the interval (10 + ( 1

2 −
ηb)α

b, ( 1
2 − ηa)αa). At ( 1

2 − ηa)αa, two additional curves appear as Sa can also be two different
values.
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Chapter 6

Optimal execution and statistical
arbitrage under Ornstein-Uhlenbeck
dynamics

Abstract
In recent years, academics, regulators, and market practitioners have increasingly addressed

liquidity issues. Amongst the numerous problems addressed, the optimal execution of large
orders is probably the one that has attracted the most research works, mainly in the case of
single-asset portfolios. In practice, however, optimal execution problems often involve large
portfolios comprising numerous assets, and models should consequently account for risks at
the portfolio level. In this paper, we address multi-asset optimal execution in a model where
prices have multivariate Ornstein-Uhlenbeck dynamics and where the agent maximizes the
expected (exponential) utility of her P&L. We use the tools of stochastic optimal control
and simplify the initial multidimensional Hamilton-Jacobi-Bellman equation into a system of
ordinary differential equations (ODEs) involving a Matrix Riccati ODE for which classical
existence theorems do not apply. By using a priori estimates obtained thanks to optimal
control tools, we nevertheless prove an existence and uniqueness result for the latter ODE, and
then deduce a verification theorem that provides a rigorous solution to the execution problem.
Using numerical methods we eventually illustrate our results and discuss their implications. In
particular, we show how our model can be used to build statistical arbitrage strategies.

Key words: Optimal execution, Statistical arbitrage, Stochastic optimal control, Riccati equa-
tions.

6.1 Introduction
When executing large blocks of assets, financial agents need to control their overall trading costs by
finding the optimal balance between trading rapidly to minimize the market price risk and trading
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slowly to minimize execution costs and market impact. Building on the first rigorous approaches
introduced by Bertsimas and Lo in [30] and Almgren and Chriss in [10] and [11], many models for
the optimal execution of large orders have been proposed in the last two decades. Subsequently,
almost all practitioners today slice their large orders into small (child) orders according to optimized
trading schedules inspired by the academic literature.

The basic Almgren-Chriss model is a discrete-time model where the agent posts market orders
(MOs) to maximize a mean-variance objective function. Many extensions of this seminal model
have been proposed. Regarding the framework, (Forsyth and Kennedy, [51]) examines the use
of quadratic variation rather than variance in the objective function, (Schied and Schöneborn,
[96]) uses stochastic control tools to characterize and find optimal strategies for a Von Neu-
mann–Morgenstern investor, and (Guéant, [60]) provides results for optimal liquidation within
a Von Neumann-Morgenstern expected utility framework with general market impact functions
and derives subsequent results for block trade pricing. As for the model parameters, (Almgren,
[7]) studies the case of random execution costs, (Almgren, [8, 9]) addresses stochastic liquidity and
volatility, (Lehalle, [81]) discusses how to take into account statistical aspects of the variability of
estimators of the main exogenous variables such as volumes or volatilities in the optimization phase,
and (Cartea and Jaimungal, [38]) provides a closed-form strategy incorporating order flows from all
agents. Furthermore, numerous market impact and limit order book (LOB) models have also been
studied. For instance, (Obizhaeva and Wang, [89]), later generalized in (Alfonsi, Fruth and Schied,
[5]), proposes a single-asset market impact model where price dynamics are derived from a dynamic
LOB model with resilience, (Alfonsi and Schied, [6]) derives explicit optimal execution strategies in a
discrete-time LOB model with general shape functions and an exponentially decaying price impact,
(Gatheral, [55]) uses the no-dynamic-arbitrage principle to address the viability of market impact
models, and (Gatheral, Schied and Slynko, [57]) obtains explicit optimal strategies with a transient
market impact in an expected cost minimization setup. As for order and execution strategy types,
the Almgren-Chriss framework focuses on orders of the Implementation Shortfall (IS) type with
MOs only. Other execution strategies have been studied in the literature, like Volume-Weighted
Average Price (VWAP) orders in (Konishi, [76]), (Frei and Westray, [53]) and (Guéant and Royer,
[67]), but also Target Close (TC) orders and Percentage of Volume (POV) orders, in (Guéant, [61]).
Besides, several models focusing on optimal execution with limit orders have been proposed, as
in (Bayraktar and Ludkovski, [22]), but also in (Guéant, Lehalle, and Fernandez-Tapia, [64]) and
(Guéant and Lehalle, [63]). Regarding the existence of several venues, the case of optimal splitting
of orders across different liquidity pools has been addressed in (Laruelle, Lehalle, and Pages, [79]),
in (Cartea, Jaimungal, and Penalva, [39]), and more recently in (Baldacci and Manziuk, [16]).

Another recent and important stream of the optimal execution literature deals with adding pre-
dictive signals of future price changes.1 Typical examples of these signals include order book
imbalances, forecasts of the future order flow of market participants, and other price-based techni-
cal indicators. The usual formalism in the literature with predictive signals is to consider Brownian
or Black-Scholes dynamics, along with independent mean-reverting Markov signals. The case of
Ornstein-Uhlenbeck-type signals is of special interest as it usually leads to closed-form formulas.
For the interested reader, we refer to (Belak and Muhle-Karbe, [23]) where the authors consider

1We consider this stream of the literature to be closely related to our topic of multi-asset optimal execution.
Indeed, when trading an asset, the dynamics of another asset within or outside the portfolio can be regarded as a
predictive signal that can enhance the execution process.
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optimal execution with general Markov signals and an application to “target zone models”, and to
(Lehalle and Neuman, [83]) and (Neuman and Voß, [88]) in which the authors provide an optimal
trading framework incorporating Markov signals and a transient market impact.

In practice, operators routinely face the problem of having to execute simultaneously large orders
regarding various assets, such as in block trading for funds facing large subscriptions or withdrawals,
or when considering multi-asset trades in statistical arbitrage trading strategies. More generally,
banks and market makers manage their (il)liquidity and market risk, when it comes to executing
trades, in the context of a central risk book; hence the need for multi-asset models. However, in
contrast to the single-asset case, the existing literature on the joint execution scheduling of large
orders in multiple assets, or a single asset inside a multi-asset portfolio, is rather limited. Besides,
most papers simply consider correlated Brownian motions when modelling the joint dynamics of
prices. The problem of using single-asset models or unrealistic multivariate models for portfolio
trading is that they do not balance execution and market impact with price risk at the portfolio or
strategy level, and the resulting trading curves of individual assets usually turn out to be suboptimal.

The first paper presenting a way to build multi-asset trading curves in an optimized way is (Almgren
and Chriss, [11]). Almgren and Chriss consider indeed, in an appendix of their seminal paper, a
multi-asset extension of their discrete-time model – see Appendix 6.4 for a solution of the classical
portfolio execution problem in a continuous-time setting with correlated Brownian dynamics for
prices. Several extensions to this model have been proposed since then. (Lehalle, [82]) considers
adding an inventory constraint to balance the different portfolio lines during the portfolio execu-
tion process. (Schied and Schöneborn, [97]) shows, under general continuous-time multidimensional
price and market impact dynamics and for an exponential utility objective function, that determin-
istic strategies are optimal. In (Cartea, Jaimungal, and Penalva, [39]), the authors use stochastic
control tools to derive optimal execution strategies for basic multi-asset trading algorithms such
as optimal entry/exit times and cointegration-based statistical arbitrage. (Bismuth, Guéant, and
Pu, [31]) addresses optimal portfolio liquidation (along with other portfolio related problems) by
coupling Bayesian learning and stochastic control to derive optimal strategies under uncertainty on
model parameters in the Almgren-Chriss framework. Regarding the literature around the addition
of predictive signals, (Emschwiller, Petit, and Bouchaud, [47]) extends optimal trading with Marko-
vian predictors to the multi-asset case, with linear trading costs, using a mean-field approach that
reduces the problem to a single-asset one.

A notable model for the multivariate dynamics of financial variables that goes beyond the simple
one where prices diffuse like correlated Brownian motions is the multivariate Ornstein-Uhlenbeck
(multi-OU) model. It is especially attractive because it is parsimonious, and yet general enough to
cover a wide spectrum of multi-dimensional dynamics. Multi-OU dynamics offer a large coverage
since particular cases include correlated Brownian motions but also cointegrated dynamics which
are heavily used in statistical arbitrage. (Cartea, Gan, and Jaimungal, [37]) is, to our knowledge,
the pioneering paper in the use of the multi-OU model for the price dynamics in a multi-asset op-
timal execution problem. Indeed, the authors proposed an interesting model where the asset prices
have multi-OU dynamics and the agent maximizes an objective function given by the expectation
of the P&L minus a running penalty related to the instantaneous variance of the portfolio. In their
approach, the problem boils down to a system of ODEs involving a Matrix Riccati ODE for which
the classical existence theorems related to linear-quadratic control theory apply.
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In the paper [24], we propose a model similar to the one in [37], but where the objective function
is of the Von Neumann-Morgenstern type: an expected exponential utility of the P&L.2 By using
classical stochastic optimal control tools we show that the problem boils down to solving a system
of ODEs involving a Matrix Riccati ODE. However, unlike what happens in [37], the use of an
expected exponential utility framework to account for the risk leads to a Matrix Riccati ODE for
which classical existence theorems do not apply. By using a priori estimates obtained thanks to
optimal control tools, we nevertheless prove an existence and uniqueness result for the latter ODE,
and then deduce a verification theorem that provides a rigorous solution to the execution problem.

The main contribution of this paper is therefore to propose a model for multi-asset portfolio execu-
tion under multi-OU price dynamics in an expected utility framework that accounts for the overall
risk associated with the execution process. We focus on the problem where an agent is in charge
of unwinding a large portfolio, but also illustrate the use of our results for multi-asset statistical
arbitrage purposes.

The remainder of this paper is organized as follows. In Section 2 we present the optimal execution
problem in the form of a stochastic optimal control problem and show that solving the associated
Hamilton-Jacobi-Bellman (HJB) equation boils down to solving a system of ODEs involving a Ma-
trix Riccati ODE. We then prove a global existence result for that ODE and eventually provide
a solution to the initial stochastic optimal control problem thanks to a verification argument. In
Section 3, we then illustrate our results with numerical approximations of the optimal strategies and
numerical simulations of prices. Our examples focus on optimal liquidation but we also illustrate
and discuss the use of our results for building statistical arbitrage strategies. The core of the paper
is followed by two appendices: one dedicated to the special case where the multi-OU dynamics
reduces to a simple correlated Brownian dynamics and another dedicated to some form of limit
case where execution costs are ignored – the latter case being useful to obtain a priori estimates
for our general problem.

6.2 The optimal liquidation problem

6.2.1 Modelling framework and notations
In this paper, we consider a filtered probability space

(
Ω,F ,P;F = (Ft)t∈[0,T ]

)
satisfying the usual

conditions. We assume this probability space to be large enough to support all the processes we
introduce.

We consider a market with d ∈ N∗ assets, and a trader wishing to liquidate her portfolio over a
period of time [0, T ], with T > 0. Her inventory process3 (qt)t∈[0,T ] =

(
q1
t , . . . , q

d
t

)ᵀ
t∈[0,T ]

evolves as

dqt = vtdt, (6.1)

2Our model accounts therefore for the risk in a different manner than the model presented in [39]. Comparisons
are difficult to carry out as risk aversion parameters in the two models have different meanings.

3The superscript ᵀ designates the transpose operator. It transforms here a line vector into a column vector.
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with q0 ∈ Rd given, where (vt)t∈[0,T ] = (v1
t , . . . , v

d
t )ᵀt∈[0,T ] represents the trading rate of the trader

for each asset.

The prices of the d assets are modelled as a d-dimensional Ornstein-Uhlenbeck process (St)t∈[0,T ] =(
S1
t , . . . , S

d
t

)ᵀ
t∈[0,T ]

:4

dSt = R(S − St)dt+ V dWt, (6.2)

with S0 ∈ Rd given, where S ∈ Rd, R ∈Md(R), V ∈Md,k(R), and (Wt)t∈[0,T ] =
(
W 1
t , . . . ,W

k
t

)ᵀ
t∈[0,T ]

is a k-dimensional standard Brownian motion (with independent coordinates) for some k ∈ N∗. For
what follows, we introduce Σ = V V ᵀ.

Finally, the process (Xt)t∈[0,T ] modelling the trader’s cash account has the dynamics

dXt = −vᵀt Stdt− L(vt)dt, (6.3)

with X0 ∈ R given, where L : Rd → R+ is a function representing the temporary market impact
or execution costs of the trader. In this paper, we mainly consider the case where L is a positive-
definite quadratic form (see below).

The trader aims at maximizing the expected utility of her wealth at the end of the trading window
[0, T ]. This wealth is the sum of the amount XT on the cash account at time T and the value of
the remaining inventory evaluated here as qᵀTST − `(qT ), where the term `(qT ) is a discount applied
to the Mark-to-Market (MtM) value that proxies liquidity and market price risk and penalizes any
terminal non-zero position. In what follows, we mainly consider the case where the penalty function
` : Rd → R+ is a positive-semidefinite quadratic form (see below).

Mathematically, the trader therefore wants to solve the dynamic optimization problem

sup
v∈A

E
[
−e−γ(XT+qᵀTST−`(qT ))

]
, (6.4)

where γ > 0 is the absolute risk aversion parameter of the trader, and A is the set of admissible
controls, to be defined below.

To define the set of admissible controls A, we first introduce a notion of “linear growth” relevant in
our context.

Definition 2. Let t ∈ [0, T ]. An Rd-valued, F-adapted process (ζs)s∈[t,T ] is said to satisfy a linear
growth condition on [t, T ] with respect to (Ss)s∈[t,T ] if there exists a constant CT > 0 such that for
all s ∈ [t, T ],

‖ζs‖ ≤ CT

(
1 + sup

τ∈[t,s]

‖Sτ‖

)
almost surely.

4The generalization with a permanent impact component is straightforward.
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We then define for all t ∈ [0, T ]:

At =
{

(vs)s∈[t,T ], Rd-valued, F-adapted, satisfying a linear growth condition with respect to (Ss)s∈[t,T ]

}
,

(6.5)

and take A := A0.

It is natural to use the tools of stochastic optimal control to solve the above dynamic optimization
problem. Let us define the value function of the problem u : [0, T ]× R× Rd × Rd → R as

u(t, x, q, S) = sup
v∈At

E
[
−e−γ(X

t,x,S,v
T +(qt,q,vT )ᵀSt,ST −`(q

t,q,v
T ))

]
, (6.6)

where for (t, x, q, S) ∈ [0, T ] × R × Rd × Rd and v ∈ At, the processes (qt,q,vs )s∈[t,T ], (St,Ss )s∈[t,T ],
and (Xt,x,S,v

s )s∈[t,T ] have respective dynamics

dqt,q,vs = vsds,

dSt,Ss = R(S − St,Ss )ds+ V dWs,

and
dXt,x,S,v

s = −vᵀsSt,Ss ds− L(vs)ds,

with St,St = S, qt,q,vt = q, and Xt,x,S,v
t = x.

6.2.2 Hamilton-Jacobi-Bellman equation
The HJB equation associated with the problem (6.4) is given by

0 = ∂tw(t, x, q, S) + sup
v∈Rd

(−(vᵀS + L(v))∂xw(t, x, q, S) + vᵀ∇qw(t, x, q, S))

+ (S − S)ᵀRᵀ∇Sw(t, x, q, S) +
1

2
Tr
(
ΣD2

SSw(t, x, q, S)
)
, (6.7)

for all (t, x, q, S) ∈ [0, T )× R× Rd × Rd with the terminal condition

w(T, x, q, S) = −e−γ(x+qᵀS−`(q)) ∀(x, q, S) ∈ R× Rd × Rd. (6.8)

In order to study (6.7), we are going to use the following ansatz:

w(t, x, q, S) = −e−γ(x+qᵀS+θ(t,q,S)) ∀(t, x, q, S) ∈ [0, T ]× R× Rd × Rd. (6.9)

The interest of this ansatz is based on the following proposition:

Proposition 8. Let τ < T . If there exists θ : [τ, T ]× Rd × Rd → R solution to

0 = ∂tθ(t, q, S) + sup
v∈Rd

(vᵀ∇qθ(t, q, S)− L(v)) +
1

2
Tr
(
ΣD2

SSθ(t, q, S)
)

(6.10)

− γ

2
(q +∇Sθ(t, q, S))ᵀΣ(q +∇Sθ(t, q, S)) + (S − S)ᵀRᵀ(∇Sθ(t, q, S) + q)
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on [τ, T )× Rd × Rd, with terminal condition

θ(T, q, S) = −`(q) ∀(q, S) ∈ Rd × Rd, (6.11)

then the function w : [τ, T ]× R× Rd × Rd → R defined by

w(t, x, q, S) = −e−γ(x+qᵀS+θ(t,q,S)) ∀(t, x, q, S) ∈ [τ, T ]× R× Rd × Rd

is a solution to (6.7) on [τ, T )× R× Rd × Rd with terminal condition (6.8).

Proof. Let θ : [τ, T ] × Rd × Rd → R be a solution to (6.10) on [τ, T ) × Rd × Rd with terminal
condition (6.11), then we have for all (t, x, q, S) ∈ [τ, T )× R× Rd × Rd:

∂tw(t, x, q, S) + sup
v∈Rd

(−(vᵀS + L(v))∂xw(t, x, q, S) + vᵀ∇qw(t, x, q, S))

+ (S − S)ᵀRᵀ∇Sw(t, x, q, S) +
1

2
Tr
(
ΣD2

SSw(t, x, q, S)
)

= − γ∂tθ(t, q, S)w(t, x, q, S) + sup
v∈Rd

(γ(vᵀS + L(v))w(t, x, q, S)− γvᵀ(∇qθ(t, q, S) + S)w(t, x, q, S))

+
γ2

2
Tr (Σ(q +∇Sθ(t, q, S))(q +∇Sθ(t, q, S))ᵀw(t, x, q, S))

− γ(S − S)ᵀRᵀ(∇Sθ(t, q, S) + q)w(t, x, q, S)− 1

2
Tr
(
γΣD2

SSθ(t, q, S)w(t, x, q, S)
)

= − γw(t, x, q, S)

(
∂tθ(t, q, S) + sup

v∈Rd
(vᵀ∇qθ(t, q, S)− L(v)) +

1

2
Tr
(
ΣD2

SSθ(t, q, S)
)

− γ

2
(q +∇Sθ(t, q, S))ᵀΣ(q +∇Sθ(t, q, S)) + (S − S)ᵀRᵀ(∇Sθ(t, q, S) + q)

)
= 0.

As it is straightforward to verify that w satisfies the terminal condition (6.8), the result is proved.

Assumption 1. From now on, we assume that the functions L and ` are of the form L(v) = vᵀηv
and `(q) = qᵀΓq, for some η ∈ S++

d (R) and Γ ∈ S+
d (R).

With the above assumption, the Legendre-Fenchel transform of L writes

H : p ∈ Rd 7→ sup
v∈Rd

vᵀp− vᵀηv =
1

4
pᵀη−1p, (6.12)

as the supremum is reached at v∗ = 1
2η
−1p.

Consequently, we get the following HJB equation for θ:

0 = ∂tθ(t, q, S) +
1

4
∇qθ(t, q, S)ᵀη−1∇qθ(t, q, S) +

1

2
Tr
(
ΣD2

SSθ(t, q, S)
)

(6.13)

− γ

2
(q +∇Sθ(t, q, S))ᵀΣ(q +∇Sθ(t, q, S)) + (S − S)ᵀRᵀ(∇Sθ(t, q, S) + q),
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with terminal condition

θ(T, q, S) = −qᵀΓq ∀(q, S) ∈ Rd × Rd. (6.14)

To further study (6.13), we introduce a second ansatz and look for a solution θ of the following
form:

θ(t, q, S) = qᵀA(t)q + qᵀB(t)S + SᵀC(t)S +D(t)ᵀq + E(t)ᵀS + F (t) ∀(t, q, S) ∈ [0, T ]× Rd × Rd.
(6.15)

The interest of this ansatz is stated in the following proposition:

Proposition 9. Let τ < T . Assume there exist A ∈ C1 ([τ, T ],Sd(R)), B ∈ C1 ([τ, T ],Md(R)),
C ∈ C1 ([τ, T ],Sd(R)), D ∈ C1

(
[τ, T ],Rd

)
, E ∈ C1

(
[τ, T ],Rd

)
, F ∈ C1 ([τ, T ],R) satisfying the

system of ODEs

A′(t) = γ
2 (B(t) + Id)Σ(B(t)ᵀ + Id)−A(t)η−1A(t)

B′(t) = (B(t) + Id)R+ 2γ(B(t) + Id)ΣC(t)−A(t)η−1B(t)

C ′(t) = RᵀC(t) + C(t)R+ 2γC(t)ΣC(t)− 1
4B(t)ᵀη−1B(t)

D′(t) = −(B(t) + Id)RS + γ(B(t) + Id)ΣE(t)−A(t)η−1D(t)

E′(t) = −2C(t)RS +RᵀE(t) + 2γC(t)ΣE(t)− 1
2B(t)ᵀη−1D(t)

F ′(t) = −Sᵀ
RᵀE(t)− Tr(ΣC(t)) + γ

2E(t)ᵀΣE(t)− 1
4D(t)ᵀη−1D(t),

(6.16)

where Id denotes the identity matrix inMd(R), with terminal conditions

A(T ) = −Γ, B(T ) = C(T ) = D(T ) = E(T ) = F (T ) = 0. (6.17)

Then the function θ defined by (6.15) satisfies (6.13) on [τ, T ) × Rd × Rd with terminal condition
(6.14).

Proof. Let us consider A ∈ C1 ([τ, T ],Sd(R)), B ∈ C1 ([τ, T ],Md(R)), C ∈ C1 ([τ, T ],Sd(R)),
D ∈ C1

(
[τ, T ],Rd

)
, E ∈ C1

(
[τ, T ],Rd

)
, F ∈ C1 ([τ, T ],R) verifying (6.16) on [τ, T ) with terminal

condition (6.17). Let us consider θ : [τ, T ]×Rd×Rd → R defined by (6.15). Then we obtain for all
(t, q, S) ∈ [τ, T )× Rd × Rd:

∂tθ(t, q, S) +
1

4
∇qθ(t, q, S)ᵀη−1∇qθ(t, q, S) +

1

2
Tr
(
ΣD2

SSθ(t, q, S)
)

− γ

2
(q +∇Sθ(t, q, S))ᵀΣ(q +∇Sθ(t, q, S)) + (S − S)ᵀRᵀ(∇Sθ(t, q, S) + q),

= qᵀA′(t)q + qᵀB′(t)S + SᵀC ′(t)S +D′(t)ᵀq + E′(t)ᵀS + F ′(t)

+ qᵀA(t)η−1A(t)q + qᵀA(t)η−1B(t)S +
1

4
SᵀB(t)ᵀη−1B(t)S

+D(t)ᵀη−1A(t)q +
1

2
(D(t))

ᵀ
η−1 (B(t))S +

1

4
D(t)ᵀη−1D(t)

+ Tr(ΣC(t))− γ

2
(q +B(t)ᵀq + 2C(t)S + E(t))

ᵀ
Σ (q +B(t)ᵀq + 2C(t)S + E(t))

+ S
ᵀ
Rᵀq + S

ᵀ
Rᵀ (B(t)ᵀq + 2C(t)S + E(t))− SᵀRᵀq − SᵀRᵀ (B(t)ᵀq + 2C(t)S + E(t))
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= qᵀ
(
A′(t)− γ

2
(B(t) + Id)Σ(B(t)ᵀ + Id) +

1

4
(2A(t)) η−1 (2A(t))

)
q

+ qᵀ
(
B′(t)− (Id +B(t))R− 2γ(B(t) + Id)ΣC(t) +A(t)η−1B(t)

)
S

+ Sᵀ

(
C ′(t)−RᵀC(t)− C(t)R− 2γC(t)ΣC(t) +

1

4
B(t)ᵀη−1B(t)

)
S

+
(
D′(t) + (B(t) + Id)RS − γ(B(t) + Id)ΣE(t) +A(t)η−1D(t)

)ᵀ
q

+

(
E′(t) + 2C(t)RS −RᵀE(t)− 2γC(t)ΣE(t) +

1

2
B(t)ᵀη−1D(t)

)ᵀ

S

+

(
F ′(t) + S

ᵀ
RᵀE(t) + Tr(ΣC(t))− γ

2
E(t)ᵀΣE(t) +

1

4
D(t)ᵀη−1D(t)

)
= 0.

As it is straightforward to verify that θ satisfies the terminal condition (6.14), the result is proved.

Remark 14. Two remarks can be made on the system of ODEs (6.16):

• This system of ODEs can clearly be decomposed into three groups of equations: the first three
ODEs for A, B, and C are independent of the others and can be solved as a first step; once we
know A,B, and C we can solve the linear ODEs for D and E, and finally F can be obtained
with a simple integration;

• When R = 0 (i.e. in the case where the prices S of the d assets are correlated arithmetic
Brownian motions), there is a trivial solution to the last five equations which is B = C =
D = E = F = 0. A can then be found as shown in Appendix 6.4.

It is noteworthy that the first system, i.e.
A′(t) = γ

2 (B(t) + Id)Σ(B(t)ᵀ + Id)−A(t)η−1A(t)

B′(t) = (B(t) + Id)R+ 2γ(B(t) + Id)ΣC(t)−A(t)η−1B(t)

C ′(t) = RᵀC(t) + C(t)R+ 2γC(t)ΣC(t)− 1
4B(t)ᵀη−1B(t)

(6.18)

boils down to a Matrix Riccati ODE. Indeed, defining P : [0, T ]→ S2d(R) as

P (t) =

(
A(t) 1

2B(t)
1
2B(t)ᵀ C(t)

)
, (6.19)

we see that (6.18) with terminal condition A(T ) = −Γ and B(T ) = C(T ) = 0 is equivalent to

P ′(t) = Q+ Y ᵀP (t) + P (t)Y + P (t)UP (t), (6.20)

with terminal condition

P (T ) =

(
−Γ 0
0 0

)
∈ S2d(R), (6.21)

where
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Q =
1

2

(
γΣ R
Rᵀ 0

)
∈ S2d(R), Y =

(
0 0
γΣ R

)
∈M2d(R), U =

(
−η−1 0

0 2γΣ

)
∈ S2d(R).

When compared to the Matrix Riccati ODEs arising in the linear-quadratic optimal control litera-
ture, the distinctive aspect of our equation is that the matrix U characterizing the quadratic term
in the Riccati equation has both positive and negative eigenvalues. In particular, we cannot rely
on existing results coming from linear-quadratic control theory to prove that there exists a solution
to (6.20) with terminal condition (6.21). In this paper, we address the existence of a solution by
using a priori estimates for the value function.

Regarding the set of equations (6.18), there exists a unique local solution by Cauchy-Lipschitz theo-
rem. In the following section, we therefore first state a verification theorem that solves the problem
when on an interval [τ, T ], and use that very result to address global existence and uniqueness of a
solution on [0, T ].

6.2.3 Main mathematical results
Theorem 5. Let τ < T . Let A ∈ C1 ([τ, T ],Sd(R)), B ∈ C1 ([τ, T ],Md(R)), C ∈ C1 ([τ, T ],Sd(R)),
D ∈ C1

(
[τ, T ],Rd

)
, E ∈ C1

(
[τ, T ],Rd

)
, F ∈ C1 ([τ, T ],R) be a solution to the system (6.16) on

[τ, T ) with terminal condition (6.17), and consider the function θ defined by (6.15) and the associ-
ated function w defined by (6.9).

Then for all (t, x, q, S) ∈ [τ, T ]× R× Rd × Rd and v = (vs)s∈[t,T ] ∈ At, we have

E
[
−e−γ(X

t,x,S,v
T +(qt,q,vT )

ᵀ
St,ST −`(q

t,q,v
T ))

]
≤ w(t, x, q, S). (6.22)

Moreover, equality is obtained in (6.22) by taking the optimal control (v∗s )s∈[t,T ] ∈ At given by the
closed-loop feedback formula

v∗s =
1

2
η−1

(
2A(s)qt,q,vs +B(s)St,Ss +D(s)

)
. (6.23)

In particular, w = u on [τ, T ]× R× Rd × Rd.

Proof. Let t ∈ [τ, T ), we first prove that (v∗s )s∈[t,T ] ∈ At (i.e., (v∗s )s∈[t,T ] is well-defined and admis-
sible). Let us consider the Cauchy initial value problem

∀s ∈ [t, T ],
dq̃s
ds

=
1

2
η−1

(
2A(s)q̃s +B(s)St,Ss +D(s)

)
, q̃t = q.

The unique solution of that Cauchy problem writes

q̃s = exp

(∫ s

t

φ(%)d%

)(
q +

∫ s

t

ψ
(
%, St,S%

)
exp

(
−
∫ %

t

φ(ς)dς

)
d%

)
, (6.24)

where φ and ψ are defined by

φ : s ∈ [t, T ] 7→ η−1A(s),

ψ : (s, S) ∈ [t, T ]× Rd 7→ 1

2
η−1 (B(s)S +D(s)) .
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Then v∗ can be written as

v∗s =
dq̃s
ds

= φ(s) exp

(∫ s

t

φ(%)d%

)(
q +

∫ s

t

ψ
(
%, St,S%

)
exp

(
−
∫ %

t

φ(ς)dς

)
d%

)
+ ψ

(
s, St,Ss

)
.

(6.25)

We see from the definition of φ and the affine form of ψ in S that v∗ satisfies a linear growth
condition, and is therefore in At.

Let us consider (t, x, q, S) ∈ [τ, T ]× R× Rd × Rd and v = (vs)s∈[t,T ] ∈ At. We now prove that

E
[
w(T,Xt,x,S,v

T , qt,q,vT , St,ST )
]
6 w(t, x, q, S). (6.26)

We use the following notations for readability:

∀s ∈ [t, T ], w(s,Xt,x,S,v
s , qt,q,vs , St,Ss ) = wt,x,q,S,vs ,

∀s ∈ [t, T ], θ(s, qt,q,vs , St,Ss ) = θt,q,S,vs .

By Itô’s formula, we have ∀s ∈ [τ, T ]

dwt,x,q,S,vs = Lvwt,x,q,S,vs ds+
(
∇Swt,x,q,S,vs

)ᵀ
V dWs, (6.27)

where

Lvwt,x,q,S,vs = ∂tw
t,x,q,S,v
s − (vᵀS + vᵀηv)∂xw

t,x,q,S,v
s + vᵀ∇qwt,x,q,S,vs

+ (S − S)ᵀRᵀ∇Swt,x,q,S,vs +
1

2
Tr
(
ΣD2

SSw
t,x,q,S,v
s

)
. (6.28)

From (6.9) and (6.15) we have

∇Swt,x,q,S,vs = −γwt,x,q,S,vs

(
qt,q,vs +∇Sθt,q,S,vs

)
= −γwt,x,q,S,vs

(
qt,q,vs +B(s)ᵀqt,q,vs + 2C(s)St,Ss + E(s)

)
. (6.29)

We define ∀s ∈ [t, T ],

κq,S,vs = −γ
(
qt,q,vs +B(s)ᵀqt,q,vs + 2C(s)St,Ss + E(s)

)
, (6.30)

ξq,S,vt,s = exp

(∫ s

t

κq,S,v%

ᵀ
V dW% −

1

2

∫ s

t

κq,S,v%

ᵀ
Σκq,S,v% d%

)
. (6.31)

We then have

d

(
wt,x,q,S,vs

(
ξq,S,vt,s

)−1
)

=
(
ξq,S,vt,s

)−1

Lvwt,x,q,S,vs ds. (6.32)

By definition of w, Lvwt,x,q,S,vs 6 0. Moreover, equality holds for the control reaching the sup in
(6.12). The sup is reached for the unique value

vs =
1

2
η−1∇qθt,q,S,vs (6.33)

=
1

2
η−1

(
2A(s)qt,q,vs +B(s)St,Ss +D(s)

)
, (6.34)
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which corresponds to the case (vs)s∈[t,T ] = (v∗s )s∈[t,T ].

As a consequence,
(
wt,x,q,S,vs

(
ξq,S,vt,s

)−1
)
s∈[t,T ]

is nonincreasing and therefore

w(T,Xt,x,S,v
T , qt,q,vT , St,ST ) 6 w(t, x, q, S)ξq,S,vt,T , (6.35)

with equality when (vs)s∈[t,T ] = (v∗s )s∈[t,T ].

Taking expectations we get

E
[
w
(
T,Xt,x,S,v

T , qt,q,vT , St,ST

)]
6 w(t, x, q, S)E

[
ξq,S,vt,T

]
. (6.36)

We proceed to prove that E
[
ξq,S,vt,T

]
is equal to 1. To do so, we use that ξq,S,vt,t = 1 and prove that

(ξq,S,vt,s )s∈[t,T ] is a martingale under
(
P;F = (Fs)s∈[t,T ]

)
.

We know that (qt,q,vs )s∈[t,T ] satisfies a linear growth condition with respect to (St,Ss )s∈[t,T ] since v
is an admissible control. Given the form of κ, there exists a constant C such that, almost surely,

sup
s∈[t,T ]

‖ κq,S,vs ‖2 6 C

(
1 + sup

s∈[t,T ]

‖Ws −Wt ‖2
)
. (6.37)

By using classical properties of the Brownian motion, we prove that

∃ε > 0,∀s ∈ [t, T ], E

[
exp

(
1

2

∫ (s+ε)∧T

s

(
κq,S,v%

)ᵀ
Σκq,S,v% d%

)]
< +∞. (6.38)

From Novikov condition, we see that (ξq,S,vt,s )s∈[t,T ] is a martingale under
(
P;F = (Fs)s∈[t,T ]

)
.

We obtain

E
[
w(T,Xt,x,S,v

T , qt,q,vT , St,ST )
]
6 w(t, x, q, S), (6.39)

with equality when (vs)s∈[t,T ] = (v∗s )s∈[t,T ].

We conclude that

u (t, x, q, S) = sup
(vs)s∈[t,T ]∈At

E
[
− exp

(
−γ
(
Xt,x,S,v
T +

(
qt,q,vT

)ᵀ
St,ST − `(qt,q,vT )

))]
(6.40)

= E
[
− exp

(
−γ
(
Xt,x,S,v∗

T +
(
qt,q,v

∗

T

)ᵀ
St,ST − `(qt,q,v

∗

T )
))]

(6.41)

= w (t, x, q, S) . (6.42)
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We will next proceed to prove existence and uniqueness of a solution to the system of ODEs (6.16)
on [0, T ] with terminal condition (6.17), or equivalently to (6.20) with terminal condition (6.21).5

Theorem 6. There exists a unique solution A ∈ C1 ([0, T ],Sd(R)), B ∈ C1 ([0, T ],Md(R)), C ∈
C1 ([0, T ],Sd(R)), D ∈ C1

(
[0, T ],Rd

)
, E ∈ C1

(
[0, T ],Rd

)
, F ∈ C1 ([0, T ],R) to the system of

ODEs (6.16) on [0, T ] with terminal condition (6.17).

Proof. To prove Theorem 6, it is enough, as explained in Remark 14, to show existence and unique-
ness for A ∈ C1 ([0, T ],Sd(R)), B ∈ C1 ([0, T ],Md(R)), and C ∈ C1 ([0, T ],Sd(R)), or equivalently,
existence and uniqueness on [0, T ] of a solution P ∈ C1 ([0, T ],S2d(R)) to (6.20) with terminal
condition (6.21).

First, by Cauchy-Lipschitz theorem, there exists a unique maximal solution6 (A,B,C) to the sys-
tem of ODEs (6.18) with terminal condition (6.17) defined on an open interval (tmin, tmax) 3 T .

We now show that tmin = −∞, which implies our theorem.

By contradiction, let us assume that tmin ∈ (−∞, T ) and let τ ∈ (tmin, T ).

Starting from values (t, x, q, S) ∈ [τ, T ] × R × Rd × Rd, let us consider the suboptimal strategy
v = (0)s∈[t,T ] ∈ At for which ∀s ∈ [t, T ], qt,q,vs = q and

E
[
− exp

(
−γ
(
Xt,x,S,v
T + (qt,q,vT )ᵀSt,ST − `(qt,q,vT )

))]
= E

[
− exp

(
−γ
(
x+ qᵀS + qᵀ

(
St,ST − S

)
− qᵀΓq

))]
.

(6.43)

Since (St,Ss )s∈[t,T ] follows multivariate Ornstein-Uhlenbeck dynamics, we know that

St,ST − S =
(
I − e−R(T−t)

) (
S − S

)
+

∫ T

t

e−R(T−s)V dWs.

Then St,ST − S ∼ N
((
I − e−R(T−t)) (S − S) ,Σt), where the covariance matrix is defined by

Σt =

∫ T

t

e−R(T−s)Σe−R
ᵀ(T−s)ds.

Then,

E
[
− exp

(
−γ
(
Xt,x,S,v
T + (qt,q,vT )ᵀSt,ST − `(qt,q,vT )

))]
= − exp (−γ(x+ qᵀS)) exp

(
−γ
(
qᵀ
(
I − e−R(T−t)

) (
S − S

)
− qᵀΓq − 1

2
γqᵀΣtq

))
. (6.44)

Since the strategy is sub-optimal, if we consider θ defined as in (6.15), we have by Theorem 5

− exp (−γ (x+ qᵀS + θ(t, q, S))) ≥ − exp (−γ(x+ qᵀS)) exp

(
−γ
(
qᵀ
(
I − e−R(T−t)

) (
S − S

)
− qᵀΓq − 1

2
γqᵀΣtq

))
.

(6.45)
5The result in fact holds on (−∞, T ] as the initial time plays no role.
6The fact that A and C are symmetric is itself a consequence of Cauchy-Lipschitz theorem since (A,B,C) and

(Aᵀ, B, Cᵀ) are solution of the same Cauchy problem.
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We conclude that for all (t, q, S) ∈ [τ, T ]× Rd × Rd,

θ(t, q, S) =

(
q
S

)ᵀ

P (t)

(
q
S

)
+D(t)ᵀq + E(t)ᵀS + F (t)

≥
(
q
S

)ᵀ( −γ2 Σt − Γ − 1
2

(
I − e−R(T−t))

− 1
2

(
I − e−Rᵀ(T−t)) 0

)(
q
S

)
+ S

ᵀ
(
I − e−R

ᵀ(T−t)
)
q,

where P (t) =

(
A(t) 1

2B(t)
1
2B(t)ᵀ C(t)

)
.

We therefore necessarily have, for the natural order on symmetric matrices,7

∀t ∈ [τ, T ], P (t) ≥
(

−γ2 Σt − Γ − 1
2

(
I − e−R(T−t))

− 1
2

(
I − e−Rᵀ(T−t)) 0

)
.

Now, for (t, x, q, S) ∈ [τ, T ]× R× Rd × Rd, we have

sup
v∈At

E
[
− exp

(
−γ
(
Xt,x,S,v
T + (qt,q,vT )ᵀSt,ST − (qt,q,vT )ᵀΓqt,q,vT

))]
(6.46)

= sup
v∈At

E

[
− exp

(
−γ

(
x+ qᵀS +

∫ T

t

(qt,q,vs )ᵀdSs −
∫ T

t

L(vs)ds− (qt,q,vT )ᵀΓqt,q,vT

))]

≤ exp (−γ (x+ qᵀS)) sup
v∈At

E

[
− exp

(
−γ

(∫ T

t

(qt,q,vs )ᵀdSs

))]
, (6.47)

If (vs)s∈[t,T ] ∈ At, it is straightforward to see that the process (qt,q,vs )s∈[t,T ] is in the space of
admissible controls AMerton

t defined in (6.53) in Appendix 6.5 (in which we study a Merton problem
that can be regarded as a limit case of ours when the execution costs and terminal costs vanish).
Therefore,

sup
v∈At

E
[
− exp

(
−γ
(
Xt,x,S,v
T + (qt,q,vT )ᵀSt,ST − (qt,q,vT )ᵀΓqt,q,vT

))]
≤ exp (−γ (x+ qᵀS)) sup

q∈AMertont

E

[
− exp

(
−γ

(∫ T

t

qᵀs dSs

))]
. (6.48)

As shown in Appendix 6.5, inequality (6.48) writes

− exp (−γ (x+ qᵀS + θ(t, q, S))) ≤ − exp
(
−γ
(
x+ qᵀS + θ̂(t, S)

))
,

where θ̂(t, S) = SᵀĈ(t)S + Ê(t)ᵀS + F̂ (t) with Ĉ ∈ C1 ([τ, T ],Sd(R)), Ê ∈ C1
(
[τ, T ],Rd

)
, F̂ ∈

C1 ([τ, T ],R) defined by
Ĉ(t) = (T − t) 1

2γR
ᵀΣ−1R,

Ê(t) = (T − t) 1
γR

ᵀΣ−1RS,

F̂ (t) = 1
4γ (T − t)2Tr

(
RᵀΣ−1RΣ

)
+ (T − t) 1

2γS
ᵀ
RᵀΣ−1R.

7For M,M ∈ Sd(R), M ≤M if and only if M −M ∈ S+d (R).
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We conclude that for all (t, q, S) ∈ [τ, T ]× Rd × Rd,

θ(t, q, S) =

(
q
S

)ᵀ

P (t)

(
q
S

)
+D(t)ᵀq + E(t)ᵀS + F (t)

≤
(
q
S

)ᵀ(
0 0

0 Ĉ(t)

)(
q
S

)
+ Ê(t)ᵀS + F̂ (t).

Therefore,

∀t ∈ [τ, T ], P (t) ≤
(

0 0

0 Ĉ(t)

)
=

(
0 0
0 (T − t) 1

2γR
ᵀΣ−1R

)
.

We have therefore ∀τ ∈ (tmin, T ), ∀t ∈ [τ, T ]:(
−γ2 Σt − Γ − 1

2

(
I − e−R(T−t))

− 1
2

(
I − e−Rᵀ(T−t)) 0

)
≤ P (t) ≤

(
0 0
0 (T − t) 1

2γR
ᵀΣ−1R

)
.

As tmin is supposed to be finite, there exists M,M ∈ Sd(R) with M ≤ M such that ∀t ∈ [tmin, T ],
P (t) stays in the compact set {M ∈ Sd(R)

∣∣M ≤M ≤M }. This contradicts the maximality of the
solution, hence tmin = −∞.

Theorem 6 implies that Theorem 5 can be applied with τ = 0. In particular, our optimal execution
problem is solved and the optimal strategy is given by the closed-loop feedback control (6.23). In
the next section, we illustrate our results with simulations of prices and numerical approximations
of the optimal strategies.

6.3 Numerical results

6.3.1 Single-asset case
In this section, we study the case of a trader dealing with a single asset S with the following
parameters:

• Initial price: S0 = $100,

• Mean-reversion parameter: R = 0 day−1, R = 1 day−1 or R = 10 day−1 (see below in the
examples),

• Long-term average: S = $100,

• Volatility: σ = 5 $ · day−
1
2 ,

• Temporary impact: L(v) = ηv2, with η = 1 · 10−3 $ · day.

210



0.0 0.2 0.4 0.6 0.8 1.0
Time

98

100

102

104

106

108

S

Asset price
R = 0.
R = 1.
R = 10.

Figure 6.1: Trajectory of the asset price for different values of R.

Figure 6.1 represents trajectories of the price process (St)t∈[0,T ] for different values of R, using the
same Brownian paths.

We consider a trader wishing to unwind a portfolio with q0 = 1000 assets over the time interval
[0, T ] where T = 1 day. In order to enforce almost complete liquidation, we set Γ = 12 $.

We consider the case where the absolute risk aversion parameter is γ = 1 · 10−3 $−1. For the
three price trajectories of Figure 6.1, we plot the optimal execution strategy and the corresponding
inventory process in Figure 6.2 and Figure 6.3 respectively.
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Figure 6.2: Execution speed (vt)t∈[0,T ] for different values of R (γ = 1 · 10−3 $−1).
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Figure 6.3: Trajectory of the inventory (qt)t∈[0,T ] for different values of R (γ = 1 · 10−3 $−1).

An interesting observation can be made here: the higher the mean-reversion parameter, the lower
the influence of price risk on the execution strategy. In particular, when R is large, the trader acts
almost as if she was performing a VWAP/TWAP execution plus a simple mean-reverting statistical
arbtrage strategy: the average level of (vt)t∈[0,T ] in the case where R = 10 day−1 is indeed driven
by the total number of assets to sell and its oscillations are highly correlated to those of (St)t∈[0,T ]:
the trader sells faster when the price is above S and slower when it is below S.

Given the above observation, it is natural to illustrate how our model can be used to build a sta-
tistical arbitrage strategy by setting q0 = 0 and Γ = 0: the trader has no initial inventory and
just wants to maximize the expected utility of the MtM value of her portfolio at time T . We chose
R = 10 day−1 to focus on mean reversion and extend the trading window by setting T = 9 days. A
trajectory of the price process (St)t∈[0,T ] is plotted in Figure 6.4.
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Figure 6.4: Asset price (St)t∈[0,T ] for R = 10 day−1.
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We then plot in Figure 6.5 the optimal execution strategy (vt)t∈[0,T ] for different values of the risk
aversion parameter γ: γ = 1 · 10−1 $−1, γ = 1 · 10−2 $−1 and γ = 1 · 10−7 $−1.
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Figure 6.5: Execution speed (vt)t∈[0,T ] for different values of γ (R = 10 day−1).

We observe that, as expected, the optimal strategies look highly correlated to the price trajectory.
In Figure 6.6, we plot the corresponding inventory of the trader as a function of time for the different
values of γ.
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Figure 6.6: Trajectory of the inventory (qt)t∈[0,T ] for different values of γ (R = 10 day−1).

In all three cases, as expected, the trader sells the asset when the price is above S, and starts
buying when it goes below S: her inventory is mean-reverting toward 0. Of course, the higher the
risk aversion, the closer to 0 her inventory remains.
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We finally perform 1500 Monte-Carlo simulations and plot, in Figures 6.7, 6.8, and 6.9 the distri-
butions of the MtM value at time T for γ = 1 · 10−1 $−1, γ = 1 · 10−2 $−1 and γ = 1 · 10−7 $−1

respectively.
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Figure 6.7: Distribution of MtM value at time T for γ = 1 · 10−1 $−1 (R = 10 day−1).
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Figure 6.8: Distribution of MtM value at time T for γ = 1 · 10−2 $−1 (R = 10 day−1).
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Figure 6.9: Distribution of MtM value at time T for γ = 1 · 10−7 $−1 (R = 10 day−1).

We see that our strategy allows to make money on average by taking advantage of the mean rever-
sion. In the first case (Figure 6.7), we get an average MtM value of $1986 and a standard deviation
of $266. In the second case (Figure 6.8), we get an average MtM value of $2538 and a standard
deviation of $373. In the third case (Figure 6.9), we get an average MtM value of $2708 and a
standard deviation of $920.

6.3.2 Multi-asset case
We now study the case of a trader in charge of 2 assets S1, S2 with the following parameters:

• Initial price: S1
0 = S2

0 = $100,

• Mean-reversion matrix: R =

(
3 0
0 3

)
(no-cointegration case) or R =

(
3 2
2 3

)
(cointegration

case),

• Long-term average: S :=
(
S

1
, S

2
)

= ($100, $100),

• Quadratic covariation matrix: Σ =

(
25 7.5
7.5 25

)
(which corresponds to an arithmetic volatility

of 5 $ · day−
1
2 for the two assets, and a correlation of 0.3),

• Temporary impact: L(v) = vᵀηv, with η =
(
1 · 10−3 $ · day

)
× I2.
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We assume that the trader has an initial inventory q0 = (1000, 1000) and that she wants to liquidate
within T = 2 days. Her risk aversion is given by γ = 2 · 10−3 $−1. We penalize the remaining
inventory with the matrix Γ = 12× I2.

Let us first consider that the matrix R is given by
(

3 0
0 3

)
(the no-cointegration case). We simulate

in Figure 6.10 a corresponding trajectory for the prices of the two assets. We then plot in Figures
6.11 and 6.12 the optimal strategy and the associated inventories, respectively.
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Figure 6.10: Asset prices (S1
t )t∈[0,T ] and (S2

t )t∈[0,T ] in the no-cointegration case.
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Figure 6.11: Execution speeds (v1
t )t∈[0,T ] and (v2

t )t∈[0,T ] in the no-cointegration case.
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Figure 6.12: Trajectory of the inventories (q1
t )t∈[0,T ] and (q2

t )t∈[0,T ] in the no-cointegration case.

We now qualitatively compare these results with those obtained in the cointegration case where

the matrix R is given by
(

3 2
2 3

)
. We simulate in Figure 6.13 a corresponding trajectory for the

prices of the two assets. As before, we plot in Figures 6.14 and 6.15 the optimal strategy and the
associated inventories, respectively.
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Figure 6.13: Asset prices (S1
t )t∈[0,T ] and (S2

t )t∈[0,T ] in the case of cointegration.
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Figure 6.14: Execution speeds (v1
t )t∈[0,T ] and (v2

t )t∈[0,T ] in the case of cointegration.
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Figure 6.15: Trajectory of the inventories (q1
t )t∈[0,T ] and (q2

t )t∈[0,T ] in the case of cointegration.

As expected, the comparison of Figures 6.12 and 6.15 yields that, in the presence of cointegration,
the trader tends to execute slower.

Conclusion
In this paper, we have shown how to account for cross-asset co-movements when executing trades in
multiple assets. In our model, the agent has an exponential utility and the prices have multivariate
Ornstein-Uhlenbeck dynamics, capturing the complex cross-asset dynamics of prices better than
Brownian motions only. The advantage of our approach is twofold: (i) it accurately accounts for
risk at the portfolio level, and (ii) it is versatile and can be used for basket execution, exogenous
signal incorporation, and statistical arbitrage.

Our simulations show that considering cross-asset relations leads to different execution strategies.
In particular, the presence of cointegration is exploited by the optimal strategy and usually leads
to a reduction in the execution speed since the global variance of the portfolio is reduced.

The advantages for practitioners are numerous. Considering asset execution within a portfolio al-
lows to manage risk across a wider basket of assets rather than considering only the risk of a single
trade. Agents can hold securities on their balance sheets for longer, reducing market impact and
execution costs. Moreover, from a regulation point of view, multivariate optimal execution models
that naturally offset risks in a portfolio are of great interest. In fact, the new FRTB (Fundamental
Review of the Trading Book) regulation will lead practitioners to assess liquidity risks within a
centralized risk book for capital requirements. In this context, our model can reduce the liquidity
risk of the execution process by taking into account the joint dynamics of the assets.
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6.4 Appendix - Multi-asset optimal execution with correlated
Brownian motions and execution costs

We consider in this appendix the problem of multi-asset optimal execution in the case where prices
are correlated arithmetic Brownian motions. This problem is a special case of that presented in
this paper, corresponding to R = 0 in the dynamics (6.2) of the asset prices. Therefore, the results
presented in the paper apply. However, when R = 0, as mentioned in Remark 14, the system of
ODEs (6.16) simplify since a trivial solution to the last five equations is B = C = D = E = F = 0.
Therefore, the problem boils down to finding A ∈ C1 ([0, T ],Sd(R)) solution of the following terminal
value problem:

{
A′(t) = γ

2 Σ−A(t)η−1A(t)

A(T ) = −Γ.
(6.49)

In this appendix we show that, when Σ ∈ S++
d (R), A can be found in closed form.

For that purpose, we introduce the change of variables

a(t) = η−
1
2A(t)η−

1
2 ∀t ∈ [0, T ].

and notice that (6.49) is equivalent to the terminal value problem{
a′(t) = Â2 − a(t)2

a(T ) = −C,
(6.50)

where Â =
√

γ
2

(
η−

1
2 Ση−

1
2

) 1
2 ∈ S++

d (R) and C = η−
1
2 Γη−

1
2 ∈ S+

d (R).

To solve (6.50) we use a classical trick for Riccati equations, shown in the following Proposition:

Proposition 10. Let ξ : [0, T ]→ Sd(R) defined as

ξ (t) = − Â
−1

2

(
I − e−2Â(T−t)

)
− e−Â(T−t)

(
C + Â

)−1

e−Â(T−t) (6.51)

be the unique solution of the linear ODE

ξ
′(t) = Âξ(t) + ξ(t)Â+ Id

ξ(T ) = −
(
C + Â

)−1

.
(6.52)

Then ∀t ∈ [0, T ], ξ(t) is invertible and a : t ∈ [0, T ]→ Â+ ξ(t)−1 ∈ Sd(R) is the unique solution of
(6.50).
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Proof. First, we easily verify that ξ, defined in (6.51), is solution of the linear ODE (6.52). We see

that, for all t in [0, T ], ξ(t) is the sum of− Â
−1

2

(
I − e−2Â(T−t)

)
∈ S−−d (R) and−e−Â(T−t)

(
C + Â

)−1

e−Â(T−t) ∈
S−−d (R), so ξ(t) ∈ S−−d (R) and is invertible.

We also note that

a′(t) = −ξ(t)−1ξ′(t)ξ(t)−1 = −ξ(t)−1Â− Âξ(t)−1 − ξ(t)−2 = Â2 −
(
Â+ ξ(t)−1

)2

= Â2 − a(t)2

and a(T ) = −C, hence the result.

We deduce the following corollary:

Corollary 1.

∀t ∈ [0, T ], A(t) = η
1
2

Â−( Â−1

2

(
I − e−2Â(T−t)

)
+ e−Â(T−t)

(
C + Â

)−1

e−Â(T−t)

)−1
 η

1
2 .

6.5 Appendix - Merton portfolio optimization problem under
Ornstein-Uhlenbeck dynamics and exponential utility

6.5.1 Modelling framework
We study in this appendix a Merton model where prices have multivariate Ornstein-Uhlenbeck dy-
namics. It is closely related to our model and can be seen as some form of limit case corresponding
to no execution costs (i.e. L = 0) and no terminal penalty (i.e. ` = 0).

The results obtained in this appendix are essential in our proof of existence of a solution to the
system of ODEs (6.16) on [0, T ] with terminal condition (6.17) (see Theorem 6).

As in the paper, we consider a model with d assets, whose prices are modelled by a d-dimensional
stochastic process (St)t∈[0,T ] =

(
S1
t , . . . , S

d
t

)ᵀ
t∈[0,T ]

with dynamics

dSt = R(S − St)dt+ V dWt,

where S ∈ Rd, R ∈Md(R), V ∈Md,k(R), and (Wt)t∈[0,T ] =
(
W 1
t , . . . ,W

k
t

)ᵀ
t∈[0,T ]

is a k-dimensional
standard Brownian motion (with independent coordinates), for some k ∈ N∗. As before, we write
Σ = V V ᵀ.

We consider a trader optimizing her portfolio over the period [0, T ] by controlling at each time
the number of each asset in her portfolio, i.e. she controls the d-dimensional process (qt)t∈[0,T ] =(
q1
t , . . . , q

d
t

)ᵀ
t∈[0,T ]

, where qit denotes the number of assets i in the portfolio at time t, for each
i ∈ {1, . . . , d} (t ∈ [0, T ]). The process (qt)t∈[0,T ] lies in the space of admissible controls AMerton

0 ,
where for t ∈ [0, T ], the set AMerton

t is defined as

AMerton
t :=

{
(qs)s∈[t,T ], Rd-valued, F-adapted, satisfying a linear growth condition with respect to (Ss)s∈[t,T ]

}
.

(6.53)
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We introduce the process (Vt)t∈[0,T ] modelling the MtM value of the trader’s portfolio, i.e.

∀t ∈ [0, T ], Vt = V0 +

∫ t

0

qᵀs dSs, V0 ∈ R given

For a given γ > 0, the trader aims at maximizing the following objective function:

E
[
−e−γVT

]
, (6.54)

over the set of admissible controls (qt)t∈[0,T ] ∈ AMerton
0 . We define her value function û : [0, T ] ×

R× Rd → R as

û(t,V, S) = sup
q∈AMertont

E
[
−e−γV

t,V,S,q
T

]
∀(t,V, S) ∈ [0, T ]× R× Rd,

where (Vt,V,S,qs )s∈[t,T ] denotes the process defined by

dVt,V,S,qs = qᵀs dS
t,S
s , Vt,V,S,qt = V

with
dSt,Ss = R(S − St,Ss )ds+ V dWs, St,St = S.

6.5.2 HJB equation
The HJB equation associated with Problem (6.54) is given by

0 = ∂tŵ(t,V, S) +∇Sŵ(t,V, S)ᵀR(S − S) +
1

2
Tr
(
ΣD2

SSŵ(t,V, S)
)

(6.55)

+ sup
q∈Rd

{
∂V ŵ(t,V, S)qᵀR(S − S) +

1

2
∂2
VV ŵ(t,V, S)qᵀΣq + ∂V∇Sŵ(t,V, S)ᵀΣq

}
for all (t,V, S) ∈ [0, T )× R× Rd, with terminal condition

ŵ(T,V, S) = −e−γV ∀(V, S) ∈ R× Rd. (6.56)

To solve the above HJB equation, we use the ansatz

ŵ(t,V, S) = −e−γ(V+θ̂(t,S)). (6.57)

Indeed, we have the following proposition:

Proposition 11. If there exists θ̂ : [0, T ]× Rd → R solution to

0 = ∂tθ̂(t, S) +
1

2
Tr
(

ΣD2
SS θ̂(t, S)

)
+

1

2γ
(S − S)ᵀRᵀΣ−1R(S − S) (6.58)

on [0, T )× Rd, with terminal condition

θ̂(T, S) = 0 ∀S ∈ Rd, (6.59)
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then the function ŵ : [0, T ]× R× Rd → R defined by

ŵ(t,V, S) = −e−γ(V+θ̂(t,S)) ∀(t,V, S) ∈ [0, T ]× R× Rd

is a solution to (6.55) on [0, T )× R× Rd with terminal condition (6.56).

Proof. Let θ̂ : [0, T ]×Rd → R be a solution to (6.58) on [0, T )×Rd with terminal condition (6.59),
then we have for all (t,V, S) ∈ [0, T )× R× Rd:

∂tŵ(t,V, S) +∇Sŵ(t,V, S)ᵀR(S − S) +
1

2
Tr
(
ΣD2

SSŵ(t,V, S)
)

+ sup
q∈Rd

{
∂V ŵ(t,V, S)qᵀR(S − S) +

1

2
∂2
VV ŵ(t,V, S)qᵀΣq + ∂V∇Sŵ(t,V, S)ᵀΣq

}
= − γ∂tθ̂(t, S)ŵ(t,V, S)− γ∇S θ̂(t, S)R(S − S)ŵ(t,V, S)− γŵ(t,V, S)

1

2
Tr
(

ΣD2
SS θ̂(t, S)

)
+
γ2

2
ŵ(t,V, S)∇S θ̂(t, S)ᵀΣ∇S θ̂(t, S)

+ sup
q∈Rd

{
−γŵ(t,V, S)qᵀR(S − S) +

γ2

2
ŵ(t,V, S)qᵀΣq + γ2ŵ(t,V, S)∇S θ̂(t,V, S)ᵀΣq

}

= − γŵ(t,V, S)

(
∂tθ̂(t, S) +∇S θ̂(t, S)R(S − S) +

1

2
Tr
(

ΣD2
SS θ̂(t, S)

)
− γ

2
∇S θ̂(t, S)ᵀΣ∇S θ̂(t, S)

+ sup
q∈Rd

{
qᵀ
(
R(S − S)− γΣ∇S θ̂(t, S)

)
− γ

2
qᵀΣq

})
.

The supremum in the last line is reached at

q∗(t, S) =
1

γ
Σ−1R(S − S)−∇S θ̂(t, S),

and we obtain after simplifications:

∂tŵ(t,V, S) +∇Sŵ(t,V, S)ᵀR(S − S) +
1

2
Tr
(
ΣD2

SSŵ(t,V, S)
)

+ sup
q∈Rd

{
∂V ŵ(t,V, S)qᵀR(S − S) +

1

2
∂2
VV ŵ(t,V, S)qᵀΣq + ∂V∇Sŵ(t,V, S)ᵀΣq

}

= − γŵ(t,V, S)

(
∂tθ̂(t, S) +

1

2
Tr
(

ΣD2
SS θ̂(t, S)

)
+

1

2γ
(S − S)ᵀRᵀΣ−1R(S − S)

)
= 0.

As ŵ satisfies the terminal condition (6.56), the result is proved.

We now use a second ansatz and look for a function θ̂ solution to (6.58) on [0, T )×Rd with terminal
condition (6.59) of the following form:

θ̂(t, S) = SᵀĈ(t)S + Ê(t)ᵀS + F̂ (t), (6.60)

We have indeed the following proposition:
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Proposition 12. Assume there exists Ĉ ∈ C1 ([0, T ],Sd(R)), Ê ∈ C1
(
[0, T ],Rd

)
, F̂ ∈ C1 ([0, T ],R)

satisfying the system of ODEs
Ĉ ′(t) = − 1

2γR
ᵀΣ−1R

Ê′(t) = 1
γR

ᵀΣ−1RS

F̂ ′(t) = −Tr
(
Ĉ(t)Σ

)
− 1

2γS
ᵀ
RᵀΣ−1RS,

(6.61)

with terminal condition

Ĉ(T ) = Ê(T ) = F̂ (T ) = 0. (6.62)

Then the function θ̂ defined by (6.60) satisfies (6.58) on [0, T )×Rd with terminal condition (6.59).

Proof. Let us consider Ĉ ∈ C1 ([0, T ],Sd(R)), Ê ∈ C1
(
[0, T ],Rd

)
, F̂ ∈ C1 ([0, T ],R) verifying (6.61)

on [0, T ) with terminal condition (6.62). Let us consider θ̂ : [0, T ] × Rd → R defined by (6.60).
Then we obtain for all (t, S) ∈ [0, T )× Rd:

∂tθ̂(t, S) +
1

2
Tr
(

ΣD2
SS θ̂(t, S)

)
+

1

2γ
(S − S)ᵀRᵀΣ−1R(S − S)

= SᵀĈ ′(t)S + Ê′(t)
ᵀ
S + F̂ ′(t) + Tr

(
Ĉ(t)Σ

)
+

1

2γ
(S − S)ᵀRᵀΣ−1R(S − S)

= 0.

As it is straightforward to verify that θ̂ satisfies the terminal condition (6.59), the result is proved.

It is straightforward to see that there exists a unique solution Ĉ ∈ C1 ([0, T ],Sd(R)), Ê ∈ C1
(
[0, T ],Rd

)
,

F̂ ∈ C1 ([0, T ],R) to (6.61) with terminal condition (6.62). We can then prove the following verifi-
cation theorem.

Theorem 7. We consider the functions Ĉ ∈ C1 ([0, T ],Sd(R)), Ê ∈ C1
(
[0, T ],Rd

)
, F̂ ∈ C1 ([0, T ],R)

solutions to (6.61) with terminal condition

Ĉ(T ) = Ê(T ) = F̂ (T ) = 0,

i.e. for all t ∈ [0, T ],
Ĉ(t) = (T − t) 1

2γR
ᵀΣ−1R,

Ê(t) = (T − t) 1
γR

ᵀΣ−1RS,

F̂ (t) = 1
4γ (T − t)2Tr

(
RᵀΣ−1RΣ

)
+ (T − t) 1

2γS
ᵀ
RᵀΣ−1R.

We consider the function θ̂ defined by

θ̂(t, S) = SᵀĈ(t)S + Ê(t)ᵀS + F̂ (t),

and the associated function ŵ defined by

ŵ(t,V, S) = −e−γ(V+θ̂(t,S)).
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For all (t,V, S) ∈ [0, T ]× R× Rd and q = (qs)s∈[t,T ] ∈ AMerton
t , we have

E
[
−e−γ(V

t,V,S,q
T )

]
≤ ŵ(t,V, S). (6.63)

Moreover, equality is obtained in (6.63) by taking the optimal control (q∗s )s∈[t,T ] ∈ AMerton
t given

by the closed-loop feedback formula

q∗s =
1

γ
Σ−1R(S − St,Ss )− Ĉ(s)St,Ss − Ê(s). (6.64)

In particular, ŵ = û.

Proof. It is obvious that (q∗s )s∈[t,T ] ∈ AMerton
t (i.e., (q∗s )s∈[t,T ] is well-defined and admissible):

∃CT > 0,∀s ∈ [t, T ], ‖ q∗s ‖6 CT

(
1 + sup

τ∈[t,s]

‖ Sτ ‖

)
. (6.65)

Let us consider (t,V, S) ∈ [0, T ]× R× Rd and q = (qs)s∈[t,T ] ∈ AMerton
t . We now prove that

E
[
ŵ(T,Vt,V,ST , St,ST )

]
6 ŵ(t,V, S). (6.66)

We use the following notations for readability

∀s ∈ [t, T ], ŵ(s,Vt,V,S,qs , St,Ss ) = ŵt,V,S,qs , (6.67)

∀s ∈ [t, T ], θ̂(s, St,Ss ) = θ̂t,Ss . (6.68)

By Itô’s formula, we have ∀s ∈ [0, T ]

dŵt,V,S,qs = Lqŵt,V,S,qs ds+
(
∂V ŵ

t,V,S,q
s qs +∇Sŵt,V,S,qs

)ᵀ
V dWs, (6.69)

where

Lqŵt,V,S,qs =∂tw
t,V,S,q
s +

(
∇Sŵt,V,S,qs

)ᵀ
R(S − S) + ∂V ŵ

t,V,S,q
s qᵀsR(S − S) +

1

2
Tr
(
ΣD2

SSŵ
t,V,S,q
s

)
+

1

2
∂2
VV ŵ

t,V,S,q
s qᵀsΣqs +

(
∂V∇Sŵt,V,S,qs

)ᵀ
Σqs. (6.70)

We have

∇Sŵt,V,S,qs = −γŵt,V,S,qs ∇Sθt,Ss
= −γŵt,V,S,qs

(
2Ĉ(s)St,Ss + Ê(s)

)
, (6.71)

and

∂V ŵ
t,V,S,q
s = −γŵt,V,S,qs . (6.72)
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We define ∀s ∈ [t, T ]

κqs = −γ
(
qs + 2Ĉ(s)St,Ss + Ê(s)

)
, (6.73)

ξqt,s = exp

(∫ s

t

κq%
ᵀV dW% −

1

2

∫ s

t

κq%
ᵀΣκq%d%

)
. (6.74)

We then have

d
(
ŵt,V,S,qs

(
ξqt,s
)−1
)

=
(
ξqt,s
)−1 Lqŵt,V,S,qs ds. (6.75)

By definition of ŵ, Lqŵt,V,S,qs 6 0.

Moreover, equality holds for the control reaching the sup in (6.55). It is easy to see that the
sup is reached for the unique value

qs =
1

γ
Σ−1R(S − St,Ss )−∇S θ̂(t, St,Ss ) (6.76)

=
1

γ
Σ−1R(S − St,Ss )− 2Ĉ(s)St,Ss − Ê(s), (6.77)

which corresponds to (qs)s∈[t,T ] = (q∗s )s∈[t,T ].

As a consequence,
(
ŵt,V,S,qs

(
ξqt,s
)−1
)
s∈[t,T ]

is nonincreasing and therefore

ŵ(T,Vt,V,S,qT , St,ST ) 6 ŵ(t,V, S)ξqt,T , (6.78)

with equality when (qs)s∈[t,T ] = (q∗s )s∈[t,T ].

Taking expectation we get

E
[
ŵ(T,Vt,V,S,qT , St,ST )

]
6 ŵ(t,V, S)E

[
ξqt,T

]
. (6.79)

We proceed to prove that E
[
ξqt,T

]
is equal to 1. To do so, we use that ξqt,t = 1 and prove that

(ξqt,s)s∈[t,T ] is a martingale under
(
P;F = (Fs)s∈[t,T ]

)
.

We know that (qt,qs )s∈[t,T ] satisfies a linear growth condition with respect to (St,Ss )s∈[t,T ]. Given
the form of κ one can easily show that there exists a constant C such that

sup
s∈[t,T ]

‖ κqs ‖
2 6 C

(
1 + sup

s∈[t,T ]

‖Ws −Wt ‖2
)
. (6.80)

By using classical properties of the Brownian motion, we prove that

∃ε > 0,∀s ∈ [t, T ], E

[
exp

(
1

2

∫ (s+ε)∧T

s

κq%
ᵀΣκq%d%

)]
< +∞. (6.81)
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From Novikov condition, we see that (ξqt,s)s∈[t,T ] is a martingale under
(
P;F = (Fs)s∈[t,T ]

)
.

We obtain

E
[
ŵ
(
T,Vt,V,S,qT , St,ST

)]
6 ŵ(t,V, S), (6.82)

with equality when (qs)s∈[t,T ] = (q∗s )s∈[t,T ].

We conclude that

û (t,V, S) = sup
(qs)s∈[t,T ]∈AMertont

E
[
− exp

(
−γV t,V,S,qT

)]
(6.83)

= E
[
− exp

(
−γV t,V,S,q

∗

T

)]
(6.84)

= ŵ(t,V, S). (6.85)
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