
HAL Id: tel-03542633
https://hal.science/tel-03542633v2

Submitted on 22 Apr 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Cybernetic driver modeling for the realization of haptic
shared control and the adaptation of the human-machine

system
Yishen Zhao

To cite this version:
Yishen Zhao. Cybernetic driver modeling for the realization of haptic shared control and the adap-
tation of the human-machine system. Modeling and Simulation. Ecole nationale supérieure Mines-
Télécom Atlantique, 2021. English. �NNT : 2021IMTA0245�. �tel-03542633v2�

https://hal.science/tel-03542633v2
https://hal.archives-ouvertes.fr


THÈSE DE DOCTORAT DE

L’ÉCOLE NATIONALE SUPERIEURE MINES-TELECOM ATLANTIQUE
BRETAGNE PAYS DE LA LOIRE - IMT ATLANTIQUE

ÉCOLE DOCTORALE NO 601
Mathématiques et Sciences et Technologies
de l’Information et de la Communication
Spécialité : Automatique, productique et robotique

Par

Yishen ZHAO
Cybernetic driver modeling for the realization of haptic shared
control and the adaptation of the human-machine system

Thèse présentée et soutenue à Nantes, le 20/04/2021
Laboratoire des Sciences du Numérique de Nantes, UMR CNRS 6004
Thèse No : 2021IMTA0245

Rapporteurs avant soutenance :

Mariana NETTO Chargée de Recherche HDR, Université Gustave Eiffel
Jean-Christophe POPIEUL Professeur, Université Polytechnique Hauts-de-France

Composition du Jury :
Président : Jean-Christophe POPIEUL Professeur, Université Polytechnique Hauts-de-France
Examinateurs : David ABBINK Professeur, Delft University of Technology

Mariana NETTO Chargée de Recherche HDR, Université Gustave Eiffel
Dir. de thèse : Philippe CHEVREL Professeur, IMT Atlantique
Co-encadrant de thèse : Franck MARS Directeur de Recherche, CNRS

Fabien CLAVEAU Maître-Assistant, IMT Atlantique





ACKNOWLEDGEMENT

First of all, I would like to express my gratitude to my supervisors: Philippe Chevrel,
Franck Mars and Fabien Claveau. I would have never accomplished this thesis without
their guidance, insight, support and encouragement. It has been a great pleasure to work
with them during the past few years. Philippe and Fabien were also my teachers when I
was studying for the engineer diploma. Almost all my knowledge in control theory and
signal processing comes from them. I would never forget that day when Phillipe and
I were walking to the canteen in school, he told me why an extended Kalman filter is
needed for identification, and I was shocked by this brilliant idea. Franck opened the gate
of human factors for me. His knowledge contributed a lot to this multidisciplinary work.
His researches fulfilled my curiosity and extended my vision. I like the monthly seminar
organized by his team. Each time I was able to discover some new research topics or ideas.

Secondly, I would like to thank all my colleagues, in particular Béatrice Pano. She did
a fascinating work in the development and implementation of haptic guidance system for
her thesis and for my research. She helped me with the utilization of driving simulator
as well. I enjoyed our occasional exchange about our thesis and problems. Besides, the
French proverbs that she taught me were really amusing and relaxing. It is a pity that
we are not able to meet in person due to the current pandemic issue. I wish her a great
success in her thesis defense. I would also like to thank Denis Creusot for his help in
solving problems of the simulator, Paul Loiseau for his advice in Latex writing, Chaouki
Nacer Boultifat for his jokes during lunch time and Jeffery Petit for his help of ANOVA.
I want to appreciate all the participants who took part in my experiments. It was their
help that made this work possible. The Région Pays de la Loire should be appreciated as
well for financial support.

Finally, a big thank you should go to my parents and my wife. My parents introduced
me the world of science when I was young. I hope that now they are proud of my progress.
My wife embraces me with enduring love and encouragement since I decided to do this
thesis. She is like the sunshine that enlightens my path and makes my life delightful.





TABLE OF CONTENTS

I Introduction 1

1 Haptic Shared Control 3
1.1 Development of Automated Vehicles . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Haptic Shared Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Realization of Haptic Guidance System . . . . . . . . . . . . . . . . . . . . 7
1.4 Lay-out of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2 Driver Model and Adaptation 17
2.1 State-of-the-art of Driver Steering Model . . . . . . . . . . . . . . . . . . . 17

2.1.1 Driver Models Based on Compensation and Preview . . . . . . . . . 18
2.1.2 Driver Models Including Neuromuscular System . . . . . . . . . . . 21
2.1.3 Challenges and New Trends . . . . . . . . . . . . . . . . . . . . . . 25

2.2 Adaptation of Human-Machine System . . . . . . . . . . . . . . . . . . . . 27
2.3 Objective of Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

II Methodology 35

3 Experiment Platform 37
3.1 Driving Simulator SCANeR . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.1.1 Hardware . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.1.2 Software . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.1.3 Vehicle Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.2 Haptic Guidance System . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

i



TABLE OF CONTENTS

4 Parameter Identification I: Prediction Error Minimization 45
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.2 General Procedure of Model Identification . . . . . . . . . . . . . . . . . . 45
4.3 Prediction Error Minimization Method . . . . . . . . . . . . . . . . . . . . 46
4.4 Practical Use of PEM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.4.1 Identifiability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.2 Model Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4.3 Distribution of Parameter Estimates . . . . . . . . . . . . . . . . . 49

4.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Parameter Identification II: Unscented Kalman Filter 53
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2 Full article . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.2.1 Abstract . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5.2.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2.3 Cybernetic Driver Model . . . . . . . . . . . . . . . . . . . . . . . . 55
5.2.4 Parameter Identification . . . . . . . . . . . . . . . . . . . . . . . . 58
5.2.5 Practical Use of UKF . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5.2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.3 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

III Experiments and Results 75

6 Experimental studies 77
6.1 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

7 Driving with a Haptic Guidance System in Degraded Visibility Con-
ditions: Behavioral Analysis and Identification of a Two-Point Steering
Control Model 87
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
7.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

7.2.1 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.2 Independent Variables . . . . . . . . . . . . . . . . . . . . . . . . . 90
7.2.3 Haptic Guidance System . . . . . . . . . . . . . . . . . . . . . . . . 91

ii



TABLE OF CONTENTS

7.2.4 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.2.5 Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

7.3 Data Analysis Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.1 Driving Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
7.3.2 Model Identification . . . . . . . . . . . . . . . . . . . . . . . . . . 95
7.3.3 Validation of Identified Model . . . . . . . . . . . . . . . . . . . . . 97
7.3.4 Summary Diagram . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

7.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.4.1 Steering Performance . . . . . . . . . . . . . . . . . . . . . . . . . . 100
7.4.2 Lane Keeping Performance . . . . . . . . . . . . . . . . . . . . . . . 101
7.4.3 Driver Control Effort . . . . . . . . . . . . . . . . . . . . . . . . . . 101
7.4.4 Identified Model Validation . . . . . . . . . . . . . . . . . . . . . . 103
7.4.5 Anticipatory and Compensatory Gain . . . . . . . . . . . . . . . . . 105

7.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.5.1 Effect of Fog . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.5.2 Effect of Haptic Guidance . . . . . . . . . . . . . . . . . . . . . . . 107
7.5.3 Synthesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
7.7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

8 Towards a Driver Model to Clarify Cooperation Between Drivers and
Haptic Guidance Systems 115
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
8.2 Driver Model with Haptic Feedback . . . . . . . . . . . . . . . . . . . . . . 117

8.2.1 Two-point Visual Model . . . . . . . . . . . . . . . . . . . . . . . . 118
8.2.2 Neuromuscular Action . . . . . . . . . . . . . . . . . . . . . . . . . 118

8.3 Data Acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.3.1 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.3.2 Haptic Guidance System . . . . . . . . . . . . . . . . . . . . . . . . 121
8.3.3 Participants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.3.4 Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

8.4 Model Parameter Identification . . . . . . . . . . . . . . . . . . . . . . . . 123
8.4.1 Visual Model Identification . . . . . . . . . . . . . . . . . . . . . . . 123
8.4.2 Driver Internal Model Identification . . . . . . . . . . . . . . . . . . 125

iii



TABLE OF CONTENTS

8.4.3 Explicit Haptic Feedback Loop Identification . . . . . . . . . . . . . 126
8.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

8.5.1 Visual Model with Delay . . . . . . . . . . . . . . . . . . . . . . . . 127
8.5.2 Driver Internal Model . . . . . . . . . . . . . . . . . . . . . . . . . 128
8.5.3 Explicit Haptic Feedback Loop . . . . . . . . . . . . . . . . . . . . 129

8.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
8.7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132

9 Driver Model Validation through Interaction with Varying Levels of
Haptic Guidance 135
9.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
9.2 Cybernetic Driver Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

9.2.1 Structure of the Proposed Cybernetic Model . . . . . . . . . . . . . 137
9.2.2 Internal Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
9.2.3 Explicit Haptic Feedback Loop . . . . . . . . . . . . . . . . . . . . 139

9.3 Experiment Setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9.3.1 Apparatus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
9.3.2 Haptic Guidance System . . . . . . . . . . . . . . . . . . . . . . . . 140

9.4 Validation I: Driver Model Simulation . . . . . . . . . . . . . . . . . . . . . 141
9.4.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.4.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
9.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

9.5 Validation II: Driver Model Identification . . . . . . . . . . . . . . . . . . . 144
9.5.1 Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
9.5.2 Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
9.5.3 Parameter Identification . . . . . . . . . . . . . . . . . . . . . . . . 145
9.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

9.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
9.7 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

IV Conclusion and Perspective 155

10 General Conclusion and Perspectives 157
10.1 General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

iv



TABLE OF CONTENTS

10.2 Synthesis of Experimental Investigations . . . . . . . . . . . . . . . . . . . 158
10.3 Review of Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

10.3.1 Model-based Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 160
10.3.2 System Identification . . . . . . . . . . . . . . . . . . . . . . . . . . 161
10.3.3 Driving Simulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161

10.4 Proposition of Future Works . . . . . . . . . . . . . . . . . . . . . . . . . . 162
10.5 References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

v





LIST OF FIGURES

1.1 Levels of driving automation defined by SAE International (J3016). . . . . 4
1.2 Shared control architecture proposed by M. Steele. . . . . . . . . . . . . . 6
1.3 Design of haptic guidance system proposed by P. Griffiths. . . . . . . . . . 8
1.4 Design of haptic guidance system proposed by C. Sentouh . . . . . . . . . 8
1.5 Design of haptic guidance system proposed by M. Flad. . . . . . . . . . . . 9

2.1 Topology of the driver/vehicle system combining open- and closed-loop
precognitive, pursuit, and compensatory control structures by D. McRuer. 18

2.2 Block diagram of the two-level model of driver steering behavior by E.
Donges. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

2.3 The driver/vehicle model by R. Hess. . . . . . . . . . . . . . . . . . . . . . 20
2.4 Structure for driver path-following model with neuromuscular dynamics

incorporated by A. Pick. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5 The structure of the driver model by C. Sentouh. . . . . . . . . . . . . . . 23
2.6 State estimation using multiple models and Kalman filters by N. Kim. . . . 24
2.7 Cybernetic driver model for lane keeping maneuver by L. Saleh. . . . . . . 25
2.8 Proposed framework for understanding the learning and adaptive human

controller by M. Mulder. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.1 Fixed-based driving simulator. . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 SCANeR studio modules concept. . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Variables in bicycle model. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Haptic shard control strategy by B. Pano. . . . . . . . . . . . . . . . . . . 42

4.1 Example of two confidence regions . . . . . . . . . . . . . . . . . . . . . . . 51

5.1 Cybernetic driver model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Multi-UKF schema. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.3 First experiment in Simulink. . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4 First experiment results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

vii



LIST OF FIGURES

5.5 Second experiment in SCANeR. . . . . . . . . . . . . . . . . . . . . . . . . 68
5.6 Second experiment results. . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

7.2 Design strategy of haptic guidance system. . . . . . . . . . . . . . . . . . . 92
7.3 Route used for experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
7.4 Inputs of the two point model. . . . . . . . . . . . . . . . . . . . . . . . . . 96
7.5 Summary of data analysis methods. . . . . . . . . . . . . . . . . . . . . . . 99
7.6 SWRR per minute with gap-size 2◦. . . . . . . . . . . . . . . . . . . . . . . 100
7.7 Mean of adjusted deviation of the lateral position. . . . . . . . . . . . . . . 101
7.8 Standard deviation of the deviation of the lateral position. . . . . . . . . . 102
7.9 Driver steering torque energy. . . . . . . . . . . . . . . . . . . . . . . . . . 102
7.10 FIT for all participants. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.11 Confidence regions of identified parameters for participant No. 3. . . . . . . 104
7.12 Identified anticipatory gain (Kp). . . . . . . . . . . . . . . . . . . . . . . . 105
7.13 Identified compensatory gain (Kc). . . . . . . . . . . . . . . . . . . . . . . 106

8.1 Cybernetic driver model proposed in previous studies. . . . . . . . . . . . . 116
8.2 Structure of the proposed cybernetic driver model. . . . . . . . . . . . . . . 118
8.3 Experiment settings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
8.4 Design strategy of the haptic guidance system. . . . . . . . . . . . . . . . . 122
8.5 Visual model with delay for identification. . . . . . . . . . . . . . . . . . . 124
8.6 Approximation of the far point angle and the near point angle. . . . . . . . 125
8.7 Residual of the driver internal model for P1. . . . . . . . . . . . . . . . . . 129
8.8 Validation of the entire driver model for P1. . . . . . . . . . . . . . . . . . 131

9.1 Shared control between the human driver and haptic guidance system. . . 136
9.2 Structure of the proposed cybernetic driver model. . . . . . . . . . . . . . . 137
9.3 Left: fixed-base driving simulator; Right: track used in the first experiment. 140
9.4 Driver model validation with the implemented driver model. . . . . . . . . 142
9.5 Driver model validation with the identified driver model. . . . . . . . . . . 144
9.6 Left: track used in the validation II; Right: variation of the sharing level in

the experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
9.7 Left: measured vs. predicted driver torque of Participant 1; Right: esti-

mated KI variation of Participant 5. . . . . . . . . . . . . . . . . . . . . . 149
9.8 Mean KI variation with the three-sigma band of all participants. . . . . . . 150

viii



LIST OF TABLES

3.1 Technical specifications of sensors . . . . . . . . . . . . . . . . . . . . . . . 38
3.2 Description of symbols in the bicycle model. . . . . . . . . . . . . . . . . . 41

5.1 Description of signals in driver model. . . . . . . . . . . . . . . . . . . . . . 56
5.2 Description of parameters in driver model. . . . . . . . . . . . . . . . . . . 56

7.1 Description of parameters in the model. . . . . . . . . . . . . . . . . . . . . 96
7.2 Comparison of model parameter uncertainties. . . . . . . . . . . . . . . . . 104

8.1 Description of signals in Figure 8.2 . . . . . . . . . . . . . . . . . . . . . . 119
8.2 Identified visual model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
8.3 Identified driver internal model. . . . . . . . . . . . . . . . . . . . . . . . . 128
8.4 Identified explicit haptic feedback model. . . . . . . . . . . . . . . . . . . . 130

9.1 Description of signals in Figure 9.2. . . . . . . . . . . . . . . . . . . . . . . 138
9.2 Nominal parameter values used in validation I. . . . . . . . . . . . . . . . . 142
9.3 Standard deviation of the lateral position of all 16 scenarios. . . . . . . . . 143

ix





LIST OF SYMBOLS

Vehicle model

β Slip angle

δf Tyre steering angle

Cf Front tire stiffness

Cr Rear tire stiffness

Fw Wind force

J Vehicle moment of inertia

lf Distance between center of gravity and front axle

lr Distance between center of gravity and rear axle

lw Distance between center of gravity and wind hit point on vehicle

m Vehicle mass

r Yaw rate

v Vehicle speed

vx Vehicle longitudinal speed

Haptic guidance system

αant Anticipatory sharing level

αcomp Compensatory sharing level

ΓaF B
Haptic guidance torque generated by feedback controller

ΓaF F
Haptic guidance torque generated by feedforward controller

xi



LIST OF SYMBOLS

Γref Reference guidance torque generated by feedforward controller

ρpreviewed Previewed road curvature in distance

KFB Static output feedback gain

KFF Closed-loop transfer function matrix of feedforward controller

Qz Weighting matrix used in H2 criterion

Sinput Sensitivity function of the closed-loop driver-vehicle-road system

Tzw Transfer function of the model for optimization

xref Reference vehicle-road system states generated by feedforward con-
troller

xvr Vehicle-road system states

Identification

Θ̂N Estimated parameter vector

Q̂N Estimated parameter covariance matrix
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RÉSUMÉ

Conduire un véhicule fait partie de la vie quotidienne. Pour améliorer la sécurité et le
confort de conduite, le développement des systèmes d’assistance à la conduite (ADAS) fait
l’objet de nombreuses études ces dernières années. Cette thèse s’inscrit dans le contexte
général du développement des véhicules hautement automatisés, prélude aux véhicules
autonomes. La problématique concerne plus spécifiquement le développement de systèmes
de contrôle partagé du volant entre le conducteur et un automate embarqué.

Le contrôle partagé est une nouvelle modalité d’interaction humain-machine. Contrai-
rement au contrôle traditionnel qui définit souvent l’humain comme un superviseur, le
contrôle partagé demande une coopération entre humains et machines sur une interface
commune. Cette interface est une façon pour les deux de communiquer leur intention
réciproque en termes de contrôle notamment au travers d’un retour haptique. Dans des
situations dangereuses ou extrêmes, l’humain peut prendre la décision soit de suivre la
consigne proposée par la machine, soit de la négliger. Dans le cas de l’appliquer à la
problématique du contrôle de trajectoire pour la conduite, le conducteur et un automate
embarqué contrôlent simultanément un volant. Le dispositif aide au contrôle du véhicule
en agissant comme un copilote dont l’action augmente graduellement lorsque le véhicule
s’écarte de la trajectoire de référence ou de l’action préconisée par la loi de commande. Les
bénéfices associés au contrôle partagé s’observent sur des indicateurs de la tâche primaire
de conduite, comme le positionnement latéral et le contrôle du volant, mais aussi sur le
temps de réaction ou la charge mentale associée à la réalisation de tâches secondaires. Il
a aussi été avancé qu’en facilitant la réalisation de la tâche sans prendre totalement le
contrôle de la direction, le contrôle partagé permet d’éviter le syndrome de l’humain hors
de la boucle.

La réalisation du contrôle partagé haptique dans le contrôle latéral de véhicule de-
mande une connaissance fine du comportement de conducteur. Les questions de recherche
fondamentales associées concernent la façon dont l’action de l’automate s’insère de fa-
çon fluide dans les boucles sensorimotrices du conducteur. Les problématiques abordées
concernent la modélisation du contrôle de la trajectoire chez l’humain comme élément
structurant des lois de commande de l’automate, mais aussi l’évaluation de la qualité de
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la coopération et les processus adaptatifs mis en jeu par le conducteur au fil de l’usage. Les
recherches menées précédemment montrent que l’introduction d’un modèle cybernétique
du conducteur dans la synthèse de la loi de commande permet de faire des prédictions
sur les trajectoires adoptées spontanément par le conducteur et de les prendre en compte
pour la réalisation de l’action.

La modélisation cybernétique du conducteur pour le contrôle latéral de véhicule a
commencé dans les années 1950s. Les modèles proposés à cette période étaient hiérar-
chiques. Il était souvent supposé que la tâche de conduite soit réalisée par une boucle
ouverte et une boucle fermée. La boucle ouverte représentait l’anticipation de l’humain,
qui lui permet de percevoir et prédire la trajectoire à venir. La boucle fermée représentait
la compensation, qui sert à maintenir la position latérale de véhicule dans une voie. La sor-
tie des modèles était toujours l’angle de volant. Néanmoins, aucune évidence ne prouvait
que l’humain contrôle un véhicule en angle. En effet, plusieurs recherches dans les années
2000s ont montré la nécessité d’inclure une analyse du système neuromusculaire (NMS)
dans le modèle de conducteur pour rendre compte de l’interaction entre le conducteur et
le volant. L’hypothèse était alors que le conducteur réalise le contrôle latéral de véhicule
en deux étapes. Dans la première, le conducteur génère un angle de volant d’intention à
partir de la perception de l’environnement de conduite. Dans la deuxième, il applique cet
angle au système de direction via des efforts musculaires. Ces modèles ont contribué à
comprendre le rôle du retour haptique dans le contrôle du volant. Pendant ces dernières
années, de nouvelles recherches ont pointé plusieurs défauts dans ces voies traditionnelles
de la modélisation cybernétique de conducteur. Un des problèmes était que le conduc-
teur était souvent vu comme un système invariant dans le temps. Les modèles obtenus
n’étaient valides que pour des cas particuliers. La nature d’apprentissage et d’adaptation
de l’humain était négligée. Il a donc été proposé de considérer explicitement ces deux
aspects dans la modélisation. Ceci devient l’objective de la nouvelle voie cybernétique à
suivre à l’avenir.

Plusieurs études sur l’adaptation de conducteur à l’environnement de conduite, y com-
pris à l’assistance de contrôle partagé, ont été effectuées ces dernières années. Une analyse
comportementale était généralement la méthode adoptée dans ces études. Cette méthode
statistique consiste à analyser la performance de contrôle latéral en calculant des indi-
cateurs et finalement comparer la valeur moyenne des groupes de test par l’analyse de
variance (ANOVA). L’inconvénient de la méthode est que les conclusions des expérimen-
tations sont difficiles à intégrer dans la conception de l’assistance car les indicateurs sont
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évalués a posteriori. Ils sont incapables de prédire les changements du comportement de
conducteur.

En résumé, notre connaissance actuelle sur le comportement de conducteur n’est pas
suffisante pour minimiser des conflits entre humaines et automates pendant l’utilisation
d’une assistance de contrôle partagé. D’un côté, les modèles cybernétiques considèrent
rarement l’adaptation du conducteur. De l’autre côté, les études de l’adaptation ne per-
mettent pas de prédire le comportement du conducteur. Cette constatation a motivé la
réalisation de cette thèse. Le travail proposé s’attaquera principalement à l’adaptation
réciproque du conducteur et de l’automate au fil de l’usage. Il s’agit de comprendre com-
ment les conducteurs adaptent leur conduite lorsqu’ils interagissent de façon prolongée
avec l’assistance.

Deux méthodes ont été adoptées dans cette thèse pour atteindre ces objectifs. La
première était l’analyse comportementale comme dans les recherches précédentes. La
deuxième était l’analyse par modèle de conducteur, qui est la contribution principale de
cette thèse. Cette méthode cherche à observer l’adaptation de conducteur au changement
de la condition de conduite avec les modèles, sous la forme d’une variation paramétrique
ou structurelle. Une variation structurelle peut être transformée à une variation paramé-
trique en reconsidérant la structure du modèle et représentant explicitement le processus
d’adaptation par des paramètres. Finalement, une variation paramétrique peut être cap-
turée en appliquant un algorithme d’identification de système. Avec cette méthode, il est
possible d’alimenter la modélisation de conducteur avec les résultats issus de l’analyse
comportementale. Il est aussi possible d’obtenir un modèle qui permet de prédire le com-
portement adaptatif de conducteur, et enfin de contribuer à la conception de l’assistance
de contrôle partagé.

Pour réaliser les identifications, deux algorithmes ont été utilisés dans cette thèse. Pour
un modèle linéaire invariant, la méthode de minimisation de l’erreur de prédiction (PEM)
a été choisie. L’incertitude paramétrique a été notamment considérée pendant l’applica-
tion de cet algorithme afin de s’assurer que la différence entre les paramètres identifiés
était bien la conséquence de l’adaptation. Pour un modèle linéaire variant, la méthode du
filtre de Kalman sans parfum a été choisie. L’idée principale de cet algorithme est d’utili-
ser le filtre de Kalman pour estimer en même temps les états du système et les paramètres
à identifier. Il faut d’abord augmenter le système avec les paramètres en supposant une
certaine dynamique paramétrique. Un filtre de Kalman sans parfum est ensuite appliqué
au système augmenté qui devient non-linéaire à cause de la multiplication entre les pa-
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ramètres et les états. Une stratégie pour la configuration du filtre a été proposée dans
cette thèse. Un compromis sur l’estimation entre la rapidité et la précision est inévitable.
Une approche alternative en mettant en place plusieurs filtres en parallèle avec différentes
configurations a finalement été proposée afin de comparer l’estimation paramétrique obte-
nue. Ces résultats ont été publiés et communiqués dans la conférence internationale IFAC
Linear Parameter Varying Systems (LPVS).

Les expérimentations dans cette thèse ont été réalisées sur le simulateur de conduite
du laboratoire LS2N. Cette plateforme met à disposition plusieurs dispositifs à contrôler.
La scène visuelle est restituée sur trois écrans LCD couvrant 115° d’angle visuel. Le volant
est équipé d’un système de direction active qui permet la production de retours de force
réalistes. Le logiciel SCANeR Studio a une architecture modulaire permettant le charge-
ment d’environnements routiers variés et le développement et l’évaluation d’assistances
à la conduite intervenant directement dans le contrôle du véhicule. De nombreuses don-
nées relatives au véhicule, à la situation de conduite et au comportement du conducteur
peuvent être enregistrées.

Les investigations expérimentales ont été menées progressivement selon les résultats de
l’analyse par modèle de conducteur. Ces résultats sont regroupés dans trois articles soumis
ou publiés. Le point de départ était de vérifier la faisabilité de l’analyse par modèle de
conducteur dans les conditions du guidage haptique et de la visibilité. Un modèle de deux
points a été choisi dans l’analyse. La conclusion nous a indiqué la nécessite d’un système
neuromusculaire dans le modèle de conducteur pour bien distinguer le comportement
de l’humain et de l’automate. Néanmoins, le rôle du retour haptique n’est jamais pris
en compte dans les modèles à disposition. Un nouveau modèle cybernétique a donc été
proposé ensuite. Finalement, l’adaptation de l’humain à l’assistance de conduite au niveau
de partage variant a été capturée par ce modèle après deux tests de validation.

Le premier article cherche à vérifier dans quelle mesure un modèle simple et robuste,
tel que celui utilisé pour rendre compte du contrôle latéral de véhicule à base de vision
(i.e., le modèle visuel à deux points), est susceptible d’ « expliquer » au travers de ses
paramètres, le comportement du système conducteur-assistance haptique en fonction du
guidage haptique ou de la visibilité. Dans ce travail, nous avons choisi d’étudier le com-
portement du système « contrôle latéral - volant » (CL-volant). Précisément, et selon le
cas de figure, le CL comprend le conducteur seul pour la conduite manuelle, le conducteur
et l’assistance pour la conduite en mode contrôle partagé. La visibilité et l’assistance de
conduite ont été choisies en tant que deux variables indépendantes à manipuler pendant
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l’expérimentation. Un brouillard a été implémenté pour réduire la visibilité. 15 sujets ont
participé à cet essai. Leur performance du contrôle de véhicule a été évaluée par les deux
analyses proposées. Deux paramètres dans le modèle de deux points, le gain anticipatoire
et le gain compensatoire, ont été choisis comme paramètres à identifier dans l’analyse par
modèle. La synthèse sur le résultat des analyses montrait que le modèle identifié permet
de rendre en compte l’effet cumulatif de la visibilité et l’assistance de conduite. Le gain
anticipatoire est sensible à tous les changements dans le contexte routier qui impacte
directement le profil du trajet. Le gain compensatoire est sensible à la réduction de la
variation du positionnement latéral. Pourtant, ce modèle ne permet pas de spécifier l’ori-
gine de l’influence sur la variation trajectoire au niveau de l’action sur volant. Il est donc
nécessaire d’introduire un modèle NMS. Ce papier a été soumis à la revue internationale
IEEE Transactions on Human-Machine Systems (THMS).

Un nouveau modèle cybernétique de conducteur a été proposé dans le deuxième article
après avoir constaté que les modèles développés dans la littérature ne prenaient pas en
compte le retour haptique. Dans ce papier, il a été mis en évidence que dans la plupart
des cas, un conducteur ne peut pas distinguer le couple d’auto-alignement et le couple
d’assistance. C’est la combinaison des deux qui forme le retour haptique ressenti par
conducteur. Le NMS du nouveau modèle prend ce retour haptique comme entrée. Le
retour haptique intervient dans l’action neuromusculaire via une voie implicite et une
voie explicite. La voie implicite se réfère à l’adaptation paramétrique du modèle interne.
Le modèle interne est une estimation approximative de la dynamique du système de
direction par humain, qui est représenté par un gain. Il s’agit d’un contrôle en boucle
ouverte. La voie explicite est un contrôle en boucle fermée. Elle sert à stabiliser le volant
en compensant la dynamique non-prédictible par le modèle interne dans le retour haptique.
Le résultat de l’identification nous a montré qu’en changeant le gain du modèle interne,
la prédiction du modèle de conducteur est toujours valide que la conduite soit assistée ou
pas. Le modèle devenait donc un candidat pour l’étude de l’adaptation à l’assistance de
conduite.

Le troisième article cherche à comprendre l’adaptation réciproque du conducteur et
de l’automate au fil de l’usage. Nous avons choisi d’étudier l’adaptation de conducteur à
une variation du niveau de partage. Le niveau de partage est un coefficient qui permet de
régler l’effort total délivré par l’assistance. Deux expérimentations ont été effectuées dans
ce papier. L’objectif du premier test était de vérifier si le gain de modèle interne varie
suivant le niveau de partage de l’assistance, comme observé dans le deuxième article. Le
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test consistait à simuler le nouveau modèle de conducteur en tant que « conducteur virtuel
» pour contrôler un véhicule. Le gain de modèle interne et le niveau de partage étaient
deux variables indépendantes manipulées. La performance du contrôle latéral réalisé par
les conducteurs virtuels et l’assistance à différents niveaux de partage a été évaluée. Le
résultat a montré que la meilleure performance est atteinte si et seulement si le gain de
modèle interne correspond au niveau de partage. Cette conclusion correspond actuellement
au sens donné à ce paramètre, car du point de vue de conducteur, c’est la dynamique du
système de direction qui est changé. Le deuxième test a donc été réalisé sur cette base pour
essayer de capturer au travers de ce paramètre l’adaptation aux variations du niveau de
partage. L’assistance de conduite a été configurée avec une variation de niveau de partage
de 0 à 100% puis de 100% à 0. 17 sujets ont participé à cet essai. La variation paramétrique
a été identifiée en utilisant l’algorithme du filtre de Kalman sans parfum. Les données de
tous les sujets montraient une tendance similaire : lorsque le niveau de partage augmente,
le gain de modèle interne diminue, et vice versa. Ce résultat a indiqué que le conducteur
s’adapte à la variation du couple d’assistance en ajustant sa représentation interne du
système de direction. La conclusion finale était que cette adaptation doit généralement
se passer dès que la dynamique du système de direction est modifiée. Le deuxième et
troisième article ont été publiés et communiqués dans la conférence internationale IEEE
System, Man and Cybernetics (SMC).

En conclusion, cette thèse est une étape intermédiaire dans le développement d’une
assistance de conduite en contrôle partagé. Elle répond à la question de l’adaptation
réciproque du conducteur et de l’automate au fil de l’usage. Ce travail a été réalisé par
la méthode de l’analyse comportemental et des modèles cybernétiques de conducteur.
En combinant l’analyse des deux méthodes, nous arrivons non seulement à comprendre le
mécanisme de l’adaptation, mais aussi à prédire le comportement adaptatif de conducteur
avec le modèle cybernétique proposé. La conclusion finale était que l’adaptation du modèle
interne de conducteur entre en jeu lorsque la dynamique du système de direction est
modifiée par l’assistance de conduite. Notre conclusion était cohérente avec la littérature,
en plus elle a été confirmée et présentée par un modèle cybernétique de conducteur pour
la première fois. Cette connaissance est indispensable pour minimiser les conflits pendant
la coopération humain-machine. D’ailleurs, notre étude par la modélisation de conducteur
et l’algorithme d’identification du système variant est aussi une implémentation réussie
de la nouvelle théorie cybernétique.

Ce travail de thèse montre l’adaptation de conducteur lorsque l’effort d’assistance
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change. L’assistance de conduite peut rendre en compte ce comportement en incluant le
modèle de conducteur dans la synthèse de loi de commande. Il est donc intéressant de
savoir la coadaptation entre le conducteur et l’assistance. Il s’agit de déterminer la ma-
nière dont l’action de conducteur et de l’assistance arrive à une convergence. Une autre
question de recherche possible pour la suite est de modéliser l’apprentissage de conduc-
teur. Ceci demande des expérimentations spécifiques, mais cette connaissance aiderait à
profondément comprendre les différents types de processus adaptatifs de l’humain.
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Chapter 1

HAPTIC SHARED CONTROL

1.1 Development of Automated Vehicles

Driving has become an essential part of modern life. According to the data of the national
institute of statistics and economic (INSEE) in 2017, about 81% of French families have
at least one car. However, driving is still a dangerous task. In 2020, the world health
organization revealed that approximately 1.35 million people die each year as a result
of road traffic crashes in the world. Between 20 and 50 million more people suffer non-
fatal injuries, with many incurring a disability as a result of their injury. Road traffic
injuries are the leading cause of the death for children and young adults aged 5-29 years.
Past researches have found out that human factors contributed to 93% of the crashes
investigated[1]. Although the traditional occupant crash protection systems such as seat-
belts and airbags can reduce a certain amount of traffic deaths, they are mainly passive
and cannot avoid human errors. Based on these facts, development of driver-assisting or
highly automated vehicles are getting increasingly studied to improve the security and
comfort of driving.

Advanced driver-assistance systems (ADAS) is the key element in the development of
automated driving. ADAS are electromechanical systems developed to automate, adapt
and enhance vehicle for assisting the driver in multiple driving tasks. These systems offer
the potential to significantly reduce or eliminate most vehicle crashes by perceiving a
dangerous situation before the crash has occurred and taking action to avoid or mitigate
the crash. For example, the adaptive cruise control (ACC) adjusts the vehicle speed; the
lane departure avoidance (LDA) alerts the driver when the vehicle is going to leave the
lane. In addition to the vehicle security improvement, automated vehicles can also bring
other benefits, including a reduction in fuel consumption[2], a wide range of economic
benefits[3] etc.

In 2014, the society of automotive engineers (SAE International) published a classi-
fication system for automated driving with six levels ranging from fully manual to fully

3



Part I, Chapter 1 – Haptic Shared Control

automated[4] (see Figure 1.1). This classification system is based on the amount of driver
intervention and attentiveness. It defines that the human driver still needs to engage in
the driving task for automated driving below level 4. At level 0, the driver must directly
control the vehicle with the automation system. At level 1 or 2, for certain tasks the driver
must constantly monitor the driving environment and supervise the automation system.
At level 3, the driver must be prepared for takeover requests.

Figure 1.1 – Levels of driving automation defined by SAE International (J3016).

The last decade has witnessed the fast growing and commercialization of ADAS. In
addition to academic researches, many vehicle manufacturers such as Renault, BMW and
Ford have also proposed and implemented their own solutions. The focus of the ADAS
development has moved from low level and driver engaged systems to highly automated
and autonomous vehicles. As an example, the Autopilot system from Telsa company
integrates a suit of ADAS features including lane centering, traffic-aware cruise control,
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self-parking, automatic lane changes etc. It can realize self-driving in almost all conditions
under the supervision of human driver. In general, more complex assistance and partly
autonomous driving is expected to become a reality within the next few innovation cycles
of high-end cars[5].

1.2 Haptic Shared Control

Despite the popularity and the impressive demonstrations of today’s automated driving,
highly automated and autonomous vehicles still demand time to be mature. A recent
research estimates that the widespread deployment of fully automated driving systems
that have no safety driver onboard will take at least a decade[6]. At current stage, human
still have to stay in the driver’s seat and at least supervise the state of ADAS. Apart
from technical limitations, there are many other factors motivating the idea that human
driver should always keep their hands on steering wheel. For example, there are ethical
questions regarding the responsibility in critical situations[7]. From the perspective of
human factors, concerns arose in the transitional phase during the human-automation
interaction[8]–[10]. Besides, there are also people who claimed that they enjoy driving,
and potentially they can drive better than automation[11].

To overcome these barriers and push forward the development of automated vehi-
cles, the cooperative ADAS, which demands continuous interaction between human and
automation, caught the attention of researchers. Among different system designs, a new
human-machine interaction framework, called shared control, has been formulated and
intensively studied in past few years. In 2001, Steele and Gillespie proposed a control
architecture in which bi-directional information transfer occurs across a control interface,
allowing the human to use the interface to simultaneously exert control and extract infor-
mation[12]. Figure 1.2 shows a general structure of the architecture. Both human driver
and controller can interact with the control interface, which could be the steering wheel
or the pedals depending on the functionality of the automation system. In the meantime,
the control interface provides the driver and the controller with haptic force/torque as-
sistance. It acts as a real “interface” where human and automation system can exchange
power with each other and communicate their intention. In addition, human driver is
allowed to override the system or give way to it, if it is safe and necessary to do so.

A basic example of the proposed interaction mode can be found in horseback riding,
which was introduced as the H-Metaphor by Flemisch in 2003[13]. During the riding,

5



Part I, Chapter 1 – Haptic Shared Control

Human 

Driver

Control 

Interface

Controller

Vehicle

Sensors

Figure 1.2 – Shared control architecture proposed in [12]. Solid line: power exchange;
Dashed line: signal or information exchange.

the rider can execute a secondary task, such as looking around, without paying too much
attention to obstacles because the horse instinctively avoids them. The rider has confidence
because he or she is always aware of the action taken by the horse through haptic feedback
from the saddle and the rein (the control interface). Meanwhile, the horse is also aware of
the rider’s intention and continuously adjusts its behavior. In a sudden critical situation,
the rider can leave control to the horse and let it try to react before it is too late. When
the rider aims at a certain destination, he or she can take control of the horse and give a
direct command.

Shared control has given rise to a lot of work in recent years, with definitions that are
not always homogeneous. The most consensual definition and topology of shared control
at present is given in[14]:

In shared control, human(s) and robot(s) are interacting congruently in a
perception-action cycle to perform a dynamic task, that either the human or
the robot could execute individually under ideal circumstances.

The manual control and fully automated control are not included in this definition because
there is no human-machine interaction. Systems in which humans act as a supervisor or
a fallback are also excluded because the interaction is not congruent in critical situations.
Furthermore, an axiom for shared control is also given in that study:
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Shared control should link the actions of the human(s) and the robot(s) by
combining their efforts toward a final control action, decision, or plan, such
that each agent directly perceives how its intent is shaped by the other agent,
without having to wait for controlled system dynamics to reveal the outcome
of their joint efforts.

The complete field of shared control in automated vehicles including concepts, cate-
gories, algorithms and status of technology has been reviewed in [15] recently. The shared
control could be classified in two main modalities: haptic shared control and input-mix
shared control. In the haptic shared control, force feedback is provided on the actuator of
a mechanically coupled system. Examples are torque assistance on steering wheel for lane
keeping or force assistance on pedals for cruise control and vehicle following. In the input-
mix shared control, the automated system complements the input from driver with an
additional control signal if necessary. In this case the control interface and the actuator of
system is not mechanically coupled. The assistance systems based on steer-by-wire belong
to this category. This thesis mainly deals with the haptic shared control in lane keeping
task. The driver interacts with the automation system through a motorized steering wheel
which is directly connected with vehicle front tires by steering column and other mechani-
cal components. The system applies torque through electric motor while the driver applies
torque through the contraction of arm muscles in accordance with the perceived force[16].

1.3 Realization of Haptic Guidance System

The application of haptic shared control in vehicle steering is usually referred as haptic
guidance system in literature. The design and realization of haptic guidance system have
been explored in many researches. Some examples are introduced below.

Griffiths and Gillespie proposed a design for the haptic guidance system as shown in
Figure 1.3[17]. A simple human driver model is considered in this design. The model firstly
produces a target steering wheel angle θh and then converts it to a torque control τh on the
steering wheel. A motor is used to simulate the self-aligning torque τsa perceived during
driving. It also applies the torque from a controller, τc. Human subject experiment with
this haptic guidance system revealed that mental workload was reduced and resources
made available for secondary, simultaneous tasks. There were also significantly less visual
demand and improved performance in a path following task.

Sentouh et al. proposed a two-level cooperative control structure in [18] (see Fig-
ure 1.4). In this structure, the control authority between human driver and the steering
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Figure 2. The block diagram shows the general structure of the shared control.

the PC rendered a 3-D animation of the hood of the car and
the road. The graphics software received the vehicle state
information every 8 ms through a serial communication link
to the MPC555-based board. The road was designed to look
like a 10 m wide concrete roadway with a solid yellow cen-
terline. A screen-shot from the animation is shown in Fig-
ure 3. The road consisted of 16 straight segments and 15 left
and right curve segments of constant curvature and vary-
ing length. Thirty orange solid cylinders were located in
the center of the road along the course to act as obstacles.
The separation between cylinders varied according to a uni-
form random distribution between 20 and 80 meters. Figure
4 shows a top view of the roadway and the obstacles. The
roadway length is 1993 m and the vehicle’s front axle speed
is 7 m/s. Taking into account the acceleration and deceler-
ation at the beginning and end of the course along and the
slightly longer distance traversed by the vehicle, the course
is driven in just under five minutes.

Centerline

Obstacle

Car Hood

Figure 3. An OpenGL animation of the road-
way visible over the hood provided subjects
with visual feedback (labels added).

The haptic wheel shown in figure 5 served as the steer-
ing wheel interface for the driving simulator. The micro-
controller sampled the angular position θ of the wheel and

commanded a torque to the wheel’s current-controlled mo-
tor according to the computed tire self-aligning torque τsa

and the steering assist torque τc.

Figure 5. The haptic wheel shown above
functioned as a motorized steering wheel.

3. Experiment I

3.1. Protocol

The first experiment was aimed at quantifying the ability
of the haptic assist controller to aid subjects in a path fol-
lowing task while reducing demand for visual cues. Some
attention to the shared path following task was required of
the driver in order to avoid hitting the obstacles in the mid-
dle of the road, since the assist controller had no informa-
tion about the obstacles. The obstacles provided the motiva-
tion for keeping the human in the loop.

Eleven participants, 9 male and 2 female between the
ages of 20 and 63 were recruited for the study. Subjects were
asked if they had good, balanced hearing for spatial loca-
tion of sounds. Each subject provided informed consent in

Proceedings of the 12th International Symposium on Haptic Interfaces for Virtual Environment and Teleoperator Systems (HAPTICS’04) 
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Figure 1.3 – Design of haptic guidance system proposed in [17] © 2004 IEEE. Equation
numbers in the “Automation” and “Vehicle Kinematics” boxes are removed.

The state space representation of the augmented driver-vehicle
model is finally given by :⎧⎨

⎩
ẋs = Asxs +Bsua + Esw
y = Cs1xs +D11ua +D12ρr
z = Cs2xs +D21ua +D22ρr

(8)

with xs(0) = 0, t ≥ 0, and the augmented state vector is
xs =

[
xv xd

]T , and :
As =

[
Av BvCd
BdCy Ad

]
, Bs =

[
Bv
0

]
, Es =

[
Es1 Es2

]
,

Es1 =

[
Bw1

0

]
, Es2 =

[
Bw2

0

]
, Cs1 =

[
Cv DvCd

]
,

z is the performance vector and Cs2 is a weighting coefficients
matrix to the state vector xs for the control performance. The
objective of the optimal steering assist controller is to minimize
a quadratic performance index J given by :

J(t) = lim
t→∞

t∫
0

[
xTs uTa

] [ Q S
S R

] [
xs
ua

]
dt (9)

The weighting matrices Q, R and S are defined by :

Q = CTs2Cs2, R = DT
21D21, S = CTs2D21

The steering controller is computed from the driver-vehicle
system and a linear combination of the "driver-vehicle" system
state is determined via an optimal control theory, where the
solution is given by :

ua = −R−1
(
ST +BT1 P

)
xs (10)

P = PT ≥ 0 is the stabilizing solution of the following
algebraic Riccati equation :

PAs +ATs P − (S + PBs)R
−1
(
ST + BTs P

)
+

γ−2PBwB
T
wP +Q = 0

(11)

It is assumed here that we have access to the state vector
xs, and note that for the implementation, it is necessary to
estimate xs.
In order to improve the interaction between the driver and the
assistance, the performance index, J , must be representative
of lane tracking performance, driver’s comfort (lateral acceler-
ation optimization, driver and control efforts,...) and the level
of system interference which indicates the quality of sharing.
The weighted output performance vector is chosen as :

z =

⎛
⎜⎜⎝

qÿr 0 0 0 0 0
0 qψ̇r

0 0 0 0

0 0 qθnear 0 0 0
0 0 0 qθfar 0 0

0 0 0 0 qδ̈d
0

0 0 0 0 0 qΔT

⎞
⎟⎟⎠

︸ ︷︷ ︸
W

⎡
⎢⎢⎣

ÿr
ψ̇r
θnear
θfar
δ̈d

Td − qconTa

⎤
⎥⎥⎦

︸ ︷︷ ︸
y

(12)

Where W is the weighting matrix. The matrices Cs2, D21 and
D22 of the performance vector z in the system (8) are defined
as follows : Cs2 = WCs1, D21 = WD11 and D22 = WD12,
with :

Fig. 3. Block diagram of the proposed two-level cooperative control structure.

Cs1 =

⎡
⎢⎢⎢⎢⎣

va11 v (a12 + 1) 0 0 vb1 0 0 0
0 1 0 0 0 0 0 0
0 0 1 1/lp 0 0 0 0
θ1 θ2 0 0 θ3 0 0 0
a61 a62 0 0 a65 a66 0 1/Js

0 0 0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎦,

D11 =

⎡
⎢⎢⎢⎢⎣

0
0
0
0

1/Js

−qcon

⎤
⎥⎥⎥⎥⎦, D12 =

⎡
⎢⎢⎢⎢⎣
−v2

−v
0
0
0
0

⎤
⎥⎥⎥⎥⎦

To compromise conflicting objectives of (12) such as
the accuracy of lane following and the level of system
interference, the scalar product of driver and assistance
torques, (I = Td.Ta), is used as performance index of
the sharing quality. The negative sign of I means that the
assistance is in situation of conflict with the driver. Thus,
among the control law objectives is to penalize this quantity
and to keep it positive. For that, the weighting factor −qcon
is introduced in the matrix D21 which constitutes the matrix
S in the performance index J (equation 9) to minimize the
negative interference of the controller and allows to give more
authority to the driver.

IV. CONTROL AUTHORITY FOR SHARED CONTROL
In this section, we investigate the control authority between

the human driver and the steering assist controller. We use the
approach proposed in section III to define two steering assist
controllers with different strategies based on the parametriza-
tion of W . The first controller provides the control law Ta1,
where the weighting matrix W is tuned in order to give a
best compromise between lane tracking performance and the
interference level of the controller. This controller assists the
driver to achieve the lane keeping task, giving him somewhat
more freedom, like for example when he cuts bends.
The second controller provides the control law Ta2, where the
weighting matrix W is tuned in order to thereby promote the
action of the driver relative to that of the controller when the
driver changes suddenly his steering action.
Figure 3 shows the proposed two-level cooperative control

structure with driver-in-the-loop. The upper level is the tactic

943943
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Figure 1.4 – Design of haptic guidance system proposed in [18] © 2013 IEEE.

assist controller is especially considered to reduce potential conflicts. Two steering assist
controllers were defined with different strategies: one giving a best compromise between
lane tracking performance and the interference level of the controller, and another for pro-
moting the action of the driver to the controller when the driver changes his or her steering
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action. The control law, Ta1 and Ta2, are calculated by integrating a driver model to have
a minimum of understanding on how the driver operates. In addition, a tactic level repre-
senting the control authority shifting component is introduced to select the corresponding
control strategy. Experiments on a driving simulator showed that conflicts during a lane
change maneuver could be detected and control strategy then changed accordingly.

Flad et al. proposed the shared control structure shown in Figure 1.5[19]. This struc-
ture describes the cooperation of human driver and assistance system on the steering wheel
as a differential game. Their torque output, TD and TA, are obtained by minimizing their
individual objective function JD and JA respectively. To solve this optimization problem
approximately, a prediction of driver torque and vehicle states is necessary. Therefore, a
proper driver model is introduced. The model consists of two parts: a set of driver-specific
movement primitives (called movemes) and a controller model which determines a suit-
able moveme sequence to steer the vehicle. Experiments on a driver simulator proved
that the designed structure can improve the objective performance of the drivers and re-
ceive a better subjective rating than a non-cooperative ADAS (i.e. without driver model
considered).

712 IEEE TRANSACTIONS ON HUMAN-MACHINE SYSTEMS, VOL. 47, NO. 5, OCTOBER 2017

Another novel aspect is how the driver is modeled. In [13]–
[15], the driver is modeled, mathematically straight forward, us-
ing a linear quadratic optimal control problem. Aside of game
theory, this concept has also been applied in [16] and [17].
These references demonstrate that an optimal control problem
is a suitable concept to model a driver. Nonetheless, all these
driver models lack a model of the human motion control, an
essential aspect for a haptic shared control system. For the
driver model presented in [18], a generalized linear model of
human motion control is discussed. However, a driver-specific
parametrization of this model is not easy to derive, therefore
we use a different model concept here. This model is inspired
by the fact that several studies and analyses in neurobiology
[19]–[21] show evidence that humans realize subliminal motion
by combining a finite set of elementary motion primitives. As
it can be supposed that an experienced driver will, in general,
not control his arms consciously [22], these results also apply
for the steering task. If there exists a finite set of primitives for
the output of the neuromuscular system, there will exist a set
of driver-specific dynamic steering primitives. In consistency to
[23], we name these primitives “movemes.” The movemes form
a gray-box model of the neuromuscular steering behavior. The
identification of the movemes does not require a perturbation
torque in contrast to the methods described in [24] and [25] that
are used to identify the transfer function, which are suggested in
[26] and [27]. In order to steer the vehicle, the driver switches
between the different movemes to generate a suitable steering
action. This switching mechanism that describes the higher lev-
els of the driver is modeled as a model predictive controller
(MPC). The moveme driver model has been presented by Flad
et al. [23], [28]. In this paper, the model is used the first time
for a cooperative ADAS.

The driver model is the most essential part of the continuous
decision process, which is described by the differential game.
Modeling the shared control steering problem (see Fig. 1) as a
differential game allows the direct modeling of the interdepen-
dence of driver’s control input and the input of the ADAS. In
addition, this also allows the direct incorporation of the future
objectives of the driver by the ADAS. Based on this in [12],
it is discussed how an ADAS should be designed to achieve
cooperation with the driver. Basically, to determine the ADAS
steering torque trajectories requires to determine a solution of
the differential game. However, to facilitate a real-time capable
solution requires to adapt the formal concept.

In summary, the goal of this paper is to propose a coop-
erative ADAS, which is based on a differential game and a
moveme driver model. The major question of the application is if
the system can support a human in the steering task and how
the system is rated by the drivers compared with noncooperative
approaches.

In Section II, a formal model of the shared control steering
problem is introduced. Section III describes the moveme driver
model. Next, the implementation concept of the ADAS is sum-
marized in Section IV. In Section V, the fitting of the driver
model is explained. Next, a driving study to evaluate the new
concept is presented in Sections VI–VIII. Finally, the conclusion
is presented in Section IX.

Fig. 2. Differential game as a model of the shared control steering problem.
The constraint sets of the players are not depicted.

II. MODELING OF THE SHARED CONTROL STEERING PROBLEM

In this section, the shared control problem of Fig. 1 is formal-
ized as a differential game. Then, a formal control strategy of
the cooperative ADAS is introduced. Note that the vehicle can
be simultaneously controlled by the driver and by the ADAS.
The vehicle model is assumed to be given by a dynamic system
in the state-space form

ẋ (t) = f (t,x (t) , TA (t) , TD (t))

f : R+ × Rn × R × R → Rn . (1)

Thereby, x(t) ∈ Rn is the state-space vector of the vehicle states
in continuous time t, TD (t) is the torque applied by the driver
to the steering wheel, and TA (t) is the torque generated by the
ADAS. The two players—ADAS and driver—are assumed to
be rational agents with individual objectives [15]. The goal of
both—the driver and the ADAS—is to minimize their individual
objective function

Ji (t,x (t) , TA (t) , TD (t)) , i ∈ {A,D}
Ji : t,x (t) , TA (t) , TD (t) → R. (2)

The objective function depends on the vehicle states x (t) and
the torque on the steering wheel applied by the ADAS TA (t)
and the driver TD (t). As the steering wheel is a haptic link be-
tween driver and ADAS, both can perceive the applied steering
torque of their counterpart. Driver and ADAS determine their
steering torque by minimizing their individual objectives (2).
The differential game is summarized in Fig. 2.

Since both driver and ADAS minimize their respective ob-
jective function, a solution of the differential game requires to
solve a coupled optimization problem. Driver and ADAS are
modeled using the concept of a receding horizon optimization
problem, i.e., the optimal steering trajectories are calculated by
solving the open-loop optimal control problems for the horizon
[t0 , t0 + τp ]. The open-loop solution is then applied to the sys-
tem during the time interval [t0 , t0 + τp ]. At time t = t0 + τc
with τc ≤ τp , a new open-loop optimal control problem is solved
for the time horizon [t0 + τc , t0 + τc + τp ], which is then bases
on the measured vehicle states x(t0 + τc). This procedure is
repeated iteratively. For each optimization problem with the
start time t0 , it is assumed that the partners have the complete
knowledge of:

1) the system f(·);
2) the actual vehicle state x(t0);

Authorized licensed use limited to: IMT ATLANTIQUE. Downloaded on July 24,2020 at 07:55:49 UTC from IEEE Xplore.  Restrictions apply. 

Figure 1.5 – Design of haptic guidance system proposed in [19] © 2017 IEEE.

Besides, Abbink and Mulder proposed that the haptic feedback can be designed not
only to depend on a calculated error (i.e., force feedback) but also on the control device
position (i.e., stiffness feedback)[20]. Powell and O’Mallay showed that the shared con-
trol haptic guidance paradigms must be matched to a task’s dynamic characteristics to
elicit effective training and low workload[21]. Flemisch et al. investigated four cornerstone
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Part I, Chapter 1 – Haptic Shared Control

concepts for the design of shared control: ability, authority, control and responsibility[22].
Flad et al. stated the necessary and sufficient conditions for the design of cooperative
shared control based on game theoretic modeling[23], [24]. The study of Ludwig et al.
indicated that the optimal shared control is dependent on the level and homogeneity of
the cooperating partners[25]. Mugge et al. pointed out that the haptic guidance needs
to be intuitive not just informative to improve human motor accuracy[26]. Van Passen
analyzed four design choices for haptic shared control: human-compatible reference, level
of haptic support, strength of haptic feedback and level of haptic authority[27]. Hiraoka
proposed a classification of the haptic shared control into two types: a direct haptic shared
control and an indirect haptic shared control[28].

In summary, researches have demonstrated that the understanding and representation
of driver’s role are important and beneficial for haptic guidance systems. This thesis was
carried out along with the AutoConduct research program, which focuses on improving the
realization of haptic guidance system and studying transition of authority. It is believed
that with further knowledge on human behavior during driving, the safety and comfort
of haptic guidance systems must be ameliorated.

1.4 Lay-out of Thesis

This thesis consists of four main parts: an introduction of the research context; a presen-
tation of the methodology adopted in this study, the results of experiments conducted
and a conclusion. Each part consists of several chapters, which are detailed as follows.

Chapter 1 - Haptic Shared Control gives a brief introduction of haptic shared control.
It explains firstly why the shared control framework was proposed. The definition of the
shared control in general human-machine interaction is then presented. The realization
of haptic shared control in vehicle lateral control is introduced briefly in the end as the
background of this study.

Chapter 2 - Driver Model and Adaptation firstly introduces the state-of-the-art of
driver steering models from compensation and preview to neuromusuclar system, and
finally new trends of involving learning and adaptation in the model. Secondly, the im-
portance of driver model in the design of haptic guidance system is discussed, while the
lack of knowledge about the adaptation is also presented. This research gap leads to the
objective of this study: understanding driver’s adaptation to haptic guidance systems dur-
ing interaction via both behavioral and model-based analysis. The main contributions of
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this study are summarized.
Chapter 3 - Experiment Platform presents the experiment platform employed in this

study, including a fixed-base driving simulator and a haptic guidance system which was
developed in a previous study.

Chapter 4 - Parameter Identification I: Prediction Error Minimization firstly discusses
the general steps of parameter estimation in system identification. Based on the hypothesis
that the system to be identified is linear time-invariant, the prediction error minimization
(PEM) method is then briefly introduced. The practical use of PEM in model-based
analysis is particularly considered.

Chapter 5 - Parameter Identification II: Unscented Kalman Filter presents an identi-
fication method using Kalman filter when the system to be identified is assumed to be
time-variant. A tuning strategy for the configuration of filter is emphasized.

Chapter 6 - Experimental studies introduces the basis of model-based analysis method,
which was the guideline behind the three studies carried out in Chapter 7, 8 and 9. The
experiments and results of these studies are summarized.

Chapter 7 - Driving with a Haptic Guidance System in Degraded Visibility Conditions:
Behavioral Analysis and Identification of a Two-Point Steering Control Model shows the
first step of this thesis. The objective of this study is to verify to what extent the two-
point visual model is likely to “explain” through its parameters, the behavior of the
driver-assistance system as a function of the characteristics of the haptic guidance or the
type of visibility.

Chapter 8 - Towards a Driver Model to Clarify Cooperation Between Drivers and
Haptic Guidance Systems reveals that the adaptation of human driver to haptic guidance
system may not only affect the parameter values of driver model, but also the structure,
especially the neuromuscular system. To deal with this problem and continue using driver
model to study the adaptation, a new driver model which clarifies the cooperation between
drivers and haptic guidance system is proposed and validated.

Chapter 9 - Driver Model Validation through Interaction with Varying Levels of Haptic
Guidance studies the adaptation of human driver to haptic guidance system through
usage. The new driver model proposed in this thesis is employed and proves its capacity
in predicting driver’s behavior.

Chapter 10 - General Conclusion and Perspectives reviews the results and methodology
of this study. Hypothesis are made for possible research directions in future.

11



Part I, Chapter 1 – Haptic Shared Control
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Chapter 2

DRIVER MODEL AND ADAPTATION

2.1 State-of-the-art of Driver Steering Model

The Oxford dictionary defines a model as a copy of something. A driver model can be
defined as a copy of human behavior in one or several driving tasks. In this thesis the
lateral control task is particularly concerned. Various types of driver model could be
established from different perspectives. For example, one may focus on a neural model if
the transmission of neural signals during steering is the interest. In control theory, the
mathematical model is usually considered, which provides the relationship between input
and output signal(s) in the form of mathematical equations. A “good” model must be a
representation of the plant that will enhance the ability to understand, explain, predict,
change and control the behavior of the system[1]. The understanding and prediction of
driver’s steering behavior is an important property of driver model which is demanded in
the design of haptic guidance systems. However, a driver model does not fully equal to a
human driver. The accuracy depends on the “goodness” of the model, which should be
defined a priori according to the purpose of the user.

For our adaptation study and model-based analysis, a “good” model should be able
to predict driver’s adaptive behavior. In addition, the cybernetic approach is considered
in the modeling. This approach aims to represent the underlying psychological and phys-
iological processes in accordance with current knowledge on sensorimotor control and
cognition in humans[2]. In other words, the cybernetic driver model not only represents
the mathematical relation between input and output signals, but also integrates psycho-
logical and physiological knowledge into the structure and parameters of the model. As
such, these models can not only be used for the development of haptic guidance system,
but also for the estimation of driver’s internal states, which are seldom measurable by any
means.
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Part I, Chapter 2 – Driver Model and Adaptation

2.1.1 Driver Models Based on Compensation and Preview

The exploration of driver modeling has started since 1960s. A short review of models
that received a great deal of research attention between 1962 and 1977 was published in
[3]. It presented three features needed to describe the total properties of the driver as a
controller: compensation, pursuit and precognition (see Figure 2.1). In the compensatory
behavior, the driver’s steering-wheel motions are function primarily of errors or vehicle
output motions such as the lateral position error or the vehicle heading. This closed-loop
feedback control ensures the precision of path following. In the pursuit behavior, driver’s
control is generated from the perception of the roadway and the vehicle output motions.
This open-loop feedforward control permits the driver to anticipate the desired path.
When the driver is completely familiar with the vehicle dynamics and the perceptual field
through continuous repetitions, he or she can expertly generate steering motions for many
maneuvers as desired. This behavior is precognition and it is pure open-loop control. It is
always in combination with the compensation to form a dual-mode behavior. In summary,
the driver’s control behavior is either compensatory, pursuit or dual mode.
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Figure 2.1 – Topology of the driver/vehicle system combining open- and closed-loop pre-
cognitive, pursuit, and compensatory control structures[3] © 1977 Sage Publications.

Following this idea of organizing the steering task hierarchically, a two-level model of
driver steering behavior was proposed in [4]. As shown in Figure 2.2, the steering task is
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standard deviations averaged over 18 indi-
vidual time histories.

The steering wheel reaction starts at a
certain time interval. called "anticipation
time" T A. prior to the step change of road
curvature and then shows a lagging tran-
sient with a small overshoot (Figure 8b). The
success of this reaction is most clearly dem-
onstrated in the graph of lateral deviation
(Figure 8e): the change in lateral deviation
caused by the step change of road curvature
is distributed approximately evenly between
right and left hand sides of the forcing
function.

Figure 8 again illustrates the duality of
steering activity as discussed earlier. The
averaged time histories primarily represent
the average anticipatory guidance response

of drivers to the deterministic run of desired
path curvature. The standard deviation
zones indicate the simultaneous. predomi-
nantly stochastic signals circling around in
the compensatory stabilization loops. A por-
tion of this stochastic activity results from
driver attempts to compensate for guidance
and compensation errors. At the same time
the driver induces additional unintentional
random signals. Because there are no exter-
nal stochastic disturbances acting on the
simulated vehicle. all non-deterministic sig-
nal portions are driver-induced.

DRIVER MODEL STRUCTURE

The complete structure of the two-level
model is shown in Figure 9.
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Figure 9. Block diagram of the two-level model of driver steering
behavior.Figure 2.2 – Block diagram of the two-level model of driver steering behavior[4] © 1978

Sage Publications.

divided into two levels: a guidance level involving the perception of the instantaneous and
future course of the forcing function provided by the forward view of the road, and the
response to it in an anticipatory open-loop control mode; a stabilization level whereby any
occurring deviations from the forcing function are compensated for in a closed-loop con-
trol mode. Compared with [3], the information that perceived by driver at these two levels
were considered more precisely in this model. The curvature of the road (i.e., the recip-
rocal of the radius of turn) was chosen as the representation of the guidance information
in the forward view of the road, which is the input of the guidance level; the stabilization
information consisted of three different quantities: the lateral deviation, the vehicle head-
ing error and the path curvature error, which are the inputs of the stabilization level. The
output of the model is a steering-wheel angle. Result of parameter identification carried
out sequentially on these two sub-models showed that this model is suitable for describing
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human steering behavior and theoretically evaluating the dynamic interaction within the
driver-vehicle-road guidance and control system.

However, from the point of view of R.A. Hess and A. Modjtahedzadeh, the before-
mentioned models are mostly descriptive tools for researches instead of predictive tools
for practicing engineers due to their complexity in application[5]. Therefore, they chose to
model driver steering behavior as a pure compensator, which was further divided into a
high and a low-frequency compensation element (see Figure 2.3). The high frequency refers
to frequencies within an approximate one decade range around the crossover frequency
of the overall driver/vehicle open-loop return ratio, which came from the human pilots
modeling in flight control task. Besides, they mentioned a neuromuscular system of the
driver’s arm and “proprioceptive” feedback elements, while the output of model was still
the steering-wheel angle. The input of the model was simplified to only the y-coordinates
of road.
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Fig. 3 .  Desirable open-loop return ratio characteristics. 

the feedback system of Fig. 2 which shows the 
driver operating on the perceived lateral error 
yE(t) and producing a corrective steering wheel 
input &. The characteristics of a "goodq 
drivedvehicle system can be succinctly 
described in control terminology as those 
which cause the output yv( t ) ,  to equal the input 
yR(t)  over as broad a frequency range as pos- 
sible while minimizing sensitivity to distur- 
bances and variations in the characteristics of 
the vehicle or the driver. 

As is well-known, the closed-loop charac- 
teristics just mentioned translate into desirable 
frequency domain characteristics of the open- 
loop return ratio or loop transmission 
Go(jw)Gv(jo) equals yv(jw)/eA(jw) as shown 
in Fig. 3 [13]. Perhaps not surprisingly, this 
desirable behavior of the open-loop return 
ratio around the crossover frequency oc. i.e., 
approximating that of a transfer function 
GoGv(s) = OC-/S, has been shown to be ex- 
hibited by almost all manually controlled sys- 
tems. It has led to the formulation of what is 
called the "crossover" model of the human 
operator [ 141. Because of the inherent limita- 
tions of human sensing, processing, and actua- 
tion, an "effective" time delay is also included 
in the crossover model, and the open-loop 
return ratio of a single-loop manual control 
system around the crossover frequency can be 
accurately described by the transfer function 
(wc/s)exp { -w I .  

The preceding discussion lays the 
groundwork for presenting a control theoretic 
model of driver steering behavior. The term 
"control theoretic" is not intended to suggest 
that new results in the theory of feedback 
control are forthcoming here, but rather to 

distinguish this approach from psychological 
models of human behavior or models which 
emphasize the visual information processing 
characteristics of the driver, e.g., [lo]. 

A simple, linear model for driver steering 
behavior corresponding to Fig. 2 might now 
be formulated as  Go@) equals  
[l/Gv(s)][(oJs)exp( - z~s ) ] .  Formostvehicles, 
this Go@) would imply low-frequency lead 
generation on the part of the driver, i.e., G&) 
is approximately equal to (TLs+l)exp ( -GS), 
with l/TL much less than wc. A problem arises 
with this approach in modeling aggressive 
driving tasks. In such tasks, lateral position 
bandwidths on the order of 2 rad/s are sug- 
gested by response data, e.g., [6]. While the 
form of G&) jus t  given may al low 

bandwidths of this magnitude to be obtained, 
it can easily be demonstrated that adequate 
stability margins will not be achieved. Simply 
adding a second lead term at frequencies 
above the crossover frequency would, of 
course, solve this problem, however the result- 
ing Go@) would not be a good model for driver 
steering behavior, since the effects of higher 
frequency neuromuscular system modes have 
been neglected. If one hypothesizes that a 
two-loop feedback system is created by the 
driver, with an inner feedback loop controlling 
visually-sensed vehicle lateral velocity yv(t), 
and an outer feedback loop controlling visual- 
ly-sensed vehicle lateral position yv( t ) ,  then 
the required bandwidth, itself, is unattainable. 
Thus, if our model is to meet the first of the 
two criteria mentioned in the preceding sec- 
tion, a new tack is required. 

Proposed DrivedVehicle Model 

Vehicle Model 

A brief discussion of the vehicle model is 
in order before the driver model can be intro- 
duced. For purposes of exposition, the 
description of the vehicle model will be as 
simple as possible. 

Referring to Fig. 1, a linear, four-variable 
state space model was derived, with state vari- 
ables v( t ) ,  r ( t ) ,  y ( t )  and yy(t), defining the 
component of vehicle velocity in yB,  the y 
body-axis, yaw rate, heading angle and lateral 
deviation, respectively. No roll or suspension 
dynamics were considered in the model al- 
though their inclusion would pose no difficul- 
ties except added vehicle model complexity. 
The characteristics of the particular vehicle 
being modeled were obtained from a study 

Fig. 4 .  The driverhehick model. 

4 August 1990 
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Figure 2.3 – The driver/vehicle model[5] © 1990 IEEE.

Questions arose afterward around the “real” input(s) of driver steering model, namely
the information that driver effectively refers to during steering. Results from driving
simulator study indicated that the answer might be two regions of the road: a distant and
a near region[6]. The former is used to estimate road curvature and the latter to provide
position-in-lane feedback. Yet no perceptually plausible sources of “near” and “far” visual
information that is used by the driver were well defined. Thus, a two-level model of steering
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control that uses the perceived visual direction of two salient visual points, a near point in
the near region and a far point in the far region of the road was proposed by [7]. The near
point represents the center of the road at some nearby distance with which the model can
monitor both lateral position and stability. The far point is the vanishing point during
navigation of a straight road, or the tangent point during navigation of a curved road. In
addition, the angle from the visual direction to these points were utilized as the inputs of
the proposed model, which could be described by the following equation.

φ̇ = kf θ̇f + knθ̇n + klθn (2.1)

where φ is the steering angle as output, θf is the far point angle and θn is the near point
angle. Note that a proportional-integral, or PI, controller is applied on the near point
angle to eliminate static error in lateral position.

In summary, the driver steering model at this early stage was usually hierarchical.
The steering task was supposed to be achieved by several subsystems either in parallel
or in sequence. Among those subsystems, there were usually a compensatory part for
maintaining the lateral position of vehicle, and an anticipatory part for following the road
ahead. These subsystems could be closed-loop externally with the vehicle-road model (i.e.,
open-loop internally), or closed-loop internally. The output of the model was always the
steering-wheel angle. The inputs were mostly chosen from (angular) position signals of
vehicle and road.

2.1.2 Driver Models Including Neuromuscular System

Although previous models seemed to be satisfactory in the sense of describing driver’s
steering behavior, there was no evidence demonstrating that human driver outputs di-
rectly steering-wheel angle to control vehicle. In reality, drivers need to interact with
steering wheel via arm muscles to reach a desired angle. This fact was not explicitly
included in most of the previous models. In addition, the role of steering torque feed-
back (i.e., the torque felt by driver on steering wheel, which is usually the self-aligning
torque in completely manual control) in the dynamics of the vehicle-driver system was
poorly understood. Furthermore, with increased applications of haptic shared control in
the lane-keeping assistance system in recent years, neuromuscular model became even
more important than before. It was emphasized in [8] that the neuromuscular analysis
should be regarded as a guideline in designing shared control. Experiments showed that
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Chapter 6: Mathematical Model of Driver Steering Control 
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6.4 DRIVER MODEL WITH NEUROMUSCULAR DYNAMICS 

 

A model of the driver-vehicle system can be built up around the neuromuscular model 

by including path-following control and a vehicle dynamics model (Figure 6.17). For 

the case of driver steering, the muscle force and length control inputs to the 

neuromuscular system become expected steering torque and target steering angle 

respectively. The limb and manipulator dynamics are the steering system and arm 

dynamics. The neuromuscular system is responsible for generating the target steer 

angle swθ̂ through control and regulation of the steering system in the presence of 

steering torque feedback from the vehicle. 

 

Figure 6.17: Structure for driver path-following model with neuromuscular dynamics 
incorporated. 
 

The contractile element is essentially a first order lag arising from the delay between 

muscle activation and generation of force [62]. Its effect can therefore be incorporated 

into the inverse reference model and reflex controller as a first order filter. The signal 

Tα  represents the muscle torque generated by the contractile element through 

activation of the alpha motor neurons. There is a metabolic energy cost associated 

with this muscle activation and the rate of energy consumption can be considered to 

be proportional to the torque generated Tα . Conversely, the torque generated by the 

active stiffness component is intrinsic and arises from the mechanical properties of the 

muscle. The metabolic energy consumption in the active stiffness block arises from 

Expected 
 steering torque 

 
LQR controller 

with time 

delay 

Figure 2.4 – Structure for driver path-following model with neuromuscular dynamics in-
corporated[10].

the measurements of the neuromuscular impedance would improve the understanding
of human response to forces, and thereby, the design of haptic shared control. Another
experiments in [9] showed the importance of tuning guidance torques with the correct
expectation about neuromuscular response. It was demonstrated that the lateral control
performance would be reduced if there was mismatch between the tuning of guidance
torque and the real neuromuscular behavior.

In [10], a research was carried out aiming at investigating the neuromuscular dynam-
ics in the vehicle steering task. A new driver model with neuromuscular system (NMS)
was proposed, as shown in Figure 2.4. This model connected a path-following controller,
which is a linear quadratic regulator (LQR), and a NMS. The LQR is responsible for
generating an optimal targeted steer angle. The NMS is responsible for applying the steer
angle through regulation of the steering system. The NMS could be further divided into
three subsystems: inverse reference model, reflex controller and active stiffness. The in-
verse reference model represents the inverse of the steering dynamics; the reflex controller
represents the reflex action via the spinal cord and muscle spindles; the active stiffness
represents the increased muscle stiffness induced by muscle co-contraction. The output
of all three subsystems are summed up to generate the total active muscle torque Tm
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Fig. 2. The Structure of the Driver Model.

where Vr is the relative speed to tangent point. When ap-
proaching a curve, the far distance Dfar becomes constant
(10-20m according to the radius of curvature) and the relative
speed Vr therefore would be zero. Hence if the vehicle speed
is constant, in the circular road section, then θfar is constant.
Practically, the driver does not need to know either Vr or Rv

but is supposed to elaborate a "safe" trajectory by staring at a
constant angle to get a steady turn at a constant rate. A positive
gaze velocity indicates understeering whereas dθfar

dt < 0
indicates oversteering.

In the proposed model, the visual anticipatory control is
represented by the simple gain Ka which generates a torque
proportional to the tangent point angle θfar.

B. Compensatory steering control

For the compensatory control, the driver uses his visual
and kinesthetic perception to compensate the instantaneous
variations of the trajectory. The information of the near region
(near viewpoint) is used by the driver to maintain a central lane
position and correct the vehicle’s current position within the
lane position. This driver action linked to this is represented
by the transfer Gc in figure 2 :

Gc = Kc
TLs + 1
TIs + 1

(5)

where TL and TI are, respectively lead and lag time constants.
The gain parameters, Kc, represents the proportional action of
the driver with respect to the near visual angle error. The driver
adjusts these three parameters to adapt to the dynamics of the
system.

The pure time delay represented by the transfer GL = e−τps

is introduced to take into account the sensory processing
activities in the peripheral and central nervous system. The
delay τp is considered as invariant. Depending on the driver,
the observed τp run at low as about 0.1sec end at high as
0.2sec [8]. Pade approximations are used in the following to
get a rational approximation of the time delays of the human
driver model :

GL =
1 − τp

2 s

1 + τp

2 s
(6)

C. Kinesthetic Feedback and Neuromuscular System

This part of the driver model is responsible for the high
frequency compensation. The transfer Gk1 and Gk2 in figure 2

TABLE I
THE KNOWN PARAMETERS OF THE DRIVER MODEL.

TN T1 τp KD

0.11 sec 2.5 sec 0.151 sec 1

form the kinesthetic feedback (feedback depending on the mo-
tion of the driver arms) [6]. The element GNM represents the
neuromuscular system of the driver’s arms approximated here
by the first-order transfer GNM as suggested by McRuer [8] :

GNM =
1

TNs + 1
(7)

The transfer between the Gk2 output and the vehicle model
output represents the handling qualities of the vehicle giving
information on the way the steering task is performed (ease
and accuracy).

The kinesthetic control of the driver can be divided into
perception and action. The perceptual part represents how
the feedback torque (self-aligning torque and other resistant
torque) given by the steering wheel and felt by the driver
through arm muscular and joint proprioception informs the
driver. This step is modelled by the transfer Gk1 exploiting
the steering angle to get the angular velocity of the steering
wheel :

Gk1 = KD
s

s + 1
T1

(8)

The driver applying the torque required to steer the vehicle
appropriately provides in particular an additional torque in
order to compensate the perceived resistance of the steering
column system. This contribution is modelled by the transfer
Gk2 :

Gk2 = KG
Tk1s + 1
Tk2s + 1

(9)

For a variety of manual control tasks, it has been shown that
some of the parameters in the compensatory model are fixed.
In particular the parameters in the neuromuscular system can
be considered as invariant [8], [6].
It is assumed here that the neuromuscular system model is
activated according to the differential torque Tr − Tm. The
difference between this resulting torque and what felt by
the driver from the steering system, Tf , is the input of the
transfer GNM .

The neuromuscular system which represents the muscle
activation dynamics consists of a time delay and a first-
order low-pass filter, where TN is the neuromuscular lag time
constant. The output of the neuromuscular system represents
the torque provided by the driver. The parameters TN , T1, τp

and KD are supposed to be known according to [6] and [8].
Their values are given in Table I.

IV. THE DRIVER MODEL PARAMETERS ESTIMATION

A. The driver model seen as a greybox

The driver model presented in figure 2 includes eleven
parameters. Using a state space formulation, the model is given
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Figure 2.5 – The structure of the driver model[12] © 2009 IEEE.

applied on an arm and steering system (because they are coupled) in the presence of
steering torque feedback from vehicle.

Another study revealed the role of steering torque feedback in the driving task. Results
from experiments with human drivers indicated that they could actually adapt to a wide
range of steering characteristics, but accurate steering was impossible in extreme situa-
tions, e.g. with an inversed or a total absence of force feedback. A modification in steering
wheel force feedback is not likely to be interpreted by drivers as a change of the vehicle
dynamics, and is likely to be compensated for by an adaptation of their internal model
of the steering wheel compliance[11]. This important conclusion implied that the steering
torque feedback should be considered as an input in the driver steering model. In accor-
dance with this idea, a sensorimotor driver model with an emphasis on the role of visual
information and kinaesthetic feedback was proposed in[12] (see Figure 2.5). This multi-
input mono-output model structure combines a visual strategy similar as the two-point
model in[7] and a strategy inspired from [5] in order to take into account the sensation of
the steering torque feedback. It should be noted that in this model, the steering torque
feedback was not directly used as an input. Instead, the torque perceived by driver from
the steering system through arm muscular and joint proprioception, which is derived from
steering-wheel angle, was considered. This process is represented by the transfer function
Gk1 in the figure.

Later, the estimation of steering torque feedback by drivers were extended to sensation
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Figure 6. State estimation using multiple models and Kalman filters.

or u(k). The states x̂i (k) estimated by the Kalman filter associated with the currently selected
internal model are used to generate estimates of the front and rear slip angles:

α̂f(k) = x̂(k)11 + a · x̂(k)21

U
− θHW(k)

G
(21)

α̂r(k) = x̂(k)11 − b · x̂(k)21

U
. (22)

These slip angles are in turn used to select the appropriate internal model. The expectation is
that the additional information provided to the driver by the steering torque feedback enables
better estimates of the vehicle states, which allows improved model selection and hence
improved path-following control. Figure 6 illustrates the state estimation and model selection
processes for the ith model in the model family.

6. Path-following performance

In order to quantify the extent to which steering torque feedback contributes to improving the
state estimation and path-following control, 50 sets of double-lane change manoeuvres were
simulated with and without steering torque feedback and under different tyre–road friction
conditions. Four different sets of tyre model parameter values (Table C3) were used to represent
slippery to dry conditions (denoted as friction indexes 1–4). To determine appropriate variances
for the added white sensorimotor noise, the standard ISO-3881 double lane change manoeuvre
(shown in Figure 3) was first simulated without added noise. The variances of the control and
response signals were evaluated. White noise was then generated for subsequent simulations
to give specified noise to signal variance ratios. The white noise level imposed on the measured
outputs (measurement noise) η was set to 0%, 10%, 20%, 30%, 40%, 50% or 60%. The white
noise imposed on the hand wheel angle control signal θDM (process noise) was set to give the
same noise to signal ratio ζ = η. All white noise signals were uncorrelated with each other.

The path-following performance was evaluated as the mean and standard deviation (eval-
uated over 50 manoeuvres) of the RMS lateral path-following error evaluated for each

Figure 2.6 – State estimation using multiple models and Kalman filters[13].

and perception of vehicle states in [13] and [14] as well. The Kalman filter was used to
represent the driver’s ability to generate estimates of the vehicle-road system states from
noisy sensory measurements. In [13], it was also proposed that a driver learns and stores
knowledge of nonlinear vehicle dynamics in the form of a family of local linearised models
and selects the one which is the nearest to the current states of vehicle, thus a series of
Kalman filter corresponding to each local linear model was included in the driver model
(see Figure 2.6). Experiments on a driving simulator validated the model and showed that
the steering toque feedback significantly improved the path following performance.

Despite the estimation of steering torque feedback (and vehicle states) by drivers
corresponds to the reality, there were different opinions whether this process should be
implemented explicitly in the driver steering model or not. The driver model proposed
in [15] took directly the self-aligning torque as input (see Figure 2.7). It is based on
the hypothesis that the driver uses visual information to identify the upcoming road
curvature, as well as the states of the vehicle. The driver then formulates an intention
signal considered as the desired steering-wheel angle δ̂SW and applies it on the steering
system through the NMS. A similar driver model in shared control that focuses on driver
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2.1. State-of-the-art of Driver Steering Model

 
Most of the published models have in common more or less 
the basic ideas depicted in figure 2.1. They often differ in the 
way sub-models are realized mathematically. Some models 
focus on the perception phase in order to improve the model 
anticipation/compensation abilities. The role of the tangent 
point, i.e. the point where the direction of the inside edge line 
seems to reverse from the driver's viewpoint has repeatedly 
stressed since it was observed that drivers spend a significant 
amount of time looking at it (Land & Lee, 1994). It has been 
proposed that looking at the tangent point may be a way of 
“reading” the road curvature at the sensorimotor level. Mars 
(2008) demonstrated that any visual feature following the 
dynamics of the tangent point can be used by the driver as an 
input signal to the motor system in charge of steering control, 
in accordance with a redefinition of Donges’ model (Donges 
1978) by Salvucci & Gray (2004). Other driver models focus 
on modelling the neuromuscular system (Cole, 2008). The 
present paper builds on those developments, as well as some 
experimental tests. It aims to propose a valid representation 
of perceptual and motor processes underlying the steering 
behaviour by human drivers.   

2.2. The model 

The proposed model is based on the hypothesis that the driver 
uses visual information to identify the upcoming road 
curvature, as well as the position, speed and heading direction 
of the vehicle relative to the road. It is also hypothesized that 
the driver formulates some kind of intention consign, 

considered as the desired steering wheel angle ˆ
swδ  (see 

figure 2.2). An appropriate steering torque 
dΓ is then applied 

through the neuromuscular system (NMS). 

Drivers have been shown to use both near and far regions of 
the road for guidance during steering. This is characterized 
by ‘near’ and ‘far’ points of the roadway (figure 2.3). The near 
point is used to maintain a central lane position and it is 
assumed to be a convenient distance 

s
 in front of the 

vehicle that is near enough to monitor lateral position but far 
enough that the driver can comfortably see the region through 
the vehicle windshield. The near angle 

nearθ can be calculated 

as a function of the heading angle 
Lψ  and lateral 

deviation
Ly . The far point is used to account for the 

upcoming roadway curvature. It is assumed to be the tangent 
point (figure 2.3). 

 
Figure 2.3 Near/far points 

Based only on the visual observations, the steering task is 
considered as a tracking task with two components: 
compensatory and anticipatory. The compensatory part 

cG   

acts upon the near angle θnear
 which represents the relative 

placement of the vehicle compared to the road centre. The 
anticipatory part 

aG  acts upon the far angle 
farθ  which is the 

angle between the car heading and the tangent point. 

 

Figure 2.1. Common structure of driver steering model 
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Figure 2.2. Proposed cybernetic driver model for lane keeping maneuver 
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Figure 2.7 – Cybernetic driver model for lane keeping maneuver[15].

interaction with haptic guidance steering for a lane-following task was proposed in[16],
while the self-aligning torque was replaced by haptic guidance torque.

2.1.3 Challenges and New Trends

Back to 1948, N. Wiener defined cybernetics as the scientific study of control and com-
munication in the animal and the machine[17]. The cybernetic theories and approaches
have guided the modeling of driver steering behavior since then, resulting a large variety
of mathematical models. These models are certainly not only limited to those mentioned
above, but also developed with other techniques such as fuzzy logic control, neural net-
works, stochastic methods, hybrid approaches etc., as summarized in [18]. However, lim-
itations of current cybernetics theory emerged in recent years. In [19], the fundamental
issues in manual control cybernetics were discussed. According to the authors, current
cybernetics theory is often limited in capturing the full breadth of human cognition and
control. Only the exceptions not the rule in manual control is modeled. Human drivers
are always assumed to be time-invariant, which makes it difficult to model a defining
attribute of human controllers, namely their ability to adapt to changing situations.

To advance the cybernetics theory and its applications, a new roadmap was proposed in
[20]. Five fundamental research questions on human manual control were brought forward:

1. How do humans use preview of future task constraints ?
2. What are the factors and mechanisms that driver adaptation, and which

invariants in adaptation exist ?
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Fig. 3. Proposed framework for understanding the learning and adaptive human controller, reproduced from [84].

cations to real-world optimization of human control interfaces
and training.

Central in the framework is the concept of the IR [115] that,
as shown with the purple blocks in Fig. 3, is developed and
refined during learning, when the HC is exposed to the task
constraints. For manual control, primarily the task variables of
Fig. 2 characterize the task, especially key task variables such as
the plant dynamics (P) and the statistical properties of the target
and disturbance signals (T and D). Our premise is that it is the
IR, the quality of which increases with exposure and experience,
that is the critical driver behind human control adaptations. The
IR enables HCs to evolve through the different phases of the
SOP and thereby develop an optimal combination of FF and FB
control to satisfy task constraints.

The following sections describe the different fundamental
steps of the proposed framework of Fig. 3 in more detail.

A. Steps 1 + 2: Understanding Pursuit and Preview

The first two steps to update our theory, see Fig. 3, focus on
developing validated and practical models and analysis methods
for HC control at the pursuit level (Step 1), as well as for human
preview control (Step 2). While often seen as separate levels
of the HC behavior, pursuit can be viewed as an extreme (zero

preview) case of preview control. Furthermore, both pursuit
and preview are characterized by a strong FF component [75],
[111], [112]. Hence, in our view, Steps 1 and 2 will be studied
in unison. Similar to the crossover model for compensatory
tracking [2], [68], there is a need for a universal model for pursuit
and preview control, with an extensive set—in fact a much
more extensive set given the additional degrees-of-freedom in
HC adaptation—of adjustment rules for the key HC control
responses and parameters.

Developing this added understanding and modeling “toolkit”
will require a significant amount of new experimental HC data,
where human control is measured with a wide variation in crit-
ical task variables, such as plant dynamics (e.g., linear versus
nonlinear), target and disturbance signal properties (e.g., spec-
trum, stochastic properties, predictability), and display and pre-
view settings. Experiments can be preceded by a theoretical
analysis and computer simulations, e.g., through assuming op-
timal control [87], [89], to explore the parameter sensitivities
and theoretically optimal information-weighing strategies for
human control in pursuit and preview tasks.

Steps 1 and 2 are required to ensure the applicability of cy-
bernetic models for the design of manual control interfaces to
support HCs in realistic, real-life control tasks, where our cur-
rent lack of understanding of how HCs actually control leads

Figure 2.8 – Proposed framework for understanding the learning and adaptive human
controller[20] © 2018 IEEE.

3. To what extent are measured human adaptations caused by physiological
(e.g., neuromusuclar) rather than cognitive adaptations ?

4. What are the temporal scales of human adaptation and learning in chang-
ing situations ?

5. What novel control theories and system identification techniques exist
that could allow us to study time-varying and possibly nonlinear manual
control ?

A novel five-step framework to increase the understanding of the learning and adaptive
human control was also introduced (see Figure 2.8). In addition to the pursuit (Step
1), preview (Step 2) and NMS effects (Step 3) levels which have been intensively stud-
ied in past years, the understanding of learning (Step 4) and adaptation (Step 5) were
emphasized in this framework. Learning refers to the mastery of a certain set of tasks
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which is usually a comparatively slow process. Adaptation refers to the switch between
two different control strategies when the task conditions change, which is often rapid for
human driver. With the additional knowledge of learning and adaptation, it is believed
that human adaptive control capabilities can be interpreted and predicted. This however
could not be achieved without dedicated experimentation and advanced methodologies,
such as intrinsically time-varying modeling and parameter identification methods[20].

2.2 Adaptation of Human-Machine System

As summarized in Chapter 1, the analysis and understanding of human driver’s behavior
is important and beneficial in the design of haptic guidance system. Indeed, there are
two fundamental design guidelines for human-automation interaction systems: the hu-
man operator should be able to understand the automation system, and the automation
system should include knowledge of the human operator[21]. In another word, human
driver and haptic guidance system should be able to fully understand the intention of
each other and reach a balance of control authority that can shift towards either actor,
depending on the situation[22]. This balance is not a static but a dynamic equilibrium:
during driving, the human driver will continuously adjust his or her control to adapt to the
system, while the system will also continuously adjust its control output to adapt to the
human driver. A possible approach to realize this adaptive haptic guidance system is to
include a driver model in the design, so that the driver’s behavior can be predicted. How-
ever, as mentioned above, current (cybernetic) steering models are not “good” enough to
predict human driver’s behavior, especially the adaptation process. Although researches
have reached a consensus that human are capable of adapting their control strategy or
individual characteristics to changes in driving conditions, questions such as when, how
and to what extent this adaptation takes place are still largely unknown[20]. As a re-
sult, increased steering torques were found in experiments due to small conflicts between
the driver and the haptic guidance system[23]. In short, the understanding of the human
adaptation is essential in the driver steering model, and this model can further contribute
to the realization of adaptive haptic guidance system.

Several experiments aiming at investigating the driver adaptation in real-word relevant
scenarios have been carried out in recent years, either with or without haptic guidance
systems. It is worth noting that all these experiments were evaluated statistically by cal-
culating and comparing lateral control metrics, such as the steering-wheel reversal rate
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(SWRR)[24], standard deviation of lateral position (SDLP), etc. For example, the effect
of haptic guidance system was shown in [25]. Result suggested that the drivers quickly
updated their internal model of the steering system dynamics at the sensorimotor level
without further behavioral adaptation afterwards. Another study focused on the influence
of different degrees of haptic shared control (i.e., different levels of steering assistance)
was performed in [26]. The conclusion was that the best cooperation was achieved with
systems of relatively low-level haptic authority, although more intervention may be prefer-
able in poor visibility conditions. The effect of visual degradation on anticipatory and
compensatory steering control was proposed in [27]. Results showed that the compen-
satory process was more robust to visual degradation than the anticipatory process. The
adaptation of the neuromuscular admittance was described in [28], where experiments
demonstrated that increased speed and reduced road width both decrease neuromuscular
admittance of the driver.

2.3 Objective of Thesis

The haptic shared control is a promising human-automation interaction framework for the
development of ADAS and automated vehicles. However, its implementation in steering
control, namely the haptic guidance system, has not completely met the commonly for-
mulated design guidelines. The main problem is that the system is not enough adaptive to
human driver’s behavior. This imperfection is the consequence of our insufficient knowl-
edge on the nature of human adaptation to changes in driving conditions. On the one
hand, most of the current driver model does not take the adaptation into consideration.
On the other hand, most of the adaptation researches are only based on behavioral anal-
ysis. The gap in between is that the current driver models are not capable of reproducing
the results of adaptation studies, and these results have no corresponding projection in the
driver models. In other words, the driver models and the adaptation are investigated inde-
pendently and there is no connection established between them. Therefore, those designs
of haptic guidance system including such driver models will have conflicts with human
driver in practical application, which may cause critical situations.

The objective of this thesis consists of understanding the reciprocal adaptation between
driver and the haptic guidance system through usage. The analysis of the adaptation in
this thesis is performed through two different perspectives: behavioral analysis and model-
based analysis. The behavioral analysis is similar to previous researches, which consists
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of calculating certain types of lateral control metrics and analyzing statistical differences
via analysis of variance (ANOVA). The model-based analysis method refers to analysis
performed through current driver models. As stated above, the human adaptation has
never been considered in these models. This method assumes firstly that these models
will not be valid any more if the adaption takes place during the studied scenarios. It
is further assumed that, either the structure, or the parameter values of these models
need to be changed in order to account for the driver adaptive behavior. That is to
say, the adaptation of human driver to changed conditions could be observed through
these models in the form of either parametric or structural variation. In this case, the
adaptation process could be captured via these models. For parametric variation, model
parameter identification algorithm can be applied, including time-invariant and time-
variant methods. For structural variation, the problem could be transformed to parametric
variation by reconsidering the model structure and explicitly accounting for the potential
adaptation process with parameters. Finally, the behavioral discrepancy under different
driving conditions could be explained by the parametric variation in the adjusted driver
models, and a connection between the behavior and the model is established.

Apparently, there is no perfect haptic guidance system at current stage for this study
of adaptation. Yet to put forward the development of haptic guidance system, the knowl-
edge of the adaptation is indispensable. This is not a “deadlock” but an iterative situation.
With current haptic guidance system including basic driver model, a primary knowledge
of driver adaptation can be acquired. With this primary knowledge, better driver model
could be constructed and integrated in the design of more advanced and adaptive hap-
tic guidance systems, and so on. This methodology is adopted in our study. An haptic
guidance system including the driver model in [15] (see Figure 2.7) is chosen as a starting
point. The analysis of the first experiment through the two-point model[7] investigated
the effect of degraded visibility conditions and the haptic guidance system. It also revealed
the necessity of adjustment on the model structure to take into account the neuromuscu-
lar adaptation, which was proposed afterwards. By using this new driver model, a second
experiment was carried out to study the adaptation of NMS to the haptic guidance sys-
tem at different levels. With the help of a proposed time-varying parameter identification
algorithm, the adaptation process was successfully captured in the form of parametric
variations.
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2.4 Main Contributions

The principal contributions of this thesis are as follows.

1. Proposition of the model-based analysis method in the study of adaptation. The
method is further formalized and developed;

2. The effect of haptic guidance system and degraded visibility on lateral control per-
formance was captured though two gain parameters in the two-point model as a
first attempt of model-based analysis.

3. A new driver model is proposed and validated in order to study the adaptation of
NMS. This model especially accounts for the haptic feedback through an indirect
and direct loop. The indirect control loop refers to an internal model, which is
adapted according to the haptic feedback torque. The direct control refers to an
inner loop, which compensates the unpredictable part of the internal model in the
haptic feedback to stabilize steering wheel.

4. With the new driver model, the driver’s adaptation to haptic guidance system at
varying levels is successfully captured through parametric variation of the internal
model.

5. This parametric variation is estimated by a multi-UKF method consisted of two
unscented Kalman filters (UKF). It is a time-varying parameter identification ap-
proach investigated in this thesis. A tuning strategy based on covariance matrices
for the configuration of Kalman filter is proposed.
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Chapter 3

EXPERIMENT PLATFORM

3.1 Driving Simulator SCANeR

3.1.1 Hardware

All the experiments in this thesis were performed on a fixed-base driving simulator in the
Laboratoire des Sciences du Numérique de Nantes (LS2N), as shown in Figure 3.1. This
cockpit consists of following parts:

Figure 3.1 – Fixed-based driving simulator.

• Three liquid crystal displays (LCD) covering a field of view of 25◦ high and 115◦

wide for reproducing visual scene;

• A dashboard with a speedometer, a tachometer, an odometer and a fuel gauge;

• A steering-wheel connected with an active steering wheel system (ASWS) supplied
by TRW Conekt and Stirling Dynamics Limited;
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Table 3.1 – Technical specifications of sensors

Sensor Range Accuracy
Steering-wheel angle ±1600◦ ±0.1◦

Steering-wheel velocity ±5 rps ±0.001 rps
Steering-wheel torque ±8 Nm ±0.001 Nm

• A basic control panel with several buttons and switches for simulating secondary
tasks during driving (radio, air-conditioning, in-car entertainment systems etc.);

• A gas pedal, a brake pedal and a clutch pedal;

• A five-speed gear stick;

• A hand brake;

• A seat with seat belt;

The ASWS is mounted with sensors for measuring the angular position, angular velocity
and torque on the steering wheel. Their technical specifications are listed in Table 3.1.

3.1.2 Software

The simulator is powered by SCANeR studio, which is a comprehensive driving simulation
software package developed by OKTAL company. It is used for vehicle ergonomics and
advanced engineering studies as well as for road traffic research and development. It is also
used for human factor studies and driver training. This software package provides several
applications or modules, which communicates with each other through a common com-
munication protocol via network. The different modules are illustrated in the Figure 3.2.

• Scenario module defines the driving session such as terrain, vehicle type, weather
and illumination condition etc. It also allows to manage events in order to cre-
ate situations or accidents. These configurations are later used when the session is
launched and simulated by the simulation module.

• Acquisition module allows the communication between the hardware and the soft-
ware. Operations in the cockpit, such as turning the steering wheel or pressing the
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SCANeRSCANeRTMTMstudiostudio version version 1.71.7 02/10/1702/10/17

.  - IV A SCANER™STUDIO PRINCIPLES

SCANeR™studio applications are build for 32-bit and 64-bit computer platforms. These applications use
a  common  communication  protocol.  An  Ethernet  Network  is  used  to  transfer  messages  between
applications. The following figure illustrates SCANeR™studio distributed architecture concept.

Illustration IV.1 : SCANeR™studio modules concept

The  main  interface  of  SCANeR™studio  is  launched  by  running  the  software  called
SCANeRstudio.exe2.

A specific software called SCANeRstudioDaemon.exe has to run on each computer where
a SCANeR™studio  application  has to be synchronized by the simulator.  The application  will
communicate through the network protocol.

.  - IV B THE SAME SOFTWARE FOR VARIOUS SIMULATORS

With  SCANeR™studio  you  can  build  either  a  light  or  a  heavy  simulator.  There  are  several
SCANeR™studio platforms:

2 Depending on your platform you can launch the 32-bit or the 64-bit platform version.

SCANeRstudio_STUDIO_UserManualSCANeRstudio_STUDIO_UserManual IV.B - IV.B - 10 / 138

Figure 3.2 – SCANeR studio modules concept[1].

pedals, are acquired as the inputs of vehicle model in the simulation. This module
also allows initialization and configuration of the steering-wheel in order to simulate
the feeling of real steering systems.

• Dynamics model module is in charge of the definition and simulation of vehicle
models used in each scenario. These models are established by considering detailed
components including chassis, engine, steering etc. By selecting the model it is pos-
sible to simulate different kinds of vehicles with the same cockpit.

• Script editor module executes user-defined scripts during simulation. The script
is usually dedicated to manage events, recording and exporting signals related to
vehicle.

• Custom application module is where a custom program could be defined and ex-
ecuted during simulation. The module provides a set of different application pro-
gramming interface (API) as a software development kit (SDK) to interface with
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relevant third party software or system, such as C/C++, Simulink, Labview etc.

In this thesis, the haptic guidance system is designed in Matlab / Simulink and im-
plemented as a custom application module. It takes signals exported from a pre-defined
script as inputs. These signals are calculated by dynamics model module during simu-
lation. The output of the system is directly applied on the steering-wheel through the
acquisition module. Both the input and the output signals are recorded for analysis af-
terwards.

3.1.3 Vehicle Model

A common family car, the Citroën C5, was selected as the vehicle model for all the exper-
iments. For the sake of describing the technical specifications of the vehicle in simulation
and synthesizing the control law of the haptic guidance system, a simplified vehicle dy-
namic model is needed. The bicycle model proposed by [2] is thus adopted (see Figure 3.3).
The model could be written as Equation (3.1). The description of symbols are listed in
Table 3.2. The value of parameters in the table are obtained either by the vehicle static
analysis report from SCANeR or system identification (see Chapter 4).

𝛿𝑓
𝛽

𝑟
𝑣

𝑙𝑟 𝑙𝑓

Figure 3.3 – Variables in bicycle model.
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Table 3.2 – Description of symbols in the bicycle model.

Symbol Description (Unit) Value
β Slip angle (rad) signal
r Yaw rate (rad/s) signal
Cf Front tire stiffness (N/rad) 51845
Cr Rear tire stiffness (N/rad) 54610
m Vehicle total mass (kg) 1834.9
J Vehicle moment of inertia (kg m2) 2800
lf Distance between CoG*and front axle (m) 1.289
lr Distance between CoG and rear axle (m) 1.611
vx Vehicle longitudinal speed (m/s) signal
Fw Wind force (N) 0
lw Distance between CoG and wind hit point on vehicle (m) -

* CoG: Center of gravity.

3.2 Haptic Guidance System

The haptic guidance system employed in this thesis was chosen from the publication [3].
The proposed methodology facilitates the design and numerical implantation of lateral as-
sistance, ensuring stability and guaranteed performance. The global architecture is shown
in Figure 3.4. The vehicle-road block represents the real dynamics and movement of vehi-
cle on road and the driver block represents the lateral control behavior of human in reality.
The haptic guidance system assists the human driver by applying a guidance torque, Γa
on steering wheel. This torque is the sum of torques generated by an anticipatory part and
a compensatory part, ΓaF F

and ΓaF B
, each has been scheduled by a factor called sharing

level (the αant and αcomp), respectively.
The anticipatory part is a trajectory generator based on the simulation of a virtual

autonomous vehicle. The virtual vehicle is represented by a vehicle-road (VR) model,
which incorporates the bicycle model in Equation (3.1), a steering system and the move-
ment of vehicle on road. The autonomous driving of the virtual vehicle is realized through
a H2-Preview feedback controller [4] taking previewed road curvature, ρpreviewed, as in-
put. With this simulation, a reference trajectory for vehicle-road system states, xref , and
steering-wheel torque, Γref , are generated . In summary, the whole block could be written
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𝛒𝐩𝐫𝐞𝐯𝐢𝐞𝐰𝐞𝐝

Anticipatory assistance

(Feedforward)

Compensatory assistance

(Feedback)

Figure 3.4 – Haptic shard control strategy [3] © 2019 IEEE.

as follows: xref
Γref

 = KFF (s)ρpreviewed,ΓaF F
= αantΓref (3.2)

where KFF (s) is the closed-loop transfer function matrix of the H2-Preview controller
and VR model.

The compensatory part is based on a static output feedback synthesis. A mixedH2/H∞

control law is applied to the difference between the real and the virtual vehicle’s states
from the trajectory generator . The H2 criterion defines the lateral control performance
by weighing up signals including heading error angle, lateral error, lateral acceleration
and guidance torque with the matrix Qz. The H∞ norm is used to ensure some unstruc-
tured robustness by bounding input sensitivity function of the whole closed-loop system,
Sinput(s), so that a minimum input gain-phase (or module) margin is guaranteed. The
multi-criteria optimization is realized on the basis of a driver-vehicle-road (DVR) model,
which is the combination of the driver model in [4] and the before-mentioned VR model.
Due to the non-convexity of this problem, the optimal solution of feedback gain KFB is
finally obtained with the Systune tools provided by Matlab. The torque output from the
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feedback block could be written as follows:

ΓaF B
= KFB(αcomp)(xvr − xref ) (3.3)

where KFB(αcomp) depends on αcomp and satisfies

• the internal stability of the DVR model;

• the solution of min‖Tzw(s)‖2 under the constraint ‖Sinput(s)‖∞ < Smax;
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Chapter 4

PARAMETER IDENTIFICATION I:
PREDICTION ERROR MINIMIZATION

4.1 Introduction

Essentially, there are two approaches to constructing a model [1]. In the first, the system
is divided into several blocks. A mathematical description is then established for each
block by working from the existing physical laws which describe the behavior of system.
In the second, it is assumed that an experiment can be carried out on the system and that
a mathematical model of the system can be found from the results. However, either single
approach is not sufficient for modeling driver’s behavior. For the first, the difficulty is to
obtain the value of parameters in the model, as they are not directly measurable physical
quantities. For the second, a pure mathematical model describing the relationship between
input and output signals provides only limited information about the property of the
system. An ideal method is the combination of both approaches: a model structure based
on physiological or psychological laws is established firstly with meaningful parameters;
the value of parameters is then estimated with experiments. The latter is usually referred
to as system identification, or more specifically grey-box system identification (as the
model structure is preset) which is adopted in this thesis.

4.2 General Procedure of Model Identification

In general, the construction of a driver model via the system identification is performed
in several steps.

Step 1: Selection of model structure. Various types of driver model have been discussed
in Chapter 2. They are obtained after careful modeling with a prior knowledge
and researches on human behavior in steering task. In this study, models with
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meaningful parameters are more interesting than an input-output abstract repre-
sentation of signals. The parametric difference may give an interpretation of how
the model property changes.

Step 2: Data acquisition. Experiments need to be carried out to record input-output data.
These experiments should be specifically designed so that the data is maximally
informative. For example, straight roads are less informative than curves; curves
with constant radius of curvature are less informative than those with varying
radius of curvature. In both cases there is less lateral control behavior, which
makes it difficult to identify the model.

Step 3: Computation of optimal model. This is the algorithm for determining or esti-
mating the parameter vector. A cost function, or a criterion, is usually chosen to
assess the model quality of reproducing the measured data. By minimizing this
criterion, an (local) optimal model with estimated parameters could be obtained.
In this thesis, two methods are considered, one for linear time-invariant systems
and another for linear time-variant systems. They are the main methods employed
for estimating the parameters of the driver model in Chapter 7 to 9.

Step 4: The optimal solution may not be the best model which reproduces driver’s behav-
ior during the experiment. To verify the generality of the model, there are several
validation methods. A simple and intuitive way is by comparing the predicted
and measured data. The model and parameter uncertainties are also important
when models with the same structure but different parameter values are obtained.
These topics are also considered in this chapter.

Finally, this procedure is not one-way but iterative. If the model validation fails, it is
necessary to go back to the first step and refine the model structure.

4.3 Prediction Error Minimization Method

Under the hypothesis that the driver model is a linear time-invariant system, the predic-
tion error minimization (PEM) approach proposed by [2] could be applied. It is a general
parameter estimation framework which integrates several well-known algorithms such as
the least-squares (LS) method or the maximum-likelihood (ML) method.
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Supposing that in the first step of identification, a certain driver model structure,M,
has been selected as the candidate model and each particular modelM(Θ) is parametrized
with a d-dimension parameter vector Θ. The range of possible parameter values forms a
subset of Rd space: Θ ∈ DM ⊆ Rd. The set of models then can be defined as

M∗ = {M(Θ) | Θ ∈ DM} (4.1)

A model structure also defines its input and output signals. The input vector of p-
dimension is denoted as u(t) ∈ Rp, while y(t|Θ) ∈ Rq represents the output vector of
q-dimension and depends on the parameter sequence.

With the second step of identification, a batch of experimental data, ZN , could be
sampled:

ZN = [(y[1], u[1]), (y[2], u[2]), . . . , (y[N ], u[N ])] (4.2)

where N is the number of samples. The brackets (y[·] and u[·]) represent the fact
that the sampled signals are discrete. The parameter estimation method thus consists of
determining a mapping from the data ZN to the parameter value set DM:

ZN → Θ̂N ∈ DM (4.3)

In general, the prediction ability of a model is the main aspect for evaluating such a
mapping obtained. For a certain modelM(Θ) with a parameter vector Θ, the prediction
error of the model could be calculated for all data points in ZN :

e[k|Θ] = y[k]− ŷ[k|Θ], k = 1, 2, ..., N (4.4)

where ŷ[k|Θ∗] is the predicted output from the modelM(Θ). The principle of parameter
estimation using prediction error is therefore defined as follows, according to [2]:

Based on ZN we can compute the prediction error e[k|Θ] as (4.4). At time
k = N , select Θ̂N so that the prediction errors e[k|Θ̂N ] becomes as small as
possible for k = 1, 2, . . . , N .

The prediction error is a vector with q-dimension as the output signal y. If each
prediction error vector at time step k is concatenated after the previous one, a matrix of
prediction errors in q × N dimension can then be formed. To measure the “size” of the
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matrix, any norm in Rq×N could be applied. In the PEM method, the following norm is
chosen:

JN(Θ,ZN) = 1
N

N∑
k=1

`(e[k|Θ])) (4.5)

where `(·) is a scalar-valued function. The estimate Θ̂N is then defined by minimizing this
criterion:

Θ̂N = arg min
Θ∈DM

JN(Θ,ZN) (4.6)

A common choice of `(·) would be an Euclidean norm:

`(e[k|Θ]) = ‖e[k|Θ]‖2
2 = eT [k|Θ]e[k|Θ] (4.7)

Therefore, the criterion becomes:

JN(Θ,ZN) = 1
N

N∑
k=1

eT [k|Θ]e[k|Θ] (4.8)

In case of mono-output system, the prediction error e[k|Θ] is scalar, and the criterion
(4.8) becomes:

JN(Θ,ZN) = 1
N

N∑
k=1

e2[k|Θ] (4.9)

4.4 Practical Use of PEM

4.4.1 Identifiability

The identifiability concept deals with a fundamental question in the application of system
identification[2]: will the identification procedure yield a unique solution for the parame-
ter Θ, and/or is the resulting model enough general to represent the true system? These
questions involve two aspects: the selected model structure and the collected experimen-
tal data. On the one hand, if different parameter values determine different models, the
identifiability of the selected model structure could be guaranteed. A usual counterex-
ample of this situation is when several gain parameters are connected serially, each has
an interpretation and the intermediate signal in-between is not measurable. In that case
all the gain parameters are not identifiable because only their product is unique. On the
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other hand, the data set needs to be informative enough to excite the system in order
to distinguish between different models. In driver steering model identification, this issue
always happens when driving on a straight road or even a curve with constant radius,
because there are less steering behavior and the input signals are less informative. It is
thus proposed to carry out experiments on curve roads with changing curvature, and try
to identify the model sequentially (part-by-part) if there is an identifiability issue in the
model structure.

4.4.2 Model Validation

Once the optimal estimates of parameters are given by calculation, a crucial question at
this stage is whether the model with this set of parameters is “good” enough. To answer
this question, the model validation could be performed by verifying whether the model
agree sufficiently well with the observed data. A model quality metric, the FIT value, is
commonly used to assess the quality of identified model. One possible calculation using
normalized root mean squared error is as follows:

FIT =
1−

∥∥∥y[k]− ŷ[k|Θ̂N ]
∥∥∥

2∥∥∥y[k]−mean(ŷ[k|Θ̂N ])
∥∥∥

2

× 100% (4.10)

where y[k] is the measured output and ŷ[k|Θ̂N ] is the predicted output from the model
with estimated parameters Θ̂N . This metric varies between −∞ (worst) to 100% (best).
If it equals to 0, the model is then no better than a straight line equal to the mean of the
data. In practice, the experimental data is always separated into to two parts: one part
for identification and another for validation. If the FIT values calculated with both parts
are acceptable, it suggests that the model agrees well with the observed data and has a
good capacity of prediction.

4.4.3 Distribution of Parameter Estimates

Another crucial question is the reliability of the estimated parameter values. One may
view a data set collected from an experiment with human driver as a sample due to
the randomness of noise signals. If the experiment is repeated, all the estimated values
of each parameter should be distributed around the “true” parameter value, if it exists.
This distribution indicates the distance between the identified and the “true” value. To
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assess this distribution, an analysis of parameter uncertainty could be performed. It has
been demonstrated in [2] that the parameters estimated by PEM method follow the
Theorem 4.1.

Theorem 4.1 Consider the estimate Θ̂N determined by (4.6) and (4.8). Assume that the
model structure is linear and uniformly stable and that the data set ZN is informative.
Assume also that for a unique value Θ∗ ∈ DM we have

Θ̂N → Θ∗,with probability 1 as N →∞ (4.11)

and √
N(Θ̂N −Θ∗) ∼ AsN (0, QΘ) (4.12)

The ∼ AsN (0, QΘ) means that the difference asymptotically follows a d-dimensional
normal distribution with 0 mean and covariance QΘ (d = dim(Θ)) when the number of
data samples N tends to infinity. For a quadratic norm as (4.7), the analytic solution of
QΘ is given in [2]:

QΘ =
(
Eψ[k|Θ∗]ψT [k|Θ∗]

)−1

×
(
Eψ[k|Θ∗]Λ∗ψT [k|Θ∗]

)(
Eψ[k|Θ∗]ψT [k|Θ∗]

)−1
(4.13)

where
ψ[k|Θ∗] = ∂ŷ[k|Θ]

∂Θ

∣∣∣∣∣
Θ=Θ∗

(4.14)

is a d× p matrix and
Λ∗ = Ee[k|Θ∗]eT [k|Θ∗] (4.15)

is a p× p matrix. The symbol E denotes the following calculation:

Ef [k] = lim
N→∞

1
N

N∑
k=1

Ef [k] (4.16)

with E as the expectation and an implied assumption that the limit exists.
In reality, the number of data samples N is finite and the limit Θ∗ cannot be reached.

It is possible to use Θ̂N as an estimate of Θ∗ and replace the symbol E with 1
N

∑N
k=1. In
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this case an estimate of QΘ from data set ZN could be written as follows:

Q̂N =
( 1
N

N∑
k=1

ψ[k|Θ̂N ]ψT [k|Θ̂N ]
)−1

×
( 1
N

N∑
k=1

ψ[k|Θ̂N ]Λ̂Nψ
T [k|Θ̂N ]

)( 1
N

N∑
k=1

ψ[k|Θ̂N ]ψT [k|Θ̂N ]
)−1

(4.17)

with

ψ[k|Θ̂N ] = ∂ŷ[k|Θ]
∂Θ

∣∣∣∣∣
Θ=Θ̂N

(4.18)

Λ̂N = 1
N

N∑
k=1

e[k|Θ̂N ]eT [k|Θ̂N ] (4.19)
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Figure 4.1 – Example of two confidence regions. As there are only two identified parame-
ters, the ellipsoid becomes ellipse. Each ellipse is one confidence region. The center is the
estimated parameter vector Θ̂N .

Furthermore, from (4.12) there is

ηN = (Θ̂N −Θ∗)TQ−1
Θ (Θ̂N −Θ∗) ∼ Asχ2(d) (4.20)

which implies that ηN converges in distribution to the χ2(d) distribution as N tends to
infinity. A confidence level α (e.g., 90%) could be chosen in this case to obtain a confidence
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region given by the following equation:

P
(

(Θ̂N −Θ∗)T Q̂−1
N (Θ̂N −Θ∗) ≤ χ2

α(d)
)

= α (4.21)

with χ2
α(d) as the α-level of the χ2(d)-distribution and QΘ approximated by Q̂N . This

equation indicates that, with α probability, the “true” parameter vector Θ∗ lies inside an
ellipsoid defined in the Rd space, of which the center is Θ̂N and the axes are determined
by the eigenvalues and eigenvectors of χ2

α(d)Q̂N (see Figure 4.1 for an example).
The analysis of parameter uncertainties is important for studying the parameter vari-

ation in driver model under different driving conditions. It decides whether the difference
between two parameter sets is the consequence of randomness in experiment, or the differ-
ent experimental conditions. If the confidence region of two parameter sets do not intersect
with each other, it can be concluded that these two models are statistically different, and
the difference is probably caused by the variables manipulated during experiments.
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Chapter 5

PARAMETER IDENTIFICATION II:
UNSCENTED KALMAN FILTER

5.1 Introduction

As proposed by the new cybernetics theory in Chapter 2, drivers should be considered as
time-variant system to be able to account for learning and adaptation process. In addition,
a time-variant system identification method is needed to study the parametric evolution
during these process. The method based on the unscented Kalman filter (UKF) proposed
in [1] was adopted and further developed in this thesis. The basic idea is to consider
varying parameters as augmented system states and estimate them together with original
system states using Kalman filter. A tuning methodology was also proposed on the basis
of a compromise between the rapidity and noise sensitivity of estimations.

5.2 Full article

This article was accepted and presented at the 3rd IFAC Workshop on Linear Parameter
Varying Systems (LPVS) 2019. It is available at: https://doi.org/10.1016/j.ifacol.
2019.12.359. Note that some symbols and the chapter numbering were modified to be
coherent with those used in thesis.

5.2.1 Abstract

Advanced Driver-Assistance Systems (ADAS) have become an essential part of modern
cars. Among the solutions proposed, haptic shared control of the steering wheel is increas-
ingly being studied. A fundamental question is how drivers adapt their behavior to these
systems. This article proposes to use the unscented Kalman filter (UKF) to identify the
variation over time in the psychological and neuromuscular parameters of a driver struc-
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tured model. The goal here is to understand how the driver adapts to changes, whether
regarding the behavior of the steering system, the visibility or the road conditions. The
LPV system considered for identification is known as the cybernetic driver model. Two
experiments carried out respectively with Simulink and on a driving simulator provide the
data. The methodology proposed for tuning the UKF is studied from the results obtained
with those data. A multi-UKF strategy is also considered. The methodology reveals use-
ful when a compromise between rapidity and precision has to be achieved for parameters
estimation. It opens the way to a detailed analysis of the driver’s parameter variations
within the multi-UKF framework.

5.2.2 Introduction

Modern cars are more and more equipped with Advanced Driver-Assistance Systems
(ADAS). For example, the Lane Departure Avoidance (LDA) systems warn the driver
when the vehicle begins to move out of its lane unless a turn signal is on in that direction.
The Lane Keeping Support (LKS) or lane centering systems help driver stay in the lane
relieving driver of the steering task. Such systems either warn the driver in a critical situ-
ation, like the LDA, or take over full control of a subtask like the LKS. When steering is
fully automated, the human driver will act like a supervisor of the system and monitors
unexpected changes. As a consequence, the driver is out of the perceptual-motor loop,
without any direct feedback from the steering wheel [2].

An alternative approach, haptic “shared control” has been proposed [3], [4]. In shared
control, both human driver and automation interact through the steering wheel, which
continuously provides feedback of the system actions. In addition, the human can override
the system or give way to it, if it is safe and necessary to do so [5]. Haptic shared control
driver-assistance systems have shown their advantages in improvement of driver’s objective
performance [6] and become an increasingly popular approach to facilitate control and
communication between human and intelligent machines.

One of the fundamental questions in the development and implementation of haptic
shared control systems concerns how the action of driver-assistance systems can smoothly
take part in the driver’s sensorimotor loop. Incorporating a cybernetic driver model in the
controller design has been proposed as a solution [7]–[10]. This approach allows to take
into account the predictions of the driver model to improve human-machine cooperation.

Another open question related to the design of haptic shared control systems is how
to consider the driver potential adaption to the system. Adaptation may be due to the
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prolonged use of the system [11] or to variations in the environment [12], for instance.
This may be achieved by adaptation of the driver model parameters as a function of time
or conditions. The present paper aims to evaluate a method to achieve this goal.

Previous interdisciplinary researches focusing on the estimation of driver’s distrac-
tion [1] showed that one possible methodology is identifying in real-time the variation
of perceptual and neuromuscular parameters in a driver cybernetic model. Since the pa-
rameters in the driver model are varying, this approach is actually dealing with a Linear
Parameter-Varying (LPV) system identification problem.

To deal with the driver’s adaptation process to different changes in his or her driving
environment, this article adopts the idea of using the unscented Kalman filter (UKF)
to identify an embedded driver model. The tuning methodology will be emphasized and
a multi-UKF approach will be proposed. The method is validated through experiments.
In section 5.2.3, the parametrized cybernetic driver model is presented. Section 5.2.4
implements the identification method based on UKF, section 5.2.5 discusses its tuning
methodology and proposes a practical approach. Section 5.2.6 shows results of two exper-
iments to validate the method, one with simulation data and another with experimental
data from a driving simulator. Section 5.2.7 summarizes general conclusions.

5.2.3 Cybernetic Driver Model

The principle of a cybernetic driver model is based on a “perception-action” cycle which
represents perceptual and motor processes [13]. The development of such models origi-
nates from human operator model in aeronautics [14] during the 1950s. [15] proposed a
seminal two-level model for vehicle control with anticipatory open loop control and com-
pensatory closed loop control. During the 1980s and 1990s, human physical attributes
and neuromuscular system were taken into consideration [16]. A visual control model of
steering has been proposed later [17]. In an effort to integrate all those models, a new
model has been proposed [7], [8], [10]. It represents the driver’s visual behavior as the
processing of two points on the road, a far point and a near point. The near point is used
to compensate for lateral position errors while the far point is used to anticipate the road
ahead. The visual information is then processed with a neural delay before feeding to the
neuromuscular model. The neuromuscular action is modeled based on neurophysiology
[18]. The block diagram of the cybernetic driver model is shown in Figure 5.1. Signals
and parameters are described in Table 5.1 and Table 5.2.
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Figure 5.1 – Cybernetic driver model.

Table 5.1 – Description of signals in driver model.

Signal Description
θfar Visual anticipation angle
θnear Visual compensation angle
δSW Steering wheel angle
Γs Self-aligning torque
Γd Driver steering wheel torque
δd Driver intention of steering wheel angle

Table 5.2 – Description of parameters in driver model.

Parameter Description Nominal Value
Kp Visual anticipatory gain 3.4
Kc Visual compensatory gain 15

TI , TL Compensation time constant 1, 3
τp Processing delay 0.04
Kr Internal gain of steering column stiffness 1
Kt Gain of stretch reflex 12
TN Neuromuscular time constant 0.1
vx Vehicle longitudinal velocity 18
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The delay can be approximated by using 1st order Padé model:

e−τps ≈ 1− 0.5τps
1 + 0.5τps

(5.1)

The minimal realization of the cybernetic driver model depicted in Figure 5.1 could be
written as follows: ẋ(t) = A(Θ)x(t) +B(Θ)u(t) + w(t)

y(t) = C(Θ)x(t) +D(Θ)u(t) + v(t)
(5.2)

with

Input u(t) =
[
θfar θnear δSW Γs

]T
(5.3)

Output y(t) =
[
Γd δd

]T
(5.4)

Parameters Θ(t) =
[
Kp Kc TI TL τp Kr Kt TN

]T
(5.5)

A(Θ) =


− 1
TI

0 0
Kc

vx

2
τp

(
1− TL

TI

)
− 2
τp

0

−Krvx +Kt

TN

Kc

vx

(
1− TL

TI

)
2Krvx +Kt

TN
− 1
TN

 (5.6)

B(Θ) =


0 1

TI
0 0

Kp
2
τp

Kc

vx

2
τp

TL
TI

0 0

−Kp
Krvx +Kt

TN
−Krvx +Kt

TN

Kc

vx

TL
TI
−Kt

TN
− 1
TN

 (5.7)

C(Θ) =

 0 0 1

−Kc

vx

(
1− TL

TI

)
2 0

 (5.8)

D(Θ) =

 0 0 0 0

−Kp −
Kc

vx

TL
TI

0 0

 (5.9)

where w(t) and v(t) are process noise and measurement noise, with respective covariance
matrix Qx and R.
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5.2.4 Parameter Identification

Identification methods for LPV system have been intensively studied recently. For exam-
ple, Tóth proposed an extension of the Refined Instrumental Variable (RIV) approach
for closed loop LPV systems [19]; Zhang discussed about the local approach by inter-
polating individually estimated local linear time invariant (LTI) models [20]; Darwish
introduced a nonparametric Gaussian regression approach based on prediction-error [21];
Rizvi presented another nonparametric method for state-space LPV model using ker-
nelized machine learning [22]. In this section a parametric method based on unscented
Kalman filter is proposed. It is demonstrated that under certain hypothesis, the driver
LPV model (5.2) can be rewritten as a non-linear system (5.10) (see below) by augment-
ing system states in (5.2) with parameter dynamics. It therefore turns the parameter
identification problem of the LPV system (5.2) to a non-linear state estimation problem
associated to system (5.10). Compared to methods previously pointed out, the one chosen
has the possibility of 1) balancing the rapidity and sensitivity of identification via tuning
the dynamics of the state observer and 2) defining the dynamic of parameters according
to a prior knowledge on the nature of parameter variations such as continuity, derivability,
time constant etc.

5.2.4.1 Augmented Model and State Estimation

Before rewriting the driver model as an augmented system, working hypothesis must be
made to guarantee the conditions of utilizing unscented Kalman filter (UKF) for param-
eter identification.

Hypothesis 5.1 The driver model parameters are considered as time varying and are
modeled as Wiener processes, i.e. Θ̇(t) = wΘ(t) where wΘ(t)∼N(0, σ2

Θ), namely the Θ(t)
is a Wiener process (scaling limit of a random walk), or a random walk itself in discrete
time.

Actually, different kinds of stochastic process could be chosen for wΘ(t) based on a priori
knowledge of parameter dynamics. For example, if wΘ(t) is a sum of several Dirac functions
with random amplitude at random time, the Θ(t) is thus a piece-wise constant signal.

Hypothesis 5.2 The variations of all parameters are slower than those of system states.

This hypothesis distinguishes, within the augmented system states defined below (see
(5.10)), the variables predefined as “parameters” from the state variables as defined
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in (5.2). If the parameters evolved more rapidly than the system states, the lineariza-
tion performed implicitly to design the Kalman filter would be unjustified.

Under Hypothesis 5.1 & 5.2, the augmented system is defined as:
ẋa(t) = f

(
xa(t), u(t)

)
+ wa(t)

y(t) = g
(
xa(t), u(t)

)
+ v(t)

(5.10)

with

Augmented system states xa(t) =
[
x(t) Θ(t)

]T
(5.11)

Augmented process noise wa(t) =
[
w(t) wΘ(t)

]T
(5.12)

Paramter process noise covariance QΘ (5.13)
Augemented process noise covariance Qa (5.14)

State-transition function f
(
xa(t), u(t)

)
=
A(Θ)x(t) +B(Θ)u(t)

0

 (5.15)

Measurement function g
(
xa(t), u(t)

)
= C(Θ)x(t) +D(Θ)u(t) (5.16)

A commonly used state estimator is the Luenberger observer. For the augmented system
(3), such observer can be written as

˙̂xa(t) = f
(
x̂a(t), u(t)

)
+ L(t)

[
y(t)− g

(
x̂a(t), u(t)

)]
(5.17)

where L(t) is the observer gain. If the augmented system (5.10) is considered as a deter-
ministic system without noise wa(t) and v(t), an optimal observer gain for state estimation,
which is also the Kalman gain, can be obtained by minimizing the cost function (5.18).

J(x̂a,0, x̂a) = x̂Ta,0P
−1
a,0 x̂a,0

+
∫ tf

0

[
˙̂xa(t)− f

(
xa(t), u(t)

)]T
Q−1
a

[
˙̂xa(t)− f

(
xa(t), u(t)

)]
dt

+
∫ tf

0

[
y(t)− g

(
xa(t), u(t)

)]T
R−1

[
y(t)− g

(
xa(t), u(t)

)]
dt

(5.18)

where Pa,0, Qa and R are respectively weighting matrices for initial states, state transitions
and measurements in this case instead of covariance matrices. From this point of view,
the dynamic of observer can thus be configured via tuning these weighting matrices.

59



Part II, Chapter 5 – Parameter Identification II: Unscented Kalman Filter

In following sections, the LPV system states in (5.2) are still called as “system states”
or just “states”, except if it is explicitly pointed out to be “augmented system states”.
Same for “process noise” and “augmented process noise”.

5.2.4.2 Discretization

For numerical calculation and implementation of UKF, the augmented system (5.2) needs
to be discretized. With Euler’s approximation the augmented system in discrete time
becomes ẋ(t) = A(Θ)x(t) +B(Θ)u(t) + w(t)

y(t) = C(Θ)x(t) +D(Θ)u(t) + v(t)
(5.19)

with

Discretized noise wa,d[k] = Tswa(kTs), v[k] = v(kTs) (5.20)
Noise covariance Qa,d = TsQa, Rd = R/Ts (5.21)

State-transition function fd
(
xa[k], u[k]

)
=
(TsA(Θ) + I

)
x[k] + TsB(Θ)u[k]
Θ[k]

 (5.22)

Measurement function gd
(
xa[k], u[k]

)
= C(Θ)x[k] +D(Θ)u[k] (5.23)

where Ts is sample time, I is identity matrix.
The observer (5.17) is now considered in discrete time according to the discrete aug-

mented system (5.19).

x̂a[k + 1] = fd
( ˙̂xa[k], u[k]

)
+ L[k]

(
y[k]− gd

(
x̂a[k], u[k]

))
(5.24)

5.2.4.3 Unscented Transformation

In order to calculate the optimal Kalman gain L[k] in (5.24), the extended Kalman fil-
ter (EKF) uses Jacobian matrices of functions f and g. This is actually an approxima-
tion using a first-order Taylor series expansion to locally linearize the non-linear system.
However, when high non-linearity appears, the computational complexity increases and
result may be inaccurate [23]. The unscented Kalman filter (UKF) utilizes the “unscented
transformation” (UT) to calculate the statistical properties of a random variable that has
undergone a nonlinear transformation [24]. Given a vector of random variables x of dimen-
sion N propagating through a non-linear function z = h(x) with mean x̄ and covariance
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Cxx, the statistics of z is calculated by Algorithm 5.1.

Algorithm 5.1 Unscented transformation.
Step 1: Sigma points.
Form a matrix X of 2N + 1 vectors. Each vector, called sigma point (in N dimension
space), is calculated by

Xi =


x̄, i = 0

x̄+
(√

NCxx
)
i
, i = 1, 2, ..., N

x̄−
(√

NCxx
)
i−N

, i = N + 1, N + 2, ..., 2N

(5.25)

where
√
NCxx is the square root matrix of NCxx such that

√
NCxx

(√
NCxx

)T
= NCxx

and
(√

NCxx
)
i
is the i-th column of

√
NCxx.

Step 2: Propagated sigma points.
The sigma points are propagated through the non-linear function h.

Zi = h(Xi), i = 0, 1, 2, ..., 2N (5.26)

Step 3: Mean and covariance of propagated sigma points.

z̄ =
2N∑
i=0

WiZi (5.27)

Czz =
2N∑
i=0

Wi(Zi − z̄)(Zi − z̄)T (5.28)

where Wi is a weighting factor.
Step 4: Cross-covariance between x and z.

Cxz =
2N∑
i=0

Wi(Xi − x̄)(Zi − z̄)T (5.29)

Adjustment of weighting factorWi can improve the quality of approximation when the
function h is highly non-linear. This is not the case here of the augmented system (5.10)
that will be considered. So it is chosen hereafter

Wi =
0, i = 0

1/2N, i = 1, 2, ..., 2N
(5.30)
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5.2.4.4 Unscented Kalman Filter Algorithm

The following Algorithm 5.2 details the calculation steps of UKF for estimating the aug-
mented system states in system (5.19).

Algorithm 5.2 Estimation of xa[k] with the unscented Kalman filter.
Step 1: Initialization.
At time step k = 0, initialize augmented system states value x̂a[0], augmented system
states covariance matrix Pa[0], augmented process noise covariance matrix Qa,d and mea-
surement noise covariance matrix Rd.
Step 2: Calculation of the output prediction.
At time step k > 0, estimate the output prediction using the unscented transformation
(UT).

(ŷ[k|k − 1], C ′yy[k], Cxy[k]) = UT (gd, x̂a[k|k − 1], Pa[k|k − 1]) (5.31)
Cyy[k] = C ′yy[k] +Rd (5.32)

Step 3: Correction with measurements.
At time step k, correct the values and the covariance of the augmented states with the
measurements:

L[k] = Cxy[k]C−1
yy [k] (5.33)

x̂a[k|k] = x̂a[k|k − 1] + L[k]
(
y[k]− ŷ[k|k − 1]

)
(5.34)

Pa[k|k] = Pa[k|k − 1]− L[k]CT
xy[k] (5.35)

Step 4: Prediction of next step states’ value.
At time step k, predict system states (and the associated covariance) at next time step
k + 1 using UT :

(x̂a[k + 1|k], P ′a[k + 1|k]) = UT (fd, x̂a[k|k], Pa[k|k]) (5.36)
Pa[k + 1|k] = P ′a[k + 1|k] +Qa,d (5.37)

Step 5: Increase one time step and repeat step 2 to 4 until the last time step.

5.2.5 Practical Use of UKF

5.2.5.1 UKF Tuning Methodology

Tuning, or initialization is one of the common issues in using Kalman filter. Some empirical
conclusions in linear KF can be referred in UKF. As stated above, from a deterministic
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point of view, the dynamic of an optimal observer can be tuned via the weighting matrices
Pa[0], Qa,d and Rd. From a stochastic point of view, the UKF will give an accurate result
when ideally the augmented process noise covariance Qa,d equals to the real augmented
process noise covariance, and the same for the measurement noise covariance Rd. Whether
from the deterministic or the stochastic point of view, reducing the magnitude of the
elements in Qa,d, or increasing the magnitude of the elements in Rd informs the UKF so
that it is adapted to the situation for which the measurement noise is important compared
to the augmented process noise. As a result, the UKF will give more confidence or weight
to the augmented state transition model than to measurements. The Kalman gain matrix
will have reduced value components focusing more on the augmented state predictions
and less on measurement corrections [25]. Under this condition, the augmented state
reconstruction dynamics will be slow (low correction level from the measurements) but
will be more weakly impacted by a worse measurement quality. On the contrary, i.e. by
assuming a priori that the measurement noise is lower compared to augmented process
noise, the augmented system states reconstruction will be faster but also more sensitive
to the quality of the measurements.

To study the parameter evolution in driver’s adaptation process, the initial augmented
states value x̂a[0] and states covariance Pa[0] are not quite important. We focus mainly
on the tuning of matrix Qa,d and Rd. A simple and intuitive choice is that Qa,d is block-
diagonal, i.e.

Qa,d =
Qx,d 0

0 QΘ,d

 (5.38)

where Qx,d and QΘ,d are respectively the covariance matrices of the discretized states and
parameters process noise. (5.38) means the following hypothesis is admitted:

Hypothesis 5.3 There is no correlation within the process noise between system states
and parameters.

In addition, for measurement noise:

Hypothesis 5.4 There is no correlation in measurements noise between system outputs,
i.e. Rd is diagonal.

One of the difficulties in applying the aforementioned tuning rules (confidence on
measurements versus states evolution) to define the magnitude of the elements of the
matrix Qa,d and Rd comes from its qualitative nature. Normalization is required because

63



Part II, Chapter 5 – Parameter Identification II: Unscented Kalman Filter

the signals can be very diverse, concerning their range of amplitude values, but also
their impact on states and output signals. On one side, for output signals with scattered
ranges of variation, it is important to a priori normalize measurement noise properly
accordingly, by adequate choice in Rd (see (5.39)). On the other side, the process noise may
be normalized through its effects on the system outputs. These effects may be evaluated
through using the observability Gramian for Qx,d tuning, as proposed in [26] for setting a
Kalman filter with a homogenized observer dynamics. It is more easily derived for QΘ,d

tuning from the parametric sensitivity of the output. In this case, normalization from the
nominal value of the parameters is possible and will be considered to simplify presentation.
Algorithm 5.3 details the UKF tuning process.

Algorithm 5.3 Tuning unscented Kalman filter.
Step 1: Choose Rd.
Given outputs data y[k] on k ∈ [0, N ] with dimension M , supposing each output has an
error ratio of σi (inverse of the confidence level as stated above), Rd is

Rd = diag(σ2
i y

2
i,max), i = 1, 2, ...,M (5.39)

where yi,max = max
k∈[0,N ]

|yi[k]|.
Step 2: Normalize Qx,d.
Given (5.2) with parameters fixed at normal values in Table 5.2 as a normal LTI system,
calculate the observability Gramian of the discretized normal LTI system

Go =
∞∑
k=0

(ATd )kCT
d CdA

k
d (5.40)

Step 3: Choose Qx,d.
Choose a time scaling factor Tx so that Qx,d = [TxGo]−1 lead the LTI observer inherited
from (5.2) (with nominal parameters) having its poles with real part less than −1/Tx.
Verification is possible by solving the adequate algebraic Riccati equation.
Step 4: Choose QΘ,d.
Choose an error ratio of αi for each parameter and a time scaling factor TΘ according to
the Hypothesis 2:

QΘ,d = 1
T 2

Θ
diag(α2

iΘ2
i,nom), i = 1.2, ..., NΘ (5.41)

where Θi,nom is the nominal value of i-th parameter and NΘ is the number of parameters
to be identified.
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Figure 5.2 – Multi-UKF schema.

5.2.5.2 Multi-UKF Approach

As the result of such a tuning is always a compromise between rapidity and precision (noise
sensitivity) in the process of parameter estimation, a multi-model UKF based approach
is considered. At least two UKF will be used (see Figure 5.2). One is configured to get a
precise steady-state value of the parameters considered. The other is configured to detect
possible fast variations.

5.2.6 Experiments

The identification method as well as the tuning methodology are validated by two experi-
ments: one in Simulink and one on the driving simulator SCANeR. In these experiments,
the cybernetic driver model (5.2) is utilized as a virtual driver. Some of its parameters
are a priori increased gradually at different times. In this case study, the increase of both
visual gains (Kp and Kc) may depict increasing stress in driver’s mind, or weak visibil-
ity conditions (like foggy or dark). The experiment steps are the following: the virtual
driver steers a vehicle on a predefined road; the parameters change during driving; inputs
and outputs data are collected; the data is used to identify the augmented system states
including the searched parameters. The main differences between the two experimental
platforms are: on the driving simulator 1) the vehicle is more realistic and precise, 2) the
vehicle is controlled by a real steering column instead of a mathematical model and 3)
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some inputs and outputs data are collected by sensors. Besides, the multi-UKF approach
is used in the second experiment so as to evaluate the tuning methodology.

5.2.6.1 Experiment in Simulink

The first experiment is realized by simulating a Driver-Vehicle-Road (DVR) model [9]
in Matlab / Simulink. The simulation environment (see Figure. 5.3a) was established in
previous researches. The vehicle-road (VR) model is a bicycle model of which parameters
were identified from experimental data. The cybernetic driver model “steers” the VR
model with a fixed speed 64 km/h on a predefined road (see Figure. 5.3b).

Cybernetic driver 

model

Vehicle 

position calculation 

(sensors in practice)

Pre-defined road 

geometry

Steering column 

model

Vehicle bicycle 

model 

Γ𝑑

Γ𝑠, 𝛿𝑆𝑊

𝜃𝑓𝑎𝑟 , 𝜃𝑛𝑒𝑎𝑟

𝜌, (𝑥, 𝑦)

Γ𝑠 𝛿𝑑

𝜌

𝛽, 𝑟

(a) Models in Simulink.
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(b) Road in Matlab.

Figure 5.3 – First experiment in Simulink.

Three different situations are simulated in this experiment: 1) only Kp increases; 2)
only Kc increases; and 3) both Kp and Kc increase. A small gain UKF is implemented
in all situations, of which the configuration could be found in (5.42), (5.43), (5.45) and
(5.46). The identification results are shown respectively in Figure 5.4a, 5.4b, 5.4c and
5.4d. The red solid line is the actual variation of parameters during simulation, the blue
dashed line is the estimated variation of parameters and the yellow dotted line represents
for the related input signals (θfar for Kp, θnear for Kc, see Figure 5.1).

Several observations could be obtained from these figures. Firstly, the results prove
the feasibility of the identification method in tracing variation of parameters. Secondly,
as long as the related input signal becomes “weak”, i.e. the input excitation is low, the
corresponding parameter keeps constant due to “weak” identifiability. For example, in
Figure 5.4a from 80 s to 90 s, the input signal θfar is almost 0, in the meantime the

66



5.2. Full article

20 40 60 80 100 120 140 160 180

time (s)

3.2

3.4

3.6

3.8

4

4.2

4.4

4.6

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

fa
r (

ra
d)

Kp

 Identified K
p

 K
p
 in experiment

 
far

(a) Only Kp increased in the experiment.
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(b) Only Kc increased in the experiment.
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(c) Both Kp and Kc increased in the exper-
iment, the variation of identified Kp.
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iment, the variation of identified Kc.

Figure 5.4 – First experiment results.

identified Kp is constant. Same in the Figure 5.4b for θnear and the identified Kc during
80 s and 90 s. The reason of “weak” input signals here is trivial: the “driver” is driving
on a straight road. Thirdly, in Figure 5.4c the variation of the identified Kp is different
from that in Figure 5.4a during 40 s to 60 s, this is caused by the correlation between two
parameters, since Kc starts changing at 40 s.

5.2.6.2 Experiment in SCANeR

The second experiment is realized on the driving simulator SCANeR (see Figure 5.5a),
where researches on human driver’s adaptation will take place afterwards. It is equipped
with a complete dashboard, a common five-speed gear stick, pedals of gas, brake and
clutch, and a TRW direction system with steering wheel. The visual scene is displayed

67



Part II, Chapter 5 – Parameter Identification II: Unscented Kalman Filter

on 3 LCD screens, a central one in front of driver and two others oriented to the center
one with 45◦. They cover a field of view of 25◦ on height and 115◦ on width. The visual
scene transmits the road characteristics as perceived by driver via the windshield. A small
family car of type Peugeot 307 is chosen as vehicle model in this experiment. The driver
model also “steers” the vehicle with a fixed speed 64 km/h on a predefined road (see
Figure 5.5b). Both parameters, Kp and Kc, are supposed to change.

(a) Driving simulator SCANeR.
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(b) Experiment road.

Figure 5.5 – Second experiment in SCANeR.

The multi-UKF approach with two different configurations of UKF is used to identify
the parameter evolution. In both UKFs, the value for initial system states are simply
0, while the estimated parameters are initialized without error to the initial values (see
Table 5.2) used for the simulation.

x̂a[0] =
[
0 0 0 3.4 15

]T
(5.42)

The initial augmented system state covariance Pa[0] is chosen arbitrarily as stated in
Section 5.2.5.1.The UKFs are now tuned according to Algorithm 5.3:

Rd = diag(9× 10−4, 25× 10−4) (5.43)
Qx,d = 10−7 ×G−1

o (5.44)

This tuning leads to poles at: -1, -10 and -50 meaning that the slowest dynamics of observer
will have a time constant of 1 s, which seems sufficient. In fact, the state observer in open-
loop is fast enough. Finally, different tuning are made for QΘ,d to get the two UKF. For
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UKF1:
QΘ,d = 10−8 × diag(3.42, 152) (5.45)

The scaling factor in QΘ,d is modified for UKF2:

QΘ,d = 10−6 × diag(3.42, 152) (5.46)

The results are shown respectively in Figure 5.6. Same as in the first experiment, iden-
tified parameters are constant when “weak” identifiability happens. In addition, compared
with Figure 5.6a and 5.6b, the constant values are greater in Figure 5.6c and 5.6d. For ex-
ample Kc is almost constant from 40 s to 60 s, while its value is about 15.5 in Figure 5.6a
and 16 in Figure 5.6c. This proves the rapidity of the UKF2. Besides, the results of UKF2
are more sensible to noise, this is obvious on the figures during 120 s to 160 s. It should
be noted that Kc has an undesired variation from 80 s to 110 s in UKF1. Although the
estimations eventually converge, there is also some slowness for UKF2 between 120 s and
180 s for Kp.

5.2.7 Conclusion

This article shows the interest and the feasibility of tracking the variations of parameters
related in particular to the visual part of a driver model, so called cybernetic driver model.
This problem is essential to study the adaptation of the driver’s behavior to different
changes in his driving environment, e.g. adaptation to active steering control systems,
road features or meteorology. The driver model chosen is based on knowledge concerning
neurophysiology and psychology of human driver, useful to study the driver’s adaptation.
The LPV identification problem was solved by first augmenting LPV system states with
the state-space differential equations characterizing parameters’ evolution dynamics. Then
the unscented Kalman filter was applied by considering the identification problem as a
state estimation problem. Referring to methodological experiences concerning classical
Kalman filter, the tuning of UKF was mainly accomplished by setting the parameters’
process and measurement noise covariance matrices. The compromise between rapidity
and precision of parameter estimation was discussed through considering a multi-UKF
approach. One UKF estimates the mean value of parameters while another one makes it
possible to detect fast parametric variations. Two experiments considering a sequential
change of parameters showed good identification results, compatible with the aim (driver
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(a) Kp identified by UKF1 with slow recon-
struction.
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(b) Kc identified by UKF1 with slow recon-
struction.
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(c) Kp identified by UKF2 with fast recon-
struction.
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(d) Kc identified by UKF2 with fast recon-
struction.

Figure 5.6 – Second experiment results.

adaptation analysis). However, a coupling effect may appear especially if the UKF is
configured for high dynamic performance. Nevertheless, although this effect still needs to
be understood more in depth from a theoretical point of view, the identification method
considered (multi-UKF approach) proved to be useful in the future, for investigating
especially the adaptation of human driver to the driver-assistance systems.

Extensive tests will now be performed on the LS2N driving simulator, with a significant
number of human drivers. We believe that the proposed methodology will allow us to
better understand driver’s adaptive dynamics over time.
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Chapter 6

EXPERIMENTAL STUDIES

Haptic guidance systems continuously provide human driver with assistance torques.
When human beings are repeatedly confronted with an external force that modifies the
relationship between the motor command and the resulting movement, motor adaptation
occurs [1]. This thesis focuses on understanding how drivers adapt to the haptic guidance
system through usage. The final objective is not only to understand the human adaptation
process, but also to be able to “reproduce” it, so that this knowledge could contribute to
the design and development of haptic guidance systems.

Behavioral analysis and model-based analysis are two methods adopted in this study.
The behavioral analysis is a statistic method commonly used in existing researches. It
consists of calculating metrics to evaluate signals recorded during driving experiments.
This analysis can be comprehensive by choosing direct and indirect metrics. The direct
metrics refer to evaluations based on physiological signals of human driver, such as eye
direction, heart rate, electromyography (EMG) etc. The indirect metrics refer to evalua-
tions based on lateral control performance of vehicle, such as steering-wheel reversal rate
(SWRR), standard deviation of lateral position (SDLP), time to lane-crossing (TLC) etc.
The behavioral analysis usually ends up with the analysis of variance (ANOVA), which
analyzes the differences among group means in a sample. The behavioral analysis helps
the understanding of adaptation process. However, it can only analyze based on data and
is not able to “reproduce” driver’s behavior.

The model-based analysis is the key research interest in this thesis. The principle of
this method is to try to capture the adaptation using driver steering models. As models
have the ability to “reproduce”, or predict driver behavior, the results can be directly
integrated into model-based controller design. To be clear, a “model” here refers to a
model structure with an estimated parameter vector, M(Θ̂N), which may be obtained
from system identification with empirical data. The fundamental hypothesis of model-
based analysis is Hypothesis 6.1:
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Hypothesis 6.1 Driver model is able to capture human driver’s adaptation process, and
in particular, the model captures this process in the form of parametric variation.

As stated in [2], there is good reason to believe that human driver can be modeled as a
parameter-varying system during adaptation. This hypothesis expects that the variation
of certain parameters in the model would reproduce a similar adaptive behavior as human
does. Yet this is the ideal case. Currently, there is no perfect driver model for capturing
full breadth of human driver behavior, especially the adaptation[2]. All driver models are
obtained and validated in quasi steady driving situations when the adaptation is already
finished. These models could be used as a starting point for the design of haptic guidance
system, but might not satisfy the Hypothesis 6.1 for model-based analysis. In fact, when
these models are used beyond their scope for predicting driver’s adaptive behavior, its
validity in terms of output prediction becomes a question. Generally, there will be three
different results:

1. The model is still valid without making any change;

2. The model is not valid, but it could be valid again with varying parameters;

3. The model is not valid, and it cannot be valid by only changing parameter values.

A model resulting in the second case is possible to achieve a successful capture of the
adaptation due to the validity of model after parameter variation. For the first case,
the model appears to be irrelevant to the scenario studied, and for the third cases, the
chosen model is inappropriate. A possible solution in these two cases is to reconsider the
model structure, so that the driver adaptation is explicitly included and represented with
parametrized system blocks. As such, the analysis based on the new model will be able to
capture the adaptation, as in the second case. In summary, at current stage, the model-
based analysis with “imperfect” driver model would help both the investigation of driver
behavior and the amelioration and perfection of driver models.

This part of thesis contains three articles that present the experiments and results of
our adaptation studies. These studies were carried out progressively, following the before-
mentioned procedure of model-based analysis. The first article is our first attempt of
model-based analysis. It tried to explain through two parameters of a two-point visual
model, the effect of haptic guidance systems and degraded visibility conditions on lat-
eral control performance. Results showed that when dealing with the influence of visual
conditions on steering-wheel angle, this model satisfied the Hypothesis 6.1 and captured
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successfully via parametric variations. When it came to driver’s neuromuscular action and
torque output, this model was not sufficient. The advanced model proposed in [3], which
combines the two-point visual model with a neuromuscular system, was then selected.
However, the capture through this model was failed, because the haptic guidance torque
was not considered in this model and it could not be valid by only changing parameter
values. Therefore, a new cybernetic driver model with reconsidered neuromuscular system
is proposed in the second article. In this new model, the haptic feedback torque, which
is the combination of haptic guidance torque and self-aligning torque, was particularly
considered. Parameter identification showed that when driving with a haptic guidance
system of 50% sharing level, the new model could be valid by changing the internal model
gain. In addition, the internal model gain seemed to be related to the driver adaptation
to the haptic guidance system. To validate this conjecture, two experiments were finally
carried out in the third article. Results demonstrated that the new model satisfied the
Hypothesis 6.1 and successfully captured driver model adaptation to varying levels of
haptic guidance system by changing the internal model gain. Note that some symbols
and the chapter numbering in all three articles were modified to be coherent with those
used in thesis.

Driving with a Haptic Guidance System in Degraded Visibility Conditions:
Behavioral Analysis and Identification of a Two-Point Steering Control Model

This article aimed to determine the ability of a two-point steering control model to
account for the influence of a haptic guidance system in different visibility conditions. In
fact, the interactive effect of haptic guidance system and visibility conditions had been
studied through behavioral analysis in [4], [5]. By performing a similar experiment, our
goal was to verify to what extent a simple and robust model, such as the one used to
account for the vision-based vehicle lateral control (i.e., two-point visual model), is likely
to “explain” through its parameters, the behavior of the driver-assistance system as a
function of the characteristics of the haptic guidance or the type of visibility.

The literature review [6] summarized on the methods and tools for conducting behav-
ioral analysis. In our experiment, four metrics were adopted: the steering-wheel reversal
rate (SWRR)[7], the mean and standard deviation of lateral position and the L2-norm of
driver steering torque. These metrics were selected from three different aspects to evaluate

79



Part III, Chapter 6 – Experimental studies

driver’s lateral control behavior: the steering performance, the lane keeping performance
and the driver control effort. The ANOVA was performed after calculation of metrics to
compare their values between different scenarios and determine whether the manipulated
variable has a significant influence on the metrics or not.

The model-based analysis in this article was performed with the two-point visual
model[8]. It was based on the fact that during driving, human always refers to a far
region and a near region for getting information about the direction of the road and the
position of vehicle in lane. In this model, two points in these regions, a far point and a
near point, are chosen as a reasonable approximation of this dual visual process. The far
point is the tangent point of the inner edge of the road on curves, or the vanishing point
on straight line. This point gives information about the road curvature. The near point is
a point that is a few meters ahead of the vehicle. This point provides information about
the deviation of vehicle from lane center. The part related to the far point was called
“anticipation”, and “compensation” for the near point.

Several aspects were especially noticed when performing the model-based analysis.
Firstly, it was assumed that during one driving scenario, there was almost no adaptation,
so that driver could be regarded as a time-invariant system. In other words, when par-
ticipants switched from one scenario to another, they quickly adapted to the new driving
environment at the very beginning and reached a steady state. Our goal was only to
capture this final steady state instead of the whole adaptation procedure, and compare
it with those of other scenarios. Secondly, the visual anticipatory and compensatory gain
were chosen as potential parameters. The other parameters were fixed at their nominal
values. Thirdly, the two-point visual model actually represented a combination of the dy-
namics of the lateral control and steering-wheel (LC-SW) system. This system covered
both human driver behavior and haptic guidance system, including extreme cases of hu-
man or haptic guidance driving alone. By identifying the gain parameters, our goal was
to project the input-output relationship of the LC-SW system onto the visual model to
check the contribution of each input signal to the output signal. If results turn out that
the anticipatory gain increases or the compensatory gain decreases, it may imply that
the steering wheel angle is determined more by the anticipatory than the compensatory
part. Finally, before comparing the value of parameters, the parameter uncertainties were
firstly checked to ensure the difference between parameters were caused by experimental
conditions rather than system identification algorithm.

Results from behavioral analysis demonstrated that the effects of haptic guidance and
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fog on the different considered metrics were cumulative without any interaction. This
result differed from those reported in previous research [5], which showed that drivers
could benefit more from haptic shared control in reduced visibility. The difference could
be explained by the diverse design of haptic guidance system in the two cases. It could
also be related to a difference in the difficulty of the lane-keeping task. In our study, it
appeared that drivers benefited as much from haptic guidance in good visibility conditions
as in the fog.

A synthesis was made by combining the behavioral analysis and model-based analysis.
The behavioral analysis showed that fog did not affect the driving trajectory with corner-
cutting behavior, while the haptic guidance system induced the lateral position of vehicle
to be closer to the center of lane. The model-based analysis showed that the anticipatory
gain proved to be very sensitive to the road profile. Therefore, it was concluded that this
parameter represented visual anticipation to the extent that this anticipation defined the
followed trajectory. The compensatory gain was expected to increase as SDLP decreased,
and this was the case in our study, whether due to fog, haptic guidance, or both, in which
case the effect was cumulative. It was also noted that the reduction of SDLP was not
of the same nature under two conditions: in the case of fog it was the consequence of
increased human steering control (increased SWRR); in another case it was determined
by the design strategy of haptic guidance system. In short, the compensatory gain proved
to be very sensitive to the variability of the lateral position while it was not able to tell
the origin (human or haptic guidance system) of this consequence.

In conclusion, the model-based analysis in this article succeeded with a simple two-
point visual model. Changes in the lateral control performance of the LC-SW system
were captured by the anticipatory and compensatory gains. However, it had flaws. Such
model considered only the steering-wheel angle as output for the performance evaluation.
It could not independently distinguish between the action of the human driver and those
of the haptic guidance system on the steering-wheel. The next step would be using more
advanced driver model with neuromuscular system, such as the one proposed in [3], [9],
[10].

Towards a Driver Model to Clarify Cooperation Between Drivers and Haptic
Guidance Systems

The first article concluded on the requirement of an advanced driver model for further
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capturing human adaptation and separating the action of human driver and haptic guid-
ance system on the steering wheel. A possible solution is to select a driver model with a
neuromuscular system (NMS) and taking driver steering torque as output. Besides, the
importance of including NMS knowledge has been mentioned in several researches [11],
[12]. At first, the cybernetic driver model proposed in [3], [9], [10] was chosen as our
candidate model. Later, several difficulties were encountered. The most important prob-
lem was that the model became non-valid when haptic guidance torque intervened in the
steering-wheel control, and it could not be valid again by simply adjusting parameter
values. Finally, a new cybernetic driver model with reconsidered NMS was proposed and
validated in this second article.

Three points were clarified before the reconsideration of model structure. Firstly, in-
stead of using only the self-aligning torque, a haptic feedback torque should be included
in the model as an input. This torque represents the torques perceived by drivers on the
steering wheel. In our case, it refers to the self-aligning torque and the haptic guidance
torque. In most cases it is difficult for drivers to distinguish between them because they
act together on the steering wheel and are perceived through the same channel. Therefore,
it was their combination that was defined as the haptic feedback torque. Secondly, despite
the invalidity, the basic hypothesis in previous model could be maintained. The hypothesis
was that driver’s lateral control behavior could be divided into two steps: environment
perception and neuromuscular action. In the step of environment perception, drivers con-
sult visual information and generate a target steering-wheel angle as intention. In the step
of neuromuscular action, they convert this angle to force (torque) control and apply it
on the steering wheel though muscles. This hypothesis allowed us to keep the visual part
of the previous model and focus on the NMS. Finally, the NMS modeling should cover
two fundamental mechanisms: how muscles convert the target steering-wheel angle into
steering torque and how haptic feedback was involved in driver’s control.

To represent the first mechanism in NMS modeling, a notion called internal model,
inspired from neural science, was introduced. An internal model is an internal representa-
tion of external world used by organisms. The central nervous system uses internal models
to control and predict. Control turns desired sensory consequences into motor commands,
while prediction turns motor commands into expected sensory consequences. Similarly,
drivers should have an internal representation of the limb-steering system (i.e., an inter-
nal model). This model is actually the representation of human feeling about the steering
system. It should be approximate and correspond to a low-order system. A simple gain
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was thus used as the internal model.
For the second mechanism of NMS modeling, an implicit and an explicit involvement

of haptic feedback were proposed. The implicit involvement referred to adaptation of the
internal model gain. This is also related to the learning property of the internal model,
because human can easily adapt to a different steering system by adapting their internal
models. The explicit involvement referred to a closed-loop control formed with the haptic
feedback torque for compensating the inaccurate internal model and stabilizing steering
wheel.

A simple experiment was carried out in the first place to verify if this model could be
valid when human driver and haptic guidance system control the steering wheel simul-
taneously. A haptic guidance system at 50% sharing level was used in this experiment.
Results showed that the output prediction of the proposed model was very close to the
measured data, either in the case with haptic guidance system or without it. In partic-
ular, the internal model gain was found being sensitive to this specific haptic guidance
system. The proposed driver model structure became valid in both manual driving and
assisted driving by especially varying this parameter. At this point, it was concluded that
this model could be a good choice for our model-based analysis. However, additional tests
involving more drivers and haptic guidance systems set at different sharing levels were
necessary for completing the validation and confirming the role of the internal model gain
as potential parameter for capturing human adaptation.

Driver Model Validation through Interaction with Varying Levels of Haptic
Guidance

This article aimed to validate the proposed model and use it to conduct model-based
analysis when human driver interacts with different sharing levels of haptic guidance. The
sharing level is a coefficient used in the design of haptic guidance systems. The torque
output of controllers is adjusted by this coefficient so that the system can provide drivers
with more or less haptic feedback. In practice, the sharing level may change according to
driver’s demand or state in order to minimize potential conflicts between human driver
and haptic guidance systems. Therefore, it is important to understand how drivers may
adapt to the variation of this coefficient.

Two experiments were carried out in this paper. The objective of the first experiment
was to verify whether the driver model can cooperate effectively with a haptic guidance
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system as soon as the gain of the internal model corresponds to the chosen sharing level.
The experiment was performed by simulating the driver model as a “virtual driver” in
cooperation with the haptic guidance system. As the second article implied the potential
relationship between with the internal model gain and sharing level, they were chosen
as two independent variables manipulated in this experiment. Each variable had four
levels, resulting in 16 pairs in total as scenarios. The lateral control performance of the
“virtual driver” was evaluated through behavioral analysis. The standard deviation of
lateral position from lane center was selected as the indicator. Results showed that a
stable cooperation between the driver model and haptic guidance system could only be
achieved when the internal model gain and the sharing level matched each other. In
other words, the adjustment of the internal model gain through the haptic feedback is
imperative when the driver model interacts with the haptic guidance system at different
sharing levels. The model would be suitable for model-based analysis of human adaptation
in this situation.

The objective of the second experiment is then obvious: instead of “virtual driver”,
capturing the adaptation of human driver to the haptic guidance system at different
sharing levels through the internal model gain parameter. The experiment was performed
by asking human driver cooperating with the haptic guidance system when the sharing
level was changing continuously. The sharing level firstly increased from 0% to 100%,
maintained at 100% for a while and then decreased to 0%. Results showed that for all
17 participants the internal model gain varied with the same trend. When the sharing
level was increasing, the internal model gain decreased and vice versa. At fully automatic
driving (100%), the parameter was almost 0. In summary, the results demonstrated that
the internal model gain of the driver model was directly related to the sharing level of the
haptic guidance system. By adjusting this parameter, the prediction of the driver model
in cooperation with the haptic guidance was always valid, even though the sharing level
changed.

In conclusion, our first experiment was to verify if the internal model gain was the most
sensible parameter to changes in haptic feedback torque, as found in the second article.
The results revealed that the model identified for a given sharing level was no longer
able to drive alongside the haptic guidance system with a different sharing level. The first
experiment further demonstrated that by varying only the internal model gain parameter,
the model could be valid again. This corresponded to the meaning attributed to this model:
the internal model should be a representation of the steering system compliance. When
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the haptic feedback changed, from the viewpoint of human drivers, the steering system
dynamics was changed, and thus they adjusted their internal model accordingly to stay
in cooperation with the new steering system. The first experiment indicated that the
adjustment of this parameter was imperative when the sharing level of haptic guidance
system changed. The second experiment with human drivers was then conducted. The
adaptation to varying levels of haptic guidance system was successfully captured through
the variation of the internal model gain parameter. The results suggested that driver
adaptation to the haptic guidance system was mostly achieved by updating the internal
representation of the steering system. At this point, the model-based analysis of driver
adaptation to haptic guidance system was accomplished.
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Chapter 7

DRIVING WITH A HAPTIC GUIDANCE

SYSTEM IN DEGRADED VISIBILITY

CONDITIONS: BEHAVIORAL ANALYSIS

AND IDENTIFICATION OF A TWO-POINT

STEERING CONTROL MODEL

Abstract

The objective of this study is to determine the ability of a two-point steer-
ing control model to account for the influence of a haptic guidance system
in different visibility conditions. For this purpose, the lateral control of the
vehicle was characterized in terms of driving performance but also through
the identification of anticipation and compensation parameters of the driver
model. The hypothesis is that if the structure of the model is still valid in
the considered conditions, the value of the parameters will change in coher-
ence with the observed behavior. The results of an experiment conducted on
a driving simulator demonstrate that the identified model can account for the
cumulative influence of the haptic guidance system and degraded visibility.
The anticipatory gain is sensitive to changes in driving conditions that have
a direct influence on the produced trajectory, and the compensatory gain is
sensitive to a decrease in the variability of the lateral position. However, a
model with only the steering wheel angle as output is not able to determine
whether the change in lateral position variability is due to the driver’s lack of
anticipation or to the assistance provided by the haptic guidance system.
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7.1 Introduction

Advanced driver assistance systems for road vehicles have been intensively studied in re-
cent years due to the potential to improve driving comfort and safety. Part of this research
focuses on avoiding or reducing persistent issues in human-automation interaction. These
issues are usually caused by a lack of effective communication between the driver and
the assistance system. A specific mode of assistance, called haptic shared control, has
been proposed and meets commonly formulated design guidelines for human-automation
interaction, especially in automotive applications[1]–[4]. Applied to the steering control
(i.e., haptic guidance system), an automation system continuously provides human drivers
with additional assisting torque through the steering wheel. Because the steering wheel is
controlled simultaneously by the human driver and automation system, it acts as a com-
munication interface between them. In this case, the driver can feel the additional force
generated by the automation system and can decide whether to follow the “optimal” con-
trol operated by the system or to override it if necessary. As such, shared control is distinct
from systems that binarily switch authority between humans and machines. The benefits
of haptic guidance systems have been observed in lane-keeping performance[5]–[10].

The effectiveness of haptic guidance systems depends on various aspects, including the
design method and its parameter[11], the level of authority of the system[12], the driver’s
age and driving experience[7], [8], fatigue[10], and the driver’s reliance on the system[13].
In addition to system or driver-related aspects, the influence of the driving environment,
especially visibility conditions, is one of the key issues because of the predominant role of
visual information in driving[14]. Indeed, several studies have already studied the benefits
of haptic guidance systems in degraded visibility conditions[15], [16]. The driving perfor-
mance was evaluated through behavioral analysis, which consists of statistical comparison
of different metrics such as steering wheel reversal rate, steering effort and mean lateral
position of the vehicle. It has been shown that a haptic guidance system is more effective
in compensating for a loss of near visual information than a loss of far vision[15]. More-
over, a study varying the level of haptic authority of a guidance system has shown that
the optimum distribution of control between the driver and the system depends on the
visibility conditions, with drivers relying more on the system in the presence of fog[16].

To better understand how haptic guidance systems modify the lateral control of the
vehicle as a function of visibility conditions, this study proposes to adopt, in addition to
behavioral analysis, a model-based analysis method. Our objective is to link the results

88



7.1. Introduction

of the behavioral analysis to the parameter values of a driver steering model, in order
to understand to what extent the model can account for the combined effect of haptic
guidance and visibility on driving performance. Driver models are useful tools for under-
standing information processing in humans but also for estimating driver state. Recent
work has shown, for example, that it is possible to discriminate different driver distrac-
tion modalities through the parametric analysis of a steering control model[17], [18]. In
addition, these models can be used for the realization of controllers in haptic guidance
systems[19]. Controllers based on driver models have many advantages such as reduction
of undesired steering conflicts with the guidance system, a smooth authority transition,
and the consideration of the driver’s state[20]–[26].

The model chosen to meet the objective of this paper is similar to the two-point
model proposed by [27]. and which is in line with [28]. Since then, it has been established
that steering on a sinuous road can be summarized by the complementary action of two
processes: the visual anticipation of the road curvature and the compensation of lateral
positioning errors [16], [27]–[31]. The anticipation process refers to the visual exploration
of the road ahead, while the compensation process represents the task of maintaining an
appropriate distance from the edges of the lane. The two-point model combines anticipa-
tion and compensation by considering a simple additive process, and predicts the steering
wheel angle. The model has been validated in three different contexts by[27]. First, the
two-point model can account for the effect of partial occlusion of the visual scene (driving
with near and/or far vision) [29]. The model can also predict human-like steering profiles
for perturbation correction and lane change maneuvers.

Our assumption for the model-based analysis is that the model structure is still valid
in the presence of haptic guidance and reduced visibility, but that the parameter values
will change accordingly. Specifically, it is assumed that when visibility is degraded, the
steering wheel angle will depend more on error compensation than on anticipation. The
hypothesis of a decrease in the anticipation gain and an increase in the compensation
gain can therefore be made. When driving with the haptic guidance system, the driver
can rely on the system, which may facilitate lane keeping and smoothen steering control .
In this case, an increase in the anticipation gain and a decrease in the compensation gain
may be observed. If there is an interaction between the two factors, which could have an
antagonistic action on some behavioral indicators, it will be interesting to examine how
the model parameters capture this phenomenon.

In summary, the objective of this study is to verify to what extent a simple and robust
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model, such as the two-point steering model, is likely to “explain” through its parameters,
the behavior of the driver-assistance system as a function of haptic guidance and visibility.
This paper is organized as follows: Section 7.2 presents the way the experiment was
conducted with a brief description of the haptic guidance system enrolled. The methods
of data analysis, including the identification of the model parameters, are described in
Section 7.3. Section 7.4 presents the results obtained from behavioral analysis and model
parameter identification. Section 7.5 summarizes the effect of the experimental conditions
on driving performance and the model parameters. Finally, Section 7.6 concludes with
the predictive capability of the selected model and the prospects for this work.

7.2 Experiment

7.2.1 Participants

A group of 15, comprising 11 male and four female participants, took part in the experi-
ment. The participants were primarily recruited from students and staff of the Laboratory
of Digital Sciences in Nantes and Institute Mines-Télécom Atlantique Nantes. All partici-
pants possessed a valid driver’s license with at least three years of driving experience. The
participants had no known medical issues that could affect their driving skills and had
normal or corrected vision. None of them had ever experienced a haptic guidance system.
The research was conducted in accordance with the standards of the CNRS ethical com-
mittee and with the 1964 Declaration of Helsinki. Informed consent was obtained from
all individual participants involved in the study.

7.2.2 Independent Variables

Two independent variables were manipulated in this study according to our objectives:
the visibility conditions of the driving environment (F) and the haptic guidance system
(A). Visibility was manipulated by applying a thick fog in the driving scene (Figure 7.1a
and 7.1b), so that it was difficult for the driver to anticipate changes in road curvature.
The visibility variable therefore has two degrees: with fog (+F) or without fog (-F). The
same applies to the haptic guidance system with two conditions: with guidance (+A) and
without guidance (-A). The combination of these two variables provides the following four
different experimental scenarios:

1. without fog, without haptic guidance (-F, -A);
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2. without fog, with haptic guidance (-F, +A);

3. with fog, without haptic guidance (+F, -A);

4. with fog, with haptic guidance (+F, +A).

(a) Screenshot of scenario without fog. (b) Screenshot of scenario with fog.

(c) Fixed base driving simulator SCANeR.

7.2.3 Haptic Guidance System

The haptic guidance system employed in this study was developed by [26]. The total guid-
ance torque applied on the steering wheel Γa comes from anticipatory and compensatory
assistance (Figure 7.2):

Γa = Γaref
+ Γafb

(7.1)

The anticipatory assistance, the feed-forward (FF) controller, is a trajectory generator
that generates reference vehicle-road model states and the torque control on the basis of
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𝛒𝐩𝐫𝐞𝐯𝐢𝐞𝐰𝐞𝐝

Anticipatory assistance

(Feedforward)

Compensatory assistance

(Feedback)

Figure 7.2 – Design strategy of haptic guidance system.

the previewed road curvature ρpreviewed:Γref
xref

 = KFF (p)ρpreviewed (7.2)

where KFF (p) represents the transfer function of the trajectory generator. The applied FF
torque is then determined by the sharing level of the anticipatory part: Γaref

= αantΓref .
Compensatory assistance, namely the feedback controller, is static output feedback

obtained by an H2/H∞ multi-objective control synthesis:

Γfb = Kfb(xvr − xref ) (7.3)

Similarly, the applied feedback torque control is determined by the sharing level of the
compensatory part: Γafb

= αcompΓfb.
The sharing levels are used for regulating the total haptic guidance torque. When the

sharing level is highly in favor to automation (close to 100%, see [26]), the haptic guidance
system can drive the vehicle by itself. In this study, both sharing levels were fixed at 50%,
which provides a system that delivers clear haptic guidance, although it will eventually
leave the lane during navigation on a curve without driver’s intervention.
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7.2.4 Apparatus

The experiment in this study was conducted on a fixed-base driving simulator powered
by SCANeR Studio (Figure 7.1c). It is equipped with a complete dashboard; a five-speed
gear stick; gas, brake and clutch pedals; and a steering wheel connected to a TRW steering
system. A torque sensor is mounted on the steering column to measure driver steering
torque. The visual scene is displayed on three LCD screens: a central one in front of the
driver and two others oriented at 45◦ relative to the center. The screens cover a field of
view of 25◦ in height and 115◦ in width. A small family car, a Citroën C5, was chosen as
the vehicle model in this experiment.

7.2.5 Scenarios

R=100 m

R=150 m

R=100 m

R=150 m

R=200 m

R=50 m

R=80 m

R=200 m

R=100 m
R=80 m

R=100 m

Start

Figure 7.3 – Route used for experiment.

The track used for the four experimental scenarios is shown in the bottom right-hand
corner of Figure 7.3 and is a two-lane road that each lane is 3.5 m wide. It consists of 11
bends of various length (from 150 m to 650 m) and radius of curvature (from 50 m to 200
m). All bends are Euler spirals with continuous changes in the curvature. The longitudinal
speed of the vehicle was set at 64 km/h (18 m/s). A brief introduction to each scenario,
including the operation of the haptic guidance system, was provided to the drivers at the
beginning of the experiment. The participants were instructed to drive in the right-hand
lane without making any lane changes. The order of the four scenarios was randomized
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between participants. Moreover, each scenario lasted 10 minutes, which is equivalent to
nearly two laps on the track, given the chosen speed. Finally, participants were allowed
to take a short break between scenarios.

7.3 Data Analysis Methods

7.3.1 Driving Metrics

Steering Performance Steering performance was assessed using the steering wheel
reversal rate (SWRR). This measure represents the frequency of changes in the direction
of the steering wheel rotation by a magnitude greater than a given angle, or gap. It is
one of the most commonly used measures of steering performance[32], [33]. The algorithm
proposed in [33] has been adopted with a gap of 2◦. SWRR is expected to decrease with
haptic guidance and to increase with fog.

Lane-Keeping Performance Lane-keeping performance was evaluated using the de-
viation, ya, of the lateral position of the vehicle’s center of gravity from the lane center
(in meters). The mean and the standard deviation of ya were chosen as the metrics. In
addition, ya was considered positive if the vehicle deviated from the lane center towards
the inner edge of the lane so that the mean provided information on the driver’s behav-
ior in terms of cornering independently of the direction of the curve. In contrast, ya was
negative if the deviation was towards the outside of the bend. Because the deviation of
the lateral position on the simulator used the lane center as a reference, the adjustment
was as follows. The calculation of the standard deviation of the lateral position (SDLP) is
still based on the non-adjusted deviation of the lateral position y′a[k]. The ya is expected
to decrease with haptic guidance. This might also happen if the driver adopts a more
conservative path planning behavior, with less corner-cutting. The SDLP is expected to
decrease with haptic guidance and fog.

For a deviation of the lateral position signal vector y′a[k], k = 1, 2, . . . , N , the adjusted
mean is

ya = 1
N

N∑
k=1

ya[k] (7.4)
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where ya[k] is the adjusted deviation of the lateral position:

ya[k] =

y
′
a[k], if ρ[k] ≥ 0

−y′a[k], if ρ[k] < 0
(7.5)

with ρ[k] denoting the sampled road curvature vector.

Driver Control Effort The driver control effort is evaluated through the torque applied
by the driver on the steering wheel, Γd. The L2-norm, which is equivalent to signal energy,
is chosen as metric (‖Γd‖2). The calculation is as follows.

‖Γd‖2 =

√√√√ N∑
k=0

Γ2
d[k] (7.6)

whereN is the number of samples. The ‖Γd‖2 is expected to decrease with haptic guidance.

7.3.2 Model Identification

The model chosen in this study is shown in Figure 7.4a. It is a two-point visual model
inspired by [18], [27], [28], [34], [35]. In this model, the steering wheel angle δSW is a
combination of anticipatory and compensatory behavior in a lateral control task. The
anticipatory part represents the behavior of looking far ahead to determine the road
direction, and the compensatory part corresponds to the use of near visual information to
maintain the vehicle in the lane. Two points on the road, a far and near point, are chosen
as a representation of the areas where the visual information is acquired. The angles
between the direction of these points and the heading of the vehicle, which are defined
as the far-point angle θfar and near-point angle θnear, respectively, are used as inputs in
the model. The calculation of these inputs is shown in Figure 7.4b and in (7.7). For the
far-point angle, it is assumed that the vehicle heading is aligned with the road. For the
near point angle, it is assumed that the line segment yL is perpendicular to the vehicle
heading. The yL is the lateral position error at distance ls in front of the vehicle, which is
directly available from the vehicle-road (VR) model (see [26]). The model parameters are
described in Table 7.1.

θfar ≈ Dfar × ρ, θnear ≈ yL/ls (7.7)
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(a) Two-point visual model.
Lane border Lane center

Far Point

Near Point

O

Gaze Direction Vehicle Headingθfar

θnear

𝑦𝐿

≈ θfar

(b) Calculation of far-point angle and near-
point angle

Figure 7.4 – Inputs of the two point model.

Table 7.1 – Description of parameters in the model.

Parameter Description Nominal values
Kp Visual Anticipation Gain -
Kc Visual Compensation Gain -

TI , TL Compensation Time Constants 1, 3
τp Processing Delay 0.04
v Vehicle Longitudinal Speed -

By approximating the delay block using a first-order Padé model, the minimal re-
alization of the two-point visual model shown in Figure 7.4a can be written as follows.

ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)

(7.8)

with

Input u(t) =
[
θfar θnear

]T
(7.9)

Output y(t) = δSW (7.10)

A =


− 1
TI

0

− 2
τp

Kc

v
(TL
TI
− 1) − 2

τp

 B =


0 1

TI
2
τp
Kp

2
τp

Kc

v

TL
TI

 (7.11)

C =
[
Kc

v
(TL
TI
− 1) 2

]
D =

[
−Kp −

Kc

v

TL
TI

]
(7.12)
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The model identification aims to estimate the parameter values by the prediction error
minimization (PEM)[36] method using measured input and output data from the experi-
ment. The system identification toolbox in MATLAB is used to compute the identification
results. The criterion is as follows:

J = 1
N

N∑
k=1

e2[k] (7.13)

where e[k] represents the difference between the measured output and predicted output
of the model (Figure 7.5):

e[k] = δSW [k]− δ̂SW [k] (7.14)

In this study the visual anticipatory and compensatory gain (Kp and Kc) are chosen
as the parameters to be identified, and the other parameters are fixed at their nominal
value (the longitudinal speed is fixed at 18 m/s, see section 7.2.5). Although the con-
cepts of anticipation and compensation have some commonalities with the strategy of the
haptic guidance system, it is beyond the scope of this paper to evaluate the relevance of
this control architecture because the sharing level of the anticipatory and compensatory
controller have not been manipulated. In addition, the two-point visual model represents
a combination of the dynamics of the lateral control and steering wheel (LC-SW ) sys-
tem in Figure 7.5. This LC-SW system covers both human driver behavior and haptic
guidance behavior, including extreme cases of human or haptic guidance driving alone.
By identifying the parameters, we aim to project the input-output relationship of the
LC-SW system onto the visual model to check the contribution of each input signal to
the output signal. In other words, if we obtain a decrease in the anticipatory gain or an
increase in the compensatory gain, the steering wheel angle (δSW ) is determined more by
the anticipatory than the compensatory part. Such results offer an idea regarding how
the steering-control strategy changes according to the conditions.

7.3.3 Validation of Identified Model

Before comparing the values of the identified parameters, each model obtained for every
participant must be validated by verifying the model fit and the parameter uncertainties.
The fit percentage is calculated as follows:

FIT =
(

1− ‖δSW − δ̂SW‖2

‖δSW −mδSW
‖2

)
× 100% (7.15)
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where mδSW
= 1

N

∑N
k=1 δSW [k] is the arithmetic mean of the measured steering wheel

angle, and δ̂SW is the predicted steering wheel angle. The value of FIT varies between
−∞ (worst) and 100% (best).

The magnitude of the parameter uncertainties provides a measure of the model relia-
bility. When model parameters are estimated from the data, these estimates are precise
in a confidence region that can be assessed. The size of this region is determined by the
value of the parameter uncertainties computed during the estimation. It is important to
always verify this information before exploiting the value of the identified parameters.
Supposing an estimated parameter vector θ̂(M) =

[
K̂p K̂c

]T
and its limit θ∗, the “true”

parameter vector, under certain conditions, the following is known[36]:

√
M(θ̂(M) − θ∗) ∈ AsN(0, Qθ) (7.16)

where M is the number of data samples and Qθ is the asymptotic covariance matrix of
θ. It demonstrates that the distribution of the random variable

√
M(θ̂(M)− θ∗) converges

asymptotically to the normal distribution N(0, Qθ) if M tends to infinity. In addition, we
obtain the following:

(θ̂(M) − θ∗)TQ−1
θ (θ̂(M) − θ∗) ∈ χ2(d) (7.17)

where d = dim
(
θ̂(M)

)
= 2 (indicating that two parameters are to be identified) and χ2(d)

is the chi-square distribution with d degrees of freedom. In this case, the confidence level
α (e.g., 90%) could be chosen to obtain a confidence region given by the following:

P
(

(θ̂(N) − θ∗)TQ−1
θ (θ̂(N) − θ∗) ≤ χ2

α(d)
)

= α (7.18)

with χ2
α(d) as the α-level of the χ2(d)-distribution. This equation indicates that, with α

probability, the “true” parameter vector lies inside an ellipsoid (an ellipse in our case)
defined in the Rd space, of which the center is θ̂(N) and the axes are determined by
the eigenvalues and eigenvectors of χ2

α(d)Qθ. For each participant, to verify whether any
intersection exists between the model ellipses from scenario i and j, we defined the value
dij, which is the difference between the Euclidean distance of the center of two ellipses
and the sum of two semi-major axes, as follows:

dij = ‖θ̂i − θ̂j‖2 − (
√
λi +

√
λj) (7.19)

where λi and λj are the largest eigenvalues of matrices χ2
α(d)Qθi

and χ2
α(d)Qθj

, respec-
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tively. No intersection exists if dij > 0, which indicates that these two models are statis-
tically different; thus, it is likely that any difference between identified parameters should
be caused by the independent experimental variables rather than the parameter uncer-
tainties.

7.3.4 Summary Diagram

Figure 7.5 illustrates how the data analysis was conducted in this study. The lateral
control process is represented by white boxes. The human driver performs the task with
or without the haptic guidance system through the steering column and generates the
steering wheel angle as vehicle input. The vehicle interacts with the road and provides
ad hoc information to the driver and haptic guidance system. The “Signal Generation”
block represents the computational interface, allowing from the state of the vehicle-road
model to format or even estimate the input signals to the driver model and to the haptic
guidance system (see Figure 7.2 and [26]). The performance of the lateral control task
is evaluated using the metrics in the green boxes and the identified parameters of the
LC-SW system in the red box.

Human

Haptic
Guidance

Steering
Column

Vehicle-
Road 
(VR) 

Model
𝛿𝑆𝑊

Γ𝑑

Γ𝑎

Γ𝑑 2 𝑆𝑊𝑅𝑅 ത𝑦𝑎 , 𝑆𝐷𝐿𝑃

Identified LC-SW system
𝑒-

+

𝜌

𝐾𝑝, 𝐾𝑐

መ𝛿𝑆𝑊

Lateral Control

Signal 
Generation

States of VR

𝜃𝑓𝑎𝑟, 𝜃𝑛𝑒𝑎𝑟

𝜃𝑓𝑎𝑟, 𝜃𝑛𝑒𝑎𝑟

…

𝑦′𝑎

+

Figure 7.5 – Summary of data analysis methods.
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7.4 Results

All data from each scenario were used to calculate the metrics and to identify the two
model parameters. To represent the distribution of participants, the results are presented
in box plots around the mean value for all participants. The red bar is the median. The
blue triangles are mean values. The blue box represents the first quartile and the third
quartile data points. The whiskers represent the minimum and maximum data points
which are not beyond the interquartile range. The red crosses are outliers.

A repeated-measures analysis of variance (ANOVA) with 2 within-subject factors was
used to evaluate the effects of the visibility (F) and haptic guidance (A). The differences
between the degrees of the independent variables were considered statistically significant
for p-values less than .05.

7.4.1 Steering Performance

The SWRR per minute with a gap-size of 2◦ indicates a significant main effect for both
F (F (1, 14) = 69.92, p < .001, η2

p = 0.833) and A (F (1, 14) = 14.42, p < .005, η2
p = 0.507),

as shown in Figure 7.6. The SWRR is significantly higher with fog (+F) than without
fog (-F). With haptic guidance (+A), the SWRR is significantly lower than it is without
haptic guidance (-A). No significant interaction effect exists between F and A (F (1, 14) =
2.7087, p = .12, η2

p = 0.162).

Figure 7.6 – SWRR per minute with gap-size 2◦.
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7.4.2 Lane Keeping Performance

The mean of adjusted deviation of the lateral position (ya) shows a significant main effect
for A (F (1, 14) = 10.73, p < .01, η2

p = 0.434) but not for F (F (1, 14) = 3.30, p = .091, η2
p =

0.191), Figure 7.7). With the haptic guidance (+A), ya is significantly lower than without
haptic guidance (-A), which indicates that the curve-cutting behavior was reduced. No
significant interaction effect exists between F and A (F (1, 14) = 0.49, p = .49, η2

p = 0.034),
which reflects that ya is lower with the haptic guidance in the two visibility conditions.

Figure 7.7 – Mean of adjusted deviation of the lateral position.

The SDLP shows a significant main effect for both F (F (1, 14) = 6.06, p < .05, η2
p =

0.301) and A (F (1, 14) = 10.23, p < .01, η2
p = 0.422), Figure 7.8. Either with fog (+F) or

with haptic guidance (+A), the SDLP is significantly lower than the scenarios without
fog (-F) or without haptic guidance (-A). No significant interaction effect exists between
F and A (F (1, 14) = 0.0005, p = .98, η2

p ≈ 0). Thus, the SDLP is significantly higher in
the presence of either fog or haptic guidance.

7.4.3 Driver Control Effort

The L2-norm of the driver steering wheel torque ‖Γd‖2 indicates a significant main effect
for A (F (1, 14) = 562.89, p < .001, η2

p = 0.976) but not for F (F (1, 14) = 1.34, p =
.27, η2

p = 0.087), as shown in Figure 7.9. With haptic guidance (+A), ‖Γd‖2 is significantly
lower than it is without haptic guidance (-A). With haptic guidance, the mean value of
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Figure 7.8 – Standard deviation of the deviation of the lateral position.

‖Γd‖2 is about half of that without haptic guidance. This corresponds to the sharing
levels defined in section 7.2.3. No significant interaction effect exists between F and A
(F (1, 14) = 3.37, p = .088, η2

p = 0.194). Hence, the driver steering wheel torque energy is
significantly lower with haptic guidance in all visibility conditions.

Figure 7.9 – Driver steering torque energy.
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7.4.4 Identified Model Validation

The FIT value of each identified model indicates a significant main effect for F (F (1, 14) =
30.44, p < .001, η2

p = 0.685) but not for A (F (1, 14) = 0.15, p = .70, η2
p = 0.011), as

shown in Figure 7.10. No significant interaction effect exists between F and A (F (1, 14) =
3.84, p = .07, η2

p = 0.215). Although the FIT is significantly lower with fog (+F) than
without fog (-F), almost all FIT values were above 70%, which is perfectly acceptable in
terms of model validation.

Figure 7.10 – FIT for all participants.

The dij values indicating the intersection between the model parameter confidence
ellipses are shown in Table 7.2 (see section 7.2.2 for numeration of scenarios). Because
four different scenarios exist, six pairs of comparisons exist in total for each participant.
The table shows that most identified models differ from each other with several exceptions
(negative values). The negative values are of relatively small magnitudes. In addition, hav-
ing a positive dij is a sufficient but not necessary condition for not having any intersections
between ellipses. As an example, Figure 7.11 shows the worst case, that of participant
3 Although d13 (red vs. blue ellipse) and d24 (green vs. black ellipse) are negative, the
regions of confidence do not overlap. Consequently, the observed parameter variations are
attributed to the experimental manipulations rather than the parameter uncertainties.
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Table 7.2 – Comparison of model parameter uncertainties.

Participant d12 d13 d14 d23 d24 d34

1 0.67 2.13 4.14 1.05 3.06 1.27
2 0.24 2.72 0.56 3.31 1.16 1.52
3 1.49 -0.11 0.91 1.17 -0.3 0.61
4 -0.06 0.74 2.66 0.55 2.46 1.62
5 2.86 4.62 4.01 1.46 0.85 0.14
6 0.72 1.02 1.6 -0.12 0.41 0.17
7 0.52 -0.14 0.75 0.76 -0.24 0.99
8 0.75 2.21 0.93 1.15 -0.11 0.46
9 0.37 1.51 3.44 0.72 2.64 1.6
10 0.28 2.18 1.63 2.9 2.35 -0.1
11 0.52 0.08 0.92 0.88 1.71 0.36
12 1.56 2.2 0.49 0.28 0.67 1.31
13 -0.21 -0.27 0.73 -0.01 0.99 0.59
14 1.77 -0.02 0.7 1.41 2.73 0.94
15 0.43 0.2 2.95 -0.02 2.29 2.37

3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
6

6.5

7

7.5

8

8.5

9
Distribution of Identified Models of Participant No.3

-F, -A
-F, +A
+F, -A
+F, +A

Figure 7.11 – Confidence regions of identified parameters for participant No. 3.

104



7.5. Discussion

7.4.5 Anticipatory and Compensatory Gain

The identified anticipatory gain (Kp) shows a significant main effect for A (F (1, 14) =
29.03, p < .001, η2

p = 0.675) but not for F (F (1, 14) = 2.23, p = .16, η2
p = 0.138), as shown

in Figure 7.12. With haptic guidance (+A), the anticipatory gain is significantly higher
than it is without haptic guidance (-A). No significant interaction effect exists between F
and A (F (1, 14) = 3.19, p = .096, η2

p = 0.186). Thus, the anticipatory gain is significantly
higher with haptic guidance in all visibility conditions.

Figure 7.12 – Identified anticipatory gain (Kp).

The identified compensatory gain (Kc) shows a significant main effect for both F
(F (1, 14) = 12.88, p < .01, η2

p = 0.479) and A (F (1, 14) = 5.54, p < .05, η2
p = 0.283), as

shown in Figure 7.13. Either with fog (+F) or with haptic guidance (+A), the compen-
satory gain is significantly higher than without fog (-F) or without haptic guidance (-A).
No significant interaction effect exists between F and A (F (1, 14) = 1.15, p = .30, η2

p =
0.076). Thus, the compensatory gain is significantly higher in the presence of either fog
or haptic guidance.

7.5 Discussion

The results demonstrate that the effects of assistance and fog on the different considered
indicators were cumulative without any interaction. This result differs from those reported
by [16], who showed that drivers could benefit more from haptic shared control in reduced
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Figure 7.13 – Identified compensatory gain (Kc).

visibility. The difference between the studies can be explained by the diverse control
strategies used in the two cases to achieve shared control. It could also be due to a
difference in the difficulty of the lane-keeping task. The track in our study was more
demanding with more variation in road curvature and some sections of higher curvature.
Regardless of this, it appears that the drivers benefited as much from haptic shared control
in good visibility conditions as in the fog. The following discussion first focuses on the
main effect of fog, and haptic shared control is considered separately before proposing a
synthesis of the results.

7.5.1 Effect of Fog

Fog reduces the driver’s ability to anticipate. This can result in more short-term correc-
tions at the steering wheel and increased safety margins. Fog can also sometimes make it
more difficult to keep the vehicle on the desired trajectory [27], [29], [31]. Frissen & Mars
[31] manipulated near and far vision artificially by applying to the visual scene a mask
whose degree of opacity was controlled. They showed that steering control was robust up
to 60% degradation of far vision and became less stable starting at 80%. It is difficult to
assess the degree of opacity of the fog used in our study. In any case, its effect would also
depend on vehicle speed and road profile. In practice, the density of the fog was deter-
mined empirically in such a way that it was difficult, but possible, to anticipate changes
in road curvature for the selected speed. The results show that no major difficulties were
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observed. The value of ya was almost the same in both cases (i.e., with and without fog),
indicating that the driving trajectory remained similar. In contrast, an increase in SWRR
and a decrease in SDLP were observed. The effect of the fog was therefore limited to an
increase in the frequency of small correction movements at the steering wheel, resulting
in a slight decrease in the variability of the lateral position. Consistently, the paramet-
ric identification of the model captured this increase in compensatory behavior through
the increase in the compensatory gain (Kc). The anticipatory gain (Kp) remained stable
because no significant change exists in the path taken by the participants.

7.5.2 Effect of Haptic Guidance

The purpose of haptic shared control is to facilitate steering control by delegating some
of the effort to the system while providing gesture guidance to the driver. As in previous
work [2], haptic guidance has made it possible to reduce the driver control effort, which
is observed through ‖Γd‖2. When haptic guidance was present, the control effort by the
driver was half of the effort required without haptic guidance, which corresponds to the
chosen system sharing level. Although the validation of the control strategy used was
not the main objective of this study, the results demonstrated that it is relevant. The
reduction in effort is accompanied by smoother steering wheel control, which is evidenced
by a slight decrease in SWRR. Haptic guidance also induced the lateral position of the
vehicle to be closer to the center of the lane, even if the participants continued to cut
corners, especially if participants had sufficient visual information for anticipation. In
other words, it appeared that the participants essentially followed the haptic guidance
provided by the system, so that the produced trajectories were more consistent with the
curvature of the road and were less variable. The results of the parametric identification
were consistent with these observations. The new profile trajectory, which conforms more
to the curvature, resulted in a net increase of anticipatory gain (Kp), and the smoother
control increased the compensatory gain (Kc).

7.5.3 Synthesis

By considering both the effect of fog and haptic guidance, we can now synthesize the
relationship between driving performance and the identified parameters of the LC-SW
system. As mentioned, the anticipatory gain parameter represents the visual anticipation
of changes in road curvature. One might logically expect this parameter to be particularly
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sensitive to any experimental manipulation that prevents the road from being correctly
anticipated (i.e., the introduction of fog into the visual scene). However, this was not
the case in this study because, in the end, the fog did not change the trajectory path
followed by the vehicle profile. Nevertheless, haptic guidance had a significant influence.
By reducing the driver’s propensity to cut corners even very slightly, trajectories became
closer to the road profile, and the anticipatory gain proved to be very sensitive to this.
Therefore, it is reasonable to conclude that anticipatory gain represents visual anticipation
only to the extent that this anticipation defines the followed trajectory.

The parameter compensatory gain represents the online compensation of the devi-
ations in the lateral position during driving. It was expected to increase as the SDLP
decreased. This is the case in our study, whether due to fog, haptic guidance, or both,
in which case the effect was cumulative. However, the reduction in the variability of the
lateral position is not of the same nature under the two conditions. The variability is
the consequence of an increase in SWRR in the case of fog, whereas it decreased in the
case of haptic guidance. In other words, compensatory gain proved to be very sensitive
to a decrease in the variability of the lateral position whether it was the result of more
corrections due to a decrease in visual anticipation capability or to the smoother steering
wheel control induced by haptic guidance.

7.6 Conclusion

The objective of this work was to verify to what extent a simple and robust model like
the two-point model is likely to “explain” through its parameters, the behavior of the
driver-assistance system as a function of the characteristics of the haptic guidance or the
type of visibility. To achieve this goal, this study proposed to evaluate the performance
of the human-machine system by combining two types of indicators: the usual metrics
used to evaluate driving performance and the values resulting from the identification of
a steering-control model. As a first approach, we chose a simple two-parameter model
that accounts for visual steering control. We concluded that a two-point visual model can
capture the effect of certain driving conditions very well, particularly those that influence
the produced trajectory. However, such a model considers only the steering wheel angle as
an output for the performance evaluation. Therefore, it does not independently distinguish
between the actions of the human driver and those of the haptic guidance systems on the
steering wheel. In further work, we aim to use other more comprehensive models, including

108



7.7. References

models incorporating a neuromuscular system and using torque as the output[18], [34],
[35]. It would also be interesting to study the response of the model parameters if drivers
can control the speed of vehicle. Moreover, other control settings, such as variant sharing
levels, should be tested to help generalize the validity of the conclusions.
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Chapter 8

TOWARDS A DRIVER MODEL TO CLARIFY

COOPERATION BETWEEN DRIVERS AND

HAPTIC GUIDANCE SYSTEMS

Abstract

Understanding a driver’s behavior in a steering task is essential to the devel-
opment of haptic guidance systems. This paper aims to predict driver torque
control, especially when haptic guidance is part of haptic feedback. A new
cybernetic driver model with an improved neuromuscular system is proposed
and identified. It is assumed that the driver converts a target steering-wheel
angle into torque by both indirect and direct control. Indirect control refers to
the adaptation of the parameters of an internal model of steering compliance
as perceived by the driver. Direct control accounts for the driver’s corrective
action through direct haptic feedback. The parameters of the model were iden-
tified with data collected from experiments conducted with a driving simulator.
The results of identification were satisfactory and led to good representation
of the driver’s action, with or without haptic guidance. The model accurately
predicted driver torque output. It can be used to study driver adaptation to
haptic guidance systems.

8.1 Introduction

To meet the design guidelines for human-automation interaction, a specific mode has been
proposed, called “shared haptic control.” Shared haptic control has attracted increasing
research attention in recent years [1], [2]. Its application to vehicle steering control is gen-
erally referred to as a “haptic guidance system.” The main functionality of the system is
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to provide human drivers with continuous additional torque feedback through the steer-
ing wheel. Hence, the steering wheel is simultaneously controlled by the driver and the
automated system so that it acts as an effective communication interface. The benefits of
haptic guidance systems have been observed in lane-keeping performance [3]–[5].

To achieve sound cooperation between a driver and the haptic guidance system, it is
essential to understand human behavior during a steering task. In several haptic guidance
systems (e.g. see[6], [7]), a driver model is directly included to predict human driver
behavior. A driver model can improve performance by minimizing the potential for conflict
between the system and the driver. In addition, the model can analyze how drivers adapt
their behavior when driving with the system.

A cybernetic driver model has been proposed in [8]–[10]. In this model, it is assumed
that to steer the vehicle, the driver implicitly aims at a steering angle δd, which is de-
termined from the visual scene (left part of Figure 8.1). This angle is then converted to
a torque applied to the steering system through co-activation of the muscles by α- and
γ- motor commands. The model has been successfully used in the synthesizing a haptic
steering system [11] and in discriminating various types of distraction through analyzing
parametric variations [10], [12], [13].
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Figure 8.1 – Cybernetic driver model in [8]–[10].

However, the model has been designed and identified in situations where the human
drives alone. It considers only the self-aligning torque as haptic feedback but does not take
into account the influence of a haptic guidance system, which could be either parametric
or structural. Generally, it is difficult for a driver to distinguish between self-aligning
torque and haptic guidance torque because they act together on the steering wheel and
are perceived through the same channel. Therefore, there is no reason to explicitly separate
them in the driver model, and it is the combination that is called haptic feedback.
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In addition, when analyzing the driver’s neuromuscular behavior using the model, it
becomes difficult to interpret the intermediate torque generated by the α- and γ- com-
mands. Precisely, on the one hand, the co-activation of muscles must generate a torque
that is

Γα + Γγ ≈ Γs + Γd (8.1)

as the time constant TN is relatively small. On the other hand, the total torque applied
on the steering system, ignoring the friction, is

∑
Γ ≈ Γd − Γs (8.2)

Substituting the Γd in (8.1) by the Γd in (8.2) gives

Γα + Γγ ≈ 2Γs +
∑

Γ (8.3)

The above calculations imply that from the target steering-wheel angle δd, the intermedi-
ate torque generated by the α- and γ- commands is double the strength of the self-aligning
torque. Such result has not been observed in any experiment yet.

To solve these issues, this article presents a new driver model with a reconsidered
neuromuscular system (NMS). The system is designed taking into account the haptic
feedback, which is the sum of self-aligning torque and assistance torque when driving with
the haptic guidance system, or only the former if driving alone. The structure of the model
is discussed in Section 8.2. The methods adopted for data collection and identification of
the model parameters are presented in Section 8.3 and 8.4, respectively. The results are
presented in Section 8.5. Finally, we provide conclusions about the results and propose
future work in Section 8.6.

8.2 Driver Model with Haptic Feedback

The main contribution of this paper consists of the new driver model structure shown
in Figure 8.2. The description of signals is listed in Table 8.1. This model decomposes
the vehicle lateral-control task of driver into two steps: 1) generating a target steering-
wheel angle by a two-point visual model; and 2) applying the target angle to limb-steering
system by NMS, with the implicit and explicit involvement of haptic feedback, as shown
by the dashed line and solid line from Γfb, respectively.
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Figure 8.2 – Structure of the proposed cybernetic driver model. Blue: two-point visual
model; Orange: driver internal model; Green: direct haptic feedback loop.

8.2.1 Two-point Visual Model

The two-point visual model is adopted as a starting point. As described in the literature
[14], [15], the visual information that a human perceives while driving is extracted from
both a distant and a near area. Two points within these zones, referred to as far and
near points respectively, are a simplified representation of the visual inputs. The far point
may be the tangent point of the inner edge of the road; it represents the anticipation of
changes in the curvature of the road. The near point is a few meters ahead of the vehicle.
It represents the visual perception of the lateral deviation of the vehicle used by the driver
to keep the vehicle in the lane. The angle between the heading of the vehicle and these
points, namely θfar and θnear, are used as input for the visual model.

8.2.2 Neuromuscular Action

Neuromuscular-system modeling aims to represent two fundamental mechanisms: 1) how
muscles convert the target steering-wheel angle into steering torque and 2) how haptic
feedback is involved in the driver’s control[8]. It has been shown that humans can actually
adapt to various types of haptic feedback laws but cannot drive without such feedback (i.e.,
with zero or inverted haptic feedback)[16]. In the proposed model, the NMS associated
with the limb-steering system functionally acts as an angular servo system to ensure
that the actual steering-wheel angle follows the target angle. The NMS may achieve
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Table 8.1 – Description of signals in Figure 8.2

Signal Description
θfar Far-point Angle
θnear Near-point Angle
δd Target Steering-wheel Angle
δSW Actual Steering-wheel Angle
ΓI Torque from Internal Model
Γd Driver Steering Torque
Γfb Haptic Feedback Torque
Γa Haptic Guidance Torque
Γs Self-aligning Torque

this by direct or indirect control. “Indirect control” here refers to parameter adaptation.
Specifically, the parameter defines an internal model of the steering system, simply reduced
to its stiffness. By contrast, “direct control” consists of torque feedback that compensates
for errors of the internal model.

Driver Internal Model There is reason to believe that drivers adapt their behavior
through their interactions with the steering wheel, by perceiving steering compliance
and inversing it. This idea has been proposed and explored in neural science[17]. The
internal model results from driver perception and prior knowledge of the steering system.
During driving, the arm muscles and the steering wheel are combined to form a limb-
steering system. The driver learns about the dynamics of the system and adapts to them
by updating an internal model of steering system compliance. Ideally, if the estimate is
accurate (i.e. if the internal model is equal to the inverse steering system), no additional
information is needed for the driver to reach the target steering angle; the driver can
accurately provide the necessary steering torque. However, it is likely that this estimate
is only approximate and corresponds to a simple (low-order) internal model [18]. In this
study, it is limited to a static gain KIvx, which depends on the longitudinal speed vx of
the vehicle.

An important characteristic of the internal model is that it can be learned by the
driver through experience with the vehicle. The learning process can be rapid because an
experienced driver can easily adapt to another vehicle with a different steering system.
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The same is true when the extra guidance torque is applied to the steering system. From
a driver’s perspective, it appears that the dynamics of the steering system is modified,
and the driver thus adapts to cooperate with the new steering dynamics. To represent
this process in the model, the haptic feedback signal is used to update the internal model.
The adaptation of the internal model to the haptic guidance system should occur at the
start of the driving scenario. Analysis of the speed of adaptation is beyond the scope of
this study; only the adjustment mechanism of the internal model is considered.

The torque from the internal model is passed through a first-order system with a time
constant TN to represent that muscles require time to produce the torque control ΓI . The
value of TN is fixed at 0.23s, which corresponds to the cut-off frequency of 0.7Hz for
reflexive muscle activity previously proposed[19].

Explicit Haptic Feedback Loop As stated above, the internal model that the driver
learned can hardly be equivalent to the inverse limb-steering dynamics. To compensate
for the error between the internal model’s output ΓI and the driver steering torque Γd,
a closed-loop control must be formed. This control uses signals perceived by the driver
from the steering wheel. From the perspective of muscle anatomy and physiology, muscles
contain two types of sensors that convert mechanical stimuli into neural activity. The
first is the muscle spindle, which detects changes and the change rate of muscle length.
The second is the Golgi tendon organ, which detects changes in muscle force. In other
words, either the steering-wheel angle δSW , steering-wheel angular speed δ̇SW or the haptic
feedback Γfb can be used to establish the closed-loop control.

In our model, an explicit haptic feedback loop is introduced based on the difference
between the haptic feedback torque and the output torque of the internal model (i.e.,
Γfb−ΓI). Other choices could have been δd− δSW or δ̇d− δ̇SW . However, haptic feedback
compensation is considered to be faster and more intuitive for the driver, while a minor
error between the target steering angle and the actual steering angle would be more
difficult to detect through muscle sensors and would likely be compensated for by visual
information. For example, a small static error in the steering-wheel angle will gradually
lead to a lane change and will eventually be corrected by the driver. In other words, the
NMS is more likely to counterbalance the haptic feedback to stabilize the steering wheel
than to achieve the exact target steering-wheel angle.
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8.3 Data Acquisition

8.3.1 Apparatus

An experiment for acquiring data was performed using a fixed-base driving simulator
powered by SCANeR Studio (Figure 8.3a). It simulates the interior environment of a
family car, with a complete dashboard; a five-speed gear stick; gas, brake and clutch
pedals; and a steering wheel connected to a TRW steering system. Sensors for measuring
steering-wheel angle, speed and torque are mounted in the steering system. The visual
scene is displayed on three LCD screens: a central one in front of the driver and two
others oriented at 45◦ relative to the center. The screens cover a field of view of 25◦ high
and 115◦ wide. In the experiment, a small family car, the Citroën C5, was chosen as the
vehicle model.

(a) Fixed-base driving simulator.

R=100 m

R=150 m

R=100 m

R=150 m

R=200 m

R=50 m

R=80 m

R=200 m

R=100 m
R=80 m

R=100 m

Start

(b) Track used in the experiment.

Figure 8.3 – Experiment settings.

8.3.2 Haptic Guidance System

A haptic guidance system was implemented in the driving simulator using a controller
designed in Simulink. The controller was previously developed[7] and its global archi-
tecture is shown in Figure 8.4. The final guidance Γa was a combination of anticipatory
and compensatory assistance. The anticipatory assistance generates a reference trajectory
(references for states, xref , and control input, uref , of vehicle-road model) from previewed
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𝛒𝐩𝐫𝐞𝐯𝐢𝐞𝐰𝐞𝐝

Anticipatory assistance

(Feedforward)

Compensatory assistance

(Feedback)

Figure 8.4 – Design strategy of the haptic guidance system.

road curvature, ρpreviewed, Γref
xref

 = KFF (p)ρpreviewed (8.4)

where KFF (p) represents the transfer function of the trajectory generator. The applied
anticipatory torque was then determined by accounting for the targeted sharing level:
Γaref

= αantΓref . The compensatory assistance adjusted the vehicle’s position in the lane.
It consisted of an H2/H∞ static output feedback that controlled the steering against
disturbances and uncertainties:

Γfb = KFB(xvr − xref ) (8.5)

Similarly, the applied compensatory torque control was determined according to the shar-
ing level, αcomp, of the compensatory part: Γafb

= αcompΓfb.
In this study, both sharing levels were fixed at 50%. This configuration results in a

system that delivers clear haptic guidance, although without any action from the human
driver it will eventually leave the lane during some curves.
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8.3.3 Participants

Five participants took part in the experiment. They were recruited from students and staff
of the Laboratory of Digital Sciences in Nantes and Institute Mines-Télécom Atlantique
Nantes. All participants possessed a valid driver’s license with at least three years of
driving experience. The participants had no known medical issues that could affect their
driving skills. None of them had ever experienced a haptic guidance system.

8.3.4 Scenarios

The track used in the experiment is shown in Figure 8.3b). It was a two-lane road with a
lane width of 3.5 m. All curves were Euler spirals with continuous changes in the curvature
of the road. At the beginning of the experiment, all participants were provided with a
brief introduction to the simulator, including the haptic guidance system. They were then
instructed to drive in two different scenarios in random order: with and without the haptic
guidance system. During the task, the vehicle longitudinal speed was fixed at 64 km/h (18
m/s) so that they only needed to control the steering wheel. They were asked to drive in
the right-hand lane without making any lane changes for 10 min in each scenario, which
equaled to almost two laps on the track.

8.4 Model Parameter Identification

It is difficult to identify the entire model directly, for the following reasons: 1) the target
steering-wheel angle is not measurable; 2) the internal model is implicitly affected by
the haptic feedback; 3) some parameters are weakly identifiable with the entire model.
Thus, the model is separated into three parts that are identified one by one, sequentially.
The data collected from the experiment are also equally divided into two parts, one for
identification and another for validation.

8.4.1 Visual Model Identification

The visual model considered, shown in Figure 8.5, borrows from that in Figure 8.1. The
main problem is that the target steering-wheel angle δd that the driver is supposed to
derive from the visual angle is unknown. The only relevant signal measured was the
actual angle of the steering wheel, δSW . Assuming that there is only a delay between the
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two angles, it is possible to obtain the visual model with delay by identification using δSW
as an output, which yields the desired parameters (Kp, Kc, TI , TL).

𝐾𝑝

𝐾𝑐
𝑣𝑥

𝑇𝐿𝑠 + 1

𝑇𝐼𝑠 + 1

+ 𝑒−𝜏𝑠

𝜃𝑓𝑎𝑟

𝜃𝑛𝑒𝑎𝑟 𝛿𝑠𝑤𝛿𝑑
Delay

Figure 8.5 – Visual model with delay for identification.

One minimal realization of the visual model with delay (approximated by a first-order
system) is written as follows: ẋ = Ax+Bu

y = Cx+Du
(8.6)

with

y = δd (8.7)

u =
[
θfar θnear

]T
(8.8)

A =


− 1
TI

0

−1
τ

Kc

vx
(TL
TI
− 1) −1

τ

 (8.9)

B =


0 1

TI
1
τ
Kp

1
τ

Kc

vx

TL
TI

 (8.10)

C =
[
0 1

]
(8.11)

D =
[
0 0

]
(8.12)

The input signals highlighted in Figure 8.6 were approximated as follows, withDfar = 18m
and ls = 5m.

θfar ≈ Dfar × ρ, θnear ≈ −yL/ls (8.13)

The identification was performed using the prediction error minimization (PEM )[20]
method with data from the experiment. The system identification toolbox in MATLAB
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Figure 8.6 – Approximation of the far point angle and the near point angle.

was used to compute the identification results. The criterion was:

J =
N∑
k=1

e2
v[k] (8.14)

where ev[k] represents the difference between the measured output and predicted output
of the model δ̂SW :

ev[k] = δSW [k]− δ̂SW [k] (8.15)

A potential problem with using the actual steering-wheel angle to identify the visual
model is that when a haptic guidance system is used for driving, the actual steering-wheel
angle represents the joint effort of the human driver and the haptic guidance system. The
identified visual model would in this case be a projection of the dynamics of the driver-
automation system. To avoid this problem, it is necessary that the visual model of the
human driver is invariant. For this purpose and for each participant, the visual model was
identified from the data of the scenario without haptic guidance, and kept as-is in the
scenario with haptic guidance to identify the rest of the driver model.

8.4.2 Driver Internal Model Identification

As the vehicle’s longitudinal speed was fixed at 18 m/s in the experiment, only the static
gain KI needed to be identified in the driver internal model. This could be achieved by
fixing the value of parameters in the visual model and minimizing the following criterion:

125



Part III, Chapter 8 – Driver Model Clarifying Driver-Haptic Guidance System Cooperation

J =
N∑
k=1

e2
I [k] (8.16)

where
eI [k] = Γd[k]− Γ̂I [k] (8.17)

8.4.3 Explicit Haptic Feedback Loop Identification

Once the visual model and the driver internal model had been identified, the resulting
parameter values could be used to identify the entire model by focusing on the explicit
haptic feedback loop. One minimal realization of the entire model can be written as
follows: ẋ = Ax+Bu

y = Cx+Du
(8.18)

with

y = Γd (8.19)

u =
[
θfar θnear Γfb

]T
(8.20)

A =



− 1
TI

0 0

−KIvx
1
TN

Kc

vx
(TL
TI
− 1) − 1

TN
0

0 −Kfb

Tfb
− 1
Tfb


(8.21)

B =



0 1
TI

0

KIvx
1
TN

Kp KIvx
1
TN

Kc

vx

TL
TI

0

0 0 Kfb

Tfb


(8.22)

C =
[
0 1 1

]
(8.23)

D =
[
0 0 0

]
(8.24)

Similar to the identification of the visual model, the results were also calculated using the
PEM method implemented in the system identification toolbox of MATLAB. The only
two parameters to be identified at this stage were Kfb and Tfb. The other parameters were
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fixed at their nominal values, which were obtained at previous identification stages. The
criterion was similar to (8.16), except the error was the difference between the measured
driver steering torque and the predicted steering torque of the model:

J =
N∑
k=1

e2
d[k], ed[k] = Γd[k]− Γ̂d[k] (8.25)

8.5 Results

8.5.1 Visual Model with Delay

As detailed in section 8.4.1, the visual model was identified first, based on the data
recorded ad hoc when the participants were driving alone. The identified parameters of
the model, including the time delay ,τ , are listed in Table 8.2. The FIT value, which

Table 8.2 – Identified visual model.

Participant Kp Kc TI TL τ FIT (%)
P1 3.69 2.63 0.38 7.19 0.57 85.61
P2 3.82 3.69 0.45 5.80 0.56 79.45
P3 3.63 2.49 0.44 7.00 0.53 84.86
P4 3.67 2.15 0.70 6.47 0.61 82.70
P5 3.79 2.99 0.62 8.16 0.62 86.79

indicates the difference between the predicted model output and the measured output, is
calculated as follows:

FIT =
(

1− ‖δSW − δ̂SW‖2

‖δSW −mδSW
‖2

)
× 100% (8.26)

where mδSW
is the arithmetic mean of δSW .The identification results converged to almost

the same ranges in value for all participants, with the model explaining on average 83.88%
of the actual steering-wheel angle. No parameter showed an abnormal value. The varia-
tion of model parameters, especially for the near-point angle input, could imply different
driving styles. In addition, the values of delay were close because they mainly represented
the transport delay of the simulator (computation, graphics, sensors etc.)[8].
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8.5.2 Driver Internal Model

The identified values of the driver internal gain, KI , based on the data without and with
the haptic guidance system, are listed in Table 8.3. These values enable a comparison of

Table 8.3 – Identified driver internal model.

Without Haptic Guidance With Haptic Guidance
Participant KI FIT (%) KI FIT (%)

P1 0.214 83.46 0.128 51.09
P2 0.211 81.48 0.157 64.33
P3 0.217 85.42 0.129 59.51
P4 0.213 82.20 0.128 64.80
P5 0.210 82.42 0.156 51.18

the torque output predicted by the identified driver internal model, Γ̂I , and the measured
driver steering torque, Γd, which is the FIT value shown in the table, calculated as follows:

FIT =
(

1− ‖Γd − Γ̂I‖2

‖Γd −mΓd
‖2

)
× 100% (8.27)

where mΓd
is the arithmetic mean of Γd.

A significant decrease in the gain of the driver internal model was observed when the
participants were driving with the haptic guidance. This was reasonable, as one of the
main objectives of the haptic guidance system is to reduce the driver’s effort in controlling
the vehicle by providing additional torque. It also demonstrates that, as hypothesized,
the participants adjusted their internal model to cooperate with the haptic guidance
during the experiment. In fact, all five participants successfully completed the experiment
without having any difficulty in maintaining the vehicle in the lane. For all participants,
the reduction of the gain KI was around 60% to 70%, which is related to the 50% sharing
level chosen for the haptic guidance system in the experiment. The difference may suggest
that participants did not fully rely on the system.

There was also a significant difference in the FIT values between the two conditions.
Without the haptic guidance, the predicted torque output from the driver internal model
was rather close to the measured driver steering torque. This was not the case with the
haptic guidance. To investigate this difference, a residual analysis was performed. As an
example, Figure 8.7 shows the residual of the driver internal model (i.e., Γd − Γ̂I) of
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participant P1 in both conditions.

(a) Without haptic guidance. (b) With haptic guidance.

Figure 8.7 – Residual of the driver internal model for P1.

Without haptic guidance, the residual was almost white noise—because in this situa-
tion the haptic feedback was merely self-aligning torque. The self-aligning torque is usu-
ally modeled as being approximately proportional to the steering-wheel angle[21]. Thus,
a driver internal model in the form of a simple gain is almost accurate. However, this is
not the case when the haptic guidance is part of the haptic feedback. In that case, the
relationship between the haptic feedback and the steering wheel angle depends on the
design strategy of the haptic guidance system and is difficult to predict only with the
driver internal model. This leads to the difference between FIT values and the useful
information left in the residual, which is explained by the explicit haptic feedback loop.

8.5.3 Explicit Haptic Feedback Loop

The identified explicit haptic feedback loop, without and with the haptic guidance system,
is listed in Table 8.4. The FIT is calculated similarly as (8.26), where the predicted model
output is Γ̂d and the measured output is Γd.

The FIT values of the model with the explicit haptic feedback loop showed a close
match between the predicted and measured driver steering torque, under both conditions
(either with or without the haptic guidance). Compared with the results in Table 8.3,
a distinct improvement is evident, especially when haptic guidance torque was part of
the haptic feedback. These results indicate that this model structure was valid in both
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Table 8.4 – Identified explicit haptic feedback model.

Without Haptic Guidance With Haptic Guidance
Participant Kfb Tfb FIT (%) Kfb Tfb FIT (%)

P1 0.92 0.014 91.11 0.97 0.023 86.34
P2 0.90 0.012 91.83 0.90 0.028 88.97
P3 0.86 0.013 91.66 0.96 0.022 86.26
P4 0.92 0.014 91.79 0.91 0.027 85.38
P5 0.89 0.016 91.36 0.97 0.027 88.34

situations, although with haptic guidance there was still a substantial loss of around 3%
to 5%. This point could be investigated in future research.

A similar gain between the two experimental conditions was obtained for the explicit
haptic feedback loop. The time constant was almost doubled in the case of haptic guid-
ance but remained smaller than the neuromuscular time constant fixed, TN , which was
0.23 s. The difference between Tfb and TN could correspond to the fact that control by
spinal feedback pathways (30-40 ms for the arm muscles) is more efficient and faster than
control by supraspinal pathways (i.e. the visual system)[22]. It should be noted, however,
that the Tfb value could also be artificially increased or decreased by potential delays in
the dynamics of the torque sensors. The difference in Tfb between the two conditions is
probably related to the predictive property of the haptic guidance system. As part of its
design strategy, the system anticipates changes in road curvature and can generate guid-
ance torque even before the driver does. The haptic feedback that includes the assistance
torque therefore occurs before the haptic feedback includes only the self-aligning torque,
allowing the human driver more time to react.

Once each part of the model was identified, validation of the entire model using ex-
perimental data was performed to verify the model prediction. As an example, Figure 8.8
shows the results of the validation of participant P1 under both conditions. The figure
shows that the driver model output predicts well the driver steering torque measured in
the validation data, whether driving without or with the haptic guidance system.
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(a) Without haptic guidance. (b) With haptic guidance.

Figure 8.8 – Validation of the entire driver model for P1.

8.6 Conclusion

In this article, a new cybernetic model of the driver in the steering task is proposed,
with a reconsidered neuromuscular sub-model. The objective is to model the driver’s
steering control behavior, especially when a haptic guidance system is active. The haptic
feedback signal, which includes both guidance and self-aligning torque, is used as a key
input to the new model. It intervenes in the steering control, both by adapting the gain
of the internal model to the compliance of the steering system (implicit feedback) and
by explicit feedback after comparison with the target torque derived from the visual
system. The results from our identification study show a good fit between the predicted
and measured steering torque by the driver. Future work will focus on the model with
different haptic steering systems set at different split levels. Additional tests involving
more drivers will be conducted to examine how the proposed model can help to further
understand how drivers interact with haptic guidance systems.
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Chapter 9

DRIVER MODEL VALIDATION THROUGH

INTERACTION WITH VARYING LEVELS OF

HAPTIC GUIDANCE

Abstract

Driver modeling is essential in the development of haptic guidance systems. A
new cybernetic driver model designed to account for the cooperation between
the driver and haptic guidance systems has recently been proposed. This paper
aims to validate this model in situations of interaction with different levels of
haptic guidance on a driving simulator. Two experiments have been performed
for this purpose. The first experiment consisted of implementing the driver
model in the driving simulator and evaluating its lateral control performance
when interacting with a haptic guidance system. The results reveal that the
model can be adapted to different sharing levels by adjusting only the gain
of an internal model of the steering wheel compliance. The second experiment
consisted of estimating the evolution of the gain of this internal model using the
unscented Kalman filter. The results reveal consistency between the evolution
of the identified parameter and the level of sharing of the haptic guidance
system. The driver model represents the process of human driver adaptation
to variations in the level of sharing in haptic guidance systems.

9.1 Introduction

In line with the increasing interest in research on advanced driver assistance systems,
a mode of interaction between humans and automation called haptic shared control[1],
[2] has been intensively studied. Haptic shared control proposes that the human driver
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and automation simultaneously apply a control action on an interface. In this case, the
driver receives continuous haptic feedback and is aware of the action performed by the
automation. Haptic shared control is considered an efficient method to achieve smooth
human-machine cooperation, especially in automotive applications[3]. It has proven to be
safer in emergency situations than traditional modes[4]–[6]. When haptic shared control
is applied to the steering control task, the assistance system is generally referred to as
a haptic guidance system. Figure 9.1 illustrates how the steering task is performed in
cooperation between the driver and the system.

+

Human Driver

Vehicle-

Road (VR) 

Model

Γ𝑑

Γ𝑎
𝜌

Lateral Control

States of VR
𝛼Haptic 

Guidance

Figure 9.1 – Shared control between the human driver and haptic guidance system. ρ:
road curvature; α: sharing level; Γd: driver steering torque; Γa: haptic guidance torque.

To minimize the potential conflicts between drivers and haptic guidance systems, un-
derstanding and predicting driver behavior is essential. For the development of some
systems, a driver model was included in the design strategy to predict the output torque
of the human driver [7], [8]. In a recent study[9], a new cybernetic driver model was pro-
posed. The advantage of this model is that it uses the haptic torque feedback as input to
account for the cooperation between the driver and haptic guidance system. The model
was identified under two conditions: manual driving and driving with a haptic guidance
system whose sharing level was set at 50% (i.e., the system produced 50% of the to-
tal guidance torque, see Section 9.3.2). Under both conditions, the model’s prediction of
steering torque control was accurate.

This article is a follow-up to our previous study. It aims to answer two questions
related to the validation of the driver model: 1) Is the behavior of the model close to that
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of a human driver regardless of the level of sharing? 2) How can the model account for the
driver’s adaptation to variations in the level of sharing over the course of driving? Two
experiments were conducted to answer these questions.

This article is organized as follows: Section 9.2 briefly reviews the driver model. Sec-
tion 9.3 introduces the driving simulator and haptic guidance system used in the experi-
ments of this study. Sections 9.4 and 9.5 present the realization of the two experiments for
validating the driver model: one by implementing the driver model in a driving simulator
to evaluate its lateral control performance and another by continuously identifying model
parameters. Finally, Section 9.6 concludes the results and proposes our future work.

9.2 Cybernetic Driver Model

9.2.1 Structure of the Proposed Cybernetic Model

Figure 9.2 – Structure of the proposed cybernetic driver model. Blue: two-point visual
model; Orange: driver internal model; Green: direct haptic feedback loop.

The proposed model structure is depicted in Figure 9.2 with the description of signals
listed in Table 9.1. The basic hypothesis of the model is that, in steering control, the driver
implicitly aims at a steering angle determined from the visual scene and then applies it
to the steering wheel through the activation of muscles. The model structure reflects
these two steps: 1) generating a target steering-wheel angle δd using a two-point visual
model (the blue part) and 2) applying the target angle to a combination of limbs and
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Table 9.1 – Description of signals in Figure 9.2.

Signal Description
θfar Far-point Angle
θnear Near-point Angle
δd Target Steering-wheel Angle
δSW Actual Steering-wheel Angle
ΓI Torque from Internal Model
Γd Driver Steering Torque
Γfb Haptic Feedback Torque
Γa Haptic Guidance Torque
Γs Self-aligning Torque

the steering system through the neuromuscular system (NMS) and outputting a torque
control (the orange and green parts). The two-point visual model takes two angles, a far-
point angle and a near-point angle, as input to represent the visual information that the
driver references. The haptic feedback torque Γfb, which is the combination of the haptic
guidance torque and the self-aligning torque, is the key input to the neuromuscular model.
It intervenes in the model in two ways. First, it implicitly influences an internal model of
steering wheel compliance (dotted orange line). Second, it forms an explicit feedback loop
(solid green line). One minimal realization of the model could be written as follows:

ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)

(9.1)

with

y(t) = Γd (9.2)

u(t) =
[
θfar θnear Γfb

]T
, (9.3)

A =



− 1
TI

0 0

−KIvx
1
TN

Kc

vx
(TL
TI
− 1) − 1

TN
0

0 −Kfb

Tfb
− 1
Tfb


(9.4)
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B =



0 1
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(9.5)

C =
[
0 1 1

]
(9.6)

D =
[
0 0 0

]
(9.7)

9.2.2 Internal Model

The internal model consists of a gain KI and a time constant TN . In neural science, it is
believed that the nervous system uses models of the physical world to exercise control and
prediction to achieve skilled motor performance[10]. In the case of steering control, the
driver uses an internal model to convert the target steering-wheel angle to torque. This
internal model results from driver perception and prior knowledge of the steering system.
During driving, the driver learns about the dynamics of the system and adapts to it by
updating the internal model of steering system compliance. It is likely that this estimation
is approximate and corresponds to a simple (low-order) model, which is represented by
the gain KI . From the driver’s viewpoint, the dynamics of the steering system are assessed
through the haptic feedback. The haptic feedback torque thus affects the internal model,
which is represented by the dashed line in Figure 9.2. The time constant TN represents
the fact that the muscles need time to output the torque control.

9.2.3 Explicit Haptic Feedback Loop

To achieve the target steering-wheel angle and stable control of the steering wheel, an
open-loop control through the internal model is not sufficient, as it is not able to compen-
sate for any perturbations that arise during the movement. A closed-loop control using
sensory feedback is indispensable. The explicit haptic feedback loop is a first-order sys-
tem that outputs a complementary torque based on the error between the torque output
of the internal model and the haptic feedback. This compensation through haptic feed-
back torque is considered faster and more intuitive for the driver than through the actual
steering-wheel angle because small errors between the target and actual steering-wheel
angle are more likely to be observed via visual information, and the compensation is there-
fore much longer. In other words, the NMS is more likely to counterbalance the haptic
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feedback to stabilize the steering wheel than to achieve the exact target steering-wheel
angle.

9.3 Experiment Setting

9.3.1 Apparatus

The experiments in this study were all performed on a fixed-base driving simulator pow-
ered by SCANeR Studio (Figure 9.3, left). The simulator is equipped with a complete
dashboard; a five-speed gear stick; gas, brake, and clutch pedals; and a steering wheel
connected to a TRW steering system. Sensors for measuring the steering-wheel angle,
speed, and torque are mounted in the steering system. The visual scene is displayed on
three liquid crystal display (LCD) screens: a central one in front of the driver and two oth-
ers oriented at 45◦ relative to the center. The screens cover a field of view of 25◦ high and
115◦ wide. The software allows a compilation and implementation of controllers developed
in Simulink to control either the steering wheel or the vehicle. In all the experiments, a
small family car, the Citroën C5, was chosen as the vehicle model, with the longitudinal
speed fixed at 18 m/s.

Start

Figure 9.3 – Left: fixed-base driving simulator; Right: track used in the first experiment.

9.3.2 Haptic Guidance System

A haptic guidance system was implemented in the driving simulator using a controller de-
signed in Simulink. The controller was previously developed[8]. The final guidance torque
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Γa was a combination of an anticipatory and compensatory assistance torque depending
on a factor α called the sharing level:

Γa = α× Γant + Γcomp(α) (9.8)

where Γant and Γcomp are the torque generated by the anticipatory and compensatory
assistance, respectively. The anticipatory assistance generates a reference trajectory from
the previewed road curvature. The compensatory assistance consists of an H2/H∞ static
output feedback that controls the steering against disturbances and uncertainties. The
sharing level determines how much guidance torque is finally applied on the steering
wheel, and its value could vary from 0% (completely manual driving) to 100% (completely
automatic driving).

9.4 Validation I: Driver Model Simulation

9.4.1 Objective

In a previous study[9], the parameters of the driver model were sequentially estimated us-
ing the prediction error minimization method[11] with driving data from five participants.
Two sets of parameters were obtained under two experimental conditions: one for fully
manual driving and one for driving with a haptic guidance system with a 50% sharing
level. The model was validated under both conditions with a good prediction quality of
driver torque control (FIT between 85% and 92%). The comparison between the two sets
of parameters implies that the NMS, in particular, the internal gain KI of the model, ac-
counts for the driver’s adaptation to the intervention of the haptic guidance system. This
observation corresponds to the expected role of the internal model in the model. Further,
whether the driver’s model can cooperate effectively with a haptic guidance system as
soon as the gain of the internal model corresponds to the chosen sharing level remains to
be verified.

9.4.2 Experiment

Figure 9.4 illustrates how the experiment was conducted. Instead of a human driver, the
driver model was implemented as a controller in the driving simulator to control the
vehicle in cooperation with the haptic guidance system. Two independent variables were
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manipulated in this experiment: the sharing level of the haptic guidance system, α, and the
internal model gain, KI . Four values for the sharing level were chosen: 0%, 30%, 50%, and
80%. The corresponding values of the internal model gain are 0.23, 0.17, 0.13, and 0.04.
The other parameters in the driver model were fixed at their nominal values (Table 9.2).
The combination of the two independent variables provides 16 different experimental
scenarios. Each scenario lasted for about 5 min. A normal track with the Euler spiral
turns and straight lines was chosen for this experiment (Figure 9.3, right). The vehicle
trajectory was recorded and used to evaluate the lateral control performance.
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Figure 9.4 – Driver model validation with the implemented driver model.

Table 9.2 – Nominal parameter values used in validation I.

Parameter Description Value
Kp Anticipatory Gain 3.7
Kc Compensatory Gain 2.6
TI Compensation Time Constant 0.4
TL Compensation Rate 7.2
TN Neuromuscular Time Constant 0.23
Kfb Haptic Feedback Loop Gain 0.97
Tfb Haptic Feedback Loop Time Constant 0.023
vx Vehicle Longitudinal Speed 18 (m/s)
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9.4.3 Results

The standard deviation of the lateral position (SDLP) from the lane center was chosen as
the metric in this experiment to present the validation results. It is calculated using the
lateral position deviation signal ya, which is the distance from the center of gravity of the
vehicle to the lane center (in meters). A relatively large SDLP indicates poor lane-keeping
performance.

The SDLP values for all 16 scenarios are listed in Table 9.3. Each SDLP value on the

Table 9.3 – Standard deviation of the lateral position of all 16 scenarios.

KI = 0.23 KI = 0.17 KI = 0.13 KI = 0.04
α = 0% 0.51 2.39 5.47 33.03*

α = 30% 0.69 0.23 0.46 1.75
α = 50% 0.91 0.48 0.20 0.85
α = 80% 1.14 0.81 0.55 0.20
* The scenario ended exceptionally due to the vehicle left completely
the lane without return.

diagonal is the lowest in its row and column. This implies that, when the sharing level and
internal model gain match each other, the driver model and haptic guidance system reach
a relatively stable cooperation with only a small variation in the lateral position. Note
that the SDLP is slightly higher for α = 0 than in the other three cases because the driver
model in manual mode tends to cut corners, while the haptic guidance system tends to
follow the center of the lane. For a given sharing level, either a larger or smaller value of
the internal model gain results in a higher SDLP. In these situations, the torque output
from the internal model is either too large or too small. Such bias on the internal model,
which represents the compliance of the steering system, cannot entirely be compensated
for by the explicit haptic feedback loop, which eventually leads to a difference between the
target and actual steering-wheel angle. Therefore, the vehicle position oscillates between
the left and right border (or even outside) of the lane.

In conclusion, the results indicate that the adjustment of the internal model gain
through the haptic feedback is imperative when the driver model interacts with the haptic
guidance system at different sharing levels. This adjustment is sufficient for a significant
improvement in lateral control performance.
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9.5 Validation II: Driver Model Identification

9.5.1 Objective

The previous validation experience has shown that the adjustment of the internal model
gain accounts for the adaptation of the driver model to various levels of sharing. The
second experimental validation seeks to capture the adaptation of the human driver to
the haptic guidance system through online identification of the internal model gain. This
is done in a situation in which the sharing level varies during driving from 0% to 100%.
The assumption is that the gain of the internal model varies homogeneously with the
sharing level.

9.5.2 Experiment
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Figure 9.5 – Driver model validation with the identified driver model.

Figure 9.5 illustrates how the second experiment was conducted. The driver was in-
structed to steer the vehicle in cooperation with the haptic guidance system on the track
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shown in Figure 9.6, a road consisting only of Euler spiral bends with a radius of curva-
ture varying between 75 m and 95 m. The experiment started in manual driving (α = 0).
After the vehicle passed P1, the sharing level started to increase from 0% to 100% in 50
s. The transition was indicated on the simulator screen by a progress bar. When driving
was fully automated, the driver was required to remove the driver’s hands from the steer-
ing wheel. When the vehicle passed P2 on the road, a takeover request was issued and
the sharing level began to decrease from 100% to 0% in 50 s. The driving session lasted
approximately 4 min. The signals used to calculate the inputs and outputs of the driver
model were recorded throughout the drive at 100 Hz.

P1

P2

Start

End

50s

50s

Figure 9.6 – Left: track used in the validation II; Right: variation of the sharing level in
the experiment.

A group of 11 males and six females aged 24 to 53 (mean = 31 years, standard deviation
= 8.2 years) participated in the experiment. All participants had a valid driver’s license
and drove regularly (12550 km per year on average). The participants had no known
medical conditions that could affect their driving skills and had normal or corrected
vision. None of them had ever experienced a haptic guidance system.

9.5.3 Parameter Identification

For each participant, the driver model identification was performed in two steps: 1) iden-
tification of the complete driver model using the data from the first manual driving phase
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(i.e., when α = 0 from the start of the experiment) and 2) estimation of the variation
of the internal model gain KI using all the data in the experiment. The goal of the first
step was to obtain an initial value for KI and a nominal value for the other parameters,
which were needed in the second step. The identification method in the first step was the
same as in [9]: the visual model, internal model, and explicit haptic feedback loop were
identified sequentially by the prediction error minimization method. In the second step,
as the value of KI may change continuously, a linear time-varying system identification
method was used. The method was developed and validated in [12].

With the hypothesis that the variation of the internal model gainKI(t) can be modeled
as a Wiener process and that it is slower than the variation of the system states, the
system can be augmented with KI and then can be discretized using the Euler method.
The augmented system derived from (9.1) in discrete time is written as follows:

xa[k + 1] = fd(xa[k], u[k]) + wa,d[k]
y[k] = gd(xa[k], u[k]) + v[k]

(9.9)

with

xa[k] =
 x[k]
KI [k]

 =
 x(kTs)
KI(kTs)

 (9.10)

u[k] = u(kTs) (9.11)
y[k] = y(kTs) (9.12)

fd(xa[k], u[k]) =
(TsA(KI [k]) + I

)
x[k] + TsB(KI [k])u[k]
KI [k]

 (9.13)

gd(xa[k], u[k]) = Cx[k] +Du[k] (9.14)

where wa,d[k] and v[k] are the discretized augmented process noise and measurement noise,
with the covariance matrices denoted as Qa,d and Rd, respectively. The Ts is the sampling
time, which was 0.01 s in this experiment. The I in (9.13) is an identity matrix that is
the same size as the matrix A. Note that the matrices A and B are all functions of KI in
this case; thus in (9.13) the values evaluated at KI [k] are used.

The unscented Kalman filter (UKF) is applied to estimate the augmented system
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states xa[k] recursively by minimizing the following cost function:

J(x̂a[k]) = x̂Ta [0]P−1
a [0]x̂a[0]

+ Ts
N−1∑
k=0

ŵTa,d[k]Q−1
a,dŵa,d[k]

+ Ts
N−1∑
k=0

v̂Td [k]R−1
d v̂d[k]

(9.15)

where Pa[0] is the initial covariance matrix of the augmented states and

ŵa,d[k] = x̂a[k + 1]− fd(x̂a[k], u[k]) (9.16)
v̂d[k] = y[k]− gd(x̂a[k], u[k]) (9.17)

The calculation steps of UKF are listed in Algorithm 9.1.
The tuning methodology proposed by [12] was adopted to configure the filter, espe-

cially the value of the matrices Qa,d and Rd. The configuration of the filter demands a
compromise between the rapidity and the precision (noise sensitivity) in the process of the
estimation. A multi-model UKF approach was finally applied to estimate simultaneously
the steady-state value of KI and detect fast parametric variation with one relatively slow
and another relatively fast filter.

9.5.4 Results

The FIT values were first obtained from the results of UKF to verify the prediction of
the driver torque. The calculation is as follows:

FIT =
(

1− ‖Γd − Γ̂d‖2

‖Γd −mean(Γd)‖2

)
× 100% (9.25)

where Γd is the measured driver torque, and Γ̂d is the prediction. For the slow UKF, the
mean value of FIT for all participants is 91.5% with a standard deviation of 0.3%. For
the fast UKF, the mean value of FIT is 92.1% with a standard deviation of 0.4%. These
values confirm the validity of the identified driver model. As an example, Figure 9.7 (left)
compares the prediction results of the Participant 1. Note that, during the completely
automatic driving phase (around 110 s to 150 s), the driver torque was not exactly zero
even though the participants did not touch the steering wheel. This was probably caused
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Algorithm 9.1 Estimation of xa[k] with the unscented Kalman filter.
Step 1: Initialization
At time step k = 0, configure xa[0], Pa[0], Qa,d and Rd:
Step 2: Calculation of the output prediction
At time step k > 0, estimate the output prediction using the unscented transformation
(UT)[13]:

(ŷ[k|k − 1], C ′yy[k], Cxy[k]) = UT (gd, x̂a[k|k − 1], Pa[k|k − 1]) (9.18)
Cyy[k] = C ′yy[k] +Rd (9.19)

Step 3: Correction with measurements
At time step k, correct the values and the covariance of the augmented states with the
measurements:

L[k] = Cxy[k]C−1
yy [k] (9.20)

x̂a[k|k] = x̂a[k|k − 1] + L[k]
(
y[k]− ŷ[k|k − 1]

)
(9.21)

Pa[k|k] = Pa[k|k − 1]− L[k]CT
xy[k] (9.22)

Step 4: States prediction for the next time step
At time step k, predict the augmented states value and covariance for the next time step
k + 1 using UT :

(x̂a[k + 1|k], P ′a[k + 1|k]) = UT (fd, x̂a[k|k], Pa[k|k]) (9.23)
Pa[k + 1|k] = P ′a[k + 1|k] +Qa,d (9.24)

Step 5: k ← k + 1, repeat step 2 to 4 until k = N .
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by the friction in the steering system that was measured by the torque sensor.

Figure 9.7 – Left: measured vs. predicted driver torque of Participant 1; Right: estimated
KI variation of Participant 5.

Second, the variation of KI was analyzed. Figure 9.7 (right) presents the results of
Participant 5 as an example. To check whether the variation of all participants is similar,
the results were synchronized so that all participants passed Point P1 at the same time
(after the synchronization, they passed the Point P2 with a time difference of less than 0.5
s, which could be ignored). Figure 9.8 reveals two curves for the variation of mean KI with
a three-sigma (three standard deviations) band of all participants, one estimated using
the slow filter and another using the fast filter. The mean and standard deviation values
were calculated with the estimated KI of all participants at each sampling instance using
the synchronized results. The figure reveals that both the slow and fast filters exhibit a
similar variation trend. For all participants, the internal model gain decreases when the
sharing level increases, and vice versa. The KI is nearly zero during completely automatic
driving. In addition, a delay of about 10 s occurs between the change in the sharing
level and the variation of the internal model gain. During the experiment, human drivers
adapted to the change of sharing level by delivering more or less torque on the steering
wheel. This adaptation is captured very well by the variation of the internal model gain.
In conclusion, the results demonstrated that the internal model gain of the driver model
is directly related to the sharing level of the haptic guidance system. By adjusting this
parameter, the prediction of the driver model in cooperation with the haptic guidance
system is always valid when the sharing level changes.
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Figure 9.8 – Mean KI variation with the three-sigma band of all participants. Blue: results
of slow unscented Kalman filter(UKF); Red: results of fast UKF ; Black: sharing level α;
Sold line: mean KI ; Dotted line: three-sigma band.

9.6 Conclusion

The driver model proposed in [9] was developed to account for the cooperation between a
driver and haptic guidance system. This paper aims to validate this model when the level of
sharing between the two agents changes. Two experiments were conducted consecutively.
The first experiment consisted of implementing the driver model in a driving simulator
so that it could perform the steering task itself. The results indicated that the model
that was identified for a given sharing level was no longer able to drive the simulator
in cooperation with the haptic guidance system when the level of sharing changed. This
implies that an adaptation of the model must occur either by changing the values of the
parameters in the model or by changing the structure of the model.
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The experiment demonstrates that this adaptation can be achieved by varying only the
value of the gain of the internal model of the steering system compliance. As a corollary,
this result validated the meaning attributed to the model parameters: the visual model
is not affected by haptic guidance, and the neuromuscular time constant is invariant, as
indicated in the literature [14]. Moreover, the explicit haptic feedback cannot perform the
adaptation by itself. Ultimately, the adaptation of the internal model gain is imperative
because, from the driver’s viewpoint, the haptic guidance system modifies the dynamics
of the steering wheel.

Based on these results, the second experiment validated the driver model with all
possible sharing-level values. This time, the value of the internal model gain was identified
using a UKF method with driving data from human drivers who were experiencing slow
transitions between manual and autonomous driving. This was achieved by gradually
varying the sharing level. The results indicated that the variation in the internal model
gain is directly related to the sharing level. This suggests that driver adaptation to the
haptic guidance system is mostly achieved by updating the internal model. The driver
model captures this adaptation process successfully.

Similar adaptation situations can be envisioned, such as when the driver discovers a
new vehicle with a steering wheel that is more or less difficult to turn than expected.
During the first few curves, lane control may be inaccurate and then improves as the
next curves are negotiated. This adaptation would likely be done by adjusting the gain
of the internal model; thus, the model would be able to account for it. This issue will be
investigated in future studies.
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Chapter 10

GENERAL CONCLUSION AND

PERSPECTIVES

10.1 General Discussion

This thesis was conducted as a step in the development of haptic shared control driving
assistance systems (i.e., haptic guidance systems). It focused on understanding and pre-
dicting driver’s adaptation to haptic guidance systems during interaction with the system
at varying levels.

The crucial element in this study was cybernetic driver steering model. The work con-
sisted of two main parts around this element: mathematical tools for identifying the model
and experimental investigations performed with the model. The PEM and UKF method,
especially their practical use in this context, were considered for identifying time-invariant
and time-variant systems, respectively. A model-based analysis method was introduced
and improved in the experimental investigation. This method proposed to capture the
adaptive behavior of driver through the cybernetic driver model, and in particular, the
variation over time of model parameters. With this method, the improvement of the model
and the study of the adaptation could be carried out. In the end, a new cybernetic driver
model capable of predicting the driver’s adaptation to the haptic guidance system at
varying levels was obtained.

Results of this thesis could contribute to the design of haptic guidance system for min-
imizing potential conflicts between drivers and the system. Besides, it showed a successful
application of the new cybernetic driver model in the study of adaptation, with the help
of time-varying system identification tools. Meanwhile, it demonstrated the potential of
the new cybernetics theory invoked in the literature[1].
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10.2 Synthesis of Experimental Investigations

The literature about the effect of haptic guidance systems on driver steering control per-
formance was dominated by behavioral analysis. Cybernetic driver steering models are
copies of driver steering behavior, thus a “good” model should react to the haptic guid-
ance systems and reproduce human adaptive behavior. Moreover, driver models including
learning and adaptation process have benefits in the realization of haptic guidance sys-
tems as well. This requirement is, however, beyond the scope of most of current models.
This gap motivated the application of model-based analysis in experimental investiga-
tions. A series of experiments aiming at understanding and modeling the adaptation of
the human-machine interaction were carried out sequentially, as presented in three papers
in Chapter 7, 8 and 9, respectively.

The starting point to this research was to investigate the effectiveness of the model-
based analysis with a simple (in the sense of structure and comprehensiveness) and robust
model. In the first experiment in Chapter 7, we chose to study the interactive effect of
the visibility condition and the haptic guidance system which had already been studied
in several previous researches [2], [3]. The aim of repeating a similar experiment was to
understand the behavior of the human-machine system by projecting it onto the visual
steering model and verifying parametric variations. In the end, the validity of the model to
account for the effect of the manipulated variables, but also its limitations, were revealed.
The model validation and parameter uncertainties were particularly considered when per-
forming the model-based analysis to ensure the validity and generality of identified model.
The anticipatory gain was sensible to any changes made to the followed trajectory and the
compensatory gain was sensible to reduction in the variability of lateral position devia-
tion. This corresponds to the meaning attributed to each parameter. However, this model
cannot independently distinguish between the actions of the human driver and those of
the haptic guidance systems on the steering wheel, because the steering-wheel angle is the
joint effort of the two agents. Therefore, it would be hardly possible to use such a model
in the study of driver’s adaptation to the haptic guidance system.

The simplistic nature of the two-point steering model encouraged us to continue the
investigation with advanced models incorporating a NMS. Attempts made with the model
developed in previous study [4] failed because the model became invalid when the haptic
guidance torque was applied. This issue led to the reconsideration of model structure
in Chapter 8 by accounting for the driver’s ability to incorporate the action of hap-
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tic guidance into steering wheel control. The cybernetic driver model that we proposed
regards human driver as a time-variant and adaptive controller. This is different from
traditional cybernetics theory, which usually describes human driver as (quasi-) linear,
time-invariant (LTI) feedback systems. However, it focuses on the adaptive characteris-
tics of human control behavior in realistic control scenarios. In fact, both learning and
adaptation behavior should have been considered at once as they usually decide together
the switch of control strategy. Yet, the knowledge in the learning process would demand
dedicated experiments to better understand it. Another assumption is underlying in the
adaptive cybernetic model about how drivers perform a steering task. It was assumed
that they achieved this in two steps: first by setting a target angle of the steering wheel
from environmental perception, and then by aiming it through neuromuscular actions on
the steering system. This is a basic assumption commonly adopted in previous models
[5]–[7] but never verified.

The modeling of NMS was a challenge. The difficulty was knowing how to correctly
represent this human-machine (driver-steering) system , which partly combines driver and
steering system dynamics. The NMS in the developed model mainly converts the target
steering-wheel angle aimed for, to torque control accounting for haptic feedback torque.
The angle-torque conversion process was represented by the internal model inspired from
neural science. Unlike the model proposed in [8], it was clarified that in most cases driver
could not distinguish between the haptic guidance torque and the self-aligning torque.
Therefore, the haptic feedback within the framework of this thesis referred to the combi-
nation of both torques. The involvement of haptic feedback was represented by an indirect
and direct feedback loop. The indirect loop refers to the adaptation of the parameters of
an internal model and the direct loop accounts for the driver’s corrective action through
direct haptic feedback. The role of the indirect loop has been studied in depth, while the
direct feedback loop still needs to be further understood.

The driver model was validated as a “virtual driver” on the driving simulator in the
third paper in Chapter 9. The experiment proved the fact that the haptic feedback torque
could indeed affect the internal model, as shown in [9]. Furthermore, the adjustment of the
internal model according to changes in the haptic feedback is imperative to avoid unreal-
istic variations of vehicle position in lane. This is actually coherent with scenarios in real
life, and the proposed driver model is able to reproduce satisfactorily this phenomenon.
At the end, using ad hoc time-variant system identification method, the adaptation of
human driver to haptic guidance system with varying levels was successfully captured,
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through the variation of what is called the internal model gain. Results indicated that
when the effort provided by haptic guidance systems changes, human drivers adjust their
internal representation of the steering system in order to reach a stable cooperation. In
general, it is highly probable that such an adaptation is not limited only to modification
of the haptic feedback, but also to any modification of the steering system stiffness.

10.3 Review of Methodology

10.3.1 Model-based Analysis

The model-based analysis is not new. In researches such as [4], [10], [11], different driver
distraction modalities were successfully discriminated through the parametric analysis of a
driver model. This method assumes that the sensitivity of model parameters is significant
with regard to experimental conditions, as discussed in Chapter 6. Therefore, the effective-
ness of model-based analysis largely depends on the model structure and parametrization
chosen. Complementing previous works, this way of doing was further formalized and de-
veloped during the experimental investigation of this thesis. The model validation and the
parameter uncertainties were studied in more depth in order to clarify two fundamental
questions: the validity of driver model in different scenarios and the representativeness of
the parametric difference.

One challenge for parameterized model-based analysis is the consideration of well
suited parameters for system identification. In the current study, we benefited from
the physiological and psychological knowledge included in the cybernetic driver mod-
els through ad hoc parameters. Driver model simulation was also helpful for confirming
the potential parameters, as the first validation experiment in Chapter 9. The parameters
that we selected were the most essential with regard to the stages of our investigation pro-
cess and the experimental conditions. In Chapter 7, the anticipatory and compensatory
gain were identified when driving in degraded visibility conditions; in Chapter 8 and 9,
the internal model gain was focused when the sharing level of haptic guidance torque
was varying. Generally, if there is only limited or no a priori knowledge, all parameters
are supposed be considered as sensitive to experimental conditions and estimated in the
first place. It is then possible to analyze the sensitivity of parameters and perform further
investigations on the most sensitive ones.
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10.3.2 System Identification

Two system identification algorithms were adopted in this thesis as tools for the model-
based analysis. They were employed according to the hypothesis of the driver model for
identification. For a linear time-invariant system, the PEM method was applied while the
UKF method was chosen when considering linear time-variant assumptions. Their prac-
tical use to meet the need for our study was emphasized. Due to the stochastic nature of
data and algorithms, it is necessary to examine the parameter uncertainties before com-
paring the identified parameter values, so as to ensure that the difference is significant
statistically. For the UKF method, a tuning strategy and a multi-observator approach
were proposed because a compromise between rapidity and noise sensitivity of estimation
was inevitable. The configuration of the filter relies on a prior knowledge and assump-
tions about the dynamic of parameters to be identified, as discussed in Chapter 5. The
application of multi-UKF in the identification of the internal model gain was successful.
However, it is worth noting that the quality of estimated parameters also depends on
the data. The weak identifiability issue was observed in the parameter identification in
Chapter 5 and 9 when driving on straight lines or curves with constant curvature. For
identifying a driver steering model, there must be a sufficiently informative excitation sig-
nal on the steering system of vehicle. This requirement demands intentional road design
with bends of various length and curvature.

10.3.3 Driving Simulator

There are several advantages of using driving simulators compared to real vehicles for
performing experiments. The most important one is the safety. Simulators can offer a vir-
tual environment with potential dangerous driving tasks without actually putting drivers
at risk [12]. The experiment in Chapter 7 with degraded visibility is an example. Another
important benefit of using simulator is that currently there are seldom commercial vehi-
cles including haptic guidance systems. It is more cost-effective and convenient to develop
and implement haptic guidance systems using a driving simulator. Finally, simulators of-
fer the possibility of manipulating almost every detail in the driving scenario and vehicle
dynamics as well, and facilitate the acquisition of experimental data in a reproducible
way.

There are also disadvantages with simulators. One problem is whether human drivers
produce the same behavior when driving in simulators as in real vehicles or not. Low-
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fidelity simulators may evoke unrealistic driving behavior and therefore produce invalid
research outcomes[12]. When drivers realize that their behavior will not lead to fatal con-
sequences, their concentration level and control accuracy may decrease. Simulators may
also cause discomfort to human drivers. Nevertheless, these issues were seldom observed
in our experiments because of the relatively simple driving task with respect to vehicle
speed and road profile. The fixed-base driving simulator was able to provide high be-
havioral fidelity. In the scenarios with degraded visibility, almost all of the participants
accomplished the experiments without leaving the lane or using emergency brake. Only
one driver felt dizzy and abandoned the test due to 3D motion sickness and was excluded
from the analysis. In the scenarios with haptic guidance at varying levels, all participants
were able to cooperate with the system without evident conflicts on the steering wheel.
Results of analysis demonstrated reasonable and realistic driving behavior as well.

10.4 Proposition of Future Works

The experimental investigations in this thesis could lead to future co-adaptation studies.
The conclusions provide an idea how to improve the design of haptic guidance system in
order to meet the common design guidelines for human-automation system and realize
satisfactory interaction. For example, the driver steering model used in the current design
of haptic guidance system was obtained from manual driving scenarios[7] (see [13]). This
model could now be replaced by the adaptive driver model proposed. In that situation.
on the one hand, human drivers will deliver less effort when they feel the haptic feedback
on the steering wheel. On the other hand, the haptic guidance system will adjust the
output torque by taking into consideration how much torque drivers will generate during
cooperation. We define this process as “co-adaptation”, because both human driver and
the system are trying to adapt to each other. Our hypothesis is that this process is iterative
and in a short time human driver and the haptic guidance system will converge to a stable
state, leading to a minimum of conflicts between the control effort from the two agents.
Specifically, this state may correspond to a limit value of the internal model gain (with a
small variance due to the human control). We further assumed that for different sharing
levels, there is always such a stable state correspondingly. A function, or a mapping from
sharing levels to internal model gains could be obtained through repeated experiments for
a certain amount of sharing levels. In each experiment, the stable state could be found
by designing the haptic guidance system and identifying the driver model repeatedly
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until the identified parameter becomes invariant. We have obtained preliminary results in
this direction. In the end, we imagine that this mapping could serve as an indispensable
knowledge in the design of haptic guidance system so that the system can understand
the intention of human driver. Therefore, the system can continuously follow the driver’s
behavior and realize perfect cooperation with human.

This thesis also offers a number of possible directions for researches on driver modeling.
As stated in Chapter 8, the NMS in the proposed driver model chose to form a direct
haptic feedback loop on the basis of torque difference measured by the force sensor in
muscle, the Golgi tendon organs. However, as a position and velocity sensor, the muscle
spindle can also initiate and regulate movements. In that case, it is the spinal reflex which
forms a feedback path to allow closed loop control of the muscle’s length. This path starts
from the muscle spindle to the spinal cord and back to the muscle. Literature usually
includes the spinal reflex in the NMS model[5], [7], [14], but it is worth noting that firstly,
it is difficult to separate intrinsic mechanical responses of the limb and muscles from those
generated by reflex feedback[5] and secondly, it demands a special measuring technique,
the electromyography (EMG), and dedicated experimental scenarios to observe the spinal
reflex characteristics. In our study, it was not possible to identify such a behavior. Our
hypothesis is that the spinal reflex must be involved in the steering control of human
driver. It is mainly activated when initializing a movement (a dynamic mode), while
the direct haptic feedback loop takes charge afterwards for maintaining the gesture and
rejecting disturbance (a static mode). Human driver could easily switch between these
two modes, or mix them to generate force. In fact, during subsequent simulations of the
proposed driver model, it has been observed that the introduction of a reflexive loop
based on the angle and angular velocity difference as [5] can indeed reduce the standard
deviation of lateral position. This phenomenon could be addressed in future studies to
verify our hypothesis in order to further complete the model structure.

Finally, this thesis contributes to the development of new cybernetics theory in driver
modeling. It demonstrated with the new driver model that, a linear time-variant driver
steering model and a time-variant system identification algorithm were essential in the
understanding of driver’s transitional behavior. For the next step, the learning process
could also be considered and modeled to investigate the learning-adaptation loop in human
control.
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Titre : Modélisation cybernétique du conducteur pour la réalisation d’un contrôle haptique par-
tagé du volant et l’adaptation du système homme-machine

Mot clés : Contrôle partagé, Adaptation, Modèle de conducteur, Identification.

Résumé : L’amélioration des systèmes d’as-
sistance à la conduite (ADAS) des voitures
passe par la minimisation des conflits entre
conducteur et le système d’assistance. Le
contrôle latéral partagé notamment, fait l’ob-
jet de nombreuses études ces dernières an-
nées. Il s’agit de partager l’action exercé sur
le volant par voie haptique. La conception
d’assistances évoluées de ce type suppose
qu’un modèle dynamique du conducteur est
disponible. Sur ce thème de la modélisation
du conducteur, cette thèse s’attaque à com-
prendre et modéliser le processus d’adapta-
tion réciproque du conducteur et de l’assis-
tance au fil de l’usage. Au-delà de l’analyse

comportementale souvent adoptée dans la lit-
térature, l’utilisation de la théorie de l’estima-
tion (identification, observateurs) et la mise en
situation choisie de cohortes de conducteurs
a permis d’enrichir les modèles de conduc-
teur existants. Le comportement adaptatif du
conducteur a pu être formalisé au travers de
sa réaction haptique au couple produit sur le
volant par l’assistance, mais aussi d’une évo-
lution paramétrique de ce que nous avons
convenu d’appeler son modèle interne. Les ré-
sultats obtenus montrent l’intérêt du modèle
cybernétique proposé. Ils pourront à l’avenir
être mis à profit pour le développement de
nouveaux systèmes de contrôle latéral.

Title: Cybernetic driver modeling for the realization of haptic shared control and the adaptation
of the human-machine system

Keywords: Haptic shared control, Adaptation, Driver steering model, System identification.

Abstract: Improving the advanced driver as-
sistance systems (ADAS) involves minimizing
conflicts between the driver and the system.
The shared lateral control has been the sub-
ject of numerous studies in recent years. It
refers to sharing the action exerted on the
steering wheel through haptics. The design of
such advanced assistances assumes that a
dynamic driver model is available. Around this
theme of driver modeling, this thesis focuses
on understanding and modeling the process
of reciprocal adaptation of the driver and the
assistance through usage. Beyond the behav-
ioral analysis often adopted in the literature,

the implementation of estimation theory (iden-
tification, observers) and chosen scenario with
cohorts of drivers made it possible to enrich
the existing driver models. The drivers’ adap-
tive behavior has been formalized not only
through their haptic reaction to the torque pro-
duced on the steering wheel by the assis-
tance, but also through a parametric evolution
of what we called “internal model”. The results
obtained show the interest of the proposed cy-
bernetic model. They can be used in the future
for the development of new lateral control sys-
tems.
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