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Far out in the uncharted backwaters of the unfashionable end of the Western Spiral arm of the Galaxy lies
a small unregarded yellow sun.

Orbiting this at a distance of roughly ninety-eight million miles is an utterly insignificant little blue-green
planet whose ape-descended life forms are so amazingly primitive that they still think digital watches are a
pretty neat idea.

This planet has — or rather, had — a problem, which was this: most of the people living on it were unhappy
for pretty much of the time.

Many solutions were suggested for this problem, but most of these were largely concerned with the move-
ments of small green pieces of paper, which is odd because on the whole it wasn’t the small green pieces of
paper that were unhappy.

And so the problem remained; lots of the people were mean, and most of them were miserable, even the
ones with digital watches.

Many were increasingly of the opinion that they'd all made a big mistake in coming down from the trees in
the first place. And some said that even the trees had been a bad move and that no one should ever have left
the oceans.

And then, on Thursday, nearly two thousand years after one man had been nailed to a tree for saying how
great it would be to be nice to people for a change, a girl sitting on her own in a small café in Rickmansworth
suddenly realized what it was that had been going wrong all this time, and she finally knew how the world
could be made a good and happy place. This time it was right, it would work, and no one would have to get
nailed to anything.

Sadly, however, before she could get to a phone to tell anyone about it, the Earth was unexpectedly de-
molished to make way for a new hyperspace bypass, and so the idea was lost, seemingly for ever.

D. Adams, from "The hitchhiker’s guide to the Galaxy", 1979
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Abstract

Direct detection and characterization of faint objectaiarbbright astrophysical sources is highly challenging due
to the large flux ratio and small angular separation. Foaims#, self-luminous giant planets are typically fithes
fainter than the parent star in the near-infrared. Evendrighntrasts of up to 16° are needed to reach the realm
of mature giant or telluric planets. To overcome this casttissue, dedicated instruments for large ground-based
telescopes such as SPHERE, GPI or EPICS for the future Eamelprtremely Large Telescope will use powerful
Adaptive Optics systems coupled with coronagraphs.

A coronagraph used in conjonction with AO system can imptbeesensitivity of an imaging system to faint
structure surrounding a bright source. These devices blekore of the image of an on-axis source and suppress
the bright difraction rings and halo that would otherwise reduce the dynaange of the imaging.

The state-of-the-art of coronagraphy has impressivelplead during the last ten years as the motivation of
detecting and imaging exoplanets, ideally down to Eakbfilanets. Coronagraphs are now able to provide a very
large on-axis exctinction as demonstrated in laboratonditmns. But their capabilities during sky observations
are damped by the large amount of residual phase aberrétimrere left uncorrected by the AO system. Although
coronagraphy is a mandatory technique to suppress on-axight and understood as a critical subsystem, a
coronagraph can only reduce the contribution of the cotigran of the light. Hence, their capabilities on sky are
in strong relation with AO fiiciencies.

The intent of our work is threefold:/ICompare a wide range of coronagraphs (the ones potentialhoped
for planet finder projects) through their sensitivity tocgrsources that occur in a coronagraphic Extemely Large
Telescope. Along this system analysis, we proposed for fhadixed Pupil Lyot Coronagraph (APLC) a way to
optimize its parameter space with respect to ELT charatiesi 2 Evaluate the fect of several aberrations on
the performance of a coronagraphic eXtreme Adaptive OfHé®©) and Differential imaging systems. The aim
of this analysis is to derive relevant informations to chessign coronagraphs for large ground-based telescopes.
3/ Develop several prototypes to be implemented on HOT, thé4digder Testbench developed at ESO, which in-
cludes star and turbulence generator to mimics realistiditions at a telescope. This enables realistic comparison
of coronagraphs coupled with AO system and will help to deralevant informations for choosing or designing
baseline concepts for ELTs. So far, we have developed de@managraph prototypes: Lyots, APLC, FQPM and
are currently working to enlarge this selection to otheriic& manufacturing of critical component is often an
issue, we successfully investigated new technology smiutr the manufacturing of the APLC apodizer (using
halftone dot process, the so-called microdots apodizeshstdering the satisfactory results of this approach, we
are extending this technology to new coronagraph develapiBand-limited and conventional pupil apodization,
for instance).
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Notations and acronyms

Al Aluminium

AO Adaptive Optics

APLC Apodized Pupil Lyot Coronagraph
APRC Apodized Pupil Roddier Coronagraph
AGN Active Galactic Nuclei

AGPM Annular Groove Phase Mask

BK7 near-IR optical glass

BL Band-Limited coronagraph

BL4 Band-Limited coronagraph™order
BL8 Band-Limited coronagrapHBorder

BM Binary Mask

CCD Charge-Coupled Device

CFHT Canada France Hawai Telescope
CONICA COude Near-Infrared Camera

Cr Chrome

CSL Centre Spatial de Liege

DI Differential Imaging

DM Deformable Mirror

DPM Disk Phase Mask

Dz Dual Zone coronagraph

ELT Extremely Large Telescope

EPICS Exo-Planets Imaging Camera and Spectrograph
ESO European Southern Observatory
E-ELT European-Extremely Large Telescope
FFT Fast Fourier Transform

FPM Focal Plane Mask

FQPM Four Quandrants Phase Mask

GEPI Galaxies, Etoiles, Physique et Instrumentation
GMT Giant Magellan Telescope

GPI Gemini Planet Imager

HOT High Order Testbench

HST Hubble Space Telescope

IAC Interferometric Achromatic Coronagraph
IR Infra-Red

IWA Inner Working Angle

JWST James Webb Space Telescope
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Notations and acronyms

LAM
LESIA
MACAO
MAS
MIRI
NACO
NAOS
NM
oD
oDC
OHP
ONERA
ovcC
OWA
OWL
PFI
PIAA
PIAAC
PKC
PO
PSF
PTV
PWS
RCWA
RIE
RMS
RTC
SHWS
SPHERE
SR
T™MT
TPF
Vis
VLT
VLTI
VNC
XAO
WEFS
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Laboratoire d’Astrophysique de Marseille
Laboratoire d’Etudes et d’Instrumentation en Astigpique
Multi Application Curvature Adaptive Optics
milliarcsecond
Middle Infra-Red Instrument
NAOS-CONICA acronym
Nasmyth Adaptive Optics System
nanometer
Optical Density
Optical Diferentiation Coronagraph
Observatoire de Haute Provence
Office National d’'Etudes et de Recherche Aérospatiale
Optical Vortex Coronagraph
Outer Working Angle
OverWhelmingly Large Telescope
Planet Finder Instrument
Phase Induced Amplitude Apodization
Phase Induced Amplitude Apodization Coronagraph
Phase Knife Coronagraph
Precision Optical imaging
Point Spread Function
Peak-To-Valley
Pyramid Wavefront Sensor
Rigorous Coupled Wave Analysis
Reactive lon Etching
Root Mean Square
Real Time Computer
Shack-Hartmann Wavefront Sensor
Spectro-Polarimetric High Contrast Exoplanet Bebe
Strehl Ratio
Thirty Meter Telescope
Terrestrial Planet Finder project
Visible
Very Large Telescope
Very Large Telescope Interferometer
Visible Nuller Coronagraph
eXtreme Adaptive Optics
Wave-Front Sensor



Introduction

Overcoming the contrast issue between bright astrophysicaices and sub-stellar companions is mandatory for
direct detection and spectroscopy of extra-solar plan&tse typical contrast is 10° in the visible range of
wavelengths and 18 in the near infrared. To improve performance of exoplanataees towards lower masses,
ideally down to Earth-like planets, deeper contrast ar@ eégquired. Hicient detection and characterization of
Earth-like planet would required a system capable of defigel0-1° contrast at less than 0.1".

Any forthcoming planet finder instruments for large grourased telescopes such as SPHERE or GPI [18, 61,
for 8-10 meters class telescopes] or EPICS for the future &®irs European-Extremely Large Telescope [E-ELT,
56] will use a combination of eXtreme Adaptive Optics (XAQs&m and a coronagraph. A coronagraph used in
conjonction with an XAO system can improve the sensitivityn imaging system to faint structure surrounding
a bright source. Hcient XAO systems are required to correct wavefront erraistd the atmospheric turbulence
while coronagraphs are designed to suppress or at leastatéthe starlight fliracted by the telescope. Although
their capabilities during sky observations are damped bylahge amount of residual phase aberrations that are
left uncorrected by the XAO system, motivation is strong tiegoie coronagraphic R&D activities to demonstrate
performance and properties in laboratory conditions.

The objective of this work is to assess the impact of systerarpaters on several coronagraph concepts and
to start a first order comparison in the context of ELTs. Weehsslected a few coronagraphs (or families) and
we evaluate the behavior of the delivered contrast witheetsio the main sources of degradations that occur in
a coronagraphic telescope at three levels of contragdtifftaction limited regime (i.e the limitation is set by the
diffraction of the pupil), 2considering the residual from an XAO system apdvBen a calibration of the halo is
performed by the use of aftirential imaging system (i.e the residuals are set by thie staerrations).

In the first part of this thesis, we briefly remind the contaxtl ghe solution of the exoplanet research field.
Families of coronagraph will be presented as well as theieat state-of-the-art. Major error sources that occur
in a coronagraphic telescope (more specifically extrenaetye telescopes) will be listed as well as the common
metrics used in coronagraphy to quantify the capabilityuzhsdevices.

Before starting any comparison in between coronagraphet, mby be possible to optimize for the application
(i.e ELTs) must be optimized as a fair comparison. Therefior@art I, optimization work will be address for
amplitude-type coronagraphs where we will demonstratestie coronagraph can operate with optimal config-
uration for ELTSs.

In Part Ill, a first order sensitivity analysis is performekere only the limitation imposed by telescope param-
eters are considered (i.e ideal case).

Part IV will then deal with more realistic conditions whenrapagraphs are combined with XAO system
and diferential imaging system. This will lead to some conclusitireg will allow to perform a preliminary
classification of coronagraphs with respect to scienceireents.

Since some coronagraphs can be implemented in cascade,deggora suitability analysis for one of them
(APLC) in Part V.

Finally, Part VI is dedicated to laboratory developments d®veloped several prototype of coronagraphs for
the High-Order Testbench and investigated new technolpgyacach for a critical component of the Apodized
Pupil Lyot Coronagraph.

Therefore, the work presented hereafter had for philosdploptimize, characterize, compare and indentify
promising designs, as well as develop prototypes to vemifglboratory therory and simulation predictions.
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Abstract - A large number of optical telescopes with apertures up to &€ers, the Very Large Telescope for
instance, have been commissioned and have provided higtiting scientific results that demonstrate the power
of combining new technologies with large telescope apesturAt the same time, new astrophysical challenges
to our knowledge and understanding of many astronomycatddpave already been defined and pushed for the
need of larger telescopes. Extremely Large TelescopessjEr& ground-based answer in this new area of fainter
objects, higher resolution. Since the discovery of thedixsiasolar planet (Wolszczah Frail 1992 [102], Mayor
& Queloz 1995 [70]), the field of extrasolar planet researcls keaploded and is still growing up. It has largely
contributed to the interest on the possible presence oblifiside our solar system. In this Part, we will make
a short overview of science background that drives the @steof these new telescope’generations. Extra-solar
planet detection and characterization technics will beedssed, and finally we will describe status of ELTS projects

that are in progress.
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Chapter 1. The need for high contrast resolution

1.1 Scientific drivers and requirements

1.1.1 Fundamental scientific motivation
ELTs will be fundamental tools for investigating a very widage of astrophysical topics such as:

e The "dark ages" when the first sources of light and the firstyh@tements in the universe formed. The
nature of 1st lights objects and theifexts on the young universe are among the outstanding opstianse
in astrophysics. In that sense, ELTs will work in synergyhwie first science of the James Webb Space
Telescope (JWST, providing targets for detailed study wsjtactrometers).

o Galaxies and large-scale structures of our universe frenishlights to present day, including the period in
which most of the stars and heavy elements were formed amgghthgies in today’s universe were assembled.

e Investigation into fundamental physics by studying massilack holes, for instance. Recent discoveries
under-light that black-hole formation and growth is clgstéd to the processes that form galaxies and
suggests that super massive black holes are at the centerssobr all large galaxies. ELTs will extend
our capability to detect and investigate central black fitcdecosmological distances. ELTs will paved the
road of a better understanding of fundamental constaniticars, structure of space-time, dark matter, dark
energy, direct measure of deceleration...

¢ Planet-formation processes and the characterizationtodi-ewlar planets. Extra-solar planets are of the
most exciting challenges to astrophysics for the next desat understand the physical processes that lead
to star and planet formation and to characterize the prigsest extra-solar planets. Planets on other stellar
systems are among the more enthralling topics for our ytiesignificant little blue-green planet. Ideally,
earth-like planet may become accessible.

Most of the science outlined hereabove assumes that testndévelopment and implementation capabilities
will proceed rapidly during the next decade.

1.1.2 Extrasolar planet detection

This is certainly the most popular astrophysical topics tizes a large favorable support from scientific and non-
scientific communty as well. Since the discovery of the fisdtasolar planet (Wolszczan & Frail 1992 [102],
Mayor & Queloz 1995 [70]), the field of extrasolar planet @®h has exploded and has grown up. This subject
implies the characterization and understanding of theqtéay formation in our Galaxy, the understanding of
planetary systems formation and evolution, characteozalf the planetary atmospheres, biologic markers search
and study, and ultimately to the search for intelligent life

1.2 Detection and characterization techniques

To tackle the dficulties of searching for planets, many methods have begyopeal. However, to date only five
methods have contributed to positive results. These arelynadirect detections (Doppler shift of the parent star
induced by the planet in its orbit, star occultation by thengl, pulsar timing and gravitational microlensing) and
recently direct detections: coronagraphy.

1.2.1 Indirect detection methods

Most of the discovered planets have been evidenced usiimgidnethods. In other words, for almost all planets
discovered so far, it has been done without any planet pBatollected on detector. Indirect detection methods
rely on the &ect of the planet on its parent star. Most of the known exagkhave been discovered, starting with
the first in 1995, using precise measurements of radial itgltwough spectroscopic observations. According to
Fig. 1.1, detection methods for exoplanets can be classiftedour categories:

e Dynamical d€fects (radial velocity, astrometry, timing and pulsar ptahe
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Figure 1.1: Detection methods for extrasolar planets fremyPnan et al. 2000 [77] updated in 2006 by D. Mawet

¢ Microlensing éfects (astrometric or photometric)
e Photometric signal (transits and direct imaging (see Fig), tadio emission)

¢ Miscellaneous #ects (accretion on star...)

More details on indirect detection methods can be found myRen et al. 2000 [77], for instance.

1.2.2 Directimaging methods: coronagraphy

Coronagraphy is a relatively young field in its first steps.hds only recently allowed imaging of exoplanets
(Chauvin et al. 2005 [32]) in quite favorable case of younstam for whom the companion is quite hot. Hence,
the flux ratio between the parent star and the companion wgsadew hundredths for a relatively large angular
separation. Coronagraph can be defined as an instrumersttivas to control the dliracted light from a bright
astrophysical object to image fainffeaxis companion in its close environment. A coronagrapthésefore a
starlight suppression device designed to reduce the anstadlight as much as possible by preserving thiexis
companion signal. Its ability to do so in the close environtr&f the parent star is a major issue. All of the
last ten years’ coronagraph concepts strive to search &idésal one. Nevertheless, at this time, none of them
can simultaneously present all of the main high imaging remttrequirements. In Chapter 2, major coronagraph
concepts are presented, and in Chapter 3 constraints thats@icted high contrast imaging capabilities of these
devices are presented as well.
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Chapter 1. The need for high contrast resolution

2MASSWJ1207334-393254

i

P

~ 778 mas
55 AU at 70 pc

The Brown Dwarf 2M1207 and its Planetary Companion The Star AB Pictoris and its Companion
(VLT/NACO) = (VLT/NACO)
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ESO PR Photo 14a/05 (30 April 2005) oeso MM ESO PR Photo 14d/05 (30 April 2005) oEso I

Figure 1.2:Left The brown dwarf 2M12067 and its planetary companierb(M;), image based on three near-
infrared exposures with the NACO AO facility at the 8.2 m Vidldscope Right Coronagraphic image of AB
Pictoris with its companion. Image obtained with VLT-NACGing a 1.4 arcsec occulting mask.

| Extrasolar Planets Catalog |

#rom the Exbrasolar Planets Encyclopaedia
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Figure 1.3: The 5 extrasolar planets discovered so far, lctlimaging technique. Image from the Extrasolar
Planets Encyclopedia: htfgexoplanet.elcatalog.php.

1.3 Ground-based observations: the need of ELTs

1.3.1 ELTs opportunities

The discovery of 2M1207b and AB Pic b (Fig. 1.2), for instgres@dence that using the state-of-art instruments on
the most advanced facilities can provide direct imagesarigiary companions and at the same time many promis-
ing ground-based projects were proposed and are curremiigridevelopment like SPHERE at the VLT (Beuzit
et al. 2007 [19]) or GPI (Macintosh et al. 2006 [61]). HoweVarger telescopes are desirable to improve perfor-
mance of exoplanet searches towards lower masses andafmgdar distances, ideally down to Earh-like planets.
Several concepts of Extremely Large Telescopes (ELTs)eirnglstudied worldwide (European-Extremely Large
Telescope (E-ELT), Thirty Meter Telescope (TMT), Giant M#gn Telescope (GMT), for instance). Generally
speaking, ELTs are wide field adaptive optics assisteddefes with segmented large primary mirror, using active
secondary mirror and built in a middle altitude site striyio reach diraction limited performance by allowing
fast instrument changes.

The first obvious but critical issue for telescopes is thapabilities to collect a large amount of light. As the
amount of light collected goes up, the amount of informatiwat can be extracted goes up as well. Obtaining
light from very faint objects is one of the principal motiwats for developing larger telescopes. For instance,
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1.3. Ground-based observations: the need of ELTs

important informations can be extracted from spectra (¢ba@incomposition of objects...) while spreading light
into a spectrum dilutes the intensity of light on the deteatod as a result the amount of collected light is even
more critical. Hence, through the large increase in theectiig area, ELTs will enable the spectroscopic study of
objects that are beyond the accessibility of any curreastape.

The second major issue is the achievable angular resolEmmnany telescope mirror the limit of the angular
resolution is determined through the diameter (D) of thesebpe and the wavelength) ©f the light used. The
angular image size is proportional igD so in principle, large mirrors can produce smaller and strairpages.
However, in the precise case of ground-based observatieratinospheric turbulence blurs the images and pre-
vents this limit from being reached. In the same time, regeats have seen improvement of Adaptive Optics (AO)
technology. AO is a powerful but complex technique thatesito provide real-time correction of atmospheric
blurring, allowing high angular resolution to be obtaindthis increase of angular resolution is crucial for many
sciences interest areas in astronomy such as reflectadeigan or terrestrial planets detection (Fig. 1.4).

ontrost ot 1.65 pem

Figure 1.4: Contrast requested at Ju66(H band) as function of the angular separation féifedent planet types
(From Macintosh slides 2006)

Observational science band

Ground-based observations are limited to visible and iafféands owing to atmospheric transmission windows.
In the precise case of planet detection, light from the glaae be divided from the starlight reflected by the planet
(from visible to near-infrared) and the own planet thernmaission (medium-infrared). Both depends on the size,
distance, phase and atmospheric composition of the plahetnear-IR commonly used bands (J, H, K) are set by
the transmission of the atmosphere (and are somewhat water dependent). In visible, the resolution is more
appropriate to planet detection: a planet at 0.1 arcsecdtihdan8 meter telescope is localized at/® while at
10um planet is inside the first airy ring (014D). However, AO systems are moréieient in near-infrared while
phase defects are less critical {1aw). Even if thermal background noise matters more, intta¢infrared planet
contrast orbiting its parent star is more favorable tharisible (1& versus 18 for a Jupiter planet, Fig. 1.5).

1.3.2 Project planning& strategy

In this Section we will shortly describe the status of theeéhmain concepts of future ELTSs that are in progress
worldwide: Giant Magellan Telescope (Johns et al. 2004 [GHBI), Thirty Meter Telescope (Nelson et al. 2006
[TMT, 72]) and European-Extremely Large Telescope (Dlexiet al. 2004 [E-ELT, 35]).
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Figure 1.5: Contrast requirement as function of the wawgterfior Jupiter-like detection (left) and Earth-like
detection

GMT

GMT comes from a collaboration between Carnegie, Harvard{iSonian, University of Texas at Austin, Texas
A&M, MIT, Michigan & Australian National University. It shold be built at Las Campanas in Chile, and first
light are planned for 2016-2017. The estimate budget is 5$0IMFig. 1.6, the GMT design is shown. GMT will
have a segmented primary mirror consisting of six 8.4 mefeaxis circular mirrors arranged in a hexagon-like
shape. A seventh 8.4 meter mirror in the center will be olottidi The GMT optical design will use an aplanatic
Gregorian configuration with a concave secondary mirroe 3égments allows a very fabt0.7 primary mirror
focal ratio permitting an overall compactness of the GMTicture and reducing the size of tfi¢g8.0 secondary
mirror and instrumentation. For more informations, see GNMEDbsite: http/www.gmto.org. Six first generation
instruments are planned, including:

¢ Visible multi-object spectrograph

Visible high resolution spectrograph

¢ Near-IR multi-object spectrograph

Near-IR imager combined with XAO

Near-IR high-resolution spectrometer

IR imager/ spectrograph combined with AO system

T™MT

TMT comes from a collaboration between Caltech, Califotdidversity and Canada consortium. The proposal
for construction is ready and will start in April 2009. Fitgght is planned for 2016-2017. Possible sites are in
Chile, USA and Mexico. The estimate budget is 750 M$. In itsent design (see Fig. 1.7), the TMT will be
a 30 meter alt-az Ritchey-Chretien telescope with 492 satgren the primary mirror and an active secondary
mirror with a final focal ratio off /15. For more details, see the TMT website: Kftmt.org. Six first generation
instruments are planned, including:

¢ IR spectrometer imager
e Large scales optical spectrometer

¢ IR multi-objet spectrometer
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Figure 1.6: Artist view of the GMT

¢ IR high resolution spectrometer
¢ High resolution optical spectrometer

e High contrast planet imager

E-ELT

E-ELT is a European project leads by ESO and supported by ecorityractivities (FP6 and FP7). Earliest con-
struction starts early 2010 and first light is planned in 20R@ssible sites are in Chile, Argentina, Morocco and
Spain. The estimate budget is 900 M$. In its approved desigm Fig. 1.8, the E-ELT is a 42 meter segmented
primary mirror telescope with 1148 segments. The seconahémpor is fully active of 6 meters and the whole
design is a 5 mirrors configuration. For more details, seeetd T website: http/www.eso.orgprojectge-elf.
First generation instruments are planned, including:

e Near-IR multi-integral field unit spectrograph combinedhwAO
¢ High resolution and stability visual spectrograph

e Planet imager and spectrograph

¢ Single integral field unit wide spectral band spectrograph

¢ IR camerd spectrograph

Figure 1.7: View of the TMT
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Figure 1.8: Mechanical view of the E-ELT
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Chapter 2. State-of-the art of Coronagraphy

Abstract - Coronagraphy was introduced by B. Lyot in the 1930’s for salaplication. Since that time, the
concept has evolved to stellar application. A coronagraphn instrument that strives to control thefiicted
light from a bright astrophysical object to image fairnff-axis companions in its close environment. Recent years
have seen intensive research and development of new higtasbimaging coronagraph concepts. Most of them
have been studied from a theoretical point of view while softieem have been developed and tested in laboratory
conditions. Only a few of them have been implemented onlaeteacopes and provided scientific results. In this
Chapter, principle, concepts and status of the coronagydisid will be presented. Finally, concepts analyzed
through this thesis will be listed.
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The term high contrast imaging (HCI) refers to a large nunatbeptical techniques combined by one common
aim. This aim is detection and imaging of faint objects (pkzn planetary disks, companions etc.) against the
background formed by scattered anémicted light from the parent star. Generally speaking theegwo char-
acteristic inputs of this task: first is that the backgrowthuch brighter than the object (typically thdétdience
is 4-5 orders of magnitude), and second, that the faint oigdocated relatively close to the star (as close as 20
mas angular separation). The purpose of HCl is to suppressdhlight in the area of the expected planet location
with minimal suppression of the planet light.

All high contrast imaging techniques are divided into twoimgroups according to the optical principle of
light suppression. In nulling interferometry the light llected in several pupils, the phaséset between which
equalsr for the on-axis beam (from the star). Th&i@ency of nulling is defined by number of pupils and the
accuracy of the phasefeet. The nulling interferometry is mosffieient for the long wavelength (mid infrared,
6-18:m). The complementary technique for the shorter waveleqgsible and near infrared) is coronagraphy.
In coronagraphy star light collected in single pupil is stggsed in the image plane. The latter can be achieved
by light absorption (Lyot coronagraphy), light destruetimterference (phase mask coronagraphy, interferometric
coronagraph and Lyot coronagraphy as well), or virtuallyharging the shape of the star PSF by reshaping the
complex field in pupil (pupil apodized coronagraphy). Thenbination of the techniques as well as optical way
to perform the light suppression result into a long list ofaragraphs, which is still growing.

Inits classical sheme (see Fig. 2.1), a coronagraph is aicatidn of a low-frequencies filter (the coronagraph
mask placed in the first focal plane) with a high-frequenfiiess (so-called Lyot stop placed in the second pupil
plane). The light distribution in the relayed pupil (secqugil plane) is diferent than in the input pupil. The light
is diverted outside the geometric pupil. The action of thetlstop is precisely to select the geometric pupil (most
of the time smaller) in which the on-axis starlight is reggtt Downstream, an image of the field can be formed
with the starlight attenuated. In contrary, affi-axis object (companion) missing thé&ext of the coronagraph
(low-frequencies filter) has its pupil unaltered and ism&ged in the final detector plane.

Diffracted light

Off axis source

J

V/

i/l

-

Telescope pupil

Detector

Foecal mask {low-frequencies filter - R
) L_vm stop '}]Ig}] Irequencies filter

Figure 2.1: Classical sheme of the coronagraphy principle

Coronagraph concepts can be divided into four main faméesording to the optical principle of light sup-
pression: multiple beams type (rejecting the light by ifgence beam combination at a beam splitter), pupil
apodization (playing with light into a confined region of tineage plane), amplitude mask and phase mask (light
absorption or destructive interference in a sequence afi€ospatial filters in the image and exit pupil plane). In
the following, we describe the main coronagraph conceptsiddsly, it is a non-exaustive list.
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Chapter 2. State-of-the art of Coronagraphy

2.1 Coronagraph general formalism

A common formalism can be used for a wide number of corondgaghe so-called focal plane coronagraphs.
Here, we briefly describe this formalism while in the nextteercoronagraphs will be presented.

In the following, for the sake of clarity, we omit the spati@ordinates andp (for the pupil plane and focal
plane respectively). The coronagraphic process, correpg to propagation from the telescope entrance aperture
to the detector plane, is expressed in Eq. 2.1 to 2.5. PlanBs®@ and D correspond to the telescope aperture, the
coronagraphic focal plane, the pupil stop plane and thect®tplane respectively. The general setup is illustrated
in Fig. 2.1.

e \We denote by P the telescope pupil.
e The focal plane mask (FPM, hereafter) transmissiondssM whereM described the mask function.
e The Lyot stop is denoted.

The coronagraphic process can be easily described usisgjeaaFourier propagator (i.e a Fourier transform exists
between each of the four planes). The Fourier transform ahation f is notedf. The symbol® denotes the
convolution product. The expression of the complex amgét@) in the successive planes A, B, C and D are:

In the pupil plane:
Ya=Po (2.1)
The complex amplitude of the star is spatially filtered (lsaguencies) by the FPM:
Yg =Yax[1-eM] (2.2)

The exit pupil image is spatially filtered (high frequengieg the stop:

Yo =gp XTIl (2.3)
vc = [Ya—epa®M] xII (2.4)
The coronagraphic amplitude on the detector plane becomes:
Yo = e = [Ya— alaM] ®TI (2.5)
The dfect of a coronagraph therefore appearsin Eq. 2.4:

e The first term corresponds to the wave of the entrance pupil.

e The second term corresponds to the wav&atted by the mask for which the lightftiacted outside the
geometric pupil in C has been removed.

Ideally a coronagraph cancel the on-axis starlight whigsprving the light from anf-axis source. Therefore,
for a star the two terms in Eq. 2.4 must interfere destrulstmile for the companion the second term only must
cancels.

2.2 Amplitude-type coronagraphs

2.2.1 Lyot coronagraph

The first amplitude coronagraph is the Lyot coronagraph{@39 [60]) initially used for the solar corona study
(Fig. 2.2), could get a new interest on ELTSs since these kmigscopes relatively relax the constraint on the IWA.
This device is a circular disk with no transmission insidephysical area. The diametof the device depends
on the application (performance requirements with resfoettte IWA constraint).
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Figure 2.2: First utilization of the Lyot occulter for solemrona studies

2.2.2 Apodized Pupil Lyot Coronagraph

The apodized pupil Lyot coronagraph (APLC) is a direct inyeroent of the Lyot coronagraph (Aime et al. 2002
[9]); (Soummer et al. 2003 [89]). The APLC combines a vaealldial transmission mask in the pupil plane with
a small Lyot mask of the focal plane of the instrument, andesrto adapt the infinite support of the PSF to the
finite support of the Lyot mask by reducing the PSF wings. Asafathe energy conservation is concerned, the
central core of the apodized PSF gets larger. This concdigieviurther detailed and analyzed in Chapter 5 where
we will investigate the possibility of optimizing the apadi/Lyot mask couple in regards of ELTs specificities.

Figure 2.3: Amplitude function of an apodizer for APLC in 3Bff) and 2D (right) representation.

2.2.3 Multi-stage Apodized Pupil Lyot Coronagraph

Using the properties that the relayed pupil is apodized astitrance aperture, the APLC can be implemented
in cascadeAPLGC,, Aime et Soummer 2004 [7]) using only one apodizer (in the fitgil plane) and successive
Lyot mask €) in n focal planes. The goal is therefore to produce deeper pedoce or relax IWA (i.e make a
selection of smallern) Lyot masks reaching the same rejection rate in cascade ARG 1 stage with a larger
Lyot mask diameter). A dedicated chapter (Chapter V) wilbbdressed on the suitability of the APLC cascade
configuration.
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Chapter 2. State-of-the art of Coronagraphy

2.2.4 Band-Limited coronagraph

As the APLC, Band-limited coronagraphs (BL) proposed by lkher et al. 2002 and 2005 [59, 58]. are direct
improvement of the Lyot coronagraph. The principle is tatlithe Fourier transform of the focal plane mask on a
finite support. These are occulting mask which have maskeshagetions that are band-limited in a Fourier sense
(Fig. 2.4). In other words, the Fourier transform of such ksaare band-limited. In perfect case, Band-limited
coronagraphs can provide a perfect cancellation of an @nlight. This concept will be further detailed and
investigated in Chapter 6.
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Figure 2.4: Example of band-limited functions. Image fronckner et al. 2002 [59]

2.3 Phase-type coronagraphs

2.3.1 Roddier Coronagraph

Proposed by Roddier & Roddier (1997) [82], the Roddier cagyaph (DPM hereafter, Disk Phase Mask) is the
first concept using a phase shift instead of an amplitudecagpron the mask in the focal plane. The principle is
to change the sign of the complex amplitude by introducingpdase shift in some area of the focal plane. The
7 phase shift is physically produced with a retardation ofvlawe at the focal plane by adding an optical path
difference in the mask area. The thicknes$ the mask is given by the following relation:

2(n; —e=kt (2.6)

with n, the optical index of the layen the wavelength ank the order. Since the mask has a circular geometry,
the size of the device is calculated to balance the compleliturde with positive and negative values. In other

words, the size of the mask is calculated to provide an erptadn of the complex amplitude inside and outside
its physical area. The phase shift of half of the complex @b results in a destructive interference occurring
inside the relayed pupil downstream of the focal plane. Faraular aperture with no obscuration, the radius of

the mask is 0.53/D.

2.3.2 Four Quadrants Phase Mask

The four quadrants phase mask (FQPM) was proposed by Ro@hn2&00 [83] to solve the wavelenght depen-
dence of the DPM regarding its size (geometrical chromatidine nulling process is similar to that of the DPM
(destructive interference occurring inside the relayegilmownstream the focal plane) but the geometry of the
device is fully diferent. The airy pattern is divided into four parts andghase shift is applied to half of them. In
other words, the focal phase mask, shifts two out of the foadgants of the image by
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Figure 2.5: Some phase-type coronagraph designs, froto lefht: DPM, FQPM and AGPM (image from Mawet
et al. 2005 [68])

The FQPM has been tested in the laboratory like a lot of otbhecepts and it has been successfully installed
and combined with Adaptive Optics system on a ground-basleddope (Boccaletti et al. 2004 [27]) and has
provided scientific results (Gratadour et al. 2005 [44])a(Rl et al. 2006 [80]).

2.3.3 Achromatic Phase Knife Coronagraph

Proposed by Abe et al. 2001 [4], the achromatic phase knifenagraph (PKC) is an achromatic version of the
FQPM where ther phase shift is performed in two steps. The idea is to sepapatitally the wavelength in order
to apply a space-variant phase shift. In practice, the pblaifecan be implemented in the form of a prism with
linearly increasing OPD along one axis. Prototype has begaldped and tested in the lab (Abe et al. 2003 [2])
but in a monochromatic version. With affdirent optical design (using assembly of plates witfiedent indexes
instead of dispersive elements) it was tested on sky witholieving the expected results.

2.3.4 Annular Groove Phase Mask

The annular groove phase mask (AGPM) was proposed by Mavedt 8005 [68]. It is an achromatic solution
derived on FQPM concept. It consists on an optical vortended by a space-variant surface relief sub-wavelength
grating. It is made up with of a concentric circular surfaebef grating with rectangular grooves of deftland
equally separated by the periad The period being smaller than the wavelength, this gratirmgtually a space-
variant ZOG (Zero Order Grating). The period of such devicgdfficiently small to avoid any diraction of order

up to 0 and by carefully controlling the geometry of the grgtstructure 4, h and the width of the grating ridges)

it makes therefore the phase shift achromatic. Tlfedintial phase shift is induced between the local polaoaat
components of the incident light. The AGPM behaves exaiittydn achromatic FQPM except that the horizontal
and vertical phase transitions are removed (blind zonelsgréffore, the stellar environment is not attenuated by
thesed/D-width dead zones. The AGPM has exactly the same perforenand limitations as any achromatic
FQPM. The manufacturing feasibility of AGPM is under evdioa.

2.3.5 Optical Vortex Coronagraphs

The optical vortex coronagraphs (OVC) proposed by Palatias 2005 [76] are focal plane vortex phase masks
as the AGPM. In polar coordinates, ¢), the mask phase is equalit®, wherem is the topological charge. The
AGPM coronagraph corresponds to the vortex phase of tofmabgharge of 2. The topological charge directly
dictates the null depth order of the concefstiaw dependency for a topological charge of 2 and so). Therorde
of the null rules the mask sensitivity to low-order abeas near the optical axis and hence in practice directly
impacts on aberrations level and pointing errors requirgme
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2.3.6 Dual Zone Coronagraph

The dual zone coronagraph (DZ) proposed by Soummer et al3 ) is an achromatic version of the DPM.
The achromaticity is obtained by combining circular phasesks with diferent sizes and fierent thickness.
Prototypes were manufactured and are under testing by theratire d”Astrophysique de Marseille (LAM).

2.3.7 Apodized Pupil Dual Zone Coronagraph

The apodized Pupil dual zone coronagraph (APRC, initidlly Apodized Pupil Roddier Coronagraph) is an im-
proved version of the DZ where the entrance pupil is apodiaexthieve a deeper rejection rate (Soummer et al.
2003 [90]). This concepts is also under further investaeatiby LAM. Prototype is currently under laboratory
experiment at LESIA with DZ provided by LAM and apodizer pided by R. Soummer.

2.3.8 Optical Differentiation Coronagraph

The optical diferentiation coronagraph (ODC) proposed by Oti et al. 20@ §bmbines a phase mask and
amplitude mask and it is adapted from a wavefront sensingequn

2.3.9 Multiple stage configuration

A wide number of phase mask can be used in cascade configuwatioin the first order the intent to reach deeper
starlight attenuation. So far, only the multiple-stage MJtas been studied (Baudoz et al. 2007 [15]) and test in
laboratory conditions. This concept is also consider inERCS consortium since cascade configuration of the
FQPM reduces its sensitivity to the central obscurationyelkas providing an achromatic behavior.

2.4 Multiple beam concepts

2.4.1 Achromatic Interferometric Coronagraph

The Achromatic Interferometric Coronagraph (AIC) progbbg Gay et al. 1997 [39] and Baudoz et al 2000a,b
[16, 17] has also been tested on ground-based telescope (CBHH) using adaptive optics system. On the con-
trary to the other concepts discussed hereabove, the Aifrissically totally achromatic. However, this concepts
has got its own intrinsic drawbacks: maintained the OPD asgimmetries images (each companion gives two
images). The last limitation has been solved by the proposadept of the Hybrid Interferometric Coronagraph
(Baudoz et al. 2005 [14]) whom avoids the 180 deg ambiguityndiple is schematically described in Fig. 2.6:

e Two identical telescope beams are created.
e One of them isr dephased and rotated.

e The two beams are recombined in the focal plane.

Assuming that the central PSF is centro-symmetric, Starlgyperfectly cancelled.

An off-axis source produces 2 equally brightimages in the focadel

2.4.2 Visible Nulling Coronagraph

The visible nulling coronagraph proposed by Mennesson. 2@03 [VNC 71] is indeed equivalent of a double-
Bracewell interferometer. Two successive shear in peripatad directions (X shear and Y shear) produce 4 beams
that yield to a &' order null in the pupil plane when combined. The order ndéréo the way coronagraph” trans-
mission evolve (as a power 6f whered is the angular separation from the optical axis). Therefivamsmission

of the VNC varying ag*. Due to wavefront mismatches between the 4 beams, a sphédhfj stage using an
array of single-mode waveguides is necessary to furthgarssp the stellar residual light.
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Figure 2.6: AIC shematic principle. Image from P. Baudoz

2.4.3 Pupil Swapping Coronagraph

The pupil swapping coronagraph proposed by Guyon et al. PiH)@onsists on a pupil plane mask that subdivides
the entrance pupil into four sub-pupils. A successive nudigainst X swapped copy of the first four sub-pupils
and Y swapped copy of the resulting after nulled with the Xsmed copy yield a fourth order null.

2.5 Pupil Apodization

2.5.1 Conventional Pupil apodization and Shaped-Pupil

Conventional pupil apodization and Shaped pupil strive talify the airy pattern using an amplitude mask in the
pupil plane. These amplitude masks are either continu@aesjinot et al. 1964, Nisenson et al. 2001, Gonsalves
etal. 2003, Aime 2005) [51, 73, 43, 6], or binary (Kasdin et24l03, Vanderbei et al. 2003a & b, Vanderbei et al.
2004) [55, 98, 99, 97, 6] (see Fig. 2.7). Apodization can Ise groduced using Mach-Zehnder type pupil plane
interferometry (Aime et al. 2001 [8]) which was recently@stigated (Carlotti et al. 2008 [29]).

2.5.2 Phase induced Amplitude Apodization Coronagraph

The Phase Induced Amplitude Apodization Coronagraph (FIA#as been proposed by Guyon et al. 2004 [47].
Using two mirrors, it achieves an achromatic apodizatiotheftelescope pupil with a geometric redistribution of
the light to allow a 100% throughput and no loss of angulasltd®n. This apodization dliers from the one of the

APLC since it concentrates most of the energy inside a siiffieiction peak. The energy inside this peak is then
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Figure 2.7: Example of shaped pupil coronagraph (binraxy)roptimized by L. Abe for a 30% central obscuration
pupil using code based on Vanderbei et al .2003 [98]

occulted by a Lyot mask placed in the focal planefticeently remove star light. To remove thé&-@xis wavefront
distortion introduced by the pupil remapping, the beam ispedized after the occulting mask.

PIAAC can be used as an imager (PIAA, see Fig. 2.8) proposédaiuypn et al. 2003 (originally before the
PIAAC) [45] where the detection occurs directly in the firetél plane after the beam remapping. The PIAA
concept is under intensive laboratory development for thtea8u telescope by O. Guyon.

Phase Induced Amplitude Apodization

|

\ / Pt et
B

Focusing element -8

PIAA exit pupil

Focal plane

Figure 2.8: Shematic representation of PIAA principle friga]

2.5.3 Phase Induced Zonal Zernike Apodization

The phase induced zonal zernike apodization (PIZZA) preghy Martinache et al. 2004 [64], achieves the pupll
amplitude apodization using phase contrast technique eaynused in microscopy or strioscopy (to control
optics quality polishing). As the PIAA, there is no loss dif-axis resolution and high throughput.

2.6 Status of the coronagaphy approach

The list of coronagraphs presented above is not exhausiivedsically it is quite representative of most actual
important concepts. In Table 2.1, status of these coropagraoncepts is resumed. One can see that these last
years has been fruitful in term of laboratory developmehtswever, sky observations are still limited to a few
number of concepts.
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Table 2.1: Status of the coronagraphy state-of-art

Coronagraph type State of art

Laboratory tests Sky observations Scientific results
PHASE TYPE
Roddier coronagraph vis./ near IR - -

Four quadrant phase mask vis./near & mid IR | near IR yes
Achromatic phase knife coronagraph | vis. Vis. -
Annular groove phase mask - - -
Optical vortex coronagraph Vis. -

Dual zone coronagraph near IR - -
Apodized pupil Roddier coronagraph | near IR - -
Optical diterentiation coronagraph - - -
AMPLITUDE TYPE

Lyot coronagraph vis./ IR vis./ IR yes
Apodized Pupil Lyot Coronagraph vis./near IR IR -
Apodized Pupil Lyot Coronagraph (n) | near IR - -
Band-limited coronagrapH¥order vis. - -
Band-limited coronagrapH®Border Vis. - -
INTERFEROMETRIC TYPE

Achromatic interferometric coronagraphvis. / near IR near IR yes
Visible nulling coronagraph Vis. - -
Pupil swapping coronagraph - - -
PUPIL APODIZATION

Pupil apodization and Shaped-pupil | vis. - -
Phase induce amplitude apodization | vis./near IR - -
Phase induced zonal zernike apodizat|on - -

35



Chapter 2. State-of-the art of Coronagraphy

2.7 Scientific results on the sky

Even if the last ten years have been rich in new coronagragiricepts, only a few part of them have been
developed and tested in laboratory conditions. The numbeorcepts implemented on telescopes is then really
small. So far, only a small number of coronagaph has provédeshtific results.

In this part, | will briefly present some sky results (not exsiive list, of course) which are assumed to be
representative of the actual possibilities of such devidéss part will also be an opportunity to recall that even
if the ultimate goal of coronagraphy (at least in the backgoof this present thesis) is the direct detection of
exo-planets (ideally down to earth-like planet), coroagygrcombined with AO system can be a powerful tool for
many other astrophysical targets as binary stars, ciraitastisk or AGNSs.

2.7.1 Binary stars

Images on Fig. 2.9 (left) were obtained at the ESO Very Lagjestope using a FQPM coronagraph (Boccaletti
et al. 2004 [27]) in 2004 on NACO (Rousset et al. 2003 [84B,itkear-IR camera with adaptive optics at UT4. The
FQPM was optimized for th& band. HIP 1306 is classified as a binary stdigparcoscatalogue). The angular
separations of components are 0.128" and 1.075" with madmiditerences of 1.6 and 3.5 respectively.

An other example (Fig. 2.9, right), has been obtained witH@ @audoz et al. 2000 [17]) on the 1.52 meter
OHP telescope in K band. The angular separations of the twipoaents are 0.11" with magnitudefdrence of
3.5.

These two example shows the interest of coronagraph categt allow small IWA. Angular separations
correspond to inaccessible area for Lyot coronagraphn&iance.

05"
N-§ Direction
- =

Figure 2.9:Left HIP 1306 PSF and coronagraphic image (FQPM). Images froocdetti et al. 2004 [27].
Right Image from Baudoz et al. 2000 [17] obtained with an AIC at OHP

2.7.2 Low-mass companion

In Boccaletti et al. 2008 [23], it is demonstrated that cagnmaphic observations of AB Doradus C can be more
efficient than direct imaging, by improving contrast but mor@dmantly by providing a better photometric esti-
mation. These observations were carried out as part of a ¢ssioning run of a new version of a coronagraph
(FQPM) at the ESEVLT using the AO-assisted near-IR camera NAOS-CONICA.

2.7.3 Circumstellar disks

Several circumstellar disks around relatively young stege been discovered, most of them owing to the capa-
bilities of a Lyot coronagraph (Smith et al. 1984, Jayawardhet al. 1998, Augereau et al. 1999 [87, 52, 12]).

In Fig. 2.10, a thick dust disk and a candidate star compamioe been discovered around PSD 70 (Riaud et al.
2006 [80]).
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Figure 2.10: Final image of PDS 70 after data processingrudavith the VLT NACO adaptive optics combined
with a FQPM which improve the dynamic range while presentirghigh angular resolution. Image from Riaud
et al. 2006 [80]

Figure 2.11:Left NGC 1068,Ks band with NACO, without FQPMRight reference subtracted coronagraphic
image of NGC 1068 in log-scale representation. Images froata@our et al. 2005 [44]

2.7.4 Extragalactic sources

In Fig. 2.11 Gratadour et al. 2005 [44] demonstrates theastef coupling coronagraphy (FQPM, for instance)
with AO system to study the close environment of the core @afriog active galactic nuclei (AGNs). This new
approach allows to look for new structures that would otheswe hidden by the PSF core. The FQPM avoids
saturation and allows deeper integration and then a bégiealsto-noise ratio.

2.8 Concepts analyzed in this thesis

As presented hereavove, the last ten years have been higllygiive in producing new coronagraph designs. The
coronagraphic Tree of Life is now quite important. Althougis difficult to consider all the existing coronagrahs,

in this present thesis, we will further analyzed some ofélmmcepts. In particular, we will consider, coronagraph
concepts proposed to be implemented for planet finder grojeactual telescope (SPHERE (Beuzit et al. 2006
[18]) and GPI (Macintosh et al. 2006 [61])) or potentiallynstdered for next generation of planet finder project
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with ELTs as EPICS (Kasper et al. 2007 [56]):
e Four Quadrant Phase Mask [FQPM]
¢ Annular Groove Phase Mask [AGPM]
¢ Apodized Roddier & Roddier Coronagraph (i.e Dual zone) [E&PR
e Lyot coronagraph [Lyot]
¢ Apodized Pupil Lyot Coronagraph [APLC]
e Band-limited [BL]
e Achromatic Interferometric Coronagraph [AIC]
e Binary pupil mask (shaped pupil coronagraph) [BM]

Indeed, this selection is quite representative of the mainragraph families (phase, amplitude, interferometric
and pupil apodization-type coronagraphs) presented above
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The need of a cross-optimization
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3.2 Resume . . . . . . e e e

Abstract - We previously introduced coronagraph concepts. It is nomveaient to have a look on constraints
that coronagraphs will have to deal with. Ideally, teleseagesigns should be defined in strong relation with
coronagraph weakness. A cross-optimization is criticanbance the dynamic range, as began for the Terrestrial
Planet Finder Coronagraph project (TPF-C, Traub et al. 2QO8]) for space-based observations. However, it is
not really the case for ground-based observations. Charistics of these new generation of telescopes (ELTS)
such as central obscuration ratio, primary mirror segmeita, and secondary mirror supports can have an impact
on their high contrast imaging capabilities and impose stydimitations for many coronagraphs. In this part, we
will introduce and discuss most of these telescope com&rairheir impact on coronagraph capabilities will be
analyze in Part Il and 1V as the possibility of optimizingrapagraph with such constraints in Part Il and V.
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3.1 Error sources in a coronagraphic telescope

Ground-based telescope and specifically ELTs, will haveoit@mt constraints for high contrast imaging concepts.
Coronagraphs will have to deal with the impact of 2 major gaties of difraction dfects:

e The first category deals with amplitude variations : centtadcuration, spiders, primary mirror segmen-
tation, segment to segment reflectivity variation, pupgah(misalignment of the coronagraph stop with
respect to the instrument pupil).

e The second category is related to phase aberrations (ségaimrrations, for instance).

Hereafter, we will list them and discuss the amplitude tosider through this present study.

Figure 3.1: Baseline design (artist view) for the Europ&aii-as defined in March 2008

3.1.1 Segmented pupil: amplitude errors

Figure 3.2:Left OWL-like pupil, Right E-ELT pupil proposed design 1. In both images some telesqap
rameters are illustrated: central obscuration (30%),espidnes (6 of 60 cm width), cables and gaps (in grey
levels).
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Table 3.1: E-ELT main parameters (baseline design)

Parameter Value
Telescope diameter 42m
Central obscuration 30%
Segments shape hexagons
Segments diameter 15m
Number of segments 1148
Gaps 4 mm

Spider vanes number 6-8
Spider vanes thickness 60 cm

Central obscuration

Future ELTs will certainly have a large central obscuratmpreserve reasonable telescope size (CFHT: 35%, VLT:
14%, E-ELT: 30%, TMT:15%). Specifically, the future EuropdalLT will have a non-negligeable one (30%). It
is therefore important to study the suitability of cororeggn to this parameter. Moreover, some coronagraphs
are well know to have a strong dependency to the central oéson (phase mask, for instance). FQPM and
AGPM are quite sensitive to this parameter since a signifioart of the light dffracted by the central obscuration
reappears in the relayed pupil. Nevertheless, given thatpéimization of the Pupil stop can mitigate thi$est.
Either the pupil stop is adapted to the entrance pupil witteirand outer diameter respectively oversized and
undersized, or with the complementary shape of tieadited light in the pupil plane as discussed in Boccaletti
2004 [21]. Therefore, we will investigate théieiency of coronagraphs with a large range of central obsicura
ratio, starting from 5% to 30%, and when it will not be spedifithe default value of the central obscuration ratio
through this thesis will be 30% (linear, E-ELT as a baseline)

Secondary support

We will analyze the impact of the spider vanes thicknessidenisig most of the time a given secondary structure
geometry. For this task, we will either consider six cablemsetric spiders (Fig. 3.1.1, left), or more recent
proposed configuration for the E-ELT and check the impachefspider arm width from 30 to 90 cm. The actual
value for the E-ELT is 60 cm. In practice, for each case an@éaoh coronagraph, pupil stop will be re-optimized
to the entrance aperture including spider arms. Other nméclestructures can have an impact on coronagraphs
(cables, for instance), but we assume that tfeceof the spider vanes will be the major one. Hence, in sitimria

we will only consider spider vanes structures. SpecificallyPart Il we will discuss how thickness of these
mechanical structures and geometrical repartition (Birecgeometry) matter the optimization of a coronagraph
and the selection of optimal parameters (APLC and BLs, fstaince).

Segment reflectivity variations

Considering the size of the primary mirror, ELTs pupil wi# begmented. An amplitude consecutitfeet is the
segment reflectivity variation due whether to the limitataf the optical coating on segments or by the mechan-
ical segments positioning. The variation of reflectivityahigh an optical element induces wavefront amplitude
variations that lead to potentially bright static spechiethe focal plane of the instrumentffect on the wings of

the telescope Airy function pattern). Although these atage errors create speckles that have magnitudes that do
not scale with wavelength, it is important to know how robusbronagraph is to these defects. When analyzed in
simulation, we will assume 750 hexagonal segments of 1.5 meters diameter (Fig. 3.3)lseuk the impact of a
uniform distribution of segment variation reflectivity ilri% (peak-to-valley, hereafter ptv). Experience with the
Keck telescope as discussed in Troy et al. 2003 [93] shovissdgament-to-segment reflectivity variation of 5%
(ptv) is in the order of what can be expected on a segmentescigbe.
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Figure 3.3: Pupil with reflectivity variations (levels areagierated for sake of clarity).

Pupil shear

Most of coronagraphs include several optical componesdizer, focal plane mask and pupil stop. As a result
their performance also depends on the alignment of thesp@oents. In particular, the pupil stop has to accurately
match the telescope pupil image. This condition is not agssgtisfied, and the telescope pupil may undergo
significant mismatch which could amount to more than 1% odlitgsneter. The pupil shear is the mis-alignment
of the pupil stop with respect to the telescope pupil imatis.dn issue especially for ELTs for which mechanical
constraints are important for the design. For example, éineed Webb Space Telescope is expected to deliver a
pupil image for which the position is known at about 3-4%. refere, the performance of the mid-IR coronagraph
(Boccaletti et al. 2004 [26]) will be stronglyfi@cted. On SPHERE, the planet-finder instrument for the VLT
(2010), the pupil shear was identified as a major issue andiaated Tip-Tilt mirror was included in the design
to preserve the alignment stability at a level of 0.2% (Beeaizal. 2006 [20]). Consider a range of misalignment
between 0.1 and 0.5% of the pupil diameter seems therefasenable for the E-ELT and hence assumed through
our simulations.

3.1.2 Segmented pupil: phase errors
Segment static aberrations

By static aberrations on segments of the primary mirror, @ferrindependently to low-order static aberrations
(piston, tip-tilt, defocus and astigmatism, Fig. 3.4) theiduce speckles that fall relatively near the image of the
star in the final image plane and hence could potentiallyctlirémpact the IWA. Other order aberrations (higher
orders) are less important. Although they have an impacbooragraphic performance, it is generally with much
lower amplitude.

For any ground-based telescope, the AO system will part@directs both static and dynamic wavefront
errors, and hence can correct for the Fourier componenkeddtatic wavefront errors thaftact the field-of-view
of interest delimited by the controlled spatial domain & ¥AO. When using a XAO system (Chapter 8), we will
further discuss that point.

Predict the level of low-order aberrations that ELTs wilvedo deal is quite diicult, nevertheless experience
with Keck telescope (Chanan et al. 2000 [31]) shows that 1@msis reachable. In practice, we will study each
static aberration independently from each other usinggeleange of values (up to 30 nm rms most of the time).

3.1.3 Pointing errors and finite size of the star

The dfset pointing error refers to the misalignment of the optaxdk of the coronagraph to that of the star of
interest. For instance, the goal with SPHERE (the planétingent for the VLT) is to reach a pointing error of 0.5
mas rms, hence a direct translation of this requirementgfbraeter telescope, would be a pointing error residual
less than 0.1 mas rms. In practice, we will evaluate poingimgr in between 0.1 and 0.5 mas rms.
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Figure 3.4: Example of segment phase errtrg:le ft piston,top right tip-tilt, bottom le ft defocus andbottom
right: astigmatism.

The resolved stellar disk fiers from a point source that it presents a sum of incohetéixis point sources
(incoherent tilted wavefront to the telescope). Dependimthe coronagraph, the sensitivity to these simultaneous
wavefront will be diterent. As for the fiset pointing error, coronagraph that allow a very small IWA e
more dfected. The sensitivity to the finite stellar size is therefarcritical characteristic of coronagraph since the
resulting error is not controllable by any given wavefroahtrol system due to the incoherence of the arriving
wavefront.

3.2 Resume

As a resume, through our study, we will further analyze thedot of the following parameters on coronagraphs:
e Central obscuration

e Spider vanes

Segments reflectivity variations

Segments phase aberrations

Pupil shear
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e Offset pointing
e Stellar diameter
e Chromatism

Impact of these parameters will be studied through threégutations: difraction limited regime (Part I11), Adap-
tive Optics (AO) residual limited regime (Chapter 8) andf®iential Imaging (DI) quasi-static aberrations limited
regime (Chapter 9). We will investigate for some coronafsaphe possibility of optimizing their parameters
regarding to these telescope limitations as well (Partarij impacts on the suitability of cascade concepts (Part.
V).
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Abstract - At this point, it is convenient to define and discuss the e®trsed to characterize the ability of a
coronagraph to suppress the on-axis starlight. Moreovih the number of publications related to coronagraphy,
several parameters have been defined and are commonly usedrtheless, definitions are sometimegfedent.
Hence, the purpose of this chapter is to present and definecsi@te will consider through this present thesis in
order to avoid any confusion.
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4.1 Common metrics

Several metrics can be used to quantify the capability ofraragraph (Boccaletti 2004, Abe 2004 [21, 1], for
instance). In this part, the common ones will be defined. messpecific parts of the thesis, we will define new
ones, more appropriated to specific cases, and most of thedisalting from a modification or combination of the
following metrics and common considerations presentecit.St.2.

For sake of clarity, we denote hyps o, @) (wherep anda are the polar coordinates) the intensity on the
detector without the coronagraptiss ((0) hence will be the peak stellar intensity on the detectithaut the
coronagraph) andcordp, @) is related to the intensity of the final image on the deteaft the coronagraph.

4.1.1 Rejection rate
Total rejection rate

The total rejection rater] corresponds to the ratio between the total intensity of @axis object to that of an
on-axis object (blocked by the coronagraph):

L= b fozn ypsr(p, @)p dp da

S 4.1)
b fozn Yeordp, @)p do dar

Peak rejection rate

The peak rejection rate() is the ratio between the peak intensity of dfaxis object to that of an on-axis object
(blocked by the coronagraph):

Ypsr(0)
= 4.2
o max(ycordp, @)) (42)
4.1.2 Contrast evaluation
In the following, we describe several level of contrast eatibn metrics:
1/ The local contrast® (o, @)) defined as:
Ycordp, @)
€(p, ) = —————— 4.3
(0. ) Ypsr(0) *3)
2/ The contrast profile averaged azimuthalig(p)):
21
, @) da
“(o) = fo Ycordp, @) (4.4)

2nypsH(0)

3/ The averaged contrast in a annulus regigi ¢f the focal plane. it gives the contrast between the pesllast
intensity and an average intensity level in a region of ttrafplane where anfByaxis companion can be detected.
The area of calculation in the focal plane can be well mattbeéide instrumental parameters (the width of the ring
can be modified to match science requirements by changingalhe ofp; andps, the short radii and the large
radii defining the area of calculation f@¥):

21
_ ( :f fo Yecordp, @)p do daf) /n(ps? - pi?)
€ = 4.5
YpsH0) (4:5)
It is convenient to moderate any contrast metrics by theallveoronagraphic throughput (herafter,, see
Sect. 4.2.5). The overall throughput is mainly imposed leydhtimization of the pupil stop and can be considered
in a metric to avoid any over-estimation of the contrast amd fair comparison between coronagraphs.
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4.1.3 Detectability

When using a Oterential imaging system (hereafter, DI system) a radrat®ntrast metrics is appropriated (de-
noted?) to compare coronagraphs:

5% o [¥cora () — ¥cora (0)]
YpsF(0)

Here,o] is an operator which denote the azimuthal standard dewiaheasured in a ring of width/D on the
subtracted imagécorg — Ycorg- This final 5 detectability is related to the ability of a coronagraph éalp
out an df-axis companion at a given angular distance in a halo of vesispeckles in the final image (the final
image is obtained by subtracting intensity in the two chésogthe DI systemycorg andycorg)). Theo of
the speckled halo is evaluated at a radiwgth an azimuthal average ef 1/D width scale normalized to the PSF
peak intensity.

Although we use? through this study when using férential imaging, more appropriate criteria adapted to
the case of high contrast images have been developed etgnitiarois et al. 2008 [63]. In the latter paper,
Marois et al. discussed confidence level of such metricsifgr bontrast images.

9 =

(4.6)

4.2 Common considerations

This list of consideration is not exhaustive, but treatsualsome important factor we will further use in the next
Chapters.

4.2.1 Inner Working Angle

The IWA is one way to describe quantitatively how close a nagyaph design allows the detection of a faint
companion reaching a significant transmission. The IWA imcmnly defined as the angular separation where
a planet throughput reaches half of the peak throughputn Ti¢his present thesis, we define the IWA as the
angular separation for which theflitaction peak of a planet is reduced by a factor of 2.

4.2.2 Outer Working Angle

The OWA define how far a planet can still be conveniently datele. For most coronagraphs, the OWA is limited
by optical design constraints. Only in few cases (shapedl,pigp instance), the coronagraph concepts itself
imposes an OWA. In that case, the design of the coronagraygtimmized with respect to OWA (and IWA as well)
generally sets by the control domain of the AO system.

4.2.3 Discovery space

The discovery is the focal plane region in whiclffdicted and scattered light are well suppressed by the corona
graph. This area may be restricted between the IWA and OWAalsle for planet detection.

4.2.4 Radial transmission

The radial transmission gives both information on the IWAl @ensitivity of the concept to pointing error and
stellar angular size. This behavior is important to anainee coronagraphs do not radially attenuate in the same
way an df-axis sources. For instance, Band-limited coronagrapk hawit-axis attenuation depending on their
mask functions. Hence, the choice of the function is quitedrtant.

4.2.5 Throughput

The overall system transmission (denot&jirefers to the transmission of the whole coronagraphiesygmainly
imposed by the Pupil Stop throughput for most coronagraphss the mask transmission in the precise case of
BLs).
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Chapter 4. Coronagraphic tools

4.2.6 Manufacturing issues

The choice of which coronagraph to implement in practice &L & will of course be driven by manufacturing
considerations. Many programs aims to tackle critical pagmchromaticity for instance, and can make us opti-
mistic for the next years. We will further discussed abomeonanufacturing issue on coronagraphs we developed
at ESO and tested on HOT in Chapter 12.
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Optimizing coronagraph designs

49






Abstract - In its general scheme, a coronagraph can be divided in twesys a low-frequencies filter (ampli-
tude or phase mask) and a high-frequencies filter (the sleaalupil stop). Therefore, the way that coronagraphs
are optimized can be divided in twgf@rent approaches (most coronagraphs indeed need bothiaptions). The
first one aims at optimizing parameters of the low-frequesifiiter considering the application (IWA constraint,
spectral bandwidth or so) while the second one strives tamope the coronagraph with the pupil stop (high
frequencies filter) in the relayed geometrical pupil (toreatly remove contamination by thefdacted light).

The total amount of the rejected light by a coronagraph gitgrlepends on the pupil stop size and shape. Most
of the time, pupil stops are optimized to match thgalition in the relayed pupil as defined in Boccaletti 2004][21
and hence are well adapted to the way that each coronagraphvdth the dffracted light. This optimization is in
practice balanced with angular resolution ang-axis throughputissues. Reducing the collecting area®pilpil
stop help at producing deeper extinction (i.e attenuatiwhjle conversely the angular resolution and throughput
(transmitted flux) are degraded. However, when coupled tsysdem, an optimization of the pupil stop must be
tackled with respect to the level of the residual phase whailld relax constraints on the pupil stop shape and
throughput (as discussed for instance in Crepp et al. 200H f8r the Band-Limited case). This optimization
depends on the dominant source of noisgi@ited light or uncorrected atmospheric scattered ligtence, the
optimization of the pupil stop is a critical work and depewdshe application.

In that sense, phase mask such as FQPM, AGPM or DPM, and amplinask as the Lyot coronagraph are
basically coronagraph that need to be optimized with thelmipp. Although they have some internal parameters
that required to be tuned according to the application: agierg wavelength for phase masks, IWA for amplitude
coronagraphs..., the main issue is the pupil stop optiromat

However, some of them (APLC and BLs, for instance) haveiaddltand important opened parameters that
are not trivial to define: apodizgnask couple for APLC, bandwidth and order of the functionBbs. In the
precise case of APLC, at first order the pupil stop optim@atioes not matter since in ideal conditions the pupil
stop remains identical to the entrance pupil. In such a cas&ction of the apodiz@nask couple prevails. The
objective of the following part is precisely to focus on tipéimization of these two particular concepts for which
a dedicated Chapter (5 and 6) will be devoted.

Through these Chapters, we will study the possibility ofroizing these opened parameters with respect to
ELT specificities and show that while some configurationgappptimal, some others are not suitable with such
telescope geometries.

Finally, we will further have a look at the proposed configima of APLC and BLs for EPICS, the planet
finder project for the E-ELT.
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Optimization of the Apodized Pupil Lyot
Coronagraph

Contents

5.1 Apodization for centrally obscured pupils . . . . . .. ... ... o L. 54
5.1.1 Presentation . . . . . . ... 54
5.1.2 Formalism . . . . . . . e 54
5.1.3 APLCoptimizationcriteria . . . . . . . . . . . . . e 56

5.2 Sensitivityanalysis . . . . . ... e e 57
5,21 ASSUMPLIONS . . . . . . . e e 57
5.2.2 Critical parameterimpacts . . . . . . . . . . ... 58
523 Summary . ... 63

5.3 Applicationto ELT pupils . . . . . . . . . . . e e 63
5.3.1 Starting with telescopedesigns . . . . . . . . . ..o 63
5.3.2 Radialcontrast . . . . . . . . ... e 64

5.4 Generalconclusion. . . . . . . . . . e 64

55 Limitsofthisstudy . . . . . . . . . . . e 65

5.6 APLCoptimizationfor EPICS . . . . . . . . . . . . . . . 66
56.1 Context . . . . . . . . e e 66
5.6.2 AsSsSumptions . . . . ... e e 66
5.6.3 Proposed APLC and firstresults . . . . ... ... ... ... .. ..., 66
5.6.4 Chromatismdependency . . . . . . . . . . . . ... e 67
5.6.5 Reserves: the spidervanesimpact . . . .. ... ................ 70

Abstract - The Apodized Pupil Lyot Coronagraph (APLC) is potentiaitg @f the more promising concepts for
ELTs. Combining an apodizer in the pupil plane with a Lyot k&M, hereafter) in the focal plane, its sensitivity
to central obscuration is less critical than, e.g., for peanasks (Riaud et al. 2000, Mawet et al. 2005 [83, 68])
while still allowing small inner working angle (IWA) and tighroughput if properly optimized. The potential
of the APLC has been demonstrated for arbitrary aperturam@et al. 2002, Soummer et al. 2003 [9, 89])
and specific solutions for obscured apertures were propgSedmmer 2005 [88]). However, the characteristics
of ELTs may have an impact on its high contrast imaging cdjteglsi Parameters such as central obscuration,
primary mirror segmentation, and large spider arms, usyahpose strong limitations for many coronagraphs.
It is therefore essential to indentify and evaluate the éreof the APLC to these parameters. Specifically, in
this Chapter, we investigate the possibility of optimizihg APLC with respect to parameters mentioned above.
Optimization of the APLC refers to the selection of the apeddPM combination. We will briefly revise the APLC
formalism and define criteria for optimizing the coronaghnggarameter space. Optimal configurations have been
identified, and we will present how some telescope parasi@tary drive the choice of optimal apodj&?M
couples.
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5.1 Apodization for centrally obscured pupils

5.1.1 Presentation

457

m 9
7 8

Figure 5.1: APLC coronagraphic process: Transmissioneétitrance pupil (1) is modified by an apodizer (2). In
the focal plane, the complex amplitude of the star (3) isiapafiltered (5, low-frequencies) by the Lyot mask (4).

In the relayed pupil (6) a pupil stop (7) is filtering high freancies and as a result the relayed pupil is attenuated
(8) and proportional to the apodized entrance aperturealfithe coronagraphic PSF is imaged on the detector

(9).

The APLC is a direct improvement of the Lyot coronagraphyenging for strong light presence in the relayed
pupil resulting from the convolution of the telescope pupith the Fourier transform of the hard-edge focal
mask. To reduce starlight contamination in the relayedtapzrtwo philosophies are possible. Either adapt the
Fourier transform of the Lyot mask to be with finite supportlestelescope aperture (Band-limited approach, or
at least use a quite large Lyot mask combine with smallerlmtipp but not favorable for faint planet detection
close to their parent stars) or adapt the Fourier transfdrtheotelescope pupil to be with finite support as the
Lyot mask. The later is achieved through the use of an aptidizaf the pupil to attenuate the wings of the
PSF. Apodization functions (Prolate spheroidal, for insg have the particularity to have their Fourier transform
truncated functions-like.

5.1.2 Formalism

In this section, we briefly revise the formalism of the APLGngsthe notation defined by Aime et al 2002 [9].
The APLC is a combination of a classical Lyot coronagraphdfedged occulting focal plane mask, FPM) with
an apodization in the entrance aperture. In the followingtltie sake of clarity, we omit the spatial coordinates
r andp (for the pupil plane and focal plane respectively). The fiorcthat describes the mask is notgld(equal
to 1 inside the coronagraphic mask and to 0 outside). Witrtagk absorptioa (¢ = 1 for an opaque mask), the
FPM is then equal to:

1-eM (5.1)

P is the telescope aperture, apthe profile of the apodizefl describes the pupil stop function, which is consid-
ered —in the initial approximation — to be equal to the ted@scaperturel{ = P).
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Figure 5.2: Typical apodizer shape for the bell regime Xlaftd the bagel regime (right). Central obscuration is
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Figure 5.3: Sheme of a coronagraph showing the pupil plantagtng the apodizei/), the focal plane with the
FPM (), the pupil image spatially filtered by the stafa-) and the detector plané).

In practice the pupil stop of an APLC will be slightly reduded alignment and chromatism issues, but theoreti-
cally this concept does not far from a restriction of the throughput compared to othercepits (amplitude and
phase types as well). Hence, our approximation is justified.

The coronagraphic process, corresponding to propagatiomthe telescope entrance aperture to the detector
plane, is expressed in Eq. 5.2 t0 5.6. Planes A, B, C and Dsmorel to the telescope aperture, the coronagraphic
focal plane, the pupil stop plane and the detector planeeotisply as defined in Fig. 5.3. The Fourier transform
of a functionf is notedf. The symbol® denotes the convolution product. The entrance pupil is @pddn the
pupil plane:

Ya=Po (5.2)
The complex amplitude of the star is spatially filtered (loequencies) by the FPM:
Ys = Pax[l-eM] (5.3)
The exit pupil image is spatially filtered (high frequengiesg the stop:
Yo =dpxII (5.4)
e = [Ya—eya® M] x I (5.5)
The coronagraphic amplitude on the detector plane becomes:
Yo = e = [a - slaM] @11 (5.6)
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The coronagraphic process can be understood as a destrintéivference between two waves (Eq. 6.5): the
entrance pupil wav®s, notedya and the difracted wave by the mask (correspondingga ® M). In the non-
apodized cases(= 1), the two wavefronts do not match each other, and the sttltnedoes not lead to an optimal
starlight cancellation in the Lyot stop pupil plane. A petfeolution is obtained if the two wavefronts are identical
(i.e., the difracted wave by the mask( is equal to the pupil wave in amplitude). This latter casabdained with
the Apodized Pupil Phase Mask Coronagraph (Roddier & Roddig7, Aime et al. 2002, Soummer et al. 2003
[82, 9, 89]). For the APLC, the coronagraphic amplitude isimized and proportional to the apodizer function
but never cancelled.

Considering a pupil geometry, the apodization functiorelated to the size of the FPM. More precisely, the
shape of the apodizer depends on the ratio between the ext¥hand the central obscuration size (Soummer et
al. 2005, Soummer et al. 2007 [88, 91]). If the extentis bigger than the central obscuration, the apodizer
takes a “bell” shape (typically it maximizes the transnassnear the central obscuration of the pupil (Fig.5.2,
left). On the contrary, if the extent ®fl is smaller than the central obscuration, the apodizer takbagel" shape
reducing transmission in the inner and outer part of thelgbg.5.2, right). Thus, the apodizer shape depends on
both the FPM size and the central obscuration size.

Throughput (apodizer transmissjpapil transmission) as a function of the FPM size is givenim 5.4 for
different obscuration sizes (15 to 35%). These curves show adecaximum corresponding to the transition
between the two apodizer regimes which depends on the tefisauration size. Since apodizer throughput
does not evolve linearly with FPM diameter, it is not trivialdetermine the optimal FPMspodizer combination.
Moreover, throughput might not be the only relevant par@m&hen optimizing a coronagraph.

A thorough signal-to-noise ratio analysis is definitely tiggat way to define the optimal FPfdpodizer system,
but this would be too instrument-specific for the scope of gtudy. Here, we investigate a general case for any
telescope geometry and derive the corresponding optinédl iEe.

5.1.3 APLC optimization criteria

Usually, in Lyot coronagraphy, the larger the FPM diameher larger the contrast. However, in the particular
case of the apodized Lyot coronagraph the transmission offaaxis point-like object is not linear (Fig. 5.4)
and a trade-b has to be made between contrast and throughput. This prdidsnbeen studied by Boccaletti
2004 [21] who evaluated optimal Lyot stops for any telescppgil geometry and for any type of coronagraph.
Based on this study, we propose a criterion adapted to theCABloptimize the apodizeFPM combination. This
criterion maximizes the coronagraphic performance whileimzing the loss of flux of the f§-axis object. While
not replacing a thorough signal-to-noise ratio evaluataur criterion takes into account the modification of the
off-axis PSF (in intensity and in shape) when changing the em@ph parameters.

Several metrics can be used to quantify the capability ofrar@graph (e.g Boccaletti 2004 [21]). Here, we
use 2 metrics:

1/ the total rejectionx) corresponding to the ratio between the total intensitynodf&axis object € = 0 in Eq.
5.6) to that of an on-axis object (blocked by the Lyot mask),

BB 1ot a.e = 0) pdpda
T =
b fozn [ ¥o(p, @) |? pdpda

(5.7)

2/ the contrast¢’) averaged over a range of angular radii.

. max(| ¥ (p, @)s=o ) 58

(f027r by 1ol @) P pdp da) /7(pt? = pi?)

wherer and¢ are expressed in polar coordinateanda. We denote by; andp+ the short radii and the large
radii, respectively, defining the area of calculation®ar

In both cases, the attenuation of thfé-axis object is given by the ratio of maximum image intensgitth the
apodizer only to that without the coronagraph, i.e., withtbe apodizer and the FPM. This quantityfdis from
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the throughput, since it also takes into account the modiificaf the PSF structure when changing the apodizer
profile :

2
max(| Vo (. @)oo | ) 5.9)
| P(o, @) |2
Now, let us define the criterio@, as the product of and Eq. 5.9.
2
C. = v x max Yol De0 (5.10)
| P(o, @) |2
and the criteriorC4 as the product o% and Eqg. 5.9.
2
Ce = ¢ x may| ¥R D=0 I (5.11)
| P(o, @) 12

The first term ofCy (Eq. 5.8, which characterizes the performances of the @gm@phic system) is then adapted
to the region of interest in the coronagraphic image and eawddl matched to the instrument parameters while
the first term ofC; (Eq. 5.7) is a more localized information, typically iderati in the case of APLC to the peak
attenuation ratio value since thffext of the APLC is an homogenous down shift of the PSF. Thergbtsom (Eq.

5.9) takes into account the modification of the PSF struatimen changing the apodizer profile and guarantees a
reasonably moderate attenuation of tiffeaxis PSF maximum intensity (i.e, guarantees that whendrenagraph
rejects the star it does not reject the planet as well). Aigtoour criterion cannot replace a thorough signal-to-
noise ratio analysis (no instrumental model, no noise tgrinpresents a reasonable approach by assuming the
residual light leaking through the coronagraph as noise.dditeria allow us to investigate the tradé&-between
performance and throughput while keeping the study gerserdlindependent of a specific instrument setup.

100 T T T T T T T T T mgf
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Arbitrary units
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(Pupil stop: 80 %)

4 2
Mask diometer in A/D Mosk diometer in A/D

Figure 5.4: Left: Apodizer throughput (relative to full tiremission of the telescope pupil) as a function of FPM
diameter for diferent obscuration sizes. Right, average between 3 and 1@@D as a function of the FPM
diameter and obscuration sizes, in the case of the APLC asdichl Lyot coronagraph.

Moreover, the validity of this criterion is supported by thepil stop optimization study of Boccaletti 2004 [21]
who faced a problem similar to ours, and also by the resudisgnted and discussed in this study.

5.2 Sensitivity analysis

5.2.1 Assumptions

Based on the previously defined criterion, we now analyzé#evior of several telescope parameters as a func-
tion of the size of the FPM (and hence APLC characteristidff) the main objective of exploring possibilities
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Figure 5.5: Radial profiles of PSFs and coronagraphic imabtsned with optimal APLC (usinG) for several
obscuration sizes.

Table 5.1: APLC mask diameter (and hence APLC charactes)dtor several obscuration sizes.

Ce | C. | max. throughput
Obstruction size  Maski(D) T(%) | Mask (/D) T(%) | Mask /D) T(%)
10 % 4.3 50.4| 4.6 55.9 | 4.1 62.2
15 % 4.3 58.3 | 4.7 53.6 | 4.0 62.4
20 % 4.4 55.8| 4.8 51.9 | 3.8 65.5
25 % 4.6 52.7| 4.9 50.1 | 3.6 67.9
30 % 4.7 51.2| 5.0 48.9 | 3.5 68.7
35% 4.9 49.4| 5.1 485 | 3.3 70.4

of how to optimize the APLC configuration for a given ELT desigOne advantage d&@ is that the area of
optimization in the focal plane can be well matched to th&imsental parameters. For this reason, we will more
focus on that criterion. We have limited the search areamrebtigate only betweem; = 31/D at small radii
andp; = 10Q1/D at large radii. These limits correspond to the IWA (distaatehich an &-axis object reaches
a significant transmission) and to the high-order Adaptiydi€3 (AO) cut-df frequency, respectively. At radii
larger than the AO cut{bfrequency, the coronagraph will only have a minfieet since atmospheric turbulence
is not corrected and atmospheric speckles dominate.

For the simulations presented in the next sections, we assuaircular pupil with 30% central obscuration.
The central obscuration ratio is left as a free parametsrior8ect. 5.2.2.0 where we evaluate its impact. The pupil
stop is assumed identical to the entrance pupil includimdesarms (Sivaramakrishnan & Lloyd 2005 [86]). Sect.
5.2.2.0, where the impact of the spider arms’ size is andlyassumes a 42-m telescope. Elsewhere, simulation
results do not depend on the telescope diameter. Apodiaéitgsrwere calculated numerically with a Gerchberg-
Saxton iterative algorithm [41]. The pixel sampling in tleedl plane is 0.11/D, and the pupil is sampled with
410 pixels in diameter. When phase aberrations are comrsides adopt a wavelength of Jué corresponding to
the H-band in the near infrared.

5.2.2 Critical parameter impacts

In the following sub-sections, we study the impact of two onajategories of diraction d@fects. The first cate-
gory deals with amplitude variations: central obscuratgmider arms, primary mirror segmentation, segment-to-
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segment reflectivity variation, and pupil shear (misaligmtof the coronagraph stop with respect to the instrument
pupil). Inter-segment gaps and other mechanical secorsdgmyorts are not considered, since they would require
finer pixel sampling in the pupil image, resulting in protiNely large computation times with a non-parallel com-
puter. In addition, some mechanical secondary support®eanuch smaller than the main spider arms. At the
first approximation, theirfects can be considered to be similar to those produced bgrsgichs.

The second category is related to phase aberrations, whechsaumed are located in the pupil plane (no
instrumental scintillation). We only modeled low-ordegsent aberrations (piston, tip-tilt, defocus, astignmjis
Higher orders are less relevant for the optimization of tRFsize, but can have a significant impact on the
coronagraphic performance.

The amplitude diraction dfect of gaps is partially accounted for (at least for infiitemall gaps) by the
phase transition we are generating between primary miegments.

Central obscuration

The first parameter we evaluate is the central obscuratiagh Ebntrast instruments have to deal with central
obscuration ratio which typically ranges from 10% to 35% KHIE35%, HST: 33%, VLT: 14%). ELTs will likely
have larger obscurations than current 8-m class telestopesserve a reasonable size for the telescope structure.
In Fig. 5.5, the criterioilC« is shown for diferent obscuration sizes ranging from 10 to 35%. The curvas sho
maxima. The first is located neariZD and experiences a large contrast variation while the skéosar 4/D)
shows a smaller dispersion.

Table 1 summarizes these results and gives the positior aettond maximum versus the obscuration size for
the previously-mentioned criterion and for a criteriondshsolely on the maximum throughput (as in Fig. 5.4).

If we only consider the second maximum, which is more promgisn terms of contrast and appears less sen-
sitive, the optimal FPM diameter ranges from 4.3 to 4/ for obscuration ratios between 10 to 35%. Here, our
criterionC« is more relevant than throughput, since it is better adaptttk region of interest in the coronagraphic
image and to the modification of the PSF structure. We see dimear increase of optimum FPM size with the
obscuration ratio because more starlight is redistribintgtie Airy rings of the PSF. A solely throughput-based
consideration shows the opposite behavior with a larggredson of the FPM size, which is not consistent with
the dfect on the PSF structure.

However, at small obscuration sizes (10%-15%), maximuutnput yields a similar optimal FPM diameter
asCy. We consider this result to be evidence for the relevanceipnéoterionCy to optimize the FPM size (and
hence the APLC characteristics) with respect to the sizbetentral obscuration. Moreover, the validity of our
criterion is also supported by the comparison of corondgraPpSFs using an optimized APLC in Fig. 5.5. The
optimized APLC allows for a contrast performance which theainsensitive to the central obscuration size.

Spider arms

On an ELT, the secondary mirror has to be supported by a cornsgltem of spider arms-(50 cm) and cables
(~ 30-60 mm) to improve dfiness. Evaluating the influence of these supports is impontatihe context of
coronagraphy.

The pixel sampling of our simulations limited by availablentputer power does not allow us to model the
thinnest mechanical supports. However, the impact of teapports on the PSF structure will be similar to that
of spider arms but at a reduced intensity level. Several gordtions were considered as shown in Fig.5.8. As
the number of spider arms increases from 3 to 7, the contedstgprse (but no more than by a factor of 2). The
curves in Fig. 5.6 (left) are almost parallel, indicatingttthe number of spider arms has no significant influence
on the optimal FPM size. The second maximunCef peaks at 4.7/D with a small dispersion of 0.2/D.

Assuming a 6-spider arms configuration (OWL-like), we alpalgzed the sensitivity to spider arm thickness
from 15 cm to 93 cm (Fig. 5.6, right). The increasing width leé spider arms tends to flatten the profileCef,
making the selection of an optimal FPM moréhdiult (or less relevant) for very large spider arms. Howefgar,
the actual size of spider arms likely being of the order of B0 the optimal size of the FPM (and hence APLC) is
still 4.7 2/D.
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Spider arms number impact Spider arms size impact (OWL like)
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Figure 5.6: Left:C, average between 3 and 1@0D as a function of the FPM diameter and number of spider
arms. Spider thickness is set to 62 cm. RigBt average between 3 and 1Q@D as a function of the FPM
diameter and spider arm thickness. Number of spider arned te §.
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Figure 5.7: Left:C4 average between 3 and 10D as a function of the FPM diameter and reflectivity variations
Right: C average between 3 and 1@0D as a function of the FPM diameter and pupil shear.

Segments reflectivity variation

The primary mirror of an ELT will be segmented because of iitgg,sand a potential resulting amplitudfest

is segment-to-segment reflectivity variation. We show tiRL& optimization sensitivity for segment reflectivity
variation from 0 to 5% peak-to-valley in Fig. 5.7 (left). Fthis simulation, the primary mirror was assumed
to consist of~750 hexagonal segments. The criteridg is robust for FPMs smaller than 4/D. A loss of
performance with reflectivity variation is observed fogar FPM. However, the optimal FPM size remains located

at 4.71/D with a small dispersion of 0.2/D.

Pupil shear

As mentioned above, an APLC includes several optical coraptzn apodizer, FPM and pupil stop. The per-
formance of the APLC also depends on the alignment of thesgonents. In particular, the pupil stop has to
accurately match the telescope pupil image. This condiforot always satisfied, and the telescope pupil may
undergo significant mismatch which could amount to more tttanof its diameter. The pupil shear is the mis-
alignment of the pupil stop with respect to the telescopdlpmage. It is an issue especially for ELTs for which
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Figure 5.8: Pupil configurations considered in simulation.
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Figure 5.9: Left.Cy average between 3 and 10D as a function of the FPM diameter and low-order aberrations.
Right: C, average between 3 and 100D as a function of FPM diameter and the filter bandpass.

mechanical constraints are important for the design. Famgie, the James Webb Space Telescope is expected
to deliver a pupil image for which the position is known at ab8-4%. Therefore, the performance of the mid-IR
coronagraph (Boccaletti et al. 2004 [26]) will be strongffeated. On SPHERE, the planet-finder instrument for
the VLT (2010), the pupil shear was identified as a major isswka dedicated Tip-Tilt mirror was included in the
design to preserve the alignment at a level of 0.2% (Beuat €006 [20]).

The behavior ofC« in Fig. 5.7 (right) is somewhat fierent from that seen with the previous parameters. The
loss of performance is significant even for small FPM.

However, the criterion is still peaking at 427D with a variation of about 0.2/D although above 4.%/D the
curves are rather flat indicating that a larger FPM would mgirove performance.

Static aberrations

Here, static aberrations refer to low-order aberrationthersegments of the large primary mirror. We separately
investigated theféect of piston, tip-tilt, defocus and astigmatism, and fotimelbehavior to be similar for all these
aberrations. In contrast to the other defects, both thepegnce and the optimal FPM diameter (optimal APLC)
are very sensitive to low-order aberrations.

As the amplitude of aberrations increases, the dependdnCy mn FPM diameter becomes flatter and the
optimal FPM size gets smaller (Fig. 5.9). A larger FPM woulbd decrease performance enormously. For values
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larger than 15nm, there is no longer clear evidence of amgbsize beyond 3.51/D. The performance is rather
insensitive to the actual FPM size.

Even though low-order aberrations strongfjeat APLC performance, their presence has virtually no irhpac
on the optimized configuration. The fairly constant perfante in the presence of larger low-order aberrations
indicates that low-order aberrations are not a relevararpater for the optimization of the APLC.

Chromatism

All previous analysis was performed for monochromatic flighdy. However, as with the classical Lyot coro-
nagraph, the APLC performance should depend on the ratieeleet FPM size and PSF size and therefore on
wavelength. Hence, the impact of chromatism on the APLCnuiptition must be evaluated. We note that the
chromatism of the APLC can also be mitigated by a slight maatifon of the standard design (Aime et al. 2005
[5]).

Figure 5.9 and Table 5.2 present the results of the simulsfior several filter bandpass widthsi( 1) when
using the standard monochromatic APLC. As long as the fiedpass is smaller than 5%, the optimal FPM size
and performance are nearly the same as in the monochroraaéc ¢

The values displayed in Cols. 4 and 5 of Table 5.2 quantifydke of contrast due to chromaticity with respect
to the monochromatic case for the APLC being optimized tdittez bandpassH;) and to the central wavelength
of the band ;). These two factors begin toftir significantly from each other at a filter bandpass largen t%.
Hence, optimization of the APLC for chromatism is needediffitter bandpass exceeding this value.

An efficient way of optimizing an APLC for broad band applicatiota®ptimize it for the longest wavelength
of the band, which leads to results that are withinAQ[1 of the true optimal FPM size. This behavior can be
explained by the non-symmetrical evolution of the residurargy in the coronagraphic image around the optimal
FPM size atly (Soummer et al. 2003 [89]). Another way to minimize chromittiwould be to calculate the
apodizer profile for the central wavelength and only optertize FPM diameter considering the whole bandpass.
We compared the behavior of both methods Adr/A = 20%: they are in fact very comparable in terms of
performance.

Table 5.2: Chromatismfiects synthesis
Ad/2 (%) FPM(@/D) FPM,, (1/D) F; [

0.3 4.70 4.70 1.0 1.0
1.4 4.70 4.73 1.1 1.1
2 4.70 4.75 11 11
5 4.80 4.82 1.6 1.6
10 5.00 4.94 2.6 3.7
20 5.30 5.20 3.7 146
50 5.90 5.87 26.3 180.9

Table 5.3: APLC optimization for an obscuration of 30%

Parameters Value range Optimal APLC configuration (FPMeangd/D)
Obscuration 30% 4.7

Spider (arm) 3-7 46-4.8

Spider (size) 15-90cm 46-4.8

Shear pupil 05-2% 4.7-4.9

Segment reflectivity 0.25-5% 45-4.7

Low-order aberrations 1 -100 nm rms 3.5-6.0

Chromatism A1/2) 14-5% 4.7-4.8

Chromatism A1/2) 5-20% 48-53
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Figure 5.10: Optimized apodized E-ELT apertures: telesamsign 1 (left), telescope design 2 (right).

5.2.3 Summary

In this part, Table 5.3 summarize the results obtained vighprevious system analysis. Most of these results
concerned a 30% central obscuration pupil geometry (E-EHBever, as we can see, the central obscuration
ratio is determining (most of the optimal configuration ded from other parameters are not really far from the
one constrained by the central obscuration). Hence, sekuitdifferent pupil geometries can be easily derived
from this study. In Chapter 12 results for the VLT-like pufmilimics on HOT the High order Testbench developed
at ESO) will be presented since they determine the choideeofipodizgFPM couple to develop in practice.

5.3 Application to ELT pupils

In this section, we apply the tools and results from the APp@mization study discussed in the previous section
to the two telescope designs proposed for the E-ELT. Thectigeis to confirm our optimization method and to
produce idealized contrast profiles which admittedly mastae confused with the final achievable contrast in the
presence of a realistic set or instrumental errors.

5.3.1 Starting with telescope designs

We assume a circular monolithic primary mirror of 42 metergliameter. Segmentation errors are not taken
into account, although we note that the E-ELT primary mironsists of hexagonal segments with diameters
ranging from 1.2 to 1.6 meters in its current design. Two cetimg telescope designs are considered: a 5-mirror
arrangement (design 1) and a 2-mirror Gregorian (designF®y. our purpose, the two designdtdr by their
central obscuration ratios and the number of spider armsigDel (Fig. 5.10 left) is a 30% obscured aperture
with 6 spider arms of 50 cm and design 2 (Fig. 5.10 right) is @ Tibscured aperture with 3 spider arms of 50
cm. These numbers are likely to be subject to change as #srtgle design study is progressing. Mechanical
supports (non-radial cables of the secondary mirror suppod intersegment gaps are not considered for the
reasons mentioned in Sect. 5.2.2.0.

In such conditions and taking into account the previousiteitganalysis on central obscuration, spider arms,
and chromatismA1/1 = 20%) we found optimal APLC configurations with:

¢ the apodizer designed for 448D and with a FPM size of 3/D for design 1.

¢ the apodizer designed for 443D and with a FPM size of 4.3/D for design 2.

[86] has demonstrated that optimization or under-sizinghef pupil stop is not necessary with the APLC. We
independently verified and confirm this result using ouecidin applied to the stop rather than to the mask.
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Figure 5.11: Radial profiles of PSFs and coronagraphic im#gyeé/1 = 20%) for the 2 designs considering
throughput optimization (left) o€+ optimization (right).

5.3.2 Radial contrast

As shown in Sect. 5.2.2.0, the optimal APLC configuratiortwatir criterion is diferent to the optimal configu-
ration considering throughput as a metric. We can now detratieghis diference using contrast profiles. Figure
5.11 compares the coronagraphic profiles based on throtigpgimization (apodizer and FPM size are 3.5 and
4.12/D for design 1 and 2, see Fig. 5.4) with that obtained from og&tion with our criterion.

For design 2, the optimization with both methods leads talasmAPLC configurations (4.3 and 4.1/D).
Hence, the contrast performance between thdterdi by only a factor of 3. On the other hand for design 1, the
gain by using our criterion for the optimization is a factérl®. In addition, the plot shows that APLC contrast
performance only weakly depends on the telescope geoméiryhis optimization method. This is an important
result, which means that the APLC caffiegently accomodate with a large variety of telescope design

5.4 General conclusion

The APLC is believed to be a well suited coronagraph for ELiiéfar the search of extrasolar planets with direct
imaging. The high angular resolution of such large telessaplaxes the constraints on the IWA of a coronagraph
which is an important issue for high contrast imaging instents on 8-m class telescopes. Hence, coronagraphs
with a relatively large IWA such as the APLC present an irgéng alternative to the small IWA coronagraphs
such as the phase mask coronagraphs.

The objective of this study is to analyze the optimizationA$fLC in the context of ELTs. We defined a
criterion Cy) similar to that used by Boccaletti 2004 [21] for the gengnalblem of Lyot stop optimization in
coronagraphy. We then analyzed the behavior of this avitesis a function of the FPM diameter in the presence
of different telescope parameters. The optimal FPM is determipdiietmaximum value of the criterion. A sen-
sitivity analysis was carried out for the several telesgo@@meters such as central obscuration, spiders, segment
reflectivity, pupil shear, low-order static aberrationsl @hromatism. Some of these parameters are not relevant
for APLC optimization such as low-order aberrations whicbvide a pretty flat response of the criterion to FPM
diameter when applied at reasonably large amplitudes. MewELTs are not yet well enough defined to predict
the level of static aberrations that coronagraphs will havdeal with.

The parameter which has the largest impact on the optimum BReter is the central obscuration. An
obscuration ratio of 30% leads to an optimal APLC of 4/D. In most cases, the optimal sizes derived for other
telescope parameters are quite consistent with that inddmsthe central obscuration. The dispersion of the FPM
size is no larger than 042D given the range of parameters we have considered. We aisordrated that APLC
optimization based on throughput alone is not appropriateleads to optimal FPM sizes which decrease with
increasing obscuration ratios. This behavior is oppositeat derived using our criterion. The superior quality of
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our criterion is supported by the comparison of contrastilesoobtained with both optimization methods in Sects.
5.3.2and 5.2.2.0.

5.5 Limits of this study

e This study can not be generalized to telescope without akoliscuration. In that case the problematic is
totally different: there is only one apodizer regime (bell regime) ardrmsmission of anfiyaxis evolves
linearly with the mask diameter since the apodization getsmger. The bigger the FPM, the stronger the
apodizer, the lower the throughput. The choice is then driseperformance (contrast level requirements,
throughput and IWA considerations). It is more a tradieaoalysis rather than optimization.

¢ Although the idealized simulations presented in this stddyot consider atmospheric turbulence and in-
strumental defects, they allow us to find the optimal APLCfiguration and PSF contrast for each case.
Cavarroc et al. 2006 [30] show that the ultimate contrasiexelble by dfferential imaging (speckle noise
suppression system to enhance the contrast for exo-plategttobn topics, for instance, Racine et al. 1999;
Marois et al. 2000; Baba et al. 2003; Guyon et al 2004 [78, 82486]) with a perfect coronagraph is not
sensitive to atmospheric seeing but depends criticalljtaticgphase and amplitude aberrations. Our results
therefore present the possibility of extending this stuthe more realistic case of a real coronagraph tak-
ing into account relevantfiects releated to telescope properties. However, it is itapobto analyse how
telescope parameters will matter the coronagraph withedp the atmosphere residual phase left by an
AO system (depend on science program objectives, for instanaging of the vicinity of elongated object
(AGN or so) is a totally dierent than imaging Earth-like planet and hence requiréréint approaches
and considerations). Hence, these results must be coedidarefully, since when operating on a telescope
(i.e in realistic conditions) undistinguished contrastween diterent apodiz¢FPM combination can be
delivered, and could therefore potentially give more wetghthroughput consideration.
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5.6 APLC optimization for EPICS

5.6.1 Context

In the context of the future planet hunter project for the B-EEPICS: Exo-Planets Imaging Camera and Spectro-
graph), a comparison study between coronagraphs has hgatedthbetween dierent institutions : LAM, LESIA,
FIZEAU and ESO. The goal of this first step was to provide optiparameters for a large number of coronagraphs
with respect to diraction from the proposed pupils of the E-ELT and chromatisAM is responsible of the Dual-
zone, LESIA of AGPM and multi-4QPM, FIZEAU of binary pupil mlaand two mirrors apodization techniques
and ESQ@LESIA of APLC and Band-limited. Through this part, we will lgrpresent optimized parameter for
APLC and some basic results inflilaction limited regime. Optimized parameters for BLs w#l presented in
Chapter 6. Note that this comparison study is only the fiegh stf a more complex and general study that aims
to finely analyze the whole system (telescapAO residual+ instrument+ coronagraph speckle calibration
data processing) in a End-to-End simulator (Vérinaud e2@07 [100]) in order to fairly compare coronagraphs
at a level close to the level of detection.

5.6.2 Assumptions
Pupil designs

At this time, two main pupil designs were into competitiontiee future E-ELT as shown on Fig. 5.12. These two
designs diers from the geometry of the spider vanes. Central obsouratiin each case 30%.

O | A%

ey |

Figure 5.12: Two pupil designs proposed for the E-ELffating by the configuration of the spider vanes

Spectral bandwidth

For this first step optimization, three spectral bandwidlidnge been defined:
e 0.8um = 100 nm (R= 25%)
e 1.25um + 100 nm (R= 16%)

e 1.6um = 100 nm (R= 12.5%)

5.6.3 Proposed APLC and first results

Assuming results of the previous study, a 4/D APLC has been proposed for each design. Nevertheless.tin tha
case the apodizer has been calculated without the preséspéler vanes in the pupil. Spider vanes structures
usually start to alter the shape of the apodizer for maskdfiabout 51/D (apodizer more complex, not rotation-
nally symmetric, lower throughput) as discussed in Sourrehal. 2007 [91]. However, in some cases depending
on the pupil geometry (as Design 1 & 5, see Fig. 5.12) spideesatart to modify the apodizer at smaller mask
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Figure 5.13: Lyot mask size re-optimization for APLC to métes chromatismfiects here for R= 12.5%. The
optimal one is the one which minimize the residual energy-stR5%.

size. A study is required to determine which configuratiohaier. This has been started and potentially could
lead to a re-optimization. This issue will be further disein Sec. 5.6.5.

As discussed in Sec. 5.2.2.0, the nominal mask size of thedambe re-optimized to mitigates chromatism
impact (see Fig. 5.15 as example for=R12.5% where the optimal size is the one that minimize theduedi
energy). Apodizer designed for a 4/D mask diameter combined with a 4/D mask diameter is the optimal
point for a monochromatic case (at least untiER%, seeTable. 5.2). In a case of a limited bandwidth with a
central wavelengthly, the apodizer profile calculated for a mask.4/D, is not optimal for other wavelength,

simply because the mask size for this wavelengthfi@dint:
Ao\ 4
4.7(7) 5 (5.12)

For apodizer corresponding to the 4g/D, the optimal Lyot mask size for a limited bandwidti is a mask
actually corresponding to a minimal wavelength from thecban

4.7 Ao
2
Hence, considering the spectral bandwidth, theJ Lyot mask has been re-optimized to:
e 5.01/DforR=12.5%
e 5.11/DforR=16%
e 5.42/Dfor R=25%

Note that in each case the pupil stop has been also optinozedtigates chromatismfiects as well. The outer
diameter has been slightly reduced, the inner diametergiddrsvanes have been slightly increased. For instance,
the physical size of the spider vanes has been oversizeddnya bf 2.

In Fig. 5.14, results of this optimization are presentedteNbe fairly constant of contrast of the polychromatic
coronagraphic PSFs owing to the mask and stop optimization.

5.6.4 Chromatism dependency
Monochromatic case

Using numerical fitting function applied on Fig. 5.15 (lefsulting from simulation), an empirical relation can
be defined for the chromatism dependency of APLC. In that tteessd.71/D (no mask size re-optimization) is
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Figure 5.14: Coronagraphic PSF of optimized APLC (apodiz@rl/D with mask size of 5.0, 5.1, 5.4 for R
12.5, 16 and 25 % respectively (pupil stop is also re-optiah)z

considered, and 51 wavelengths have been simulated38®o) to optimize fitted function cdiécients. We found
more convenient to express the empirical relation as fandf Ao/ 1 wherelg is the nominal operating wavelength
(monochromatic case) anidthe dfective wavelength:

2

A
,[ P

A A A
T(TO) :Coxe ‘/Ecz) +C3+C4X 70 +C5X(70)2 (514)
Owing to the later equation, the total rejectian)(can be determined wheh# 1o where:

Co = 0.6841 (weight of the gaussian)
C; = 1.0 (center of the gaussian)

C, = 0.0347 (standard deviation)

C3 =- 3.8735 (constant term)

C4 = 6.7805 (linear term)

Cs = -2.6292 (quadratic term)

As we said, this case only show the chromatic behavior of 2 AJ7TAPLC when the mask size is not re-optimized
with respect to the spectral bandwidth. A re-optimizatidrthee mask size for a given spectral bandwidth is
obviously mandatory (see Table 5.4) for large spectral dditth. In Fig. 5.15, we compare the two cases by
plotting on the left side Eq. 5.14 chromatism dependencynwhask size is not re-optimized and on the right
side the chromatic behavior when the mask size is re-opgith{both case for R 33Whenip/1 < 1, so to say

at longer wavelengths, the 4./ mask appears smaller which indeed explains the stronga&nrgof the curve
(Fig. 5.15, left). On the opposite, whelg/A > 1, corresponding to the case of shorter wavelengths, th& mas
appears bigger, and hence the decreasing of the left cuna B0 important (Fig. 5.15, left). In the later case,
although the mask diameterfidirs from the nominal one, it gets larger and therefore hadtarteiciency from

a Lyot coronagraph point of view. In other words, the4 3 APLC will be more dficient at shorter wavelengths
because even if the mask size does not correspond to thezapstiape, it gets bigger. It is precisely the reason
why the mask size is re-optimized to a bigger one {BBat 1 = Ap) for R = 33%: at the longest wavelength
for which the mask appears smaller, it will get its nominaksand increase up at shorter wavelengths. Hence,
chromaticity has been mitigated (Fig. 5.15, right).

Polychromatic case

Here, we are interesting on the total rejection rdlieiency when using the APLC on a spectral bandwidtif1).
To do so, we simulated polychromatic coronagraphic PSFgukinwavelengths. We compare th@@ency of
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Figure 5.15: Chromatism dependency of APIL@fttotal rejection rate behavior (normalized) for a4.l0 APLC
as function of the operating wavelength through the ragiol, Right4.71/D APLC with re-optimization of the
mask size (5.6/D) forR=3

the APLC in its nominal configuration (4.%/D) to that when the mask size is re-optimized with respect ¢o th
spectral bandwidth. Note that in each case, the pupil stopires identical to the entrance pupil (a re-optimization
of the pupil stop can help to further mitigate chromaticitgesults are resumed in Table 5.4 and show the critical
interest of re-optimizing the mask size. Note that the tog@ction rate is better by 78% forR = 33%, for
instance. Obviously, re-optimizing the mask size impdutsI¥WA, but it is not really critical considering that in
the worst caseR = 33%) the mask increases only by @/® and that we are dealing with ELTs for which the
angular resolution is usually confortable.
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Table 5.4: Total rejection rate of 47D APLC as function of the spectral bandwidtly(AA) for the nominal €,
d) and optimized configuration§pimizeddoptimized

R[o/A  [100 [50 |25 [20 |10 [7 |5 |3
d[4/D] 47 |- - - RE - -
doptmizeal /D] | 4.7 | 4.7 |49 |49 |50 |51 |54 |56
T 1105] 1178 1112| 1068 | 796 | 583 | 376 | 158
Toptimized 1195| 1178 1114] 1101 835 | 782 | 757 | 731
Gain [%] - - 0.28 | 3.00 | 4.68] 25.45] 50.33| 78.38

5.6.5 Reserves: the spider vanes impact

In this last section, we discussed interest of optimiziradglation) the apodizer with respect to the spider vanes of
the pupil. Simulations discussed hereafter are prelimiaad will be further developed in the context of EPICS.
As discussed above, spider vanes structures usually statter the shape of the apodizer for mask size about
5 1/D (apodizer more complex, not rotationnally symmetric, lotbgoughput) as discussed in Soummer et al.
2007 [91]. The way it impacts the apodizer is determined leyrétio between the mask size and the spider vanes
thickness. Here, we will show that the way spider vane stinestimpact the apodizer is not only determined by
the spider vanes thickness vs. the mask size but also by treajgcal repartition of the spider structures across
the entrance pupil. Specifically, some pupil geometriesartak calculation of the apodizer with respect to the
spider vanes useless because of the poor performance kneycaimpared to that without taking into account the
spider vanes.

e When the geometrical repartition of the spider vanes restaimogeneous across the pupil diameter, alter-
ation of the apodizer only start frompD. Given that, conclusions presented in Sec. 5.2.2.0 rerafgmant
assuming that we are only looking at APLC configurations mghér than 61/D. Apodizers in such range
of mask size are not highly modified.

¢ When the geometrical repartition of the spider vanes ardowtogeneous across the pupil diameter (Pupil
design 1 and more specifically design 5, for instance), ttexadlon of the apodizer start beforg/® (it
is already visible from 4/D, see Fig. 5.6.5) and modification of the profile is quite intapnt. apodizer
complex, not rotationnally symmetric, low throughput (Seéle 5.5).

e The way that the spider vanes (in a non-homogeneous conignyare dispatched has a strong impact
on performance, making the optimization of the apodizehwéspect to the spider vanes useless (poor
performance) for some of them. Note in Table 5.5, the lostimfiutghput compared to that non-optimized
case, and diierences between design 1 and 5 result2{% transmission etierence).

¢ Using non-optimized apodizer on aperture with spider stmes strongly impacts APLC in a 2 stages con-
figuration while 1 stage isfcient enough (Fig. 5.6.5, top).

e For small mask size4.51/D), using optimized apodizer on Design 1 allows good perfarteseven in 2
stages configuration while on Design 5 performance areyrballl (Fig. 5.6.5, bottom left).

e Whatever the repartition of the spider vanes (pupil 1 or ®mf~ 51/D performance of APLC with opti-
mized apodizer are not enough important compared to namieid APLC (Fig. 5.6.5, bottom right).

As shown in simulations, there is a strong relation betwernrépartition of the spider vane structures across the
pupil and the interest of optimizing APLC apodizer with thdater. These optimized complex apodizer do not
appear favorable in terms of performance and add addit@mredtraints (alignment and manufacturing issues).
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5.6. APLC optimization for EPICS

Table 5.5: Apodizer throughput [%] as function of the maglesind impact of the pupil design on the calculation

of the corresponding apodizer.

optimized w.r.t spider vanes

no yes

Mask size i/D] | Design 1| Design 5| Design 1| Design 5
4.0 65.3 65.3 48.2 23.2
4.5 57.2 57.2 39.1 20.1

Figure 5.16: Apodized pupilsfirstline: 4.01/D APLC, secondline 4.51/D APLC. Columnl & 2: apodizer
calculated without the presence of the spider vanes andeapph design 1 & 5 respectivelyColumn3 & 4:
apodizer calculated with respect to the correspondingd piegign. Corresponding throughput are in Table 5.5
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Design 1 & 5 / APLC optimized without spider vanes

Design 1 / APLC optimized with spider vanes
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Figure 5.17: Monochromatic PSF and coronagraphic PSF witBe D APLC. Top apodizer calculated without
the presence of spider vanes=85.3%) and applied on pupil design 1 & Bottom left apodizer calculated
with respect to the pupil design 1 £#8.2%). Bottom right apodizer calculated with respect to pupil design 5

(T=23.2%). As a fair comparison, curves are pondered by the T.
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Abstract - Band-limited coronagraphs are considered as promisingoagraphs for space-based observa-
tions (TPF-C, Traub et al. 2006 [92], for instance). Thesaeseof band-limited image masks are built to provide
an insensitive-like behavior to pointing errors and othawtspatial-frequency optical aberrations. A large vayiet
of band-limited functions exists, withf@irent mask throughputs, orders, and associated pupil stbips order of a
band-limited coronagraph dictates the sensitivity of theskito optical aberrations. In this Chapter, we will inves-
tigate the suitability of such device considering some irtgm specificities of ELTs that can potentially severely
restrict the interest of high order band-limited functiofrom a simple system analysis and by only considering
some parameters as the IWA and the pupil stop shape and thpoigve will underline the fact that most of the
telescope geometry parameters impact on the choice of ttex of these function to implement on ELTs in prac-
tice. This analyzis will be further investigated in Chapseaind 9, where we combine band-limited coronagraphs
(with different orders) with XAO system and speckle calibration syséspectively.
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Chapter 6. Optimization of Band-limited coronagraphs

6.1 Band-limited coronagraphs for arbitrary apertures

6.1.1 Presentation

6 7

Figure 6.1: BL coronagraphic process : Entrance pupil (b)thke focal plane, the complex amplitude of the
star (2) is spatially filtered (4, low-frequencies) by theotynask (3). In the relayed pupil (5) a pupil stop (6) is
filtering high frequencies and as a result in the relayedlmlifiraction light is canceled (7). Finaly, the starlight is
suppressed and not imaged on the detector (9).

The BL is a direct improvement of the Lyot coronagraph whicévents for the starlight to propagate in the
geometric area of the relayed pupil (resulting from the odumion of the telescope pupil with the Fourier transform
of the mask). To reduce starlight contamination in the retbgperture, it is then required to use a quite large Lyot
mask combine with a reduced pupil stop. However, this cordigon is not favorable for planet detection close to
their parent stars. The philosophy of the BL coronagrapb ediapt the Fourier transform of the mask to be with
finite support as the telescope aperture in a way to reducesttibation of the mask Fourier Transform. In other
words, the Fourier transform of the BL mask is band-limited.

6.1.2 Formalism

In this Section, we briefly remind the formalism of the Bairdded coronagraph (mostly based on Kuchner et al.
2002 and Kuchner et al. 2004 [59, 57] and adapted to the camtidfary apertures). Band-limited coronagraphs
are image mask function that are band-limited in a Fouriasse As discussed above, these devices are direct
improvement of the Lyot coronagraph that strive to adaptihelitude mask support to be infinite as the PSF. In
other words, the Fourier transform of such masks are bamitielil, defined on a finite support.

In the following, for the sake of clarity, we omit the spati@ordinates andp (for the pupil plane and focal
plane respectively). The function that describes the aog#i mask is notedl. The classical coronagraphic
process, corresponding to propagation from the telescopparee aperture to the detector plane, is expressed in
Eq. 6.1t0 6.5. Planes A, B, C and D correspond to the teleszpgeure, the coronagraphic focal plane, the pupil
stop plane and the detector plane respectively. The Fouwailesform of a functiorf is notedf. The symbolg
denotes the convolution product. The entrance pupil ischBti the pupil plane:

Yya=P (6.1)
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6.1. Band-limited coronagraphs for arbitrary apertures

The complex amplitude of the star is spatially filtered (lseguencies) by the mask:
Yg =YaxM (6.2)
The exit pupil image is spatially filtered (high frequengieg the stop:
Yo =dpxII (6.3)
e = [Ya® M] x I (6.4)
The coronagraphic amplitude on the detector plane becomes:
Yo = dc = [faM] T (6.5)

In Kuchner et al. 2002 [59], Kuchner & Traub proposed to usecalfplane mask shape functidhwhich is
band-limited and will block all the light from an on-axis soa to angle within the clear area defined by the pupil
stop (i.eya ® M = 0). Following the notation of Kuchner et al. 2004 [57] exses for uniform entrance aperture,
we will further develop Eqg. 6.4 in 1D. To do so, we can wiiteas a diference of Heaviside functions?’(o):

1 a a 1
W) = H(p+ 5) = Hlp+5) + Hp=3) = H(p = 3) (6.6)
Assuming that the entrance aperture is opaqué fof > 1 and inside the central obscuration as wiel, | < a

wherea < 1 («a is the width of the central obscuration regarding the emaperture scale unit). By, we refer

to the domain whergl(p) = 1 including| p |< %2 and| p |> 42 wheree < 1.

Then, since the convolution with an Heaviside function isieglent to indefinite integration, we can write:

~ 1 1% a 1
) ©N(p) = M (p+ 3) ~ Mp+3) + Ml (p=5) = Mo~ 3) (6.7)
WhereM(p) = d’g’—‘p(p). Hence, to remove all the starlight within the clear aredeffiupil stop, Eq. 6.4 requires to
satisfy:
1 1% 1 1%
///(p+§)+///(p—§)=///(p—§)+///(p+§) Yoe 2P (6.8)

Now, if we consider the case whate= 0 (uniform entrance aperture), Eq. 6.8 becomes:

///(p+%)=//l(p—%) Voe P (6.9)

And, considering factors added in Eq. 6.4 by the presencleoténtral obscuration, a trivial solution would
requires to satisfy both Eq. 6.9 and the following:

M (p - %) = Mo+ %) VoeD (6.10)

Conditions of Eq. 6.9 and 6.10 are respected with a simplgisal

M (p) = constantVYp € & (6.11)

To do so, this condition abou# (p) translates into two requirements &t the Fourier transform of the mask
shape function have to satisfy the following propertiesefineéd in Kuchner et al. 2004 [57]:

M) =0 Ype 2 (pl<e/2) (6.12)

€/2
f M(p)dp = 0 (6.13)

€/2

A family of mask functions satisfy Eq. 6.12 and 6.13. Such krfasiction typically consist of a series of dark
rings or stripes as described for instance in Fig. 6.2 andeatesigned in 1D or 2D whekeds the bandwidth of
the mask.
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Figure 6.2: Example of band-limited functions. Image fronckner et al. 2002 [59]

6.1.3 Band-limited parameters

We will show through this section that band-limited cororsgans have opened parameters that depends on the
application. An optimization of these parameters can natdree in the same way as APLC (Chapter 5). In that
sense, BLs optimization is close to the non-apodized Lyobragraph case. The choice of BLs parameters is
actually largely driven by considerations such as IWA, edit@n and pointing errors requirements.

Bandwidth of the function

In the previous part (Sec. 6.1.2), we introduce the paramaete the bandwidth of the band-limited mask function.
This parameter is in a certain way comparable to the one thatras the physical size of a Lyot mask: the
diameter. This means that the choice of thealue will directly impact the IWA of the coronagraph and ben
control the pupil stop throughput to combine with the maskgriactice. In other words, a giverwill impose an
effective IWA, pupil stop throughput and angular resolutioa, tBe choice of the optimal value feiis determined
by sciences requirements.

Order of the function

The order of a band-limited mask can be well understood bymeding the amplitude transmission function of an
ideal band-limited mask into Taylor series about the origBiven that, we can describe the way that the mask
attenuates sources near to the optical axis.

M(r) = mo + myr + mpr? + mar + ... (6.14)

Assuming the case for which the mask is opaque at the centesyanmetric, we can state thiat, my, ms..=

0. Hence, the first term in this expansion is quadratic, im 4™ power for the second term and so on. Since the
corresponding intensity transmission id(r)? |, the intensity attenuation will then vary a&for the first term,

r8 for the second term and so on, by multiple of 4. Hence a magkptioaluces as a first term &'48" or 12
power dependency will be called a fourth order, eighth ocdéwelfth order BL mask respectively. By analogy to
inteferometry, we can say that such masks produces fougtitheor twelfth order null respectively.

The order of the null sets the mask sensitivity to low-orderaations near the optical axis and hence directly
impact on aberrations and pointing errors requirement® Higher the order, the lower the requirements. This
order-sensitivity behavior has been numerically verifshmaklan et al. 2005 [85].

BLs can be build to have flerent order, starting with 4. A eight-order band-limitedskas designed to
eliminate the quadratic term in Eq. 6.14 owing to the follogvproperties that imposes to be equal to O:

2
%M(r) =0 forr=0 (6.15)
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The interest of a high order band-limited mask is then obsiddowever, an important drawback due to the
level of the order is the pupil stop throughput. For a givei\IiVe ¢€), the higher the order, the lower the pupil
stop thoughput. This inconvenience is quite acceptabledrtase of full entrance aperture, but may become prob-
lematic for centrally obscured aperture since the pupp $$mecessarily already reduced to block the additional
diffraction light in the relayed pupil. In other words, while fpace-based observation#f{axis aperture as the
TPF-C, Traub et al. 2006 [92]) a high order BL can be usefutgtax pointing requirements for instance), its in-
terest may be severely restricted for ground-based olis@mmgdecause of the telescope geometry that will restrict
the collecting area of the pupil stop and hence decreasentiida resolution. Hence, the pupil stop is a critical
issue for this coronagraph. This issue will then be addceakmng the following parts of this Chapter.

6.2 Assumptions

Here, we describe the assumptions for simulations pregaiiiag the next parts of this Chapter. We will consider
two 1D band-limited mask functions with fourth and eightlder We do not consider higher order since con-
clusions derived from this study will underline the facttteahth order BLs already have a restricted interest for
ELTs. Note that these results will be supported by the araperformed in Parts Ill and IV.

Bandwidth of the mask vs. IWA Band—-Limited mask functions
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Figure 6.3: Left Bandwidth of the mask vs. IWA for a four and eight order masidtion. Right Off-axis
throughput as function of the angular separation for a fodreight order mask function with IWA 4 1/D

6.2.1 Mask functions and orders

Here, we briefly present band-limited coronagraph funstiamd properties for the fourth and eighth order masks
respectively:

M(F)gn =1 — siné(?) (6.16)

[-m . r m . r
Mg = N|—— — sind =< + Dgingn €

| Iaf mif (6.17)

Where f is the focal ratio at the mask, is the wavelength at which the mask is supposed to operats,aN i
normalization factorl andm are integer exponent parameters. These latter, cont®Isrthing of the mask (i.e
their efective throughput). Using larger values foandm helps to reduce the ringing but at the cost of a lower
Pupil stop throughput. In the following, we will consideetfourth order mask (Eg. 6.16) and the eighth order
mask (Eg. 6.17 withm = 1 andl = 3). Note that the eighth order is simply a linear combinatiétwo fourth
order masks build such that the quadratic term in the ang@ittansmission cancels.
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Chapter 6. Optimization of Band-limited coronagraphs

6.2.2 Bandwidth of the function vs. IWA

In Fig. 6.3 (eft), we plot the relation between the bandwidth of the ma$lafd the inner working angle (IWA,
defined at half-maximum of the intensity transmission peodil the mask function) in the case of the fourth and
eighth order mask. In Fig. 6.3i¢ht), the intensity profile of these two order masks is plottedaf@iven IWA
(44/D, for instance). Note that we choose mask functions with adgeiective throughput (high transmission
in critical region where planet are potentially observablgloreover, these two masks have been proposed for
TPF-C. The choice of the parameteis then drive by sciences requirements and hence upon thieatgm. An
optimization as we did for the APLC by defining criteria is metevant for that reason. Moreover, as the Lyot
coronagraph, BLs are coronagraphs that need to be optimitledhe pupil stop.

6.3 The pupil stop problem

For the Lyot, the larger the mask, the higher the performatiwe higher the pupil stop throughput (starlight
contamination in the geometrical pupil gets finely localizehen the mask gets larger). For BLs, problematic
is identical except that at each bandwidth of the mask, paidoce will be identical (perfect rejection in ideal
conditions, i.e if properly optimized, the pupil stop calscal starlight contamination in the relayed geometrical
pupil), while throughput of the pupil stop will evolve as anfition ofe. The smaller the bandwidtl), the larger
the IWA, the higher the pupil stop throughput. Hence, it satlthat an optimization of BLs is mainly concern
with the optimization of the pupil stop, and will be set bydhghput considerations and IWA as well.

0% central obscuration
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Figure 6.4: Pupil stop throughput as function of the IWA fofoair and eight order mask function. Central
obscuration is 0%.

6.3.1 IWA & order of the function vs. Pupil stop throughput

Some analytical expressions of the pupil stop throughpwe lieeen defined through the large number of paper
dedicated to BLs (Kuchner et al. 2004, Crepp et al. 2006 [3]), Fhe simple and somehow optimistic one states
that the throughput of a 1D linear mask BLs is equal ted In simulation, in the case of full entrance aperture,
throughput is generally consistent to this later relatiatihin 5 - 10%. For the following simulations, pupil stop
have been optimized in perfect case to reach a perfect atienwof the on-axis star.

In Fig. 6.4, we compare the pupil stop throughput of the fowmnd eighth order mask as function of the
IWA (i.e €, the bandwidth of the mask). On this plot this comparisonedgrmed for a full pupil (0% central
obscuration). From this plot, we can derive some conclission

e Conformed with theory, the larger the IWA, the higher thetighput
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6.3. The pupil stop problem

e Eighth order is less transmissive than four order, tigedince gets smaller when IWA gets larger
e Throughput diference is about 20% for small IWA and 10% for large IWA
e For very small IWA ¢ 2 1/D), eighth orders are poorly suited considering the throughp

6.3.2 Telescope geometry impact

For most coronagraphs, telescope specificities such agtiieatobscuration or the secondary mechanical struc-
tures (spider vanes) directly impact the shape and the dgifwmut of the pupil stop since additionafiglacted light

remains in the geometrical relayed pupil. In the probleoaitBLs, these fiects matter the interest of a high order
BL.

Central obscuration impact

In Fig. 6.5, we compare for two IWA configurationA/D and 101/D) the impact of the central obscuration ratio

on the pupil stop thoughput for the fourth and eighth ordemisks. From these two plots, we can derive some
conclusions:

Conform to theory, a large IWA is more favorable in term of psfop throughput

Throughput diterences between a fourth and eighth order is less criticéfge WA

For small IWA, throughput decreases in the same way whatbeesrder

For large IWA, throughput starts to matter for 20% centraalrvation whatever the order
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Figure 6.5:Left Pupil stop throughput as function of the central obscaratatio (linear) for a four and eight
order mask function with IWA= 4 1/D. Right Same a the previous one with IWA101/D

Again, high orders (eighth or higher) are poorly suited wtrenlWA is small (&/D, for instance). The example
of the Subaru telescope shows that a fourth order pupil stbpave ~52% throughput while a eighth order will
only reach~28%. This results will actually be worse in reality since gibatop is necessarily reduced for spider
vanes dffraction dfects (see Sec. 6.3.2.0), chromatism (see Sec. 6.3.3)ealgmt and manufacturing issues.

Spider vanes impact

As discussed in Sivaramakrishnan et al. 2005 [86], the itnpfabe presence of spider vanes influences more BLs
than APLC, since the additionalftfiacted light remaining in the geometrical relayed pupil @reditused around
the spider diraction pattern while finely localized in the case of APLCnide, theseféects require an additional
reduction of the pupil stop collecting area around the spidaes. Examples of pupil stop optimized for centrally
obscured pupil with spider vanes will be shown in Sec. 6.4.
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Chapter 6. Optimization of Band-limited coronagraphs

6.3.3 Spectral bandwidth impact

BLs are not highly chromatic as phase mask, for instance.eadew pupil stop need to be optimized with respect
to the spectral bandwidth in order to mitigate chromaffeas. The bandwidth of the mask is proportionalito
while the bandwidth of the pupil stop is independentiofTherefore, a combination of magkPupil stop will
work at all wavelengths shorter than the one for which it wesighed (but it only have optimum throughput at one
wavelength). Given that, the pupil stop must be optimizatiédongest wavelength considered for the application.
In Fig. 6.6, we compare the impact of the spectral bandwidta A1/1) on the pupil stop throughput for a fourth
and eighth order masks as function of the IWA of the mask. Riwese plots, we can derive some conclusion:

e The impact is independent of the order of the mask

¢ A re-optimization of the pupil stop w.r.t the spectral baidhv is more critical for small IWA than large
IWA

e For small IWA (41/D, for instance), the impact on the throughputi$% for R = 20% and~ 10% for
R = 50%.

e For large IWA (81/D, for instance), the impact on the throughputi®2% for R = 20% and~ 5% for
R =50%

4™ order BL 8" order BL
100 T 100 T

Pupil Stop transmission [%]
Pupil Stop transmission [%)

0 L L

6
Mask IWA [A/D]

6
Mask IWA [A/D]

Figure 6.6: Pupil stop throughput as function of the spéttsadwidth for a four e ft) and eight (ight) order
mask functions

6.4 An example: optimization for EPICS

As presented in Chapter 5.6, an optimization of coronagraptiffraction limited regime has been initiated in the
context of EPICS. Here, we are dealing with the optimizatbBLs. In Fig. 6.7, pupil designs are shown again,
and we recall bellow the spectral bandwidth consideredisrdptimization:

e 0.8um + 100 nm (R= 25%)
e 1.25um + 100 nm (R= 16%)
e 1.6um+ 100 nm (R= 12.5%)

In Fig. 6.8 we show the evolution of the total rejection raseaafunction of the pupil stop throughput for BL4
and BL8 with a 4.Q/D fixed IWA. This simulation was done on the pupil design 5 (mghromatic simulations)
and pupil stop are optimized to match thé&idiction pattern (all starlight canceled). Curves clednigvg that high
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W

N
%

) ——

[\

Figure 6.7: Two pupil designs proposed for the E-ELfating by the configuration of the spider vanes

Table 6.1: Pupil stop throughput when optimized for desigimd 5 with respect to the spectral bandwidth.

Pupil stop throughput [%]
IWA=5 IWA=10
R [%] | Design 1| Design 5| Design 1| Design 5
12.5 25.8 19.5 53.0 46.5
16 25.1 18.8 52.4 45.8
25 23.3 17.2 50.9 44.2

coronagraphicféiciency of a BL is strongly related to the pupil stop. From 208pipstop throughput BL4 and
BL8 provide identical rejection. High rejection rate reguery low throughput. Given that, for EPICS we revised
some choice:

e We choose a order band-limited function
e Instead of a function as4 sinqr)? we adopt a 1 sing(r) a little bit more transmissive
e Two configuration have been defined: IWA51/D and IWA = 101/D to maximize pupil stop throughput

e Expected performance have been decreased to increasglpudu(10® contrast at IWA for the %/D
configuration and under 1& contrast at IWA for the 140/D configuration)

10" T

Design 5 — BL4 4
Design 5 — BL8 - - - —

10" |

Total rejection rate
3
T

o] 20 40 60 80
Pupil stop throughput [%]

Figure 6.8: Pupil stop throughput behavior as function efttital rejection rate for a%and 8" order band-limited
coronagraphs.
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6.5 conclusion

This first analyzis in diraction limited regime enables to underline that high ofdégher than 4) BLs are poorly
suited for ground-based observation with an ELT. Here, we fmtus on the limitation imposed by the pupil stop
optimization (throughput) and show that most of the ELT #p@ties such as the central obscuration or the spider
vanes strongly drive this choice. Higher order than 4 shbeldelegated to situation where the IWA constraint
can be largely relaxed and hence they are not favorable fiplaret purpose. Of course, we can make the choice
to support low-order aberration sensitivity (i.e highed@rBLSs) at a cost of throughput, nevertheless in that case
pupil stop are quite abrupt (which is already the case fodtherder BL with 51/D IWA, see Fig. 6.9). In the
precise case of BLs, an aggressive pupil stop will be probtemeven if it provides very deep contrast in perfect
situation when phase aberrations are negligible (i.e B&el00%) it is no longer the case in realistic condition,
even at high Strehl ratio. This is obviously true for any cgpis but the decrease of performance between the
perfect and realistic situations is even more abrupt withBh 8" order (see Part. 8). On the other hand, in
realistic conditions, an optimization of the pupil stop degs on the dominant source of noiseftdicted light

or uncorrected atmospheric scattered light) and may patntelax the shape and throughput of such device.
However, through the next Chapters, this analyzis will bgpsuted by comparison of4and 8" order BL when
combining with AO system and fiierential imaging system (see Part. 8).
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Abstract - It is very likely that any coronagraph will not provide ditgca 1071° contrast at close angular
distance. Coronagraphs are not perfect even for those wénietable to provide perfect starlight cancellation in
idealistic simulations (as a result of intrinsic defectsfrmanufacturing limitations, alignmentissues...). dlthh
a large number of coronagraphs that have been studied anelojeed for the last 10 years were designed to work
on ground-based telescopes, limitations will be set bystelpe aberrations, instrument aberrations and so on.
The intent of this part is to start a simple sensitivity arsédyof aberrations, pointing errors, telescope parameters
in ideal conditions (without modeling turbulence nor a thiogh instrument design). This first step will give a basis
for coronagraphs sensitivity-order and initiates a firstler of comparison for ground-based observations. Further
investigations will be address in Chapter 8 and 9 where sin@halysis will be performed when coronagraphs are

combined either with an eXtreme Adaptive Optics system ayfarBntial Imaging system.
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7.1. Preamble

Table 7.1: Parameters of coronagraphs optimized for a aeolscuration of 30%. d is the Lyot focal mask
diametere the BL bandwidth parameter (m and | are complementary BL8tfan parameters), Ip is the AGPM
topological charge and’ the overall transmission.

Coronagraph type Specifications

IWA (1/D, +0.1) | 7 (%) | Parameters
FQPM 0.9 82.4 -
AGPM 0.9 82.7 Ip=2
AIC 0.4 50.0 -
Lyot 3.9 62.7 d=7.51/D
APLC 24 54.5 d=4.72/D
APRC 0.7 74.5 d =1.062/D
BL4 4.0 22.4 e=021
BL8 4.0 13.8 €=0.6, m=1, =3
BM X 38.0 Discovery space: 7 to 30D

7.1 Preamble

In this Chapter, we perform a first order sensitivity anaysfiseveral coronagraph concepts presented in Chapter
2 to investigate the impact of major error sources that ogtar coronagraphic telescope (central obscuration,
secondary supports, low-order segment aberrations, segefectivity variations, pointing errors, stellar angul
size...). This analysis is performed in a perfect case (wdrdy performance limitations are set by the studied
parameters).

We consider, the following coronagraph concepts: Lyot nagraph [Lyot], Apodized Pupil Lyot Coronagraph
[APLC], Apodized Roddier & Roddier Coronagraph (i.e Duahed[APRC], Four Quadrant Phase Mask [FQPM],
Annular Groove Phase Mask [AGPM], Band-limited [BL], Aclnnatic Interferometric Coronagraph [AIC] and a
Binary pupil mask (shaped pupil coronagraph) [BM]. Coramagips parameter space is defined in Table 7.1.

In the whole Part 111, we will consider the following metri¢defined in Chapter 4):

e Total rejection ratex)
e Peak rejection raterg)

e Azimuthally averaged contrast estimatic#i){ from 4 (IWA limit imposed) to 6@/D except for BM which
will be estimated in its discovery space (from 7 to13D).
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Chapter 7. First order sensitivity analysis

7.2 Four Quadrants Phase Mask - Annular Groove Phase Mask

7.2.1 Central obscuration

One of the main limitation of the FQPMGPM is its sensitivity to the central obscuration, sincégaificant part
of the light difracted by the central obscuration reappears in the relaygitl . Riaud analytically evaluated the
residual flux &) in the relayed pupil resulting from the presence of a céptracuration:

Fr = _th Ri%b;z (71)
el obs

whereR and Ryps represent the telescope radius and the telescope cens@lraltion radius respectively. For
instance, the residual flux for the VLT configuration is 2% Melior the E-ELT case (where the central obscuration
is ~ 30%), the residual flux is about 10%. Thifext can be mitigates by adequately optimizing the Pupil:stop
either by reproducing the shape of the entrance pupil asguinner and outer diameter respectively oversized
and undersized or by matching the complementary shape dfiffiacted light in the pupil plane as discussed
in Boccaletti 2004 [21]). However, since a significant pdrthe residual flux remains in the relayed pupil, this
concept (FQPM and AGPM as well) can no longer yields to a pederlight cancellation (see right plot of Fig.
7.1, where the black curve (0% central obscuration) onlgaés/the residual numerical noise). In Fig. 7.1 (left),
one can see that the impact on the peak (peak rejection radejrathe halo (contrast evaluation) is identical. The
effect on the coronagraphic PSF is actually an homogeneoaisHlilshift behavior (Fig. 7.1, right). For instance,
by comparing the VLT and E-ELT central obscurations (14% 30 respectively), one can see that an increase
of 8% of the residual flux in the relayed pupil is responsilflerte order of magnitude performance degradation.

Central obscuration ratio Central obscuration ratio [%]
10° T T 10° T

bk s J
f “”»"M.'v'/umfr\

Coronagaphic efficiency
Normalized intensity
o
|

[CURH(N —
N "\‘4“";\‘\“»‘,“ ~
e Y

Total rejection rate N

Peak rejection rate

Contrast [4 to 60 A/D]

1012 | | 1072 L

0 10 20 30 1 10 100
Central obscuration ratio [linear %] Angular separation [A/D]

Figure 7.1: FQPVAGPM sensitivity to the central obscuration rati@ft: impact on the coronagraphifieien-
cies,right: impact on the coronagraphic PSF.

7.2.2 Spider vanes

Owing to an optimization of the pupil stop regarding to thegamce of the spider vanes in the entrance aperture,
their impact on the coronagraphiffieiency can be largely mitigates (see Fig. 7.2).

7.2.3 Segment reflectivity

In diffraction limited regime, the segment-to-segment refldagtixariation has nofect on the performance of the
FQPMAGPM, even for a high value (10%). However, this is no longaetwhen the central obscuration ratio
is equal to 0% (i.e full-filled pupil). In such a case, perfamoe are theoretically perfect and hence segment-to-
segment reflectivity matters. In the precise case of 30%a&kesthscuration ratio, the central obscuration itself sets
the limitation.
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Low—order aberrations / Segmented pupil
T

0.10

Total rejection rote

piston
tip—tilt
astigmatism

10 100
Low—order aberrations [nm rms]

Controste [4 to 60 A/D]

Low—order aberrations / Segmented pupil
T

piston 3
tip—tilt : 3

astigmatism

- dominating regime : dominating feg'\me:

Central obscuration : Phase aberrations |

10 100
Low—order aberrations [nm rms]

Figure 7.5: FQPYAGPM sensitivity to low-order aberrationsleft: impact on the total rejection rateight:
impact on the coronagraphic halo. 10 phase aberratiorizgagahs have been used in simulations.

7.2.4 Segment static aberrations

In the following (which is ever true for any forthcoming cowgraph analysis of the Chapter IIl), phase aberrations
have been considered until a very high amplitude value ferstike of clarity. Obviously, when operating on a
telescope, phase aberrations will not be that high and wiA®-corrected as well.

Segment aberrations degrade performance much larger dwakhéhan on the peak (Fig. 7.4, bottom left and
right). This is a consequence of the principal frequencgt(frder difraction) of segment halos where speckles
will appear. This principal frequency is on the order of thga of the pupil diameter by a segment width (4.3 =
28 in 4/D units). This results is actually not really the best favégatase when one aims at detecting companions
at somel/D from the on-axis star. It shows the critical importance diitcolling and reducing static aberrations
level.

In Fig. 7.4 (left and right), impact of segment aberratiguiston, tip-tilt, defocus and astigmatism) are plotted
as a function of the total rejection rate (left) and contmshe halo (right). Most of these low-order aberrations
have roughly the same impact on performance. Two regimebeafentified:

e The first one where curves are about flat, where the centraluodison (30%) is the dominant source of
limitation (before 3@/D, see Fig. 7.5 (right) where the dotted line identify these tagimes).

e The second one where the phase aberrations are the dononace ©f limitation (above 30/D, curves are
decreasing). For this later, the sensitivity of the AGFRPM follows a quadratic dependency (illustrated
by the dashed line in Fig. 7.5, right).

7.2.5 Pointing errors

The range of thefliset pointing we considered does not really impact FQ®&PM coronagraphic performance
(Fig. 7.6). The limitation is actually again set by the cahttbscuration.

7.2.6 Stellar angular size
The rejection factor due to a partially resolved star hasiloedined in Riaud et al. 2001 [79] by:
r? -t

fr(l— exp(-r?/1.16))ydr
2 [Jo

7(r) =

(7.2)

As a result, the impact of the stellar angular size can benastid for the FQPYAGPM. In Fig.7.7, the impact
seems to be important only above QUAD. The reason is that the limitation is mostly imposed by thetred
obscuration (30%) when the stellar size is small. In otherdspFQPMAGPM appears insensitive to the stellar
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Chapter 7. First order sensitivity analysis

angular size until 0.4/D because the limit sets by the 30% central obscuration ratpact is dominant. For
instance, in the case of a full-filled pupil (hence perforoeim ideal case yield to a perfect cancellation of a
point-like on-axis source), the limit on the total rejecti@te sets by a 0.1/D resolved object is-236 instead of

a perfect rejection.

7.2.7 Pupil shear

Alignment of the pupil stop only matters performance atdeaggular distance (above 30D) with a tiny impact
indeed. This impact can be mitigates for any coronagraphelaxing constraints on the optimization of the
pupil stop shape. Simulation presented here assumesftrectid light as the source of noise while in realistic
conditions (on ground-based observations), sensitifith® pupil shear will varies upon the dominant source of
noise (either the diraction light or the uncorrected atmospheric speckles).
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7.3 Achromatic Interferometric Coronagraph

The AIC is intrinsically advantageous since performancesdoot depend on the pupil telescope characteristics
such as the central obscuration or the secondary suppamgss the pupil remains centro-symmetric. And even
with non-centro-symmetric secondary supports geomejrysing a suitable mask in an intermediate pupil plane,
vignetting dfect can be avoided by restoring a centro-symmetric digtabun the pupil plane.

7.3.1 Segment reflectivity
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Figure 7.9: AIC sensitivity to the segment reflectivityeft. impact on the coronagraphidheiencies,right:
impact on the coronagraphic PSF.

Since AIC yields to perfect starlight cancellation evenhadt 30% central obscured telescope pupil, unlike
AGPM/FQPM, segment to segment reflectivity variations mattersnRhe core of the PSF to 20D (Fig. 7.9,
right), contrasts are set to 1only with 1% segment reflectivity (ptv). 5% (ptv, i- 1.4% rms) sets contrasts
at 10°® until 201/D and to 108 above. Therefore, theffect is non-negligeable for the AIC. As described with
arbitrary value in Fig. 7.9 (left), AIC has a quadratic degpemcy to segment reflectivity variations, whéris the
amplitude of the reflectivity in % ptv.

7.3.2 Segment static aberrations

In Fig. 7.10, impact of phase aberrations on a segmentedlipygpesented. The perfect case (no aberrations, black
curve) yield to perfect extinction (under 28 contrast). As a small IWA concept, AIC is highly sensitivepttase
aberrations: 10 nm rms tip-tilt limits contrasts from IWA36.1/D at~ 10°6. Above 301/D, contrasts are set to

~ 107 - 108, Controlling and reducing for these static aberrationbésefore an issue for the AIC.

In Fig. 7.11 (left and right), impact of segment aberratiggiston, tip-tilt, defocus and astigmatism) is plotted
as a function of the total rejection rate (left) and contemtimation in the halo (right). Most of these low-order
aberrations have the same impact on performance (simudatiiixe into account 10 filerent realizations of aber-
rations, error bars are plotted as well). In each case, tizs&hsitivity to segment phase aberrations follows a
quadratic dependency that can be expresed as:

7(0) = 2.5 10°° x ¢? (7.3)

€(0) =2510 x 62 (7.4)
whereg is the low-order phase aberrations amplitude in nm rms.
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Figure 7.11: AIC sensitivity to low-order aberrationig ft: impact on the total rejection rateght: impact on the
coronagraphic halo.

7.3.3 Pointing errors

Like every small IWA concepts, the AIC fiiers from its sensitivity to pointing errors (Fig. 7.12, topfror
instance, 0.1 mas rms pointing error (direct translatiotmefSPHERE requirements to the E-ELT case) decreases
AIC performance from infinite contrast to 1on the peak, 1 at 101/D and 108 at 301/D. AIC has a quadratic
power-law dependency to pointing errors:

7(0) = 0.16 x 62 (7.5)

€(0) =3.310°x ¢? (7.6)

wheref is the dfset pointing error amplitude in mas rms.

7.3.4 Stellar angular size

Like for the dfset pointing éect, AIC has a quadratic power-law dependency to the statigular size: In Fig.
7.12, the impact of the resolution of the star is plotted asation of some metrics (left) while the right plot shows
coronagraphic PSFs. One can see the huge degradation ofrparfce (with point-like source the AIC yields to a
perfect starlight cancellation).
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7.3. Achromatic Interferometric Coronagraph
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Chapter 7. First order sensitivity analysis

7.4 Apodized Pupil Roddier Coronagraph

The Apodized Pupil Roddier Coronagraph (Dual zone) hastlikeAlC, the advantage of being insensitive to the
presence of the central obscuration. However, as all thd 8¢a concepts, the APRC diers from its sensitivity
to phase aberrations, pointing errors and stellar angizer s

7.4.1 Spider vanes

In theory, the APRC does not require more than a pupil stepthk entrance pupil. However, simulations presented
hereafter, revealed a non negligible impact on performaren spider vanes thickness increase. From 15 cm to
90 cm, two orders of magnitude have been lost. Assuming adypalue for the E-ELT (60 cm), contrasts would
be severely restricted. However, these results can belyargtgates by oversizing the spider vanes thickness in
the pupil stop at the cost of slightly degrade throughput.
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Figure 7.13: APRC sensitivity to the spider vanes thicki{€@&/L-like pupil as a baseline)left: impact on the
coronagraphicfécienciesright: impact on the coronagraphic PSF.

7.4.2 Segment reflectivity

As the AIC, the APRC yield to perfect starlight cancellateven with a 30% central obscured telescope pupil, and
therefore, unlike AGPNMFQPM segment to segment reflectivity matters. From the ciotteedPSF to 2@/D (Fig.
7.14, right), contrasts are set+al0- when only 1% segment reflectivity (ptv) is considered. 5%, (p¢ ~ 1.4%
rms) sets contrasts at 10- 1077 until 201/D and to 108 — 10-° above. Therefore, thefect is non-negligeable
for the APRC as for the AIC. As described with arbitrary valire Fig.7.14 (left, wherd is the amplitude of the
reflectivity in % ptv), APRC has a quadratic power-law depsmay to segment reflectivity variations.

7.4.3 Segment static aberrations

In Fig. 7.15, impact of segment phase aberrations is prederthe perfect case (no aberrations, black curve)
yields to perfect extinction (under 1¥ contrast). As a small IWA concept, APRC is highly sensitiogphase
aberrations: 10 nm rms tip-tilt limits contrasts from IWA361/D to ~ 10°® — 10°7. Above 301/D, contrasts are
set to~ 1077 — 1078, Controlling and reducing for these static aberrationsiigsaue for the APRC. In Fig. 7.11
(left and right), impact of segment aberrations (pistqmtilt, defocus and astigmatism) is plotted as a function of
the total rejection rate (left) and contrast estimatiorhia halo (right). Most of these low-order aberrations have
roughly the same impact on performance (simulations toteacscount 10 dferent realizations of aberrations,
error bars are plotted as well). In each case, the APRC 8atysib segment phase aberrations follows a quadratic
power-law:

7(0) = 1078 x 62 (7.7)
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Chapter 7. First order sensitivity analysis

€(0) =10°x 6?

wheref is the phase aberration amplitude in nm rms.

(7.8)

7.4.4 Pointing errors

Like every small IWA concepts, the APRC fiers from its sensitivity to pointing errors (Fig. 7.17, togdjor
instance, 0.1 mas rms pointing error (direct translatiotmefSPHERE requirements to the E-ELT case) decreases
APRC performance from infinite contrast+o10~* on the peak, 1077 at 101/D and 108 at 301/D. APRC has

a quadratic power-law dependency (see Fig. 7.17, top left):

7(0) = 41072 x ¢? (7.9)
€(0) = 4107 x 6

wheref represent thefset pointing amplitude in mas rms.

(7.10)

7.4.5 Stellar angular size
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Like for the dfset pointing &ect, APRC has a quadratic dependency to the stellar angzdar s

7(6) = 0.9 x & (7.12)

€(0) ~3.3107 x ¢ (7.12)
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7.4. Apodized Pupil Roddier Coronagraph

where# represent the stellar radius iyD. In Fig. 7.17 (bottom), the impact of the resolution of tharss
plotted as a function of some metrics (left) while in the tiglot shows coronagraphic PSFs. One can see the huge
degradation of performance (with point-like source the &Rfeld to a perfect starlight cancellation).

7.4.6 Pupil shear: pupil stop alignment

The misalignment of the pupil stop ranges from 0.1 to 0.5 %hefrupil diameter. The APRC sensitivity to this
error source is following a quadratic power-law as descrilmeFig. 7.18 where the dashed line describes the
evolution of a2 law.

7(6) = 1.6 102 x ¢? (7.13)

€(0) =1.210°x6? (7.14)
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Figure 7.18: APRC sensitivity to the misalignment of the ipsfop - le ft: impact on the coronagraphitieien-
cies,right: impact on the coronagraphic PSF.
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Chapter 7. First order sensitivity analysis

7.5 Lyot Coronagraph

In the following, the Lyot coronagraph has a mask diametét.5t/D. Its IWA is therefore much larger than for
phase mask (e.g AGPM). Hence, its sensitivity to pointimgrsrand aberrations will therefore be less critical.

7.5.1 Central obscuration

Performance are not really sensitive to the central obsiouraatio (Fig. 7.19, left and right). It is actually
only a matter of pupil stop optimization. Assuming an adeéeugptimized pupil stop, Lyot coronagraphs can be
implemented even with large central obscured telescopeaps.
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Figure 7.19: Lyot sensitivity to the central obscuratioticrale ft: impact on the coronagraphiffieienciesright:
impact on the coronagraphic PSF.

7.5.2 Spider vanes

Like for the central obscuration ratio, assuming a dedéafgimized pupil stop taking into account the presence
of the spider vanes in the pupil aperture, this parametestisnitical.
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Figure 7.20: Lyot sensitivity to the spider vanes thickn@¥/L-like pupil as a baseline)left: impact on the
coronagraphicfécienciesright: impact on the coronagraphic PSF.
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7.5. Lyot Coronagraph

7.5.3 Segment reflectivity

Segment reflectivity has no impact on the Lyot performandag (F.21). This results only reveals that performance
of the Lyot are not deep enough to reach the level of contrast@the reflectivity of segments starts to matter.
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Figure 7.21: Lyot sensitivity to the segment reflectivitieft: impact on the coronagraphicheiencies,right:
impact on the coronagraphic PSF.
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Chapter 7. First order sensitivity analysis

7.5.4 Segment static aberrations

The impact of phase aberrations on a segmented pupil isideddn Fig.7.22, top left and right. Although the
large focal mask diameter, segments aberrations highlsaedeg performance on the halo. This is a consequence
of the principal frequency (first orderftliaction) of segment halos where speckles appear (280nunits). This
result actually shows the critical importance at contngjland reducing for these segment static aberrations.

In Fig. 7.22 (bottom left and right), impact of segment abBons (piston, tip-tilt, defocus and astigmatism)
is plotted as a function of the total rejection rate (leftamntrast in the halo (right). Most of these low-order
aberrations have the same impact on performance. Two regiarebe identified:

e The first one where curves are about flat, where the centraluodison (30%) is the dominant source of
limitation (before 2@/D).

e The second one where the segment phase aberrations arerireadbsource of limitation (above 20D,
where curve are decreasing). For this later, the sengitbfithe Lyot follows a quadratic power law (il-
lustrated by the dashed line in Fig. 7.22, bottom, wherepresent the amplitude of aberrations in nm
rms).

7.5.5 Pointing errors

Owing to the large Lyot mask (7.%/D in diameter), the Lyot is not sensitive to pointing errorss{aming the
range of values we used in simulation).

7.5.6 Stellar angular size

As for the pointing error, the Lyot coronagraph (assumirgdbnfiguration we used, i.e mask diameter) is quite
favorable for observing large angular size sources. Howéhis results must be mitigates by the fact that this
ability at working well with a large range of resolved sowgtebalance by a non-accessibility to very close region
around the star (IWA). The Lyot coronagraph does not allogeotation in the very close environment of the star
which is detrimental for a large topics of planet finder.

7.5.7 Pupil shear: pupil stop alignment

In Fig. 7.24, impact of the pupil shear is analyzed with perfance metrics (left) and with coronagraphic PSF
(right). Assuming the range of pupil shear (until 0.5% of thupil diameter), not impact on the Lyot performance
has been revealed.
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Coronagaphic efficiency

1072

Pupil shear
T T T

Total rejection rate
Peak rejection rate
Controst [4 to 60 A/D]

104

1078

0.0

0.1

0.2 0.3 0.4
Pupil shear [% of pupil diometer]

0.5

Normalized intensity

1072

107

Pupil shear
T

Perfect case
0.1 % of pupil diameter ---

0.3 % of pupil diameter —-—-—-— L

10 100
Angular separation [A/D]

Figure 7.24: Lyot sensitivity to the misalignment of the ppop - le ft: impact on the coronagraphiffieiencies,
right: impact on the coronagraphic PSF.

105



Chapter 7. First order sensitivity analysis

7.6 Apodized Pupil Lyot Coronagraph

The Apodized Pupil Lyot Coronagraph has been previouslistlin Chapter 5 in the context of its optimization
for an implementation on ELTs. We defined some metrics tactéie optimal apodizgryot mask combination

for a given telescope. We performed a sensitivity analysidifferent telescope parameters and analyzed how
our metrics responded. Here, we perform a sensitivity amalgf the optimal APLC configuration to a large
set of important parameters as we did in the previous chapfdrPart Il for the AGPM, APRC, AIC and Lyot
coronagraphs.

7.6.1 Central obscuration

As demonstrated in Chapter 5, optimal APLC configuratiomsraainly driven by the central obscuration ratio.
Therefore, for each value of the central obscuration, assythat the APLC operates with its optimal configura-
tion, performance are roughly insensitive to the ratio ef¢entral obscuration (Fig. 7.25). The case of a full-filled
aperture is particular, since the APLC regime ifetient (bell regime instead of bagel regime) which was out of
our previous study (Chapter 5). In this precise case, pmidace are better while throughput is lower 20%).
Locally, ~ 4 orders of magnitude are lost because of the central olsmu@esence (Fig. 7.25, right).
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Figure 7.25: APLC sensitivity to the central obscuratiotiora le ft. impact on the coronagraphichieiencies,
right: impact on the coronagraphic PSF.

7.6.2 Spider vanes

As for the APRC, in theory, the APLC does not require more thaupil stop like the entrance pupil. However,
simulations presented hereafter, reveale a non negligippact on performance when spider vanes thickness
increase. From 15 cm to 90 cm, two orders of magnitude havelbse Assuming the typical value for the E-ELT
(60 cm), contrasts would be severely restricted. Thesdtsesan largely be mitigates by oversizing the spider
vanes thickness in the pupil stop (which reduces slighélyhitoughput).

7.6.3 Segment reflectivity

1% (ptv) segment reflectivity slightly impacts coronagriad?SF (Fig. 7.27, right) while 5% (ptv) sets contrasts
to 10°® at 101/D and 107 at 201/D. Average contrast has actually a quadratic power-law digreey (Fig.
7.27, left, where describes the amplitude of reflectivity in ptv) with segmeitectivity. Therefore, thefect is
non-negligeable for the APLC.
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Figure 7.27: APLC sensitivity to the segment reflectivit ft: impact on the coronagraphiéheiencies right:
impact on the coronagraphic PSF.

7.6.4 Segment static aberrations

The impact of phase aberrations on a segmented pupil isideddn Fig.7.28, top left and right. Segment aber-
rations degrade performance much larger on the halo. In Fig8 (bottom left and right), impact of segment
aberrations (piston, tip-tilt, defocus and astigmatissnplotted as a function of the total rejection rate (left) and
contrast in the halo (right). Most of these low-order abiores have roughly the same impact on performance.
With the contrast evaluation metrics, phase aberratiamth@ dominant source of limitation, where the APLC
sensitivity follows a quadratic dependency. This is alse tvhen the rejection rate metrics is used except that the
central obscuration is the dominant source of limitatiorsfmall level of phase errors (smaller thaiOnm rmg.
10 nm rms actually sets contrasts to-40ntil 301/D. The quadratic power-law dependency can be expressed as
follow:

7(0) =2.810°x ¢ 6> 10nm rms (7.15)

€(0) =3310°x6? (7.16)
whereg is the low-order phase aberrations amplitude in nm rms.
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Figure 7.28: APLC sensitivity to low-order aberrationssfpn and tip-tilt here) - Top left: impact on the coro-
nagraphic PSF. - Bottom - Impact of low-order aberratiornst@p, tip-tilt, defocus and astigmatism) on the total
rejection ratelg ft) and on the coronagraphic halaght).

7.6.5 Pointing errors

Considering the range of thefset pointing we simulated (Fig. 7.29, top) and owing to it®ignask (4.2/D),
APLC is not sensitive to theftset pointing error. Obviously, this result is Lyot mask déeter dependent. Most of
the dfect is localized in the halo and specificallifexcts performance at large angular distances (abo¥gBtor

5 mas rms).

7.6.6 Stellar angular size

As for the dfset pointing error, the size of the Lyot mask balance the AB&itivity to the resolved star impact.
Considering our APLC, performance start to Itkeeted for stellar radius of 041D (Fig. 7.29, bottom).

7.6.7 Pupil shear: pupil stop alignment

The pupil shear has somehow an importantimpact on the eiiiig. 7.30, right). Contrasts are setto9@ 107
in the middle range of frequencies.
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7.6. Apodized Pupil Lyot Coronagraph
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Chapter 7. First order sensitivity analysis

7.7 Band-Limited 4" order

Band-limited coronagraphs have been already studied froroptimization point of view in a dedicated part
(Chapter 6). Therefore, some telescope characteristich @s the central obscuration and the spider vanes) have
already been discussed. Here, we focus on parameters rentalgized.

7.7.1 Segment reflectivity

In Fig. 7.31 (left), it appears that BL4 has a quadratic dedpegy to the segment reflectivity variations. From Fig.
7.31 (right), one can see that 1% (ptv) reflectivity alreaghg £ontrasts te 10~ until 201/D, while 5% (ptv, i.e
1.4% rms) limits the contrast to 10-6— 1077 in the same range of frequencies. Segments reflectivityheasfore

a strong fect on BL4 performance.

Segments reflectivity variation Segments reflectivity variation [%]
10° T T T T 10° T T T T T

Total rejection rate
Peok rejection rate
Contrast [4 to 60 A/D]

Coronagaphic efficiency
Normalized intensity

107" . . | . . 107" . . |

1.0 10 100
Segments reflectivity variation [%] Angular separation [A/D]

Figure 7.31: BL4 sensitivity to the segment reflectivitleft: impact on the coronagraphidheiencies,right:
impact on the coronagraphic PSF.

7.7.2 Segment static aberrations

In this section we will discuss the impact of phase abemation BL4 performance. We will focus not only on
segment phase aberrations but on monolithic pupil phaseaioas as well. Although, the two cases are not
comparable (frequencies distributions aradient), it is important to understood that unlike for motiad pupil,
the dependency law to segment phase aberrations is not amyelated to the order of the band-limited mask
function. Most of the time, for monolithic pupil, the choioé the band-limited mask function (i.e order of the
function) is selected as a function of the phase aberratioiyét error. A 4 order mask will demonstrate &4
order dependency to tip-tilt for instance, which is advgetaus compared to other coronagraphs that most of the
time exhibit a quadratic dependency. This advantage félis éhe context of segment phase aberrations.

One can see in Fig. 7.32 (middle row and bottom row) that:
1/ when the pupil is monolithic the fourth order mask demorea

o fourth-order dependence on tip-tilt and astigmatism.
e quadratic dependence on defocus.

These results are consistent with the ones obtained by &haklal. 2005 [85], except that the sensitivity to
astigmatism was found to be quadratic dependent and notviithrth-order. However, even if the order of the BL
is the same, mask functions we used aftedént and the optimization of the pupil stop might have araihgince
additional aberration rejection can comes at the expengeyf stop further reduction. Actually, the flat behavior
of some curves (tip-til and astigmatism) for small abeaonadilevel (therefore insensitive behavior), reveals the
best achievable performance sets when optimizing the gtgpl. BLs pupil stops were optimized with the goal
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7.7. Band-Limited™ order
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to provide better contrast than 10 while preserving as far as possible the throughpytw®en the pupil is

segmented the fourth-order mask demonstrates a quadegindence to piston, tip-tilt, astigmatism and defocus

as well. The dependency to segment phase aberrations capressed as follow:

7(6) = 3.3107° x ¢?

€(0) = 5.10° x ¢

(.
(.

17)
18)
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Figure 7.34: BL4 sensitivity to the misalignment of the gugpop -le ft: impact on the coronagraphiffieiencies,

right: impact on the coronagraphic PSF.

wheref is the low-order phase aberrations amplitude in nm rms.
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7.7. Band-Limited™ order

7.7.3 Pointing errors

Considering the range of values of thi#set pointing (Fig. 7.33, top) and owing to the BL4 IWA(D), BL4

is not highly sensitive to theffset pointing error. Obviously, this result is quite depeartds the choice of the
mask bandwidth. Most of thefect is localized in the halo and specificalljiexts performance at angular distance
before 2Q/D. The small range offiset pointing does not allow to derive power-law dependesggijosed to be

a fourth-order dependency), but the sensitivity to tfieat pointing is very similar to the case of the stellar angula
size (next section).

7.7.4 Stellar angular size

The fourth-oder mask is supposed to demonstrates a foul#r-dependence to the stellar angular size (Fig. 7.33,
bottom). The halo is actually noffact until a stellar radius of 021D.

7.7.5 Pupil shear: pupil stop alignment

The fourth-order band-limited mask demonstrates a quiadtapendence on the pupil shear. 0.1% misalignment
already sets contrasts to £0at most of the angular distance (fig. 7.34). Controlling thgnanent of the pupil
stop will therefore be an issue to reach deep contrasts.
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Chapter 7. First order sensitivity analysis

7.8 Band-Limited 8" order

As for the BL4, we focus on parameters not yet analyzed in @nap

7.8.1 Segment reflectivity

In Fig. 7.31 (left), it appears that BL8 has (like BL4) a quatih-like dependency to the segment reflectivity
variations. From Fig. 7.31 (right), one can see that 1% (p#¥lpctivity already sets contrasts 01077 until
201/D. Segment reflectivity has therefore a stroffiget on BL8 performance.

Segments reflectivity variation Segments reflectivity voriation [%]
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Figure 7.35: BL8 sensitivity to the segment reflectivitieft: impact on the coronagraphidheiencies,right:
impact on the coronagraphic PSF.

7.8.2 Segment static aberrations

As for BL4, the major result of simulations presented hdega$ that the impact of segment aberrations is quite
important (Fig. 7.36, upper row). Even if it is for some alagions dificult to clearly derive power-law in Fig.
7.36 (middle row and bottom row), one can interpolates that:

1/ when the pupil is monolithic the eighth order mask demorestta

¢ eighth-order dependence on tip-tilt and astigmatism.
o fourth-order dependence on defocus.

These results are consistent with the ones obtained by &haktlal. 2005 [85], except that the sensitivity to
astigmatism was found to be fourth-order dependent and itbtareighth-order dependency. Same reserves can
be expressed as already done for the BL4 case (Section.7Z ®hen the pupil is segmented the eighth-order
mask demonstrates a quadratic dependence to pistont tgstigmatism and defocus. The dependency to segment
phase aberrations can be expressed as follow:

7(6) = 1.107* x ¢? (7.19)
€(0) = .10 " x ¢ (7.20)

wheref is the low-order phase aberrations amplitude in nm rms.

7.8.3 Pointing errors

Considering the range of thdteet pointing (Fig. 7.37, top) and owing to the BL8 IWAY@D) and mask order,
BL8 is not sensitive to theffset pointing error. Obviously, this result is quite depeanta the choice of the mask
bandwidth. 0.5 mas rmdiset pointing still allow a contrast of about 28 at all angular distance.
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Figure 7.36: BL8 sensitivity to low-order aberrations - l@ppow -le ft: impact on the coronagraphic PSF (piston),
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7.8.4 Stellar angular size

The eighth-oder mask demonstrates an ability to keep cstettander 1010 for each value of the stellar size
considered in simulation.
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Figure 7.38: BL8 sensitivity to the misalignment of the gugpop -le ft: impact on the coronagraphiffieiencies,

right: impact on the coronagraphic PSF.

7.8.5 Pupil shear: pupil stop alignment

The eighth-order band-limited mask demonstrates a quadigpendence on the pupil shear. 0.1% misalignment

already sets contrasts to ¥0at most of the angular distance (fig. 7.38). Controlling thgnanent of the pupil

stop will therefore be an issue to reach deep contrast.
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7.9. Binary Mask (Checkerboard mask)

7.9 Binary Mask (Checkerboard mask)

The Checkerboard mask (binary apodization mask, BM hemdasé designed to allow a 18 contrast between 7

to 304/D. ltis based on the one designed and optimized by L. Abe foERIKES consortium in the context of a
coronagraphic tradefibstudy for the future planet finder instrument for the E-ELTlikle the other coronagraphs,
the BM has a limited discovery space where planets can benaukeThis restricted region in the image where
diffracted and scattered light can be suppressed by the BM (betiWA and OWA) is defined when optimizing
the design of the mask, as well as the achievable contrasérefdre, the present BM design coronagraphic
capabilities used hereafter must not be confused with tisé fierformance reachable with such techniques but
only as an example to derive sensitivity order dependendé.cBn be design whatever the central obscuration
ratio. Here, the central obscuration is 30%. No further stigations of this coronagraph will be presented than
the ones of this section (i.e only in ideal conditions).

7.9.1 Spider vanes

The BM has been designed for a spider-less pupil. Therettoegaresence of spider vanes matters the achievable
contrast (Fig. 7.39, left). 15 cm already limits contrastsaeen 10° and 10°. Therefore, more than 2 orders of
magnitude have been lost compared to the case without athgrs@nes.

Spider vanes thickness [em] / OWL-like pupil Segments reflectivity voriation [%]
T T

Normalized intensity
Normalized intensity

1 10
Angular separation [A/D] Angular separation [A/D]

Figure 7.39:Left BM sensitivity to the spider vanes thickness (OWL-like p&s a baseline)Right sensitivity
to the segment reflectivity.

7.9.2 Segment reflectivity

The BM seems to demonstrate a quadratic dependence to theisetp-segment reflectivity variations (Fig. 7.39,
right). 5 % (ptv, i.e 1.4 % rms) already sets contrast af #d 7.1/D (2 orders of magnitude lost), 10at 20.1/D
(1 order of magnitude lost). Therefore, the impact of thersent reflectivity is important.

7.9.3 Segment static aberrations

Like the other coronagraphs previously considered, the BmMahstrates a quadratic dependence to the segment
phase aberrations (Fig. 7.40, right). 2 orders of magniisibtest when considering 10 nm rms of tip-tilt (Fig. 7.40,
left).

7.9.4 Pointing errors

Pointing error does not impact at all the BM. No contrast ddgtion has been revealed (Fig. 7.41, left)
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Figure 7.41: BM sensitivity to fiset pointing errors (left) and the stellar angular sizeht)ig

7.9.5 Stellar angular size

As for the dfset pointing error, no impact on the coronagraphic PSF has tevealed (Fig. 7.41, right), which is

the main advantage of this concept.
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7.10. Resume

Table 7.2: Part Ill results resume assuming the E-ELT conrditpn.

Parameter Coronagraph
AGPM/FQPM | AIC | APRC | Lyot | APLC | BL4 | BL8 | BM
Contrast of 10™° achievable no yes | yes no no yes | yes | yes
Contrast of 168 achievable no yes | yes no yes | yes | yes | yes
Central obscuration +++ - - ++ + - - -
Spider vanes + - + + + + + +
Segment reflectivity - 62 62 - 62 62 6 | ¢
Segment phase aberrations 62 62 62 62 62 62 6 | ¢
Offset pointing error - 6? 6? - - & - -
Star resolution + 62 6? - + - - -
Pupil shear - X 62 - 62 6? 6? X

7.10 Resume

In Table 7.2, we briefly gather and resume results of Partith ¢he following qualitative notations:

+++ highly sensitive
++ sensitive
+ slightly sensitive

- not sensitive

— the limitation is either set by an other parameter (centoataration, for instance)

— or the coronagraph is not sensitive assuming a reasonalpléwaae value of the error

— intrinsically not sensitive

x does not concern the coronagraph

6?: quadratic dependancy

¢*: fourth-order dependancy

Results presented assume the E-ELT configuration (30%atestiscuration). Some coronagraph apparent
non-sensitivity to a given parameter might be only a resuili atrong dependency to an other parameter (most of
the time the central obscuration indeed).

1/ Telescope mechanical characteristics mosfiga coronagraphs because of the central obscuration which i
quite high for the E-ELT. This parameter will put severe perfance restriction on FQPMGPM and Lyot as
well. Solutions to mitigates itsfiect on phase masks would be mandatory: either by using of k lspoad mask

on the center of the phase mask or by using a multiple stagdigacation (as studied in Baudoz et al. 2007 [15]).

2/ Segment amplitude and phase aberrations impacts in a sayrenwaoronagraph. All coronagraphs exhiit
power-law dependence to low-order phase aberrations gnaesd reflectivity as well. Actually, BL coronagraphs
are well appreciated for space-based observation for plogier-law dependence to low-order phase aberrations,
which is in the case of monolithic pupil, somehow relatedht® order of the band-limited mask. This advantage
disappear for segmented pupil telescope. Hence, eveniifltive sensitivity to pointing error is not negligible,
their interest for ground-based observations is quedhierfeom a segment phase aberration point of view.
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Chapter 7. First order sensitivity analysis

3/ It is possible somehow to improve the pointing of a telesdopgery high accuracy (a fraction ofiasindeed).
However, the angular size of the star cannot be reduced aatubist Inasfor most potential exoplanet targets.
Therefore, even with accurate pointing and wavefront ativa, the amount of light that will leaks through any
coronagraphs will be dominated by the angular size of thergestar. All the small IWA coronagraph concepts
exhibit a quadratic behavior to pointing erfstellar size. Therefore, Lyot coronagraphs and their asatan be
preferable since they can be tuned to be less sensitiveHisutuning comes at the price of a larger IWA which
prohibits sources to be observed in the close environmehegbarent star).
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Coronagraphs
characterization/comparison in realistic
conditions
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Abstract - A large review of the dferent families of coronagraph was performed in Guyon et 80&[48]
and optimal concepts were proposed in the context of spaseebobservations. Results of this study can not be
generalized for ground-based observations as the prohierisadifferent. Contrast level and inner working angle
requirements are relaxed while telescopes characteregiitstraints are stronger. Here, our purpose is precisely
to investigate in the general case of ELTs.

Our problematic is definitely gierent from the one tackles in Guyon et al. 2006 [48]:

¢ We are dealing with ground-based observations instead adesjfpased observations, thus the interest of a
coronagraph will depend within the foreseen capabilitylaf hext generation of XAO systems correction.
Therefore, the selection of a coronagraph must take int@aotits ability to generate a deep contrast with
respect to the level of wavefront control.

e We are dealing with ELT characteristics (central obscuratratio, secondary support, segmentation...)
instead of an @-axis configuration telescope. In this context, a corong@renust be able to play with these
important constraints.

e Since we are working with 30-42 meters telescopes, conssran the IWA and contrast requirements are
relaxed.

In Guyon et al. 2006 [48], the Phase Induced Amplitude Apatthn Coronagraph (PIAAC, Guyon et al. 2004
[47]) has been proposed as a major useful concept even ibinésof the more complex coronagraph to implement
in practice. Using two mirrors, it achieves an achromatiodjrzation of the telescope pupil by geometric redistri-
bution of the light with full throughput and no loss of angufesolution. This apodization gers from the APLC's
one since it concentrates most of the energy inside a singlaation peak. The few part of the energy outside
this peak is then occulted by a Lyot mask placed in the foeadeto giciently remove star light. To remove the
off-axis wavefront distortion introduced by the pupil remappithe beam is de-apodized after the occulting mask.
Appropriated to g-axis telescopes, performance of this concept wiffesifrom the impact of large central
obscuration and the shadow in the pupil from the presencpidés vanes (structures that supports the secondary
mirror) to correctly apodize the telescope pupil (i.e to este the contrast performance requirements) because of
the highly aspherical surfaces needed. Although some teaanks strive to minimize spider vanggeets (Abe et
al. 2006 [3] and the spider removal plate concept produce lby@ for the Subaru telescope pupil that translates
the spider vanes part of the beam closer together to reduzgaip), we decided to not simulate this concept for
our study. This choice is justified by the later points andvioid an heavy study that would required in a first time
to analyze the physical feasibility of the two mirros defation considering the telescope pupil, and in a second
time to tune the focal mask.
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Characterization/comparison with
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Abstract - A variety of astrophysical topics (low-mass companionsuanstellar disks, ...) has driven the next
generation of high contrast instruments like SPHERE and (BBUzit et al. 2006, Macintosh et al. 2006 [18, 61])
expected in 2011, or EPICS (Kasper et al. 2008 [56]) for thegler term ¢ 2018). Coronagraphy is a mandatory
technique for these instruments and is therefore a critscdd-system.

We have previsously studied coronagraphs sensitivity tade wange of error sources in ideal conditions
(i.e Strehl ratio of 1006). Here, the objective is to investigate the traggfor coronagraphy in the general
context of ELTs in more realistic conditions. On grounddshtelescopes equipped with extreme Adaptive Optics
systems (XAO), coronagraphs are expected to attenuatdisagrily the on-axis star. However, even at a high
level of correction (Strehl ratio- 90%) a significant fraction of the star flux remains in the flggiane (<10%).

The residual light sets the photon noise contribution faghhcontrast imaging. The estimation of this level is
thus one byproduct of our study (as shown in Cavarroc et ab6230]) The intent of this Chapter is twofoldy 1
determine limiting parameters and ideally derive specifass at the system level,iBitiate a general comparison
of coronagraphs to identify valuable concepts and field gfliaption. For that, we have run intensive numerical
simulations accounting for the most critical sub-systefrendigh contrast instrument. This tradgwas carried
out at the level of the coronagraphic image assuming atmaspiwvavefront residuals left by the AO system

A similar study (Chapter 9) is also performed afteffeliential imaging (assuming this technique is independent
of the coronagraph concept). In these cases, we considdiiadély long exposures (photon noise is not considered
since we are dealing only with the limitation by systematics
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Chapter 8. Characterizatigpomparison with eXtreme Adaptive Optics system

Table 8.1: Parameters of coronagraphs optimized for a aeoliscuration of 30%. d is the Lyot focal mask
diametere the BL bandwidth parameter (m and | are complementary BL8tfan parameters), Ip is the AGPM
topological charge and the overall transmission.

Coronagraph type Specifications

IWA (1/D, +0.1) | 7 (%) | Parameters
FQPM 0.9 82.4 -
AGPM 0.9 82.7 Ip=2
AlC 0.4 50.0 -
Lyot 3.9 62.7 d=7.51/D
APLC 2.4 54.5 d=4.72/D
APRC 0.7 74.5 d=1.061/D
BL4 4.0 224 e=021
BL8 4.0 13.8 €=0.6, m=1, =3

8.1 Purposes

In this Chapter we compare several coronagraph concepemesl in Chapter 2 and investigate the impact of
major error sources that occur in a coronagraphic teles¢mgr@ral obscuration, secondary support, low-order
segment aberrations, segment reflectivity variationsytpa errors). This analysis is performed under residual
phase left uncorrected by an eXtreme Adaptive Optics sy§k¥iD) for a large range of Strehl ratio. We derive
critical parameters that each concept will have to deal ltbrder of importance. We evidence three coronagraph
categories as a function of the accessible angular sepaiatid proposed optimal one in each case. Most of the
time amplitude concepts appear more favorable and spdkifitee Apodized Pupil Lyot Coronagraph gathers the
adequate characteristics to be a baseline design for ELTs.

8.2 Assumptions

In these following subsections we describe all the assumgtive consider through this analysis. We consider,
the following coronagraph concepts: Lyot coronagraph,diped Pupil Lyot Coronagraph, Apodized Roddier &
Roddier Coronagraph (i.e Dual zone), Four Quadrant Phask Menular Groove Phase Mask, Band-limited,
Achromatic Interferometric Coronagraph.

8.2.1 Constraint on IWA

The Inner Working Angle (IWA) describes quantitatively holese a coronagraph design allows the detection of
a faint companion. In this paper we define the IWA as the amgéparation for which the firaction peak of a
planet is reduced by a factor of 2.

The AIC, FQPMAGPM, APRC have a very small IWA owing to their intrinsic peagies. On the opposite,
amplitude concepts (Lyot, APLC, and BLSs) have a larger IWpeateding on coronagraph parameters (d, diameter
of the focal mask og, bandwidth of the mask function that actually depends orapiication).

Since we are dealing with ELTs, the angular resolution ohdacge telescopes is relaxing the constraint on
the IWA and hence the problematic idt@rent than for planet finder instruments on 8-m class tefEstoAs a
baseline, we fixed the limit of the IWA to the reasonable vaitié1/D . For instance, at 1.6m (H-band), 4/D
correspond to 30 mas and 165 mas respectively for a 42 and &egstelescope.

In the next simulations, the Lyot coronagraph has a maskasizest/D (i.e a corresponding IWA of 3.9/D).

The APLC has a 4.4/D mask diameter (i.e IWA= 2.4 .1/D). This size is the result of the optimization performed
in Martinez et al. 2007 [65]. We also consider two band-ledimasks with dferent orders: a® order @int
intensity mask withe = 0.21, Kuchner et al. 2002 [59]) and & &rder (m=1, I=3 ande = 0.6, Kuchner et al. 2005
[58]). BLs parametet both control the IWA and Lyot stop throughput.
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8.2.2 Pupil stop optimization

The total amount of the rejected light by a coronagraph glsodepends on the pupil stop size and shape. In
this paper, pupil stops are optimized to match th&aiction in the relayed pupil as defined in Boccaletti 2004
[21] and hence are well adapted to the way that each coroplagl@al with the diracted light. However, in
forthcoming simulations we generate a largéetent range of wavefront errors, hence an optimization@ptipil
stop with respect to the level of the residual phase coultkrebnstraints on the pupil stop shape and throughput
(as discussed for instance in Crepp et al. 2007 [34], for tuedBLimited case). This optimization depends on the
dominant source of noise ftliacted light or uncorrected atmospheric speckles).

In practice, we optimized pupil stops in the ideal case (nwefrant error) since the final comparison is
made after dferential imaging when the uncorrected atmospheric spedidee been removed. Pupil stops are
assumed to be perfectly aligned except when we evaluatertpact of its misalignment (pupil stop throughput
and coronagraph parameters are summarized in Table 8.1).

8.2.3 XAO hypothesis

As a baseline we consider a 42 meters ELT with 30% (linearfrabmbscuration ratio as expected for the European
ELT (E-ELT, Gilmozzi et al. 2008 [42]), except when we evdkids impact. As for the wavelength, we adopt a
baseline oft = 1.6um (centre of the H-band), a good compromise between angudatution and AO correction.
This spectral band is also recognized as a scientific ba&seliteast for giant gazeous planets. The spectral features
of CH, for instance, are favorable toftirential imaging.

Our simulations make use of simple Fraunhofer propagatwden pupil and image planes, which is imple-
mented as fast Fourier transforms (FFTs) generated witbarbdde. The image plane is sampled with 0.225
per pixel.

Since we are concerned with ELTS, we consider an eXtreme tha@afptics system (XAO) with a large
number of actuators. Table 8.2 shows the characteristicthéosimulations of the XAO phase residuals. As
we want to analyze the behavior of coronagraph under rigatishditions we generate many phase screens with
different Strehl ratios (from 84% to 96%). For that, we modify afr@ospheric seeing (from 1.0" to 0.4") while
leaving the XAO system unchanged. As a fair comparison gabimagraphs have beefiected by the same set of
phase screens. We are using 100 phase realizations, arldtbhei was s#ficient to produce long exposures at
the contrast level we are dealing with. The Fried parameggréries from 10 to 30 cm when Strehl ratio evolves
from 84% to 96%.

Phase screens are generated with a tool (from ONERA, thanksiusco) based on the approach introduced
by Rigaut et al. 1998 [81], Jolissaint and Veran 2002 [54] relamalytical expressions of the PSD of residual phase
are obtained for varioudtect afecting the AO system (fitting, aliasing, temporal...). Tésuiting global AO PSD
is compute as the sum of the individual PSD of each error &syBnd used to compute the AO corrected phase
screens. It also includes fitting errors, servo lag and photise on the wavefront sensor (Shack-Hartmann).

8.2.4 Comparison metric

In the following, we describe metrics used to evaludteiency of coronagraphs. Caution: none of these metrics
are weighted by the overall coronagraphic system trangmigs’). This throughput is set by the pupil stop
transmission (times the mask transmission for BLs). Thé&esydransmission (presented in Table. 8.1) basically
remains a physical limitation that must influence the decigor which coronagraph to implement in practice
(integration time issue), but here we are more interestaeapper limit of coronagraphs for comparison clarity in
regards with external limitations.

Several metrics can be used to quantify the capability ofrar@graph Boccaletti 2004 [21], for instance. At
the level of the coronagraphic image we have identified twtringe The first oneCcord(p) is the contrast profile
averaged azimuthally and the second Gaero gives the contrast between the star peak and an averagsiipten
in an annular region of the focal plane where d@haxis companion are expected to be detected. These metrics
read :
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Table 8.2: Values and amplitudes of parameters used inrnngaion.

XAQO simulation
Input parameters
telescope diameter 42m
seeing at 0.,im 1.0"-0.4"
wind speed 15m's
outerscale of turbulende, 20m
number of actuators 2.10%
inter-actuator distance 26 cm
AO frequency 2.5KHz
wavelength 1.6um
average Strehl ratio 83% - 96 %
delay 0.04s
focal sampling 0.1251/D/ pixel
central obscuration default value 30%
Studied parameters
central obscuration 10 - 30 [%]
spider vanes thickness 30-75[cm]
segments reflectivity~750 of 1.5m diameter) 1-5 [% ptv]
segments static aberrations/60 of 1.5m diameter) 6 - 30 [nm rms]
pointing errors 0.1-0.5[mas rms]
pupil shear 0.1-0.5[%)]

f027r Ycordp; @) da

Ceordlh) = T e 0)

(8.1)

( :f fozn Ycordp, @)p do da) [n(p® - pi®)

YpsF(0)

Wherep; andp; are the inner and outer radii of the annular regiggs £(0) is the maximum intensity of the
star image on the detector (without the coronagraph, exoefiie APLC and APRC for which this term includes
the apodizer transmission)cordp, @) is related to the intensity of the coronagraphic image erdétector.

We use these metrics to study the variation of performantle meispect to telescope parameters and as a
function of the Strehl ratio.

The area of calculation in the focal plane f&toro can be well matched to the instrumental parameters (the
width of the ring can be modified to match science requires)eRbr most results presented hereafter, the search
area is bounded a = 41/D for short radii (IWA requirement) and at = 804/D for large radii (XAO cut-d¢f
frequency). These limits translate to 30mas and 0.63" mtsjedy at 16um, and allow coronagraphs comparison
over a large region of interest while keeping the study galreerd independent of a specific science requirement.
The impact ofp; andp+ values will be further discussed.

Ccoro= (8.2)

8.3 Parameters sensitivity vs. residual atmospheric spelds

8.3.1 The wavefront correction quality
Influence of the XAO correction

We first started to compare the coronagraphic performaneefasction of the Strehl ratio) with the Ccoro
metric. The objective of this first analysis is to assess @ineaontrast delivered for each coronagraph considering
only the difraction by the edges of the pupil and the residual atmospipdrase aberrations which is leaking
through the XAO system. Therefore, these defects will peedu perfectly averaged halo of speckles which sets

128



8.3. Parameters sensitivity vs. residual atmosphericldpsc

107 F ] 1074 T
[ ] [ Perfect corono — — — —

BL4
APRC
APLC
AGPM / FQPM

Normalized Intensity
Normalized Intensity
5]

I
|

BL4 T-a
APRC

———— APLC
F| ——— AGPM / FQPM
8

107® I I I I 107® I I I I I
6 88 90 92 94 96 84 86 88 90 92 94 96

Strehl ratio [%] Strehl ratio [%]

Figure 8.1: Variation 0€coroas a function of the Strehl ratio for all coronagraph conselpeft: at 41/D (IWA),
Right: averaged from4/D (IWA) to 801/D (AO cut-of frequency).

the level of the photon noise in the coronagraphic imageepl@bviously the contrast level must be much better
than this coronagraphic halo but this noise contributigimeste will be necessary to investigate the signal to noise
ratio achievable for detecting exoplanets with ELTs inHertstudies.

Figure 8.1 show€&€coro as a function of the Strehl ratio for two locations in the e@graphic image. At the
left, for an angular separation oft AD=IWA and to the right, averaged in between the IWA and the AOattit
frequency & a0 = 801/D). In each caseCcorofor a perfect coronagraph is plotted as a dashed line. Thi id
model is helpful since it reveals the limitations from theideial aberrations that are leaking through the XAO
system only (i.e by principle there is no pupil edge$redction contribution since all the coherent part of thetligh
has been removed). The actual contribution on the limitatigets by the diraction of the edges of the pupil is
actually revealed by the fiierence of departure of real coronagr&joro curves to that of the ideal model. Two
regimes can be identified:

e whereCcoro Of a coronagraph follow€coro of the ideal model, which corresponds to the speckle domi-
nated regime where coronagraphs perform much better tieaX¥AD and so the performance is set by the
XAO itself. In other words, improving the XAO correction igcessary to improve final performance. In
such a case, contrast increases \@ithnd a substantial gain in starlight suppression imposesatchra high
level of wavefront correction§ ~94%). For the considered range $fvalues (84 - 96%) all the corona-
graphs considered are in this regime (Fig. 8.1, right) exfmpthe AGPMFQPM and the Lyot but only
whenCcorois evaluated at the IWA (Fig. 8.1, left).

¢ the difraction dominated regime appears wl&bro of a coronagraph does not anymore foll@¢oro of
the ideal model and is about flat, i.e phase aberrations aalt snough to reveal the actual limitation of the
coronagraphs and so the limitation is mostly set by tffi@adition by the edges of the pupil. In other words,
improving the XAO correction is useless since the limitatmmes from the coronagraph (AGHFRQPM
and Lyot cases previously underlined at IWA).

The particular case whef&-orois about flat while still following the ideal model (belo8/= 88%) corresponds
to a case where the limitation comes from the residual phaseations that are present in a so large amount that
improving the XAQO correction (from 84 to 88%) does not yieddain improvement of the performance.

The AGPM FQPM and Lyot coronagraphs have a strong dependency witdrdaewher&corois evaluated
which indicates that most of the residual energy is actualtalized near the image center in contrary to other
coronagraphs. This is a consequence of tladition by the central obscuration which is not favorablsuoh
designs. At angular distances larger thar@, the AGPMFQPM and the Lyot perform as well as other designs.
Thus, the choice for the value pfandp+ allows a more homogeneous comparisons of coronagraphs.

The contrast achieved with the BL8 is significantly worsenthdth other coronagraphs. To operate with
a 30% central obscuration and a somewhat small IWA HfD4the BL8 requires a very aggressive pupil stop
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(7 = 13.8). Although, this optimization provides a very deep cositiaa perfect situation when phase aberrations
are negligible (S 100%) it is no longer the case in a realistic condition, eudrigh Strehl ratios. This is obviously
true for any concepts but the decrease of contrast betwegpettfiect and realistic situations is even more abrupt
with the BLS.

8.3.2 Parameter dependency

Figure 8.2 and 8.3 analyze in detail the impact of each paenndefined in Table 8.2 first usizoroas function

of the Strehl ratio (left column) and second for the particidase of S90% usingCcord(p) the coronagraphic
contrast as a function of the angular separation (rightroalu The variation of each parameter is represented with
error bars indicating the dispersion of contrast. For imsta for figures on the left column, each curve presents a
value ofCcoroOf telescope parameter and the sensitivitCebroto this parameter within a given range is shown
as an error bar. The range is given in the legend close to timénadive value. For figures on the right column, for
the sake of clarity, only the sensitivity to the parametgdgted (i.e no nominative value are presented).

For each case, the limit of detection achievable with a pederonagraph is plotted as a dashed line. The left
column of Fig. 8.2 and 8.3 shows the same quantity as in Figb@8t for the several parameters independently.
The variation of contrast as a function of the Strehl ratimentical for all parameters and all coronagraphs. In
other words, the curves are parallel in between each otherparallel to that of Fig. 8.1. This simply means that
the contrast is most of the time dominated by the XAO halo &eddifraction by the edges of the pupil. For all
coronagraphs but AIC, APRC and APLC, the parameters implaetsontrast at various levels.

In the following, we describe the impact for each coronagiiaghe case of S90% (right column):

AGPM/FQPM — At distances shorter than 2D, the image is dominated by thefidlaction of the central obscura-
tion while beyond the contrast limit is set by the spidefrdiction spikes. For the worst values of the dominating
parameter the contrast reaches®* at 41/D and only improves by a factor of 2 at 4D. Achievable contrast is
quite far from the ideal model (dashed line).

AIC — In that case, pupil diraction is negligible as far as it is centro-symmetrical, fointing errors are clearly
dominating the contrast up to 20D. The impactis as large as that of the central obscuratichéoAGPMFQPM.
At larger distances, the performance of the AIC is identiodhat of a perfect coronagraph. Al/D the contrast
is 7.10°° while at 101/D it is improved to 21075

APRC- 101/D sets the limit between pointing error dominated regime amgilshear dominated regime. At
41/D the contrast reachesld® and 910 at 101/D.

Lyot— Spider dffraction limits the contrast at any angular radius. Howeerjmpact is not that much important.
The central obscuration has also a significant signaturddAD (near the mask edges) the contrast is oniy1*
but it improves by a factor of 10 at 20D.

APLC - The dispersion of contrast is negligible in that case for parameter. The APLC achieves the same
performance as the perfect coronagraph beyond the IWA aes niat feature a dominant parameter. At the
contrast reaches 1.10°® and 510°% at 101/D.

BL4 — As for the APLC, the contrast is very close to the perfeceasd the dispersion of contrast is small with
however a dominance of the spideffrhiction spikes. At 4/D the contrastis 20-° while at 101/D it is improved
t0 6.10°6.

BL8 —The spider diraction dominates significantly at any angular separatidh® contrast is much worse than
for the BL4 and reaches @0 at 41/D and 5107° at 101/D. The BL8 sufers from a severe reduction of the pupil
stop therefore distorting theffeaxis PSFs while reducing the throughput. High order BLsaateally not suited
for ELTs.

The impact of spider diiraction must be mitigated since contrast profile are aziallythveraged and therefore
some image areas feature larger contrasts. Planets coobbesed within the clear areas between the spider spike
diffractions. This choice depends on the observing strategy.

For all coronagraphs, amplitude and phase aberrationsgmesss in the considered range have much less
impact than the diraction by the pupil edges (central obscuration and spidEms the small IWA coronagraphs,
the pointing error is the most dominant factor.
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Figure 8.2: Averaged contra€toro (left) and contrast profil€coro(p) (right) for the diferent parameters and
for the following coronagraphs: AGPMQPM, AIC, and APRC. The Strehl ratio on the right plots is 90Bfror
bars indicates the amplitude of the contrast variation. ddshed line stands for the ideal case.
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Abstract - The presence of a residual atmospheric wavefront pertishaven if corrected with a XAO system
is limiting the contrast behind a coronagraph to abadf - 1°. The first series of simulations to assess the impact
of telescope parameters on coronagraph performance wemgedsout at this level (Chapter 8). However, it is
important to perform the same analysis at the level of cattnahich is adequate for planet detectidr@f - 10'°)
to evaluate how the sensitivity of coronagraph propagafes.enhance the contrast, a second step is required
to suppress the speckle noise (composed of dynamical atid akerrations). On SPHERE and GPI, specke
calibration is implemented in the form of spectral and potsetric djferential imaging (Racine et al. 1999,
Marois et al. 2000, Baba et al. 2003 [78, 62, 13]). A larger t@st is then achievable through appropriate data
reduction. Here, for the sake of generality we consider gp#rmodel of dferential imaging system to derive first
order conclusions.
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Chapter 9. Characterizatigpomparison with Dferential Imaging system

9.1 Purposes

In this Chapter we compare coronagraph concepts discus€&thipter 8 and investigate the impact of major error
sources that occur in a coronagraphic telescope (centsalioition, secondary support, low-order segment aberra-
tions, segment reflectivity variations, pointing errors)rathe latter chapter but this time the analysis is perfarme
after a general and simple model of speckle calibratioryragsy common phase aberrations between the XAO
and the coronagraph (static phase aberrations of the instit) and non-common phase aberrations downstream
of the coronagraph (fferential aberrations provided by the calibration unit). fegive critical parameters that
each concept will have to deal with by order of importance emchpared to the analysis performed after XAO
correction.

9.2 Assumptions

Most of the assumptions are identical to the ones made int€h8pbut for the sake of clarity we briefly recall
them.

9.2.1 Constraint on IWA

We define the IWA as the angular separation for which tfieadition peak of a planet is reduced by a factor of 2.
As a baseline, we fixed the limit of the IWA to the reasonable&af 41/D .

In the next simulations, the Lyot coronagraph has a maskadizent/D (i.e a corresponding IWA of 3.9/D).
The APLC has a 4.%/D mask diameter (i.e IWA= 2.4 /D). We also consider two band-limited masks with
different orders: a8 order @int intensity mask withe = 0.21) and a 8 order (m=1, I=3 ande = 0.6). BLs
parametet both control the IWA and Lyot stop throughput. Other coraagdps considered here (FQPAGPM,
AIC, APRC) have intrinsic properties that lead to very fdWhA. All the coronagraph parameters are resumed in
Table 8.1.

9.2.2 Dfferential Imaging hypothesis

As in Chapter 8 we consider a 42 meters ELT with 30% (lineankre¢ obscuration ratio as expected for the
European ELT (E-ELT, Gilmozzi et al. 2008 [42]), except whea evaluate its impact. As for the wavelength,
we adopt a baseline of = 1.6um (centre of the H-band). The image plane is sampled with QL AR%per pixel.
Here, for sake of generality we assume a general and simptrse of Diferential Imaging (DI, Fig. 9.1). A

Figure 9.1: General principle of theftérential imaging simulationsi; is the common aberrations upstream of
the coronagraph anti. the non-common aberrations downstream of the coronagraph.

6r‘C
Tel-;i:cirlpe =P | Coronagraph |
O

—p
lpcorcﬂ
detailed analysis of contrast performance for ELTs with B$ been performed by Cavarroc et al. 2006 [30]. For
the reader’s convenience we repeat in the following the mssnmptions and results used in this present study.
We consider two images taken simultaneously using two ablardownstream of the coronagraph (same spectral
band, same polarization state). In such a case, the cotidritio the wavefront error is made of two terms :

Simultaneous
Calibration

e 1pcc>r02
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9.2. Assumptions

Table 9.1: Values and amplitudes of parameters used inrnngaion.

DI simulation
Input parameters
telescope diameter 42m
wavelength 1.6um
focal sampling 0.1254/D / pixel

static aberrations upstream of the coronagraph | 10 nmrms
static aberrations downstream of the coronagraph 0.3 nm rms

central obscuration default value 30%

Studied parameters

central obscuration 10 - 30 [%]

spider vanes thickness 30-75[cm]
segments reflectivity~750 of 1.5m diameter) 1-5[% ptv]
segments static aberrations/60 of 1.5m diameter) 6 - 30 [nm rms]
pointing errors 0.1-0.5[mas rms]
pupil shear 0.1-0.5[%)]

e the static common aberrationg) in the instrument upstream of the coronagraph.

¢ the non-common aberration&,{) downstream of the coronagraph. The latter correspondsfiterehtial
aberrations since the light goes through twidedient optical paths.

Here, the residual phase left uncorrected by the XAO syssaymitted since it will be averaged to an azimuthally
constant pattern over time and be suppressed by subtractibe two channels (if the photon noise is neglected).
Therefore, the detectability for an infinitely long expasnly depends ot ands,.. The static aberrationg
ands,. are described by PSDs wittt? variation (f is the spatial frequency). Since aberrations are criticelcse
angular separations, we assume that the PSDs at low freiggemere "shaped” (flat in the range<0f < f./4,
with f; the cut-dt frequency of the XAO.

Many combinations of., dnc are possible to reach the desired contrast level. But, agevimterested in the
DI performance rather than the technique itself we adopthbitrary amplitude of 10 nm rms and 0.3 nm rms for
5. ands,, respectively. A contrast level of 2@s thus achievable which is consistent with EPICS sciencgrast
requirements (Kasper et al. 2008 [56]). In Table 9.1 we resorost of the input parameter assumptions as well
as the studied parameters values.

9.2.3 Comparison metric

When using a DI system implying some image subtraction, Yieeage contrast is no longer suited. Results will
be presented as radial contrast plots (®rmalized contrast vs. angular separation) to companegraphs:

5% o [Ycora(p) — ¥cora (0)]
Ypsr(0)

Here, o] is an operator which denote the azimuthal standard deviaheasured in a ring of width/D on the
subtracted imagécorg — Ycorg- Coi quantifies the ability to pick out anfieaxis companion at a given angular
distance.

Here, we adopt that simple metric for sake of clarity but weerthat more appropriate criteria adapted to the
case of high contrastimages have been developed by Maralis2808 [63]. Caution: this metric is not weighted
by the overall coronagraphic system transmissi@n.(This throughput is set by the pupil stop transmissiong¢sm
the mask transmission for BLs). The system transmissiogsgorted in Table. 8.1) basically remains a physical
limitation that must influence the decision for which corgraph to implement in practice (integration time issue),
but here we are more interested on upper limit of coronagrémhcomparison clarity in regards with external
limitations. This point will be further discussed in Sec3.2.

Coi(p) =

(9.1)
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Chapter 9. Characterizatigpomparison with Dferential Imaging system

9.3 Parameters sensitivity vs. quasi-static speckles

9.3.1 Results

First of all, compared to the study with XAO (Chapter 8), tla@gmeters that limit the contrast of a given corona-
graph are the same except that at large angular distanc&®thalo is no longer dominant and then the dispersion
of parameters is much larger.

AGPM/FQPM- A clear limitis seen at8/D between a central obscuration limited regime and a spidigadiion
limited regime. Also, beyond 20 D, the impact of the pupil shear becomes predominant. Thédédetectability
is rather flat between 4 and 1D achieving 210~".

AIC — All symmetrical defects are quite small compared to thafing errors. At 4/D the performance is similar
to that of the AGPNFQPM and improves t0.Z0°8 at 101/D although being far from the ideal model.

APRC- The separation between pointing errors and pupil she#elimegime has moved from 10 to 2D with
respect to Fig. 8.2 (Chapter 8). Ai/D the detectability reachesI®8 while at 101/D is improves to 7.0°°. A
gain of 1 order of magnitude is reached compared to A@GRMPM and AIC concepts.

Lyot— The spider dfraction still dominates the contrast which reachd€91 at 41/D and improves by a factor
of 10 at 1Q1/D. Considering its simplicity, the Lyot coronagraph is shigfor ELTS.

APLC - It features one of the best detectability level with the BLA contrary to Fig. 8.3 (Chapter 8), it is
dominated by the spiderfiiiaction (and pupil shear at very large angular separatiemfter 5Q/D) but achieves
at 41/D a level of 1108 and 8107 at 101/D.

BL4 - Very high contrast can be achieved close to the limit imddsestatic aberrations. The sensitivities to the
parameters are rather small. The level of detection is icrdt 4 and 1@/D: 2.10°°.

BL8 — For the same reasons expressed in Chapter 8, BL8 is néicierd as BL4. Up to 5@/D the dominating
parameter is the spiderfttiaction, and at larger angular separations the pupil slksedmminating. Compared to
BL4, the performance degrades by about 2 orders of magnituthee middle range of frequencies and about 1
order of magnitude at very large angular separations. #\D4the detectability reaches1D~’ while at 101/D it
improves to 71078

AGPM / FQPM AIC
T E

0
0
®
2
Z
2
5
2
i}
A
5

Cy (detectability @ 5 o)
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9.3. Parameters sensitivity vs. quasi-static speckles
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Figure 9.2: Contrast profile ato§ Cp (o), for the diferent parameters and for each coronagraph. Error bars
indicates the amplitude of the contrast variation. The dddime stands for the ideal case and was obtained for
static aberration& = 10 nm rmsgpc = 0.3 nm rms.

9.3.2 Further comparison between APLC and BL4

In previous sections, the APLC focal mask diameter {ALY, IWA=2.41/D) results from an optimization based
on the size of the central obscuration while the mask of thé Bloptimized for an IWA of 4/D. This sections
compares these two designs in more details for a similar IWA.

Figure 9.3 presents a DI simulation when both the APLC an@thkare optimized for IWA=2.41/D For that,
the BL4 was re-optimized(= 0.33,.7 = 125%) while APLC has remain the samé& (= 54.5%). Here, we only
present the worst case corresponding to the largest vafysmrameters (except for the spider thickness, sets to
60cm, E-ELT as baseline). The nefert of a smaller IWA for the BL4 is a less transmissive pumpstand as a
result pupil shear becomes the domindii#et. From 2.4 to 20/D, the BL4 has a lower sensitivity to parameters,
and beyond 20/D both are quite comparable.

However, if we assume a comparable system transmissiohdeetcoronagraphs, the APLC will then deliver
a better performance. This can be done either with a moreeagge APLC pupil stop and hence the achievable
contrast is increased or conversely with a more transnei€livl stop. Even if the performance of the BL4 with a
small IWA is close to that of a perfect coronagraph, its ies¢is questionable since the transmission is a factor of
4 lower than that of the APLC. A signal to noise ratio analys&@uding fundamental noises (photon, read-out) is
needed here to evaluate how many stars could be observed leiththroughput at such a level of contrast.

Same analysis was performed for an IWA of/®D. In that case the APLC has been re-optimized tol /15
(7 = 50.0%) while the BL4 is identical to previous sections £ 0.21, . = 224%). In such a case, the
transmission is still favorable for APLC by a factor 2. Camgibns on contrast performance are identical than in
the previous case.

The interest of the BL4 for ELTs would be deserved either ty beight objects or to large IWA to relax system
transmission but in that case further analysis would be egemicompare its performance to that of the Lyot mask.
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Chapter 9.

Characterizatigpomparison with Dfferential Imaging system

APLC
T

BL4

Central obscuration 30 [%
Spider thickness 60 [cm

Offset pointing 0.5 [mos rms’
Segment reflectivity 5 [% ptv.
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Figure 9.3:Cp, (50 detectability §. = 10 nm rmsg,c = 0.3 nm rms)) vs. error sources for APLC (left) and BL4
(right) optimized for IWA= 2.41/D

Table 9.2: Preliminary parameters specification to reacht performance (set by 30% central obscuration) for

each coronagraph within the simulated space parameteultRare based on DI simulations for 30% central

obscuration configuration. It is assumed that within speatifbns coronagraphs do not delivered the same de-
tectability.

Acceptable parameter error values

Coronagraph | Spider Segment error Offset pointing| Pupil shear

[cm] | Phase [nmrms] Reflectivity [% ptv] [mas rms] [%0]
AGPM/FQPM | 30 30 5 0.5 0.5
AIC 75 30 5 0.2 -
APRC 75 30 5 0.2 0.3
Lyot 45 30 5 0.5 0.5
APLC 45 30 5 0.5 0.5
BL4 60 30 5 0.5 0.5
BL8 30 30 5 0.5 0.2

9.3.3 Limitations imposed by the quasi-static common abegations

In this part, we discuss the impact&fon the detectability in presence of some error sourcesidtrgly we fixed
the level ofs. anddnc to 10 and 0.3 nm rms respectively. At this point, it ihidult to predict the level of quasi-
static aberrations upstream and downstream of the coraphghat it is possible to reach. However it is known
from Cavarroc et al. 2006 [30] that the detectability has adyatic dependence @g and a linear dependence on
onc. On GPI, 1 nm rms is expected féy. Therefore, it is important to investigate coronagraphelvédr to a lower
value ofé. which could potentially allow to relax the value &f. (a level of 0.3 nm rms is a severe constraint in
practice). The problematic is therefore to know if cororaguiys can reach deeper detectability;ifs reduced with
respect to the limitation imposed by the error sources presty considered.

To tackle this problem, we compared the Betectability reach by each coronagraph by varying thd lefve
6c form 20 to 0.1 nm rms and by imposing some error sources. Wiatethe study to the impact of the central
obscuration ratio, and thdfset pointing since they are representative of the minorhinsense that the central
obscuration signature sets the limit by théfidiction of the pupil) and major issue respectively. The cibje
is to define the level of; from which an improvement is useless because detectalsliipminating by other
parameters. Results are resumed in Table. 9.3.

By considering the central obscuration ratio only, mosthef toronagraph (except FQPNMGPM for 30%)
reach the diraction-limited regime only af; = 0.1 nm rms. Thus, a deep improvement compared to results with
6c = 10 nm rms is reachable and therefore mandatory.

Nevertheless, if we focus on pointing errors (the majoré3sn improvement of. is questionable for some
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9.3. Parameters sensitivity vs. quasi-static speckles

Table 9.3: Influence of the quasi-static aberration upstrefthe coronagraph

Coronagraph | Level of §c [nm] from which improvement is useless,{ = 0.3 nm)
central obscuration [% Pointing errors [mas rms]

10 | 30 0.1 | 0.5

FQPM/ AGPM 0.1 20 10 20
AIC 0.1 0.1 0.1 20
APRC 0.1 0.1 0.1 20

APLC 0.1 0.1 0.1 0.1
Lyot 1 1 1 1

BL4 0.1 0.1 0.1 0.1

BL8 0.1 0.1 0.1 0.1

coronagraphs. Actually, there is an importariffetience between amplitude-type and other concepts: for 85 m
rms poiting error (SPHERE requirements), only amplitudecepts (APLC, Lyot, BL4 and BL8) yield to a smaller
value ofé: (1 or 0.1 nm rms, for instance) owing to their larger IWA. Tbasfirm that an important®ort to smaller
pointing error (0.1 mas rms, for instance) is making sense.

However, it is dificult to predict if an improvement @t is useful or not in reality since a wide number of error
sources will interfere, therefore thffect of an improvement ot might be a compromise. A complete knowledge
of the telescope limitations is crucial.
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Abstract - This last Chapter of Part IV closes the comparison study weezhout. We give here some inter-
pretations of the XAO and DI results obtained and draw cosiolos. Specifically, we underline three coronagraph
categories as function of the accessible angular sepamnadiod propose optimal one in each case. Along our
study, most of the time, amplitude concepts appeared moeogdble, and the Apodized Pupil Lyot Coronagraph
specifically gathers the adequate characteristics to beselae design for ELTSs.
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Chapter 10. Coronagraphs characterisatioomparison conclusion

10.1 Interpretation of XAO and DI results

When considering the XAO halo, most coronagraphs (exce@) Brovide roughly the same performance at mid
angular radii (Fig. 8.1). Throughput consideration andsgimity to parameters are then mandatory to make a
difference. In this section we summarize the most importanttsasithe study we carried out.

For each coronagraph, the sensitivity to parameters pedpagimilarly between the raw coronagrahic images
(XAO) and Differential images. The limiting factors are the same at theseontrast levels.

As for band-limited, increasing the order of the mask (beltive fourth order) is not advantageous since the
Lyot stop throughput is severely restricted by the centbaboiration and spiders. The Lyot stop throughput places
a limit on the order of the mask that can be implemented on ah Eburth order are preferable to eighth (or
higher) order. This result confirms the one obtained by Cpgl. 2007 [34] where they compared Lyot type
coronagraphs combined with AO system using a filled circpigoil. As already mentioned here above, the BL8
is very dficient for perfect optics but its interest is questionabléhgcontext of ELTs.

Coronagraphs with small IWA (AGPMQPM, AIC) are not able to reach the ultimate level sets biicsta
aberrations. This is either a result of a high sensitivitpainting errors (AIC) or an féect of the large residual
amount of dffracted light by the pupil central obscuration which is nafisiently suppressed (AGPHAQPM).

We note that solution exist to improve the peak suppresswnp@inting error sensitivity in the precise case of
phase mask, such as the combination of a small Lyot maskgladhe center of the phase mask. A tradg-o
analysis would be mandatory to select the diameter of thd#tiadal Lyot mask.

For all coronagraphs, the signature of the central obsomrappears at the lowest contrast level but still can
be a limitation. For instance, with the AGFMQPM, the other aberrations are pinned to the contrastileyssed
by the central obscuration at small angular distances. ,Adsmting errors and spider ftliaction are critical for
most coronagraph concepts (AGFMDPM, AIC, APRC, Lyot, BL8)

Among the concepts we have studied here, some are able t@ergeod and homogenous performances,
namely the APRC, the APLC, the Lyot and the BL4.

To further improve the contrast level, the maiffioet will have to be made on the pointing errors (telescope
vibrations and stability of the XAO environment) and on thipibshear (alignmentissue). The impact of the spider
diffraction shows either the importance of a coronagraph thaitisensitive to thisféect (APRC, BL4, AIC), or
the necessity of a specific system that can remove their itaipabe et al. 2006 [3]).

Achieving a deep contrast imposes a concept of coronagrapthwan accommodate some telescope char-
acteristics while preserving a reasonable throughput. lAnge concepts like the APLC and the BL4 appear the
most suited in that case. The APLC is foreseen as the basidigsign for EPICS and independent studies have
shown that it is more suited to focal plane wavefront cofoegta mandatory technique for EPICS. In the next
Section, impact of the design (IWA) on these concepts aralitiirput considerations will be addressed.

Finally, the simulation in Fig. 9.2 allows us to put a speeifion to each parameter of the simulation (within the
range of values we considered) corresponding to the bestasbachievable with a given coronagraph (presented
in Table. 9.2). This ultimate contrast level is driven in moases by the central obscuration that we took equal
to 30% in this analysis. A coronagraph that potentially heeschigh contrasts close to the level imposed by static
aberrations also requires a more severe constraints oathmpters while conversely, specifications can be relaxed
for a less #icient coronagraph.

10.2 Conclusion

The objective of the study we carried out was to assess thadtmd system parameters on several coronagraph
concepts and to start a first order comparison in the confekt®s. We have selected a few coronagraphs (or

families) and we evaluate the behavior of the deliveredreshivith respect to the main sources of degradations
that occur in a coronagraphic telescope at two levels ofrastitvhen:

e considering the residuals of an XAO system.

e a calibration of this halo is performed by the use of fatential imaging system. In that case, the residuals
are set by the static aberrations.

The contrast plots that are presented in this paper aramngly in the sense that we have considered a
simple model of image formation with a limited number of paeders of which most are not yet fully defined.
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10.2. Conclusion

It is understood that a detailed study would involve sigonahoise ratio estimation consideringférent type of
astrophysical objects as it was done for SPHRRHE (Boccaletti et al. 2005, 2006 [24, 25]). A parallel ansily
has been initiated for the EPICS project (Vérinaud et al. 72[1@0]). We also note that some coronagraph
concepts analyzed through this study can deliver bettdoprance when implemented in cascade (Aime et al.
2004, Baudoz et al. 2007 [7, 15]). Performance resultingftteese configurationsin the precise case of ELTs must
be investigated further as already started for EPICS. \iiwgla large number of existing coronagraph designs is
mandatory as well (Phase Induced Amplitude Apodizatioro8agraph (Guyon et al. 2004 [47]), Checkerboard-
Mask Coronagraphs (Vanderbei et al. 2004 [97]), for ingtdnc

The study — preliminary results of system level specificatice shown in Table. 9.2 — is then one step toward
this ultimate goal. Under these assumptions, we can ddmee tcategories of coronagraphs:

¢ those adapted for short angular separations, but conyesesesitive to pointing errors: AGPM, AIC, APRC.
In that case, the APRC delivers the more robust performance  is less sensitive to system parameters.

¢ those adapted for intermediate angular separations: ARPIdQ gots where the APLC has the advantage to
provide better performance with smaller IWA and low seriitis to system parameters.

¢ those adapted for large angular separations: BL4 and APLC.

More specifically, the APLC gathers the adequate charatitsito be a baseline design in the case of ELTSs.
In addition, more sophisticated implementations are ptsgiAime et al. 2004 [7]) with the goal to provide
deeper contrast ayat relax IWA constraint. Potentially, it can be upgradedh@lgh with a particular optical sys-
tem) to feature a 100% throughput (using two mirrors apditimasystem based on the Phase Induced Amplitude
Apodization principle, PIAA Guyon et al. 2003 [45, 47], torgeate the apodizer through beam redistribution).

Chromatic &ects can seriously drive the choice of which coronagrapmjaléement. Actually, amplitude
concepts are again more favorable for producing low chrisntk#pendencies. For instance, APLC focal plane
mask size can be easily re-optimized to mitigates bandwetiiets. In the same time, many programs are striving
to make other concepts achromatic, as the AGPM or the mQIB¥ (Mawet et al. 2005a,b and Baudoz et al.
2007 [67, 68, 15]), achromatic and improved versions of Q@M.

However, to fully take advantage of a coronagraph the masiaseling parameters is clearly the level of the
XAO residuals and then a lot offerts has to be made to provide very high Strehl ratios on ELTSs.

Finally, the manufacturing feasibility of coronagraphsiso a critical issue in the development of an high
contrast instrument for ELTS. In that perspective, we haseged to prototype several designs (APLC, FQPM,
Lyot and BL, Martinez et al. 2008 [66]) to be tested on the H@fder Test-bench developed at the European
Southern Observatory (Vernet et al. 2006, Aller Carperdteal. 2008 [101, 10]). Results of these technical
aspects will be presented in forthcoming papers (see Part VI
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Abstract - In this Section we analyze the interest of the APLC in a cascaafiguration (Aime et al. 2004
[7]); the so-called APLG, where n describe the number of stage. Cascade configuriatemattractive solution
to reach deeper starlight extinction. Multiple-stage cgafation is currently studied for EPICS through the multi-
FQPM concept (Baudoz et al. 2007 [15]). It features sevethlantages: it decreases the wavelength dependency
and reduces the central obscuration impact. Here, we iiyate the interest of multiple-stage configuration for
the Apodized Pupil Lyot Coronagraph. We limit this studyn®¢ase of r= 2 which is syicient enough to derive
conclusions. Therefore we compare ARla®d APLG in presence of either telescope parameters as already done
in Part Ill for n = 1 or external error sources such as chromaticism, residuaggherror that are leaking through
the XAO system (as used in Part IV, Chapter 8), common anccaomnon static aberrations when using a DI
system (as defined in Part IV, Chapter 9).
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11.1 General interest of APLC n steps for arbitrary apertures

11.1.1 Problematic

APLC in multiple-stage configuration has been proposed byeA& Soummer 2004 [7]APLG, is in practice
implementable for any aperture types (obstructed or fillgerares). However, problematic is slightlyfigrent if
either the pupil is designed with a central obscuration dugaé secondary mirror or not. This is a result of the
existing apodizer regime(s) for each case.

In the case of a filled aperture, as already discussed in €h&pthere is only one apodizer regime (the so-
called bell regime). In such a case, the choice of the apptizet mask is driven by performance considerations
(starlight suppressiortigciency vs. throughput). Optimal configurations (in the sesfghe former study described
in Chapter 5) do not exist. In such a case, increasing thenegraphic &iciency requires to increase the Lyot
mask diameter and to increase at the same time the apodizftot (i.e leading to a stronger apodizer).

Unlike for the case of obsctructed pupil, for full-filled plpncreasing the APLC diameter always decreases
the throughput since the apodizer becomes stronger. Whimgle $\PLC (i.e one stage configuration) is used,
to obtain a deep enough starlight rejection, it is necessange a large Lyot mask diameter which correspond to
a strong apodization. As a result, for filled apertures, astian APLC 0#3.51/D is required to reach a good
contrast. Throughput of such configuration is not favoréibde- 20%). This requirement can be relaxed if several
APLCs are used in cascade. In other wordsA®LG, can increases starlight extinction dodrelaxes the choice
of the APLC; configuration for throughput.

In the case of obstructed pupil, two apodizer regimes exidttaroughput does not evolve linearly with the
Lyot diameter. Optimal configurations derived from a forrsterdy (Chapter 5) gather good performance (constant
with the central obscuration ratio) and higher throughpub0% indeed). In such a case, the main concern is
rather to increase performance instead of relaxing canswa the P stage configuration initially selected. This
is especially true when dealing with ELTs, where contragtineements are extremely high and challenging.

11.1.2 Principle

In this section, we briefly recall the formalism of tA€LC, on the basis of development performed in Chapter 5.
The APLC is a combination of classical Lyot coronagraph (hard-edged occulting focahelmask, FPM, placed

in n focal planes) with an apodization in the entrance apertir¢he following, for the sake of clarity, we omit
the spatial coordinatasandp (for the pupil plane and focal plane respectively). We absirict development to
APLG,; following Fig. 11.1. The coronagraphic process, correslpgnto propagation from the telescope entrance
aperture to the detector plane, is expressed in Eq. 11.1.id1Planes A, B, C, D, E and F correspond to the
telescope aperture, the coronagraphic first focal plareptipil stop plane and the second coronagraphic focal
plane, the second pupil plane and the detector plane résgigche Fourier transform of a functiohis notedf.

The symbol® denotes the convolution product.

The entrance pupil is apodized in the pupil plane:

Ua = Po (11.1)
The complex amplitude of the star is spatially filtered (lsaguencies) by the FPM:
Ug =Yax[1-eM] (11.2)
The exit pupil image is spatially filtered (high frequengieg the stop:
Yo =gpx Il (11.3)
e = [Ya—eya® M] x I (11.4)
The coronagraphic complex amplitude (output offdPLC,) is:
Yo = e = [Ya— alaM] ®TI (11.5)

The latter coronagraphic complex amplitude is not imagedhendetector but is again spatially filtered (low
frequencies) by the second FPM: A A A
Yo = [Ya— eyaM] @11 X [1 - eM] (11.6)
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Figure 11.1: APLC 2 stage®\PLGC,) coronagraphic process : Transmission of the entrance @)ps modified

by an apodizer (2). In the first focal plane, the complex amg@é of the star (3) is spatially filtered (5, low-
frequencies) by the Lyot mask (4). In the relayed pupil (6)upipstop (7) is filtering high frequencies and as
a result the relayed pupil is attenuated (8) and proportitméhe apodized entrance aperture. The first stage
coronagraphic PSF is for the second time spatially filtenethe second Lyot mask (10, 11), identical to the first
one). In the second relayed pupil (12) a second pupil stopi¢ifBtering high frequencies and finally the 2 stages
coronagraphic PSF is imaged on the detector (15).

The second exit pupil image is spatially filtered (high freqaies) by a second stop (in principle identical to the
first one):

e =yp x 11 (11.7)
YE = [((lﬁA —eyp® I\7I) XIT— e(Ya— epa® I\7I) xII® I\7I)] x I1 (11.8)
Ve = (b — e¥c ® M) X II (11.9)

The coronagraphic amplitude on the detector plane becomes:
Yr = e = (bc — efc x M) @11 (11.10)

Yr = (Yo — ep X M) ®I1 (11.11)

Obviously, performance of second stage (Eq. 11.11) depamdse output of the first stag¥®f, Eq. 11.5).
As described in Fig. 11.1, APLC makes possible its use iniplalstage owing to the particular properties of
the apodizer functions (prolate functions). Prolate fiomg have characteristics of being invariant by Fourier
finite transform. This means that the Fourier transform efaéntral part of a prolate function (i.e on in the pupil
domain, actually pseudo-prolate functions in the precise ©f obscured apertures) is an infinite function similar
to the original truncated one. Therefore, owing to the prige of prolate functions, the filiacted amplitude in
the relayed pupil (i.e pupil stop plane, 6 and 12 in Fig. 1is13n infinite prolate function as well. Its shape is
similar to the initial prolate apodization function usedta¢ entrance pupil (2, Fig. 11.1). As a result the wave
amplitude in plane C is itself apodized which permits to usm@ C as an entrance apodized pupil for a second
stage. This second APLC stage is therefore made without @diji@nal loss of transmission since it avoids the
use of a second apodizer. Therefore, several identicahegraphs (FPM) can be used in cascade with only one
apodizer at the entrance aperture.
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11.2 Coronagraphic dficiency vs. budget error

The intent of the next sections is to comp#&PBLC; and APLC, configuration assuming error sources in the
coronagraphic system. By error sources we refer to telescbaracteristics (central obscuration, spider vanes),
misalignments (pupil shearffset pointing), segmentatiofffects (segment amplitude and phase errors), bandpass
filter, atmospheric residual aberrations that are leakimgugh an XAO system as well as static common and
non-common aberrations (using dfdrential imaging system). All these defects matter hightresh imaging
capabilities of any coronagraph. The question behind thasalations is to evaluate how relevant a mulitple-
stage is in practice. As previously said, the advantage df@\ regards with cascade configuration is that
each pupil plane (next to the entrance pupil plane) is igetidized, avoiding the use of multiple apodizers that
would strongly decrease throughput. However, it is undexsthat each error parameter that will impact somehow
the coronagraphic process prior to the second focal plath@fféct the second stage. Some error sources could
modify somehow the energy distribution in the first pupilrggorior to the pupil stop. A misalignment of the
pupil stop itself is enough to impact on the second stageliktes since it will truncated not symmetrically the
prolate function, which is in essence the apodizer of thersgstage. Therefore, one could expect that apodization
function in then relayed pupil plane will be strongly modified asncreases when error sources are considered in
the system. Modification of the apodization function in tivelayed pupil will then impact on thecoronagraphic
stage(s) #iciency.

As a baseline the central obscuration is 30% and the APLC.is./®. When changing the central obscuration
ratio, APLC operates with its optimal configuration (defimethe former study, Chapter 5).

Central obscuration ratio [%]
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0.1 1.0 10.0
Angular separation [A/D]

Figure 11.2:APLC,; (left) andAPLG,; (right) coronagraphic PSFs assumin{felient central obscuration ratios.

11.2.1 Coronagraphic telescope characteristics impact
Central obscuration

These first series of simulation (Fig. 11.2) demonstratefiigiency of the cascade configuration. From a former
study on the optimization of APLC (Chapter 5) we derive onpamant conclusion: when APLC operates with its
optimal configuration (mainly drives by the central obstieraindeed) it can #iciently cope with a large variety

of telescope designs (i.e central obscuration ratio). Thpatecisely what Fig. 11.2 (left) reminds: performance
are rather insensitive with the central obscuration rathus is also true in cascade configuration (Fig. 11.2, right)
even if there is slightly more dispersion on the peak. Fataimse, in the case of 30% central obscuration, peak
rejection is 10° with APLC; while in 2 stages peak rejection isP0 At, 21/D, contrasts are 10-4 (APLC,)
and~ 1077 (APLG,). At 101/D, contrasts are 10-7 (APLC,) and~ 1071 (APLG,). Peak attenuation g§PLC,

with respect toAPLG, is similar to that ofAPLC; with respect to the PSF without coronagraph. Improvement
of contrast betweeAPLC, and APLG, at a given angular distance is equivalent in gain to the fiesjespeak
rejection (16). In other words, improvement @fPLC, with respect toAPLC; is constant and on the order of the
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Figure 11.3:APLGC, (left) andAPLG, (right) coronagraphic PSFs as function of spider vane&iigiss (assuming
six symmetrical spiders configuration and 30% central ofaimn, e.g former OWL design).

peak attenuation in between them which is also equal to thesfiage peak attenuation. The gain is conserved
through stages, at least for two stages.
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Figure 11.4:APLG,; (left) andAPLG,; (right) coronagraphic PSFs as function telescofset pointing error.

Spider vanes

The analysis for the spider thickness is made for one corsigur where six symmetrical cables are used to
maintain the secondary support. The thickness varies frbrto190 cm. For each case, the pupil stop(s) are
identical to the entrance pupil including spider vanes.

The purpose here is not to discuss the decrease of perfoendlarecto the presence of the secondary support.
It is well understood that spider vanes matter at some peiribpnance of any coronagraphic devices.

We carried out these simulations to analyze whether or rogdiin in betwee®PLC; andAPLG, is afected.
By principle, the gain is supposed to be equivalent to thahefAPLC; with respect to the non-coronagraphic
PSF. For instance, looking at 60 cm configuration, the pejektien is~ 102 and~ 10~ for APLC; andAPLG,
respectively. At 1Q/D, contrasts are 10°® and~ 1078 for APLC; and APLG, respectively. Hence, the first
stage gain (1%) is identical to that of the second stage with respect to teedtage. Spider vanes do néfest the
interest of multiple stages.
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Offset pointing

In Fig. 11.4, the fect of the dfset pointing error is compared betweARLC, and APLG; for values ranging
from 0.1 to 1 nm rms. From 0.3 nm rms the halo level of the twdfigomation is roughly comparable (from IWA
to 1001/D). Of course, peak attenuation is still important (beforé)Mgut it is more a detector saturation and
exposure time concerns rather than coronagraghency at angular separation where faint objects are eggdect
to be observed. For instance, with SPHERE the goal is 0.5 masin such a caséPLC, has no interest. The
direct translation of the SPHERE requirement to a 42 metdestope, would be a 0.1 mas rms pointing error. In
such a case, coronagraphic PSF is pinned the one witlfitsgt @ointing error. As a result, multiple stage would
make sense.

Pupil Shear

As for the dfset pointing, there is a level of pupil shear for which impésration of multiple stage does not
make sense (except for preventing detector saturation llowdrzg longer integration time). For this simulation
we consider a range of misalignment between 0.1 and 0.5%eobuipil diameter. Caution: in this simulation,
only the first pupil stop is fected by the pupil shear. Hence, we are in a favorable situatn practice, both
pupil stop will be dfected. In Fig. 11.5, one can see that from 0.2 or 0.3 % misalén, the gain from a second
stage is severely limited. However, solutions exist to @resthe alignment at 0.2%. For instance, for SPHERE a
dedicated Tip-Tilt mirror was included in the design to met/from misalignment higher than 0.2%.

Pupil shear Pupil shear
——— ——

Perfect cose
0.1 % of pupil diameter ----

: Perfect cose
I iwa 0.1 % of pupil diameter ----

| 0.3 % of pupil diameter —-—-=-~ 0.3 % of pupil diameter —-—-—-—

Normalized intensity
Normalized intensity

100 1 100

10 10
Angular separation [A/D] Angular separation [A/D]

Figure 11.5:APLGC, (left) and APLG; (right) coronagraphic PSFs as function of pupil shear (esged in % of
pupil diameter).

Segment reflectivity variation

Segment reflectivity variation of 1% ptv is enough to rule tht interest of a second stage (Fig. 11.6) assuming
that segment reflectivity is dominating error source thatdfore matters coronagraphic performance (i.e for Strehl
ratio of 100%, for instance).

In Chapter 8, we have shown that segment reflectivity was rdmminating parameter with respect to the
residual phase aberrations that are leaking through an XA@s. But in that situation phase residual aberrations
will set a limit on the interest of cascade configuration.

Segment static aberrations

In the following, we consider 10 realizations of 4 low-ord&tic aberrations on segments (piston, tip-tilt, defocus
and astigmatism). Segments are hexagonal with diametebahéter. In Fig. 11.7 impact of these aberrations
are described assuming the total rejection rate as a mehile w Fig. 11.8 a contrast metric is used (evaluated
between IWA and 60/D). Interest of a second stage is only revealed when the Id\adb@rrations stay at least
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Figure 11.6:APLC; (left) and APLG, (right) coronagraphic PSFs as function of segment refliggtisariation
(ptv).
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Table 11.1:APLC; performancex;) compared tAAPLG; (12) as a function of the bandpass filtege s represent
the total rejection for the minimal bandpass filter (i.e 1%).

Total rejection Bandwidth filter [%0]
1 15 2 5 10 20 50
71 1185 1178 1169 | 1065 | 809 | 412 | 92
7i l0St W.r.tTret [%0] - 0.6 14 10 32 65 92
T2 539804 | 303841| 188501| 32275| 7976 | 1794 | 219
7j lost W.r.tTret [%0] - 43 65 94 98 99 | ~100

under 5 nm rms, while for the halo contrast a level less tham tms is mandatory. As a result, interest of multiple
stages regarding to segment phase aberrations will leaVéresrequirements.

11.2.2 Wavelength dependence

In Table 11.1, we resume chromatisfiieet using diferent bandpass filter on multiple-stage configuration com-
pared to one stage. The metric used is the total rejectien@at For APLC; and APLG, the decrease af with
respect to the monochromatic case (i&/1 = 1%) is expressed and can be compared. One can see that even
if APLG, outperformAPLGC it has a high sensitivity and a fast reduction of performanben bandpass filter
increases. For instance, fan/1 = 2%, 65% of the monochromatic performance has been lost Wigeaate is

1.4% for APLG,. This is a consequence of the modification of the apodizection in the relayed pupil du to
chromatism (see Fig. 11.9, profiles are rescaled).

[| arx/A = 1%
F| AN/A = 5%

o8H M/A = 50%
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Figure 11.9: Amplitude profile of the energy in the relayedmetric pupil after Pupil stop filtering as function of
the spectral bandwidth.

11.2.3 Interest in presence of atmospheric residual phase

Here, we briefly discuss interest of cascade configuratioerwkPLC operates on telescope combined with AO
system. As we have shown in ChapteA®LC, has, in presence of residual phase aberrations, a perfoactose

to the "ideal" model. Its dependency to parameters analyzptevious chapters is favorable compared to other
coronagraphs (e.g phase mask). By looking at some figursgnued in Chapter 8, it is obvious that a second
stage will not be required, except for preventing deteciédursition and allowing longer integration time. Halo
performance will not be highly improved by multiple-stagmfiguration. In Fig. 11.11, we compa#d’L.C; and
APLG, with a contrast metric evaluated over an annular region fis#h to the XAO cut-df frequency (8@/D).

154



11.2. Coronagraphicficiency vs. budget error

XAO hypothesis are identical to the ones used in Chapter Beabthat we are looking over a larger range of
Strehl ratio: from 60 to 100% (Strehl ratio is modified by cbeng the site seeing conditions). As one can see,
multiple-stage is here totally useless.

11.2.4 Interest when using a DI system

Using same assumptions as in Chapter 9 where we combineagraph to a simple model offiérentiel imaging
system, we comparBPLC; with APLG, (simulation assumes 10 nm rms of common static aberratiod®9z3

nm rms non-common static aberrations). We use-al8tectability metrics in the following. In Fig. 11.10, we
investigate parameters impact separately from each othien (given value wrote in the legend) for these two
configurations. Every parameteffect that mattere\PLC; has been reduced in intensity through the second
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Figure 11.10: Impact of several parameterAPLC, (left) andAPLG; after diferential imaging assuming 10 nm
rms common static aberrations and 0.3 nm rms non-commaa atadrrations.
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Figure 11.11: Contrast evaluation as function of the Stratid over a large annular area of interest (from IWA to
801/D, i.e XAO cut-df frequency.

stage. Specifically, spider vanes are now at the same leveleay other parameters (i.e roughly at the same
intensity) and hence with an impact which is quite negligibthe improvement is not that much compared to the
first stage (except for the spider vanes impact) but allowteatability very close to the ideal model.
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11.3 Conclusion

Through these relatively simple simulations we underlime fact that although multiple-stage configuration for
APLC is an attractive solution to reach deeper starlighinekibn, it is not obvious that in practice it will deliver
expected performance (i.e gain in ideal conditions). Ofrseuthe central peak will be highly reduced preventing
from detector saturation and allowing longer integratiametwhich is not negligible. However, to be competitive
on the halo contrast with respect to a single APLC, it willstebng requirements on the segment error (amplitude
and phase), pointing error and so. As the number of stagesases, the number of pupil stops increases. At each
level, the ability to maintain a very low level of misalignmiavill be mandatory. For instance, we shown that 0.2%
misalignment of the first pupil stop (the second one was cemnstd perfectly aligned) already sets a limit on the
interest of a second stage.

Although this study was performed on the precise case of ARIDE can expect that most of these conclusions
are valid for any coronagraph used in cascade configuragigrttie FQPM, Baudoz et al. 2007 [15]). Therefore, a
strong éfort on diferent intrinsic critical points (compacticity, alignmgntll be mandatory as well as on external
errors (pointing errors, segement aberrations).
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Abstract - A coronagraph used in conjonction with an AO system can irgthe sensitivity of an imaging
system to faint structure surrounding a bright source. Ehesvices block the core of the image of an on-axis
source and suppress the brighffdaction pattern, removing light that would otherwise reduhe dynamic range
of the imaging. The state-of-the-art of coronagraphy hasréssively envolved during the last ten years. Coron-
agraphs are now able to provide a very large on-axis exdimcas demonstrated in laboratory conditions. But
their capabilities during sky observations are damped lgyléiige amount of residual phase aberrations that are
left uncorrected by the AO system. Coronagraphy is a mamgaeechnique to suppress on-axis starlight, but a
coronagraph can only reduce the contribution of the cohtpamt of the light. Hence, their capabilities on sky are
in strong relation with AO giciencies. Any high contrast instrument concepts for langeigd-based telescopes
such as SPHERE, GPI, PFI (TMT planet finder instrument) or&for the future E-ELT use a combination of
XAO and a coronagraph. Therefore, implementation of cographs on HOT, the High Order Testbench provide
an ideal environment to assess the contrast delivered ly @aice considering thefiaction by the edges of the
pupil and the residual phase aberrations that are leakimgtigh the AO system. We have produced several coro-
nagraphs to compare them in this advantageous environntéayefully, outputs of this comparison will present
the possibility to extend this study to the case of Extreinaige Telescopes.

In Chapter 12, we report laboratory development of coromguipic devices to be implemented on the High
Order Testbench (HOT) to compare their performance andigeities at a high Strehl ratio regime. The high
order test bench implements extreme adaptive optics witlistie telescope conditions reproduced by star and
turbulence generators. A 332 actuator micro deformable mirror, one pyramid wave freehsor, one Shack-
Hartmann wave front sensor and the ESO SPARTA real-time aiempThis will enable characterization and
comparative study of fferent types of coronagraphs in realistic conditions. Weehdeveloped several prototypes
of promising coronagraphs concepts: Four Quadrant Phasskidyot coronagraphs and Apodized Pupil Lyot
Coronagraph. We will describe the design of the IR coronpbgiapath on HOT, prototyping processes used for
each coronagraph and discuss quality control and first fssabtained on a IR coronagraphic testbench (Strehl
ratio 94%).

Unfortunately, as a result of delays in the delivery of cagraph prototypes resulting either fromgfiulties
to reach specifications or, in the particular case of the ARIgodizer manufacturing, as a result of a change of the
manufacturing technique itself (since the baseline onewmasiccessful), we are only currently implementing them
on HOT. Forthcoming experiments will then enable comparisbthese coronagraphs under realistic telescope
conditions . However, as a balance of this disappointmeet,jmwestigated and successfully validated a new
technology approach for manufacturing apodizer mask (@ap3)
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Coronagraphs prototyping
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Abstract - In this Chapter, we describe coronagraphs we have develégredOT. As a baseline, we have
produced three coronagraphs (phase and amplitude type)PMQLyot and APLC. These coronagraphs have
been actually selected for SPHERE. Specifically Lyot and®\Rdve been proposed for GPI and the Lyot project
[74]. Manufacturing process as specification aspects wdldnressed. The ESO AO testbench (HOT) will be
described, and we will have a specific look at the IR coronphi@path.
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12.1 The High Order Testbench (HOT)

12.1.1 HOT General presentation

The High Order Testbench (HOT, see Fig. 12.1) implementsaD Xystem on the MACAO (Multi Application
Curvature Adaptive Optics) test bench which includes stdrtarbulence generators to mimic realistic conditions
at a telescope. The bench is installed at ES&ching. Responsibilities are split between ESO (DM, thigcal
setup, and the SHWS RTC), Durham University (SHS) and Ar¢eWs including its dedicated RTC).

Realistic conditions are achieved simulating the VLT pypiin) with a F50 beam and applying filerent
pupil masks. The HOT bench incorporates a turbulence gtwerdth phase screens to simulate real seeing
conditions for three cases: low reduced turbulence (0.8eaand, 0.85 arcsecond seeing) and full kolmogorov
turbulence (0.65 arcsecond seeing). Two deformable msifmrWFE correction are integrated in the system. A
first deformable mirror (60 bimorph elements) is used toexrthe static aberrations of the bench and will work in
a second phase of the project as woofer. This mirror is placedTTM (tip-tilt mount), so the deformable mirrors
do not need to use stroke to correct these modes. The seceiglamicro deformable mirror (electrostatic MEMS
device) to correct the high order modes of the generatedfembe. A cube beamsplitter divides the optical beam
in two channels. Wavefront sensing is achieved either whack-Hartmann or a Pyramid.

All the optical elements and subsystems are installed d@gded checking aspects such as: pupil size, con-
jugate planes, homogeneity illumination and F number. Bwoitiors are characterized in terms of voltage-stroke
behavior, coupling, defective actuators. The optical ijpualas checked on ffierent points of the setup. The
bimorph mirror was used to reduce the static aberrationsntheé specifications, thus a WFE of 50 nm RMS was
achieved (measured on the WFS path).

The micro deformable mirror is an electrostatic MEMS devioen Boston Micromachines. It is a 10.8 mm
squared deformable mirror with 346 actuator pitch for a total of 1024 actuators.

Figure 12.1: Shematic HOT setup on the MACAO testbench d@ioly IR coronagraphic path.

The HOT Shack-Hartmann wavefront sensor designed by theelsify of Durham, is modeled with an in-
put beam from a 8 m class telescope with a 400 m focal leng80JF The WFS provides a plate scale of 0.5
arcsefpixel, with 31x31 subapertures, each detected on4ipixels of a 24um pixel CCD.

The HOT Pyramid wavefront sensor designed by Arcetri haspwoil sampling configurations which are
selected by changing the final camera lens. These are a loplisgmmode with 3k31 subapertures and a high
sampling mode with 4848 subapertures.
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Visible source
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Figure 12.2:Top: Picture of the IR coronagraphic test-bench on HOT. The o#dimke shows the IR coronagraphic
path while the blue dot line shows the pupil imager systerh péien placing a mirror on a magnetic mount before
the external IR filterBottom shematic setup of the coronagraphic testbench.

More details on AO common path optics, optical quality, tuemce generator and phase screens, micro de-
formable mirror, SHWS, PWS and laboratory demonstratierpaesented in dierent papers (Vernet et al. 2006,
Aller Carpentier et al. 2008 [101, 10]).

12.1.2 The IR coronagraphic path

The IR coronagraphic path configuration is shown is Fig. 1ZI# facility we used is a part of the High Order
Testbench (HOT). All the optics are set on a table with aipsuasion in a dark room. HOT is fully covered with
protection panels forming a nearly closed box. The infrgtB)l coronagraphic optical path of HOT can be used
separately from the rest of the general optical path by oépdga mirror after the dichroic with a visible source
on a magnetic mount (the optical IR coronagraphic path isrite=d in Fig. 12.2 (top) using dot red line on the
picture). In other words, an independent IR coronagragsitench is available on HOT.

The optical system was designed using the optics programAMhe optical setup is designed to simulate
the 8 m VLT pupil. When used separately from HOT, it does sodafisg the 8 m VLT pupil to 3mn* 0.002
mm using a laser-cut stainless steel sheet. The centraliaism is scaled to 0.47 ma0.002 mm and the spider
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vanes thickness is i + 4um.

The test bench uses aB.4 at the coronagraphic focal plane. Our coronagraplsiery consists of/10 IR
achromatic doublets. The quality of the collimation in thgpj plane and re-imaged pupil plane (where the pupil
stop is placed) was checked and adjusted using an HASO 6&-$tatmann sensor. The coronagraphic focal
plane was localized using a visible mini-camera with a Hedeil light and tuned in the final IR image on the
detector. A pupil imager system (see Fig. 12.2, a dot blue diescribe its optical path) has been implemented
for the alignment of the pupil stop mask with respect to thieaerte pupil mask (alignment in x and y direction,
orientation of the spider vanes and focalisation as wel)s Tacility insure a good accuracy of the pupil stop mask
positioning (conjugated to the entrance pupil mask). Irciica, this was also useful for the apodizer alignment
with respect to the entrance pupil mask.

We use a broadband white-light source combined either withiRanarrow filter A1/1 = 1.4%, central wave-
length of 1.64m, with a peak transmission of 64.4%, checked with an Foliremsform Spectrometer) or multiple
choice of IR filter, installed inside the IR camera and adbésshrough a filter wheel, in J, H (narrow or broad-
band), and K band (narrow or broadband). In practice, mothetime we use a broadband H filter (center at
1.6um, A1/A1 = 20%) combined or not with the H narrow external one preseptediously. The camera used
is the ESO Infrared Test Camera (ITC), cooled at 103 K degite awacuum of 16° mbar and with internal
optics designed to enable pixel-scaled of 5.3 fiigel. The Strehl ratio of the IR path was evaluated at 94%. It
was determined by measuring the peak intensity of an expetahPSF (Fig. 12.3, left) to that of a theoretical
PSF. The theoretical PSF is created by performing the fofestd~ourier transform of the autocorrelation of an
oversampled and uniformly illuminated entrance pupil im&g@m our telescope pupil mask (Fig. 12.3, right). Our
pupil and focal planes masks are mounted on (x, §) gtages to minimize positioning error.

Figure 12.3: Left: PSF of the IR coronagraphic bertsh/@ = 1.4%). Right: VLT pupil image recorded with the
ITC.

12.2 Four quadrant phase mask

As a baseline, the FQPMs chosen for HOT are monochromatibroheatic devices, either FQPMs using half-
waves plates (Mawet et al. 2005a [67]), or AGPM (Mawet et 805b [68]) will be implemented on HOT in the
framework of EPICS phase A in the next future. FQPMs were rfeantured by GEPI (Galaxies Etoiles Physique
et Instrumentation) in collaboration with LESIA at the Ra@ibservatory. Several runs was necessary to reach
specifications presented hereafter.

12.2.1 Derived requirements of the mask

The manufactured FQPM must be as close to the theoreticaffeqt FQPM as possible to reach the expected
performance. One can expect not to be limited by the intimsnufacturing defects of the component. To do so,
the manufactured FQPM as been specified to deliver perfarediat correspond to the case where the limitation
only comes from the diraction by the edges of the pupil (VLT-like pupil at the enira pupil of HOT). In this
ideal case, uncorrected aberrations that are leakingghrthie AO system are not considered but will decrease the
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FQPM dficiency when implemented on HOT. Accuracy of critical partanethat GEPI has reached are detailed
hereafter and presented in Table. 12.1 where we comparerpenice imposed by manufactured defects to ideal
performance expected when the Strehl ratio is 100%. A miojos inspection of the quadrants is presented in Fig.
12.4 (left). The total nulling of the coronagraph refershe total rejection raterf: ratio of the total integrated
intensity with and without the FQPM.

Substrate specifications

e Glass: INFRASIL 301 (Heraeus)

Size: diametee 16 mm, thickness: 3 mm (= 0,1 mm)

Edge: standard polished with light level

Optical quality for the two facest/20 PTV at 633 nm with good polish

Parallelism: 15 arcsec

Quadrants specifications

e Accuracy on the quadrants orthogonality0.8 arcmin

Width of the quadrants transitiog: 2 um

Operating wavelength of FQPM:= 1.65um

Step thickness: e 1.89um + 3 %

Anti reflection coating on the two faces (fég = 1.65um) R < 0.5 % per face (from 1.2 to 1/8m).

12.2.2 Operating wavelength precision

The monochromatic FQPM is manufactured by engraving of tpgosite quadrants on an optical substrate. The
thickness of the FQPM step directly defines the optimal weavgth1o (Eq. 12.1)for which the attenuation is the
best. A diference between the optimized and the working waveleag#duces the attenuation of the FQPM
(Riaud et al. 2001 [79]). A dedicated visible spectroscd@ach was used at LESIA (Laboratoire d’Etudes
Spatiales et d’'Instrumentation en Astrophysique, fromsR@bservatory) to measure the thickness of the FQPM
step (Riaud et al. 2001 [79]). A precision of less than 3% veagiired on the FQPM step thickness, GEPI has
reached a depth accuracy of 0.2% after several runs (see. Tabll).

This facility enables to measure, in the visible, the wawgth that corresponds to the perfect nulling for a
given FQPM (even IR FQPM). The principle is described hdegzafve recorded low resolution spectra between
450 and 900 nm with a source centered on the FQPM (coronagrspéctrum) and with the source out of the
FQPM (direct spectrum). Studying the ratio of these two Bpeave can observe flierent coronagraphic minima
that correspond to a phasefdrence between the quadrantab = k x 7 (with k = 1, 3, 5, 7 and so).

The spectral calibration is obtained in two points with tweparated lasers at 0.633 and 0.282 From results
of a given identified order (odd value of k), we can derive fithese data and from the optical index of the deposit
(well known) the operating wavelength of the FQPAM)(atk = 1.

_2rx(n-1)e
= po

@ (12.1)

12.2.3 FQPM transition precision

Ideally the transition between the four quadrants must fikiiely small. Departure from this ideal case decreases
the capability of the real device (Riaud et al. 2001 [79])cMicopic inspection of the manufactured FQPM (Fig.
12.4, left) shows that the transition quality is less them1(2um peak-to-peak transitions). The impact of this
defects is estimated in Table 12.1. At this level, tifieceency of the FQPM will be set by external parameters
(diffraction of the pupil).
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12.2.4 Chromaticity

The chosen FQPM is monochromatic. THeeet of chromaticity has been defined in a previous paper (Riau
et al. 2001 [79]). The selection of a filter resolution is theitical. In Table 12.1, attenuation reachable with
IR filter resolution of 1.4% and 20% are presented. For thé dinge, having a monochromatic device is not a
limiting factor, compared to telescope defects. For therfiesolution of 5 (i.A1/1 = 20%), only a detailed study
including aberrations left by the AO system can determinetivar or not chromaticity will be dominant.

Parameters | Achievable total rejectionr]
Step thickness: 0.2 [%] | 120668
Transition: 1f:m] 1890 (R= 1.4%, FD= 48.4)

Chromaticity (R= 1.4%) | 23830
Chromaticity (R=20%) | 121

Table 12.1: Summary of manufacturing defects and chroihafimpact on the FQPM féiciency. Theoretical
rejection is 140 assumingftiiaction of the VLT-like pupil (Streht 100%).

Figure 12.4: Left : microscopic inspection of the FQPM quads (x 50). Peak-to-peak transition i and
distance between two adjacent transitions tsum. Right : shadowgraph inspection of a 360 (diameter) Lyot
coronagraph (x 50).

12.3 Lyot mask

A large range of Lyot mask diameters have been manufactaor2@d5 using wet etch lithography process on BK7
glass by Precision Optical Imaging (Rochester, New-Yoik)ey are made by Cr deposit to reach an OD of 6.0
at 1.65 microns. Nine dlierent Lyot masks have been made with diameters starting2t@861/D to 14.404/D at
1.65um. All these masks were deposited on the same glass sul{gifdjavith AR coating on both faces %)
and allows the selection of affrent mask simply by translation along the x and y directid® nine chromium
dots are deposited on the top of a@® mnt square grid, centered on a %60 mn? square glass substrate. They
are arranged increasingly as described on the diagram1Bi§). Two sets have been manufactured. First run of
test in October 2007 demonstrated that the OD (6.0 apd§vas not fitting specifications. To check the value of
the OD (actually it is only an estimation since we do not usersdometer) we performed simple coronagraphic
test at F33 (R = 1.4%) with a full pupil and a stop at73% in order to minimize alignment problems. For all
the nine Lyot the peak rejectiond) was limited to the same value of 250. Hence, we derive theevaf the OD

at 1.64m to 2.5 instead of 6.0. This estimation is possible since iedimited by the OD. Same measurements
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performed at 633nm converged to an OD of at least 4.0 sindeaincase we were not limited by the OD, hence
only a pessimistic case can be derived. After discussioh thi¢ company, it was revealed that the OD of the
prototypes have been only checked in the visible. New oreeexgrected to be provided in the next month and the
OD will be certified at 1.6bm. We also asked to add Aluminium or Gold layer to the Cr degosimprove to
opacity.

Substrate specifications

e Glass: BK7

Optical quality: /4 ptv at 1.6;xm

Anti-reflection coating on the back face at 1,85

Length and width: 50.5 0.5 mm
e Thickness: 1.5 0.05 mm

e Parallelism:< 1’

Mask specifications

e Dots: Chromet+ Aluminium

e Optical density: 6.&: 0.5 at 1.65um
e Operating wavelength: 1.66n

e Diameter:+ 1.0um

e Center spacing: 128 0.1 mm

In parallel GEPI has produced individuals Lyot masks (4.9, 4.54/D) using Cr deposition«Au) with the
same requirements for the OD. In both case accuracy on thie isyakse to 1 micron on the diameter and each
mask are perfectly circular and clean (see Fig. 12.4, rigfit)e 4.51/D correspond to nominal Lyot of the
APLC (see next section), the 419D is also dedicated for the APLC but considering mask sizeptevization for
broadband (R20% in H band).

qmm 6. D 6. Oemeim 20mim

20 mm

180 310 380

&40 550 470

&, 0mm 6,0mm
-
L]
-

L L ] ® 80 960 1150

0 mm

Figure 12.5: Diagram of the nine Lyot masks produced by POI.
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12.4 Apodized Pupil Lyot Coronagraph

In this section, we will only discuss the apodizer prototypi Lyot mask to combine with the APLC has been
described in the previous section. Two prototype apodizave been purchased withfidirent techniques. The
first one was manufactured using metal-layer depositiomésarocess as the SPHERE apodizer prototype). The
second one use halftone dot process. Since the later is appraeeh, developed in the context of R&D activities
for EPICS, a specific Chapter will be addressed (Chap. 13ncelein this section only aspects pertaining to
metal-layer deposition process will be discussed.

12.4.1 Apodizer description

Considering our application (VLT-pupil like), the apodizmmnsidered is calculated for a 15% central obscuration
pupil (bagel regime, Soummer et al. 2005 [88]). The selaatibthe apodizer functionLyot mask size combi-
nation is based on a previous analysis (Martinez et al. 268]j.[In the following, we consider a 413D APLC.

The apodizer profile is illustrated in Fig. 12.6. Our mantdaed apodizer has a 3mm diameter due to constraints
on our optical bench.

Substrate specifications
e Glass : Infrasil
e Size: 0.5"
e Optical quality :4/10 PTV at 633 nm
¢ Anti Reflection coating on back face € 1.2 to 1.8um, R<1%)

Apodizer specifications
e Inconel deposit
e Diameter : 3.0t 0.04 mm
¢ IR wavelength: 1.6am

e Profile tolerance : 5 % (goal : 3%)

12.4.2 Apodizer manufacturing using metal-layer deposion

The technology used for this apodizer is a thin deposited dilinconel 600 on a glass substrate. This kind of
deposit is commonly used for neutral densities manufaagurinconel has two advantages: a low reflectivity
codficient and a flat spectral transmission in visible and neaPHgtotypes have been manufactured to Reynard
Corp. (USA) The first prototype has been ordered in May 20a¥ raceived in September 2007. A that time
the IR coronagraphic path of HOT was not yet implemented erlMACAO bench. In October 2007, a separate
bench was built on the VLTI table (ESGarching) using the same optical path and components asrthedming
HOT IR coronagraphic path to enables preliminary coronalgjatests of prototypes such as the APLC and profile
measurements of the apodizer. Results of these prelimteaty are described bellow. As seen in Fig. 12.6 and
12.7, the apodizer was out of the specifications. Discussitinthe company leads to a new prototype delivered
in March 2008 but with the same problems. No improvement lmen revealed during a new run of tests.
Therefore, considering these unsuccessful results, a ppmach (i.e manufacturing technic) has been considered
(microdots) which will be further developed in Chapter 13.

Apodizer general cosmetic

The Apodizer has been homogeneously illuminated by an megraource using an IR fiber and an achromatic
doublet and imaged with the ITC (R1.4%). One can see on Fig. 12.6 (right) an important mismiagtiveen
the center of the apodizer with respect to the real centetipo®f the pattern. A mean error of 3.5 % of the pupil
diameter has been revealed.
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Mormalized omplitude profile

o 1000 2000 3000
Size in micron

Figure 12.6: Left: Theoretical apodizer amplitude profikight: near-IR recorded image of the apodizer using
metal-layer deposition.

Apodizer transmission profile measurements

Precise inspection of the apodizer profile has been done.pfiiheiple of this measurement is to acquire pupil
images with the apodizer and without the apodizer, and tmleithe first one by the second one. Sinde the com-
ponent is an amplitude one, to obtain the amplitude profita@tomponent, a square root has been performed on
the two later images. Then we plot a radial mean profile ofdhisled image (Fig. 12.7). An important mismatch

has been also revealed (out of the tolerances). In parntiawdrong saturation on the maximum transmission has
been revealed, and a huge discrepancy with specificatiotteeanner and outer part as well.
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Figure 12.7: Transmission profile comparison between fpation (full line) and measurements (dot line).

169



Chapter 12. Coronagraphs prototyping

Effect on the PSF

The net &ect on the PSF is pretty null. Tests demonstrated that théizgradoes not work.

Discussion are still on going with the company and the se@petimen has been tested in laboratory in
April 2008, with the same conclusions. No improvements Haen revealed. Considering these bad results, we
investigated a new manufacturing technique in parallet{adots apodizer using halftone dot process). A full
description of this technique, inspection of the prototgpe coronagraphic results as well are presented in the
next Chapter.

12.5 Pupil stop manufacturing

The optical setup of the IR coronagraphic bench is desigmsdrulate the 8 m VLT pupil. It does so by scaling
the 8 m VLT pupil to 3mm+ 0.002 mm using a laser-cutting technic (Fig. 12.8, top l&ft)e central obscuration
is scaled to 0.47 mm 0.002 mm and the spider vanes thickness jgi & 4um.

The APLC pupil stop used in practice mimics the VLT pupil m#éBlg. 12.8, top middle) with spider vanes
thickness increased by a factor 4 (@0 + 4um), and outer diameter reduced by 0xd6(2.88 mmz 0.002 mm)
and the central obscuration is equal to x®6(0.49 mm=+ 0.002 mm). The pupil stop throughput is about 90%
and has been optimized and designed for misalignment aotnetiicism issues.

The FQPM pupil stop (Fig. 12.8, top right) mimics the VLT-plupask: spider vanes thickness are increased
by a factor 5 (7am = 4um), and outer diameter reduced by 0x@9(2.70 mm= 0.002 mm) and the central
obscuration is equal to 0.3@ (0.90 mmz+ 0.002 mm).

Although we have a wide number of Lyot mask size, we only hafindd one as a baseline. The Lyot stop
mimics the VLT-pupil mask (Fig. 12.8, bottom): spider vatig@skness are increased by a factor 4(B0+ 4um),
and outer diameter reduced by 0<X@ (2.36 mm<+ 0.002 mm) and the central obscuration is equal to G166
(0.50 mm= 0.002 mm).

Figure 12.8: Pupil stops example: VLT-pupil (top left), ARIstop (top middle), FQPM stop (top right), Lyot stop
(bottom) using laser-cuting.
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Development of a Microdots apodizer for
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Abstract - In this Chapter, we present results of microdot apodizetqiyping and laboratory experiment us-
ing near-infrared light in the context of future near-infeal instrument BD activities for the European-Extremely
Large Telescope (E-ELT). The intent of this work is to dennatesthe feasibility and performance of binary
apodizers for the Apodized Pupil Lyot Coronagraph (APLGhaBy apodizers are believed to be an attractive
solution for APLC (i.e alternative solution of metal-laysposition technique). This study can be generalized to
any coronagraphs using amplitude pupil apodization maskinary pixellated apodizer prototype has been de-
signed using a halftone dot process, where the binary arfgpels with 0% or 100% transmission is calculated
to approximate the required continuous transmission. Aaretiffusion algorithm was used to optimize the dis-
tribution of pixels that best approximates the requireddftehnsmission. However, pixellated apodizers introduce
high frequencies noise that must be controlled through adijastment of the pixel size.
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13.1 Halftoning techniques
13.1.1 Principle

Halftoning is the process of transforming an image with ggeamplitude resolution to one with lesser amplitude
resolution. This has been and remains an active area ofrobseith a wide number of methods and purposes.
Halftoning has been practiced for over a hundred years iprinéing industry: a solution for displaying continuous
images with only black or white dots. On its early story, taifng was used for transmitting image over telephone
or telegraph lines. The goal of all halftoning techniquasigenerate an image with fewer amplitude levels that is
perceptually similar to the original.

One can understood that criteria are mandatory to statehehet not the resulting pattern is similar with the
original. Criteria are in first order linked to the charattiics of human vision. Cosmetic aspects are the concern
of printing industry but not an issue for our problematie (n the precise case of a coronagraph, we are not striving
to produce the illusion of the original tonal quality of anodfzer image by judicious placement of the dots, but
rather to produce a pattern that reach similar coronagecghiformance as the original).

Then, it is understood that a precise analysis is mandatahyavspecial care to the frequency rendering of
such digital pattern that may compromise coronagrapfiiciency. Analysis are required on the way dots are
distributed across the apodizer physical size to best appete the field transmission (Sect. 13.1.2 and 13.2) and
on the dot sizes (noise issue, purpose of the section 13.3).

13.1.2 Halftone characteristics in the frequency domain

The problem of how to distribute pixels and how to select psiees is not trivial. Working in the frequency
domain can often simplify complexity seen in the spatial damThis is indeed the case with digital patterns. It
allows us to predict the distribution of energy and its capsmnces on the quality of the patterns, i.e the noise they
will introduce.

Even though noise is a random signal, it can have charaitesiatistical properties. Spectral density (power
distribution in the frequency spectrum) is such a properhych can be used to distinguishi@irent types of noise.
This classification by spectral density is given by "col@rhhinology which is commonly used to describe various
type of noise. The most well know example is the so-calleditevioise” because it produces flat power spectrum
across all frequencies (in linear space). The pink noisejyres flat power spectrum in logarithmic space. Many
others color of noise have been defined (brown, purple, grey.

In the precise case of a coronagraph (i.e apodizer), it isools\that noise in the low and middle frequency
domains are the main enemies because potentially comgrngie coronagraphic cancellation process in the
area where faint objects are expected to be observed. Inascabe, one can expect from a digital pattern to only
introduce high frequencies noise (i.e blue noise, the highuiency compliment of the pink noise). The level of
this high frequencies noise is an other issue (related ®gfutial characteristics). Hence, distribution of thesdot
must follow a specific distribution algorithm introducinggefully only blue noise.

13.2 Principle of microdots apodizer
13.2.1 Principle

A binary pixellated apodizer is an array of pixels that athesi opaque or transparent. It is fabricated by lithogra-
phy of a light-blocking metal layer deposited on a transpegéass substrate. The so-called microdots apodizer is
therefore a binary array of pixels with 0% or 100% transnoisslesigned to approximate the required continuous
transmission. The local transmission control is obtaingddrying the relative density of the opaque and trans-
parent pixels. An error dliusion algorithm was used to calculate a distribution of Igitkat best approximates
the required field transmission (Floyd et al. 1976, Ulich®87, Dorrer 2007 [38, 95, 37]). This deterministic
algorithm treats the pixels in a lexicographic order (i@ to bottom and left to right). It chooses the transmis-
sion of a given pixel of the apodizer (either 0% or 100%) by panng the transmission required at this location
to a 50% threshold, i.e. the transmission is set to zero ifélgeired transmission is smaller than 50 %, and to
one otherwise (see Fig. 13.1). The induced transmissiar erdiffused to adjacent pixels that have not been
processed yet by biasing the transmission required at tnespmonding locations. This locally cancels the error of
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Figure 13.1: Left: Shaper target (continuous apodizerjhRiResulting microdots pattern using algorithm dis-
cussed in Sec. 13.2.2. The scale of transmission is exjpres$e.
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Figure 13.2: Principle of the errorftlision algorithm. (a) Representation of the target shapasmission, (b)
representation of the binary shaper transmission beirigmed, (c) schematic representation of the design process.
The thick squares on (a) and (b) represent the pixel beinggse®d. The horizontal arrows on (b) schematize the
lexicographical process over the already processed pikXbks white arrows on (a) represent the errdfugdiion to
adjacent non-processed pixels (From Dorrer 2007 [37]).

the binary optics relative to the required transmissiorchSurocedure has been used for gray-level reproduction
with black-and-white printing techniques (Ulichney 198B]). Shaping of coherent laser beams has also been
demonstrated (Dorrer 2007 [37]). Pixellated apodizerikenhose based on a metallic layer with spatially vary-
ing thickness, do not introduce a spatially varying phadeis 1§ advantageous since any wavefront error might
compromise cancellation at all radial distances.
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Chapter 13. Development of a Microdots apodizer for APLC

In general, better shaping results are obtained as the gizeetdecreases (Dorrer 2007 [37]), since this allows
finer control of the local transmission and pushes the Ea#dn noise to higher frequency. In theory, the radial
distance under which a good match between the specified P$Eharbinary shaper PSF is obtained can be
increased by decreasing the pixel size. In practice, thpispaaccuracy can be significantly impacted by the
actual size and shape of the features of the binary apodizer.

13.2.2 Neighborhood process

In Fig. 13.2, a pixelated representation of the target trassion of the shapet(m, n) and of the binary shaper
being designed(m, n) are shown. On the latter, processed pixels have a tranismigsn, n) equal to either 0 or

1 and are plotted in black or white, while non-processedl|pikave been arbitrarily plotted in gray. Since the
target transmission takes values in between 0 and 1, whelshiaper transmission is either O or 1, the choice of
the value of each pixel in the binary mask introduces a trésson error. Following the schematic representation
of the process (Fig. 13.2), the choice of transmiss@m n) is made by comparing the target shaper transmission
to 0.5. If the target transmission is smaller than &8, n) is set to 0 and to 1 conversely. The resulting error is
diffused to pixels that have not yet been processed, usuallibaiig pixels, to bias the binary choice for these
pixels and locally compensate the transmission error. iBhii®ne by adding a fraction of the ermefm, n) to the
target transmission for these pixels. The way that the evilbbe diffused (weight and number of neighbor pixels)
is governed by a specific error filteg, (four-weights error filter, eight-weights error filter.. Jhe algorithm then
proceeds with the next pixel, following the lexicographizaier.

The error difusion algorithm is advantageous because the binarizatise s blue, i.e. the noise spectral
density is only significant at high frequencies. This allalve accurate generation of gray levels and quickly
spatially varying shaping functions. In the specific cas¢hefdesign of a coronagraph, this allows to match the
PSF of the binary apodizer to the required apodized PSFmathime radial distance (in the control radius of the
AO system, for instance). In other words, these high freqigsrare pushed out of the AO correction domain (this
issue will be address in Sec. 13.3.2).

13.3 Design optimization: the pixellation noise issue
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Figure 13.3:Left: Principal frequencyfg position inS x 1/D units as a function of gray level Typical domain
of application of apodizer masks are reported on the Raht: Principal frequencyy position ind/D units as a
function of gray levep and the scaling factds.

13.3.1 Apodizer profile

Considering our application (VLT-pupil like), the apodizmnsidered is calculated for a 15% central obscuration
pupil (bagel regime, Soummer et al. 2005 [88]). The selaatibthe apodizer functionLyot mask size combi-
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13.3. Design optimization: the pixellation noise issue

nation is based on a previous analysis (Martinez et al. 268]j.[In the following, we consider a 413D APLC.
The apodizer shape is illustrated in Fig. 13.1 (leftimag®)r manufactured apodizer has a 3mm diameter due to
constraints on our optical bench. In such application,qerfince is related to the ratio of the smallest feature of
the specification to the pixel size. Hence, for the sake aftglave denote bys the scaling factor, ratio between
the apodizer useful diameter (i.e pupil diameter, dendtéereafter) by the pixel sizgy :

)

S=- (13.1)

13.3.2 Pixel size selection

In Sec. 13.2.2, we discussed the optimization of the pixisigiblution that best approximates the required field
transmission. At this point, it is convenient to discuss theice of the pixel size that will set the level of the
binarization noise (high frequencies noise). Although adyagreement between the amplitude specification and
the obtained amplitude with a binary pattern is reacheaéshot insure a good result after coronagraphic process.
Smaller pixels do not significantly increase the agreemetwéen specified and obtained transmission in the low-
frequency range, but since the pixellation noise is pusbedrd higher frequencies as the pixel size gets smaller,
the coronagraphic process becomes better in the mediumeiney range. Note that in the precise case of APLC
(or Dual zone, for instance), having a good agreement bettemretical apodized PSF and binary apodized PSF
within a large angular separation, does not neither inguregch a good result on the coronagraphic PSF. To avoid
a mismatch for a given field of view between theoretical cagyaphic PSF and binary coronagraphic PSF due to
high frequencies noise, pixels size optimization is mamgednd must be tackled at the coronagraphic PSF level.
This issue is analyzed via simulation.

Microdots diffraction stray light

The microdots apodizer can be understood as an aperiodarfifidd two-dimensional grating that exhibit be-
haved blue noise properties owing to the errdiugion algorithm used. In such conditions and by considetirg
general problem of rendering a fixed average gray lgwelth binary pixels from a shaper target with intensity
transmissiorT, g is therefore defined as:

g= VT (13.2)

where it is ranging frong = 0 (black, i.e fully-covered by metal dots) tp= 1.0 (white, i.e fully covered by
non-metal dots). The resulting pattern spectral energlyimdtease as the number of minority pixels increases,
peaking atg = 0.5 (Ulichney 1987, 1988 [95, 96]). Assuming the distributiorbe homogenous, pixels would
be separated by an average distance, called the principelevayth @4). For the precise case of square pixels, it
would have the value defined by Ulichney 1988 [95, 96]:

_Jp/VO g<1/2

17 {p/«/(l—g) 9>1/2

The principal wavelength would be manifested as a prindigajuency in the power spectrum of the pattern,
fg = 1/1g, where most of the energy is concentrated:

Va/p g<1/2
fy = 13.4
’ {V(l—g)/p 9> 1/2 (134

Expressing this principal frequency D units, one obtains:

(13.3)

_[vaxs g<1/2

fg_{‘/(l—g)xs g>1/2

For a giveng value, the pattern power spectrum has a peak at a principalidéncyfy. As the gray levelg,
increases from O to 0.5, the principal frequency moves tth&urangular distance with an increase of energy.
Aboveg = 0.5, situation is similar to (1-g), minority pixels has onlyartged from non-metal dots to metal dots.
The PSF of such pattern can be therefore expressed as funétiwo dfects:

(13.5)
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Figure 13.4: Top: Apodized PSFs (left) and APLC coronagi@ptsFs (right) using several dots size for the
binary apodizer compared to that with continuous apodizertifeory, in black). It assumes a pupil with 15%

central obscuration. Bottom : Apodized PSFs (left) and ARidBonagraphic PSFs (right) using several dots
size for the binary apodizer compared to that with contirmuapodizer (i.e theory, in black). It assumes bench
conditions (a VLT-like pupil). Profiles presented are azinaliaverages.

¢ A deterministic éfect: principal peak diraction localized aty/g x S for g < 1/2 and /(1 -g) x S for
g>1/2.

¢ A stochastic &ect: speckles will appear since dots distribution is noutag

At this point, it is convenient to discuss the intensity aétlirst order dffraction (i.e the principal frequencyifect

in the final coronagraphic image. Strafjeets of micro obscurations occurring in the entrance pugil loe well
described by classical Fraunhofefttiction theory. Following Babinet's theorem (Born & Wolf8®[28]), the far
field pattern of an obscuration is equal to that of an apedfiidentical dimensions. In the following we describe
a simplified model for order-of-magnitude estimation of roabots dfects (i.e pixellation noise) in coronagraphic
systems. This model is based on a study performed by Dohlé8 [BB], where &ects of dusts and cosmetic
errors are analytically described for the SPHERE instrurimeage quality. It assumes a perfect coronagraph and
ignores any interaction with pupil fiiaction residual. We note that a finer analysis includingetver difusion
algorithm properties would be mandatory to accuratelyrdatee the microdots first orderfiiiaction intensity as
started in a forthcoming study.

Each opaque dot of the microdots apodizer is equivalent ¢uare pupil (diametep). Each dot then scatters
light by diffraction and creates a 2-D sinus cardinal function halo irfdkal plane with: extent (i.e2 in /D
units). The halo intensity (first order peakfdaction) for a single dot normalized to the stellar peaknisity is
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S p [um] | High frequency noise angular positiotyD] | Microdots halo intensity
Apodized PSH Coronagraphic PSF Theory () | simulation
150 20 20 5 10x10° | 1.7x10°
300 10 30 10 26x10° | 42x10°C
600 5 40 20 6.5x 107 | 1.0x 1076
1200, 2.5 50 40 16x107 | 26x 1077

Table 13.1: Angular position where the high frequencies@appears on the apodized PSF and coronagraphic PSF
as function of the pixel size (column 3 and 4). Microdots hatensity as function of the pixel size: comparison
between simulation (measured on the halo peak) and arellgipressiorl (column 5 and 6). In our case,

T = 0.51. Results presented refers to Fig. 14.1 (top).

(5)4 (Dohlen 2008 [36]). Assuming halos from all the dots add hrex@ntly, the final halo intensitywould be:

| = Nejots X (§)4 (13.6)

whereNgyots is the total number of the minority dots present in the pat{erg, for the APLCg ~ 0.7, hence the
minority dots in the apodizer is the opaque metal dobdjss can be easily calculated through the surface ratio
of the pupil by a square dot, times the density of minoritysdgt hereafter). The minority dots density can be
expressed as:

<1/2
. (13.7)
1-g g>1/2
thenNgots iS:
Naots = 17 X = X @ i (13.8)
dots = 17 4 P .
The resulting relative halo intensity is then:
—ox T x(PY
I _77><4><((D) (13.9)
and using Eq?7? one obtains:
T 1\?

therefore, using Eq. 13.7 one finally obtains:

2
o Joxax(s)  g=12 (13.11)
1-gx2ix(3) g>1/2

Eq. 13.5and 13.11 allow to precisely localize the first odiffraction halo and estimate its intensity. Considering
our APLC apodizerT = 51%,g = 0.71), the principal frequency would be localizedfgt~ S/2 in A/D units
with an intensity ofl ~ 1/(4 x S?).

As written in Sect. 1, a binary apodizer can be in principlsigieed for a wide range of apodization mask types.
In the following, we briefly discuss the case of the Dual Zoomoagraph and Conventional pupil apodizations:

e For the Dual Zone coronagraph,is typically around 80%, henag ~ 0.9. In such a case, the principal
frequency moves closer to the central core of the PSF whilatiénsity decreases with respect to the APLC
case:fq ~ S/3in A/D with an intensity ofl ~ 1/(13x S?).

e For Conventional pupil apodizatiof, ~ 25%, hence ~ 0.5. In such a case, the principal frequency moves
further away from the central core of the PSF while its iniignisicreases:fy ~ 1/ V2 x Sin 1/D (the
highest frequency for this precise example, see Fig. 13tB)am intensity ol ~ 2/(5 x S?).
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Chapter 13. Development of a Microdots apodizer for APLC

Principal frequency position is presented in Fig. 13.3, rehepodizer mask coronagraph types are indicated as
function of the gray level value. Therefore, the choice ofl&t Gize) will be more critical for Dual Zone than for
a conventional pupil apodization, while the APLC case iseétween.

This optimization was done in two steps by looking at the iotjgd the pixel size on the apodized PSF and
coronagraphic image. The first step strives to analyze thi¢ imposed by the pixel size only on the correspon-
dence of apodized PSF and coronagraphic PSF between arcdg@mluous apodizer and a binary shaper. From
results resumed in Table 14.1 we can derive some conclusions

S p [um] | High frequency noise angular positiaty D]

Apodized PSH Coronagraphic PSF
150 20 20 5
300 10 30 10
600 5 40 20
1200 25 50 40

Table 13.2: Angular position where the high frequencies@aippears on the apodized PSF and coronagraphic
PSF as function of the pixel size.

e Reduction of the pixel size by a factor 2 increases hy/Dbthe frequency for which the mismatch between
the specified PSF and the binary shaper PSF appears.

e Reduction of the pixel size by a factor of 2 increases theatadistance corresponding to an adequate
agreement with the specification by a factor of 2 for the cagvaphic PSF.

e At a given frequency, in the coronagraphic images, the lef/¢he noise increases as a fourth power law
with S (for instance, at 80/D noise increase from.3x 107° to 3.5 x 10-° over the octave of scaling factor
considered).

o First order difraction halo position predicted by Eq. 13.5 fits simulatiesuits g ~ S/2).

e Analytical model (Eq. 13.11) is consistent with simulatfmedictions. This model is enough representative
of the APLC situation.

We also found that the binarization noise reveals on therpishhaper PSF has an intensity level reduced by an
order of magnitude at the angular separation where it startsatter the coronagraphic propagation. However, at
longer angular separation the noise level remains the sém&noise reduction is only du to a depth accessibility
to low intensity level, i.e to reach a fiicient intensity reduction to revealed to pixellation noesence that
would otherwise be hidden.

The second step analyzes the impact of the pixel size takitogaiccount the entrance pupil of our optical
test bench (including secondary support) and the AO caorectomain. A full design of the pupil is necessary
since it can matter the achievable contrast (intensityl lasdunction of the angular separation) and hence relax
constraints on the pixel size with respect to the intensitel where the binarization noise appears. For instance,
for conventional circular aperture telescope, the envetifliffracted light falls & with the angular distance from
the optical axis ag~3 while for most complex pupils (including spider vanes, fastance), it falls ag=2. The AO
correction domain (defines by the AO cut-frequency) sets the angular separation in which we are thaodi and
hence where we are taking care of high frequencies noisee, Merassume a VLT-like pupil and our AO system
cut-of frequency is 2@/D. In Fig. 14.1, we plotted apodized PSF (left) usinffatient value ofS compared
to theory (continuous apodizer in black) and coronagraP8E as well (right). As expected, the radial distance
corresponding to an adequate agreement with the spedafic@tieal model) moved to further angular separation
while the intensity level where the noise appears remaitfsdrorder of the previous case.

Considering our application, the field of view we are intégdscan not be met with a structure wih= 150.
Even if S = 300 is in the order of what we are expecting, it appears to kenpially a risky choice. Hence
two values ofS are in agreement with our specifications£$00, 1200). Theé&s = 1200 configuration leads to
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really small pixel size close to them. In such a case, when the pixel size approaches the size optrating
wavelength (1.65m for our application) a Rigorous Coupled-Wave Analysis Y is mandatory to know how
the field reacts to small perturbations in the shaper. Ggatwith small periods generally have sométrdicted

orders cut € for visible and IR radiations. Hence, we found ti&at 600 would be a good compromise.

In our application, performance is related to the ratio @ $inallest feature of the specification to the pixel
size ). Therefore, shaping performance (including canceltatibhigh-frequencies) will improve if the shaper
can be designed to be in a space where its dimensions are laEhge3 mm pupil diameterd) is a significant
constraint, and constraints on the pixel size would be eglaising a larger pupil plane.

We also note that the high-frequency noise might hadedint distributions at éierent wavelengths. This
would be a situation similar to firaction gratings, where onlyfiiiacted orders (i.e corresponding to large values of
the transverse wavevectgrare frequency-dependent. For such finer analysis, Fresogagators and a thorough
modeling of the binary shaper (including process errorshenshape and size of each pixel such as edigete
resulting from the isotropic wet etching process, see S&8c4)would be mandatory. However, our simulation
make use of simple Fraunhofer propagators between pupih@age planes, which is implemented as fast Fourier
transform (FFTs) generated with an IDL code. In our simalatonditions, we do not find that changing bandpass
filter matters the localization and intensity level of thglhfrequency noise.

13.4 Manufacturing process

The microdots apodizer was fabricated by Precision Optinaging in Rochester, New York. To minimize the
effect of misalignment of the apodizer with the pupil telescape designed profile of the apodizer (3mm in
diameter) was not obscured at the center by the central cdigmu(no 0% transmission values) and was prolonged
with a Gaussian function on the outer part (from 1.5 mm to 3 mmadius) to slowly decrease the transmission
to zero . Moreover, having a sharp edge on the apodizer migluetrimental to the characterization process
(inspection of the profile), because of stronffrdiction dfects. The shaper was fabricated using wet-etch contact
lithography of a Chrome layer (OD of 4.0) deposited on a BKasglsubstratel(20 peak-to-valley). The back
face of the apodizer has an antireflection coating for the htil{d.2 to 1.8m, R < 1%).

In the case of wet-ech lithography, etching can lead to aatimhuin the light-blocking metal pixel sizes
(smaller than specified in the digital design), which patdlytleads to an increased transmission. Thied is a
result of an isotropic wet etching process (see Fig. 13.5)

Some etches undercut the masking layer and form cavitidsshiping sidewalls. Modern processes greatly
prefer anisotropic etches, because they produce sharpcavelolled features. This reduction of the feature sizes
can potentially leads to an increased transmission of tapesh It is important to understand the scaling of this
effect, quantify it and come up with pre-compensation solgion

To get rid of this ffect, the mask design was numerically precompensated yatsig the feature size which
would be obtained after fabrication (Dorrer et al. 2007 ]3Because of the undercut resulting from the isotropic
etch, the metal features (dots) end up being smaller thathéwoey (see Fig. 13.6, 4/6m instead of G:m). Then,
these changes are taken into account in the design so ttiapgle correct transmission is possible.

Considering the small size of the apodizer (3mm in diamgitar)as chosen to use pixels on a 6 microns grid
(S = 500) for the binary optics, as discussed in the previous@ectn practice, some runs were necessary to
finely calibrate the process and reach specifications. Repibility was confirmed with a last run following the
optimal conditions.

The 4.51/D hard-edge opaque Lyot mask has been fabricated by GEP$ (Phservatory) with a good accu-
racy (36um + 1um in diameter). With the Chrome deposit (20 nm), Au deposititeen added (200 nm) to reach
an OD of 6.0 at 1.6lxm. No antireflection coating has been deposited yet. A teargdack of BK7 substrates
lead to the use of fused silica substrates with an opticditgud 1/4 peak-to-valley (ptv).

13.5 Validity of the component

13.5.1 General inspection of the prototype

Precise inspection of the quality of the apodizer has bealizeal in the laboratory (see Fig. 13.6 and 13.7) where
we determined the size of the square chrome dots to be 4.5um using a microscope<(100). The global shape
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Figure 13.5: Wet etching process comparison: anisotrdplt groduces vertical sidewallkft), while isotropic
etch produces round sidewallight). The latter introduces edg&ects when used for manufacturing a microdots
apodizer and can leads to an increased transmission if aatgnpensated.

(excellent circular symmetry, Fig. 13.6, left) of the bipapodizer and the dots spatial distribution across the pupi
diameter has been also analyzed using a shadowgk&h ¢ee Fig. 13.7) and can be compared to simulation map
(5 x 5um dots). Fig. 13.8 shows that the accuracy on the profile i®dguipressive, and the transmission error is
about 3%. Achromaticity of the profile is also demonstratée: profile error only increases by about 2% from
narrow H filter to broadband J filter. The requested accuraay %% at 1.64m, and the binary device is within
the specifications even in the J band. Having smaller pizelthian the digital design ¥ pm) was expected (see
Sec. 13.4) and demonstrates that precompensation of tigrtission error due to the feature size was necessary

and works well.
ln.a
0.6
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Figure 13.6:Left microscope inspection of the dots 100, scale is equal to Juf) where size of the dots were
determined to 4.84.5um. Middle: Infrared recorded image of the apodizé&ight microscope inspection of
the dots to illustrate edgdfect resulting from the isotropic wet etching process (opatdpts are reduced in size
compare to transparent dots).

13.5.2 Testbench conditions

Testing our microdots apodizer has been done through theréd (IR) coronagraphic optical path of HOT which
can be used separately from the rest of the general optittabyaeplacing a mirror after the dichroic by a visible
source on a magnetic mount. In other words, an independeocdi&hagraphic testbench is available on HOT.
Although we plan to use the adaptive optics system in futdpeements, it was not used in this work. Hence,
only the IR coronagraphic path was used for the experimaehppasented hereafter.

The test bench uses aB.4 at the coronagraphic focal plane. Our coronagraplsiesy consists af/10 IR
achromatic doublets. The quality of the collimation in thgpj plane and re-imaged pupil plane (where the pupil
stop is placed) was checked and adjusted using an HASO 64&-$tetmann sensor. The coronagraphic focal
plane was localized using a visible mini-camera with a Hedeil light and tuned in the final IR image on the
detector. A pupil imager system has been implemented foaligament of the pupil stop mask with respect to
the entrance pupil mask (alignment in x and y direction,rdegon of the spider vanes and focalisation as well).
This facility insure a good accuracy of the pupil stop masgifianing (conjugated to the entrance pupil mask). In
practice, this was also useful for the apodizer alignmettt vaspect to the entrance pupil mask.
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Figure 13.7: Top left: simulation map of the apodizexfam dots), Top right: shadowgraph inspection of the
manufactured microdots apodizet50). Bottom left: simulation map of a quarter of the binarpdizer with
5x5um dots. Bottom right: shadowgraph inspection of a quartéh@imanufactured microdots apodizeb0).

Considering the available place on HOT, in our IR coronali@estbench we installed the entrance pupil mask
and the apodizer in the same collimated beam. Hence, it ipmatically possible to insure that the apodizer is in
the pupil plane considering the optomechanical mounts fegezhch components. To minimize the defocalisation
of the apodizer with respect to the pupil mask, the apodizerplaced inside a rotating adjustable-length lens tube
that allows a translation 6f3.5mm from the pupil mask.

The APLC pupil stop used in practice mimics the VLT pupil mgBlg. 12.8) with spider vanes thickness
increased by a factor 4 (gfh + 4um), and outer diameter reduced by 0<@5(2.88 mm=+ 0.002 mm) and the
central obscuration is equal to 0x4® (0.49 mm=+ 0.002 mm). The pupil stop throughput is about 90% and has
been optimized and designed for misalignment and chroisatissues.

Although the pupil and APLC pupil stop masks were producegikiser cutting on inox substrate, to preserve
their integrity (especially the spider vanes) none of thesnablack-coated because of the high temperature used
during the process.
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Figure 13.8: Left: Apodizer azimuthally average profile(fr center to the edges) usindfdrent filters (J, H and
narrow H band) compared to specification (black curve). Rigbrresponding average amplitude error as function
of the position using the same filters.
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Figure 13.9: Top (left) : VLT-like pupil PSF recorded on thengh (= 1.64um, A1/A = 1.4%). Top (right) :
VLT-like pupil apodized PSF in the same conditions. Bottéaft) : PSF and apodized PSF recorded on the bench
(blue lines) compared to theoretical ones (black lineshwarrow H filter = 1.64um, A1/A = 1.4%). Bottom
(right) : Same measurements as previous ones but with baoadb filter A1/1 = 20%).

13.5.3 Hfect on the PSF

This first series of tests intend to demonstrate the correleadior of the binary apodizer on the PSF. In other
words, in the IR path we do not place the Lyot coronagraph enfaleal plane nor the APLC pupil stop. We
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only compare the PSF without apodizer to that with the apdiQualitatively (Fig. 13.9 top pictures) it is
demonstrated that the apodizer works well : the PSF’'s wihtjseoapodized PSF has been reduced in intensity
and by energy concern one can see that there is more eneidyy the core of the apodized PSF compared to the
non-apodized one (exposure time are here identical). Téfis\dor agrees well with the theoretical predictions.
Although there is some discrepancy between theory and merasats (Fig. 13.9, bottom, fdri/1 = 20% in H
band), the gain between measured PSF and measured apo8ies fally consistent with theory. This results
has been demonstrated in the H-band with a narrow filtay { = 1.4%) and with a broadband filteA{/2 =
20%). The discrepancy can be well understood since theafgtiofile comes from simulation assuming perfect
components (pupil mask, apodizer) and ideal propagatimutih the optical system. The nefext of the binary
apodizer on the PSF is then demonstrated and consistertheihy. Its achromaticity in H band is also confirmed.

13.5.4 Hfect on the coronagraphic image

This second series of tests intend to demonstrate the agraypizic behavior of the APLC using the microdots
apodizer.

Qualitatively the coronagraphic PSF (Fig. 13.10, H bandhwit/2 = 1.4%) has a profile agreeing with the
theory: a PSF-like pattern homogeneously reduce in intensih most of the energy inside the first rings. In this
observed raw image, a best local contrast ok8@ ’ has been reached between the spider vane sgfikeations.

Metrics Recorded on benc}t Theory
A/ A[%]

14 | 20 | 1.4 | 20
Contrastat3/D | 5.010° | 1.510% [ 1.410° | 1.210°
Contrastat 12/D | 2.310° | 3.510° | 2.1107 | 2.8 10"
Contrastat 20/D | 1.210° | 1.810° | 1.0107 | 1.3 10"
Total rejection 489 355 1000 641
Peak rejection 627 674 1058 788

Table 13.3: Summary of coronagraphic results and compaviéth theory

In Fig. 13.11 we present apodized PSFs and coronagraph&ie&érded on the bench using a narraw /1 =
1.4%) and broadband filten@/1 = 20%) in H band. Most of the time, an order of magnitude disaney (mostly
in the halo) is found between theory and recorded data (T4BI&8) where we have compared contrast at 3, 12 and
201/D. Theoretical results assume bench configuration and perfeclitions (components and propagations).
The contrast is defined as the ratio of the maximum intendithe® apodized PSF image on the detector to the
local (i.e at a given angular separation) intensity on th@cagraphic image on the detector. The total rejection
rate (ratio between the total intensity of the PSF image erd#ftector and the total intensity of the coronagraphic
PSF image on the detector, in practice limited in &/ radius area on the images) is only at a factor 2 and
1.8 from theory at 1.4% and 20% filter bandpass respectivélis discrepancy is reduced when considering the
peak rejection (ratio between the maximum intensity of tB& Fo the maximum intensity of the coronagraphic
PSF) to a factor 1.7 and 1.2, respectively. Chromatism imigamly slightly revealed at small angular separation
(before 4/D), otherwise achromaticity is demonstrated in the halotferi band. The discrepancy found between
recorded data and theory can be understood since thedreso#ts assume ideal pupil mask, apodizer and optical
propagation. In practice, the beam propagates through Iibldts, neutral density (for apodized PSF to not
saturate the detector), IR filters and camera optics. Maeag discussed in Sec. 13.5.2, the microdots apodizer is
localized at 3.5mm from the pupil mask. Such a defocalisatidelieved to impact performance (non-blackcoated
pupil masks as well).

Despite the discrepancy discussed above, these firstgafulfPLC using microdots apodizer are already
beyond the SPHERE requirements (Boccaletti et al. 2008.[22]

During our laboratory test, no high frequencies noise dubdapodizer pixellation has been revealed. How-
ever, simulation analysis presented in Sec. 13.3.2 pedigellation noise at about 20D on the coronagraphic
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image at a contrast betweenIGnd 108 (S = 600). In our case, the contrast was not deep enough even be-
tween the diraction spike of the spider vanes to reveal the predictesendiherefore, we can only conclude on
the performance and suitability of our configuration for H@Ven for SPHERE) but not on the pixellation noise
predicted by simulation.

Figure 13.10: Observed raw coronagraphic image (log soateyded on the bench &t 1.64um (A1/2 = 1.4%).
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Figure 13.11: Azimuthally average coronagraphic PSE=at.64um, A1/ = 1.4% (black lines) and /1 = 20%
(blue lines)

13.6 Conclusion

In this Chapter, we reported the results from developmedtlalboratory experiment of APLC using microdots
apodizer in the near-IR. Halftone dot process is a promisitgrnative solution to continuous metal layer de-
position. Using a dfusion error algorithm, and optimized pixel size and fakigatechniques, we demonstrate
impressive agreement between the specified and measunsthission profiles, as well as the achromatic behavior
of such apodizer. Coronagraphic properties are consigigimthe expected properties, and have already reached
the SPHERE requirements. Achromaticity in H band is alsoatestrated.

An additional predicted advantage of pixellated apodizerhat they do not introduce a spatially-varying
spatial phase which might compromise coronagraphic chatiogl at all radial distances.
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13.6. Conclusion

Therefore, we conclude that microdots apodizer mask is ya attractive solution for APLC. Although this
study was carried out for the specific case of APLC in the cdardER&D activities for the future near-infrared
instrument of the E-ELT, it can be extend for other near-IRisible instruments (SPHERE, for instance) and to
other coronagraphs as well (Dual zone, for instance). We thatt a RCWA analysis would be mandatory if the
pixel size is comparable to the wavelength.
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Abstract - In this Chapter, we present near-IR laboratory results taretcterize a new technology solution
— presented in the previous chapter — for apodizers manuifeet. This technique aims at solving drawbacks of
a continuous deposit of a metal layer with spatially varyihigkness approach. Main advantages of a microdots
apodizer are listed below:/&accuracy of the profile,/Aachromaticity, 3no exhibition of a spatially-varying phase,
4/ reproducibility. In the last chapter, we reported that nuidots apodizers exhibit blue noise properties (i.e high
frequency noise), when designed for coronagraphy. Althpngmerical simulations as well as theoretical pre-
dictions confirm pixellation noise in the coronagraphic geaits impact was found negligible during experiment
since our first prototype (mask 1, hereafter) was designgaish this noise out of our field of view of interest at a
deep contrast level. Here, our purpose is precisely to itigate the pixellation noise properties using 5 new masks
with same profile as mask 1, but by successively degradingjtkésize. The interest is twofold/ donfirm theory
predictions on the physical properties of such devices iaitloratory proofs, 2derive relevant informations to
design any amplitude microdots apodization mask whaténecoronagraph.
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14.1 Introduction

Pixellated apodizers introduce high frequencies thataretfon of the pixel size. The aim of this work is precisely
to characterize the pixel size impact on the coronagraphége. Estimation of both the noise intensity and its
localization in the field of view is the objective of this sjud

A set of 5 new masks has been designed witfedent pixel sizes, and tested in the near-IR.

For the reader’s convenience, we briefly remind microdotslger theoretical properties using same notations
as defined in Chapter 13. A microdots apodizer is modeled apariodic under-filled two-dimensional grating.
Such device exhibits blue noise properties owing to thereliffusion algorithm used to calculate a distribution of
pixels (i.e dots) that best approximates the required figdsmission [38, 95, 37]. The binary pattern produces
an average gray level valug € VT, i.e average amplitude transmission) from an apodizerlpraith intensity
transmissionT. The resulting pattern spectral energy of such device ibyée minority pixels present on the
device (i.e byg, non-metal pixels wheg < 0.5 and by metal pixels conversely). The spectral energy there
increases as the number of minority pixels increases, pgaitg = 0.5 [95]. In the precise case of square pixels
[96], the power spectrum of the pattern exhibits energy eatration around a first orderfttiaction peak {;)
localized in the field of view iml/D units as

. {@xs g< 1/2 14.1)

ST JT-9 xS g>1/2

where S is the scalling factor, ratio between the pupil di@m@) and the pixel size, i.e dot size), Higher order
diffraction peaks are less relevant since out of the field of viewmdots are small enough. Each orddirdction
peaks are separated Byin 1/D units with S extent, i.e dots scatters light byfitaction and creates a 2D-sinus
cardinal function halo in the focal plane.

In Chapter 13 we present a simplified model for order-of-nitaigle estimation of the pixellation noise intensity
in coronagraphic systems [36]. The speckles halo in themag@phic image resulting from the non-regular dots
distribution broaden the first orderfiiaiction peakfy with an intensityly defined as

2
_Jaxix(s) g=1/2 142
’ {(l—g)xgx(%)z g>1/2 (14.2)

Fig. 14.1 gathers high frequencies noise localization éfibld, and intensity (normalized by the stellar flux), as
function the gray level for the set of scaling facta® (ve used for prototyping. Decreasing the scaling facter, i.
increasing the pixel size, therefore moves closer the jpahérequency with an increase of energy.
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Figure 14.1:Left First order difraction peak positionff in A/D units) as a function of gray leve). Right
Speckles halo intensity normalized to the reference star intensity as function af/develg. In both plots, the
APLC case ¢ = 0.7) is localized with dashed line.
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14.2 Experiment

14.2.1 Masks design and optical setup

The configuration of the apodizer profile is similar to thasctibed in Chapter 13 (4.5/D APLC, ® = 3mm
due to constraints on our optical bench). The 5 new apodizskmwere fabricated by Precision Optical Imaging
in Rochester, New York. Masks were fabricated using wet etoftact lithography of a regular Chrome layer
(OD = 4) deposited on a BK7 glass substrat¢20 peak-to-valley), with antireflection coating for the Hnlda
(1.2t0 1.8m, R < 1%) on their back faces. Mask 1 had a scaling factor of 50Gsponding to gm pixels grid,
but finally appear smaller (4./8n), as a predictable result of the manufacturing proceseedfer mask 2, 3, 4, 5,
and 6, have a scaling factor of 200, 100, 50, 25 and 12.5 qwnelng to 15, 30, 60, 120 and 248 pixel size,
respectively. Therefore, pixels size, i.e dots size, iases by a factor 2 mask by mask. Table 14.1 gathers all the
masks characteristics and noise properties predicts loyytiEq. 14.1 and 14.2).

The experiment configuration is similar to that describecChmpter 13. The optical setup is designed to
simulate the 8-m VLT pupil and to operate in the near-infiatd-band). The Strehl ratio of the bench-i94%.
The IR camera used (the Infrared Test Camera) is designedtb & pixel scale of 5.3 mas. The APLC pupil-stop
is also similar to that of paper | and remains the same duhiagekperiment. The pupil-stop features outer VLT-
pupil diameter reduction and oversized central obscuratibile the spider vanes are increased by a factor 4. The
4.51/D Lyot mask is installed at a/&8.4 beam.

14.2.2 Inspection of the apodizers

Metrology inspection of these 5 masks has been made usiriigaegid pupil images (Fig. 14.4) and a Shadowgraph
(x50, see left column of Fig. 14.4). Chrome dots size have beggrmiined to 15 - 29 - 57 - 119 and 24
+1um for mask 2 to 6 respectively. Unlike mask 1, mask 2 to 6 desigare not numerically pre-compensated
to avoid an increase of transmission — as a result of a remuofithe metal dots during the wet-ech lithography
process — since dot size was less critical than for mask 1.

The spatially-resolved transmissions of each apodizerbban measured. An iris in the far field has been used
to obtain the low-frequency component of each mask to vén#global shape (i.e the symmetry). Accuracy of the
profile is about 3-5% in near-IR (achromaticity has been destrated with mask 1 along J and H-band). Images
have been recorded without the iris as well. As the pixel sizeeases from mask 2 to mask 6, the high-frequency
contents of the recorded images becomes predominant. ahedien of the impact of the high-frequency contents
at the coronagraphic image level is precisely the objeciithis study.

14.3 Results and discussion

Coronagraphic images recorded on the bench using masks ate presented in Fig. 14.4 (central column:
AA/A = 1.4%, right column:Aa/2 = 20%). Speckles are clearly visible as well as speckle elbmgavhen a
broadband filter is used (right column). Qualitatively, weihg the pixel size (from mask 6 to mask 2) moves
further away the first order firaction halo. When the first orderftfiaction halo is away enough from the central
core of the PSF, a usable field of view cleaned of specklesamp@ad reveals the residuaffdaction from the
pupil (spider vane diraction spikes).

Coronagraphic profiles obtained with each masks are predemt Fig. 14.2 (left), and can be compared to
simulations (right). Simulations assumed perfect micte@podizers and bench conditions (VLT-like pupil, same
bandwidth and similar Strehl ratio). In Table 14.1 we conepidue intensity and localization of the first order
diffraction halo measured and predicted by Eq. 14.1 and Eq. T4Qintensity has been measured on the halo
peak. In the following, we successively discuss resultaiolwith each masks:

Mask6 — The pixel size is 240m (S= 12.5). The black curve of Fig. 14.2 (left) revealed severdkeodifraction
peaks broadened by speckles. The first ord@radition peak localization as well as its peak intensity aresistent
with theory (Table 14.1). The first peak is localizeds42 (i.e 7.1/D) with 1.1 x 1073 intensity (normalized to the
stellar flux). The 4 diraction peaks revealed are separated-Byfactor (i.e 12.51/D) and are localized &/2,
3S/2,55/2 and B/2 with extent in the order db in A/D.
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Figure 14.2: Summary of coronagraphic radial profildsd/@ = 1.4%) for mask 2 to mask 6, profiles are az-
imuthally averagedLeft recorded on the bencRight simulations assuming bench conditions.

Prototype| S p [um] fy [1/D] lg
Theory | Experiment| Theory | Experiment
Mask 2 | 200 15 107 - 57x107° -
Mask 3 | 100 30 54 53 23x10° | 33x10°
Mask4 | 50 60 27 25 9.1x10° | 99x10°
Mask5 | 25 120 13 13 36x10% | 35x10*
Mask 6 | 12.5| 240 7 7 14x10°% | 11x10°3

Table 14.1: Summary of theory and laboratory measureménteixellation noise properties (localization in
the field and intensity).

Mask5 — The pixel size is 120m (S= 25). Here, two order diraction peaks are observable (Fig. 14.2 (left), red
curve) atS/2 and~ 3S/2 (i.e 13 and 39/D respectively). First order firaction peak halo intensity is consistent
with theory.

Mask4 — The pixel size is §dm (S= 50). In that case only the first ordeifidlaction peak is revealed &/2 (i.e
251/D, Fig. 14.2, (left) green curve). Intensity is fitting theory

Mask3 — The pixel size is 3@m (S= 100). Only the rise to the first orderftfiaction peak is visible (peaking at
~ S/2, blue curve) with intensity consistent with theory.

Mask?2 — The pixel size is 1am (S= 200). No difraction peaks have been observed (pink curve, Fig. 14 2)(lef
The first one is theoretically localized at YD from the center core of the coronagraphic image, and theréfo
is out of the accessible field of view. For that reason no etaln of the intensity is possible. However, the halo
seems to start its rise to the first ordeffidiction peak (i.e the halo level is increasing).

All the tests performed with these new masks but mask 2 coeéirfeg. 14.1 and Eq. 14.2. We carried out the
same test with a broadband filter in HA/1 = 20%), and we did not observed any modification of the behavior
Comparison with simulated coronagraphic profiles (Fig2¥ight) presents a slight discrepancy, mainly for mask
2 and 3, at small angular distance without impacting the hakensity and position. This discrepancy can be
explained as the result of profile errors or apodizer alignnfmostly on the focalization, as a results of available
room on the bench, i.e pupil mask and apodizer are in the saitimated beam, therefore not rigorously in the
same plane).

Theory predictions are therefore confirmed. The simplifydelaised for order-of-magnitude estimation of the
pixellation noise intensity in coronagraphic image is ieg@ively representative of the APLC situation.
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14.4 Conclusion

Considering the validity of Eq. 14.1 and Eq. 14.2, resumeBign 14.1, we can therefore properly designed
microdots apodizer (i.e select pixel size) for any coroapgrconcepts featuring amplitude pupil apodization. The
selection of the pixel size must be defined by pushing outefitid of interest the first orderfiiaction halo (Eq.
14.1) and by reducing its intensity (Eq. 14.2) to avoid amyjtiaitions imposed even by the rise to the speckle halo.
The apodizer amplitude transmissi@) &s well as the sampling factd8) drive this choice. Ideally, going to very
small pixels size improves the accuracy of the profile trassion (sampling problem) but when the pixel size is
comparable to the wavelength of light, the transmissiortecéed by plasmons [40, 50].

This last aspect is actually under investigations by R. Saenfor GPI where microdots apodizers have been
developed with 2 microns configuration (H-band applicatidviodification of the profile transmission have been
revealed as function of the wavelength. These investigatiwe important and lead to very interesting results that
will certainly be published soon.

The microdots technique will be the baseline approach feragmodizer of the Apodized Pupil Lyot Corona-
graph for EPICS [56] as well as for GPI [61]. Extending thisheique for SPHERE would be as well a relevant
choice.
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Figure 14.3: Infrared apodizer images of Mask 2 to 6. Lefw-foequency contents, Right: all frequencies
included.
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Figure 14.4: Left: Shadowgraph inspectiox5Q) of mask 2 to 6 (top row to bottom row), middle: infrared
coronagraphicimageag/A = 1.4%), and on the right: infrared coronagraphic imaget/(t = 20%).
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Conclusion

Along this present thesis, we attempted to study a wide rarfigmronagraph designs inftérent conditions
with the goal to propose promising concepts for ELTs. The manson of their sensitivifglependency to ELTs
parameters is a critical issue. The ambition of this work thasefore to provide relevant informations to anyone
thinking about how to select coronagraphs for ground-b&see telescopes. For that, we managed to assemble
an analysis of coronagraphic XAO systems, trying to comsadarge number of variables.

As a fair comparison between coronagraphs, we started astigate the possibility of optimizing corona-
graph parameter space to ELTs characteristics. We deratetsthat optimal configurations of APLC exist, and
are mainly driven by the central obscuration ratio of a @ee. In the same time, interest of Band-limited coron-
agraphs have been questioned from throughput point of gieverely restricted by ELTs parameters.

A first order system analysis underlined coronagraph degraids to aberrations that occur in a coronagraphic
telescope. Again, Band-limited interest has been discusseause of their similar response as the other concepts
to low-order segment phase aberrations.

We evaluated thefect of several aberrations on the performance of a corophgiraXtreme Adaptive Optics
(XAO) and Differential imaging systems. We derived same conclusions Viinés on the halo are set either by
the residual phase aberrations that are leaking througK M@ system, or the static aberration of afdrential
imaging system. We extracted from this analysis three kintboonagraphs according to the angular separation
accessibility to the parent star, and in each case we prdgmsenising designs. Among these conclusions, we
selected the APLC as a baseline design for ELTs. By "basdliesign for ELTs, we mean that the APLC gathers
enough advantages to be used with any forthcoming planedrfindtrument. However, by "baseline" design, we
do not mean that the APLC must be the only coronagraph desigBLTs. It is clear that several concepts (or
families) must be used and selected as function of sciengestives as already done for SPHERE. Having a
choice of diferent techniques is definitely a key advantage to adapt togihg observing needs.

Since after simulations, the expected step is the laboraxperiment, we made arffert for developing
several coronagraphs, among them the FQPM, Lyot, and APi.€n Ethe FQPM is a well known manufactured
concepts, reaching the accuracy on the quadrants stepésiskvas a dlicult task and a reason of important delay
on the delivery of a final prototype. Experience with metgieladeposition for producing the apodizer of the
APLC was problematic as well. As a result we investigated temlinology approach. Therefore, there was some
regrettable delays on the comparison of these conceptshatAO of HOT. But this is a result of the nature of
instrumental PhD.

However, the satisfactory results of the development of@aediots apodizer for the APLC is encouraging and
was enthralling. We are currently extending this technituproduce new coronagraphs such as Band-limited
masks. In the next two years, owing to EPICS phase A, Dual aoeAGPM coronagraphs could potentially
extend our list of coronagraphic devices to be implemented ©T.

In the following, — might be inappropriate for a PhD conctusi- forthcoming studies that will be investigated
are listed:

e Development of Band-limited masks using microdots teche@iqThis is actually on going: masks have
been designed and are currently under manufacturing st@porhtory tests are planned for the middle of
November 2008. Conventional pupil apodization developmnare considered as well.

¢ Investigate manufacturing solutions to make achromaéd.tfot mask of the APLC.

e Test all the coronagraphs coupled with the AO of HOT with kib#h VLT and E-ELT pupil configuration,
which will be done along 2009.
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e Improving the peak suppressionfgt of the large residual amount offfidacted light by the pupil central
obscuration) and pointing error in the precise case of phesk (e.g AGPM) is mandatory since any other
aberrations are pinned to the contrast level imposed byaheal obscuration. A solution would be to use a
small Lyot mask placed in the center of the phase mask. A{ofidnalysis is therefore mandatory to select

the diameter of this additional Lyot mask.

e Further analysjgomparison of coronagraphs involving/NSratio estimation with dferent types of as-
trophysical objects, a thorough telescopstrument design, speckle suppression systems and dsta po
processing are mandatory and will be handle by the EPIC Soctims).
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ABSTRACT

Aims. We study the optimization of the Apoedized Pupil Lyot Coronagraph (APLC) in the context of exoplanet imaging with ground-
based telescopes. The APLC combines an apodization in the pupil plane with a small Lyot mask in the focal plane of the instrument.
It has been intensively studied in the literature from a theoretical point of view, and prototypes are currently being manufactured for
several projects. This analysis is focused on the case of Extremely Large Telescopes (ELTs), but is also relevant for other telescope

designs.

Methods. We define a criterion to optimize the APLC with respect to telescope characteristics such as central obscuration, pupil
shape, low-order segment aberrations and reflectivity as functions of the APLC apodizer function and mask diameter. Specifically, the
method was applied to two possible designs of the future European-ELT (E-ELT).

Results. Optimum configurations of the APLC were derived for different telescope characteristics. We show that the optimum con-
figuration is a stronger function of central obscuration size than of other telescope parameters. We also show that APLC performance
is quite insensitive to the central obscuration ratio when the APLC is operated in its optimum configuration, and demonstrate that

APLC optimization based on throughput alone is not appropriate.

Key words. techniques: high angular resolution — instrumentation: high angular resolution — telescopes

1. Introduction

Over the past ten years many diffraction suppression systems
have been developed for direct detection of extrasolar planets.
At the same time, promising ground-based projects were pro-
posed and are currently under development like SPHERE at the
VLT (Beuzit et al. 2006a) and GPI (Macintosh et al. 2006).
Larger telescopes are desirable to improve performance of ex-
oplanet searches towards lower masses and closer angular dis-
tances, ideally down to Earth-like planets. Several concepts of
Extremely Large Telescopes (ELTSs) are currently being stud-
ied worldwide: European-ELT (E-ELT, Dierickx et al. 2004),
Thirty Meter Telescope (TMT, Nelson & Sanders 2006), Giant
Magellan Telescope (GMT, Johns et al. 2004).

The characteristics of these telescope designs may have an
impact on their high contrast imaging capabilities. Parameters
such as central obscuration, primary mirror segmentation, and
large spider arms, can impose strong limitations for many coron-
agraphs. It is therefore essential to indentify and evaluate a coro-
nagraph concept which is well-suited to ELTs.

The Apodized Pupil Lyot Coronagraph (APLC) is one of the
most promising concepts for ELTs. Its sensitivity to central ob-
scuration is less critical than, e.g., for phase masks (Rouan et al.
2000; Mawet et al. 2005) but the APLC still allows for a small
inner working angle (IWA) and high throughput if properly op-
timized. Other amplitude concepts (e.g. Kuchner & Traub 2002)
are also usable with centrally obscured aperture but suffer from
low throughput especially if the IWA is small. The potential of
the APLC has been demonstrated for arbitrary apertures (Aime
et al. 2002; Soumnmer et al. 2003) and specific solutions for ob-
scured apertures have been proposed (Soummer 2005).

In this paper, we analyze the optimization of the APLC and
evaluate its sensitivity with respect to the main parameters men-
tioned above. In Sect. 2 we briefly revise the APLC formalism
and define a criterion for optimizing the coronagraph parame-
ters. The impact of several telescope parameters on the optimal
configuration is evaluated in Sect. 3. Section 4 shows an appli-
cation of the APLC optimization to two potential ELT designs.
We then derive conclusions.

2. Apodization for centrally obscured pupils
2.1. Formalism

In this section, we briefly revise the formalism of the APLC.
The APLC is a combination of a classical Lyot coronagraph
(hard-edged occulting focal plane mask, hereafter FPM) with an
apodization in the entrance aperture.

In the following, for the sake of clarity, we omit the spatial
coordinates r and p (for the pupil plane and focal plane respec-
tively). The function that describes the mask is noted M (equal
to 1 inside the coronagraphic mask and to 0 outside). With the
mask absorption £ (¢ = 1 for an opaque mask), the FPM is then
equal to:

1-eM (1)
P is the telescope aperture, and ¢ the profile of the apodizer
IT describes the pupil stop function, which is considered — in
the initial approximation - to be equal to the telescope aperture
(I1 = P). The coronagraphic process, corresponding to propaga-
tion from the telescope entrance aperture to the detector plane,
is expressed in Egs. (2) to (6). Planes A, B, C and D corre-
spond to the telescope aperture, the coronagraphic focal plane,
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Fig. 1. Typical apodizer shape for the bell regime (leff) and the bagel regime (right). Central obscuration is 30%.

the pupil stop plane and the detector plane respectively as de-
fined in Fig. 2. The Fourier transform of a function f is noted
f. The symbol @ denotes the convolution product. The entrance
pupil is apodized in the pupil plane:

Wa = Po. (2

The complex amplitude of the star is spatially filtered (low
frequencies) by the FPM:

-

Wp = ha x[1-&M]. (3

The exit pupil image is spatially filtered (high frequencies) by
the stop:

g =g x 11 @)
we = [@a — aps ® M] XTI )
The coronagraphic amplitude on the detector plane becomes:

vp = lic = [ — aluM] S 11 ©)

The coronagraphic process can be understood as a destructive
interference between two waves (Eq. (5)): the entrance pupil
wave P¢, noted 4 and the diffracted wave by the mask (cor-
responding to ey ® M. In the non-apodized case (¢ = 1),
the two wavefronts do not match each other, and the subtraction
does not lead to an optimal starlight cancellation in the Lyot stop
pupil plane. A perfect solution is obtained if the two wavefronts
are identical (i.c., the diffracted wave by the mask (M) is equal to
the pupil wave in amplitude). This latter case is obtained with the
Apodized Pupil Phase Mask Coronagraph (Roddier & Roddier
1997; Aime et al. 2002; Soummer et al. 2003). For the APLC,
the coronagraphic amplitude is minimized and proportional to
the apodizer function.

Considering a pupil geometry, the apodization function is re-
lated to the size of the FPM. More precisely, the shape of the
apodizer depends on the ratio between the extent of M and the
central obscuration size (Soummer 2005; Soummer et al. 2007).
If the extent of M is bigger than the central obscuration, the
apodizer takes a “bell” shape (typically it maximizes the trans-
mission near the central obscuration of the pupil (Fig. 1, left).
On the contrary, if the extent of M is smaller than the central
obscuration, the apodizer takes a “bagel” shape reducing trans-
mission in the inner and outer part of the pupil (Fig. 1, right).
Thus, the apodizer shape depends on both the FPM size and the

central obscuration size.

Slop

Miror

Focal mask Detector

Light propagation d irection

Fig. 2. Diagram of a coronagraph showing the pupil plane containing
the apodizer (i), the focal plane with the FPM (4 ), the pupil image
spatially filtered by the stop () and the detector plane (y).

Throughputs (apodizer transmission/pupil transmission) as
a function of the FPM size is given in Fig. 3 for different ob-
scuration sizes (135 to 35%). These curves show a second max-
imum corresponding to the transition between the two apodizer
regimes which depends on the central obscuration size. Since
apodizer throughput does not evolve linearly with FPM diame-
ter, itis not trivial to determine the optimal FPM/apodizer com-
bination. Moreover, throughput might not be the only relevant
parameter when optimizing a coronagraph.

A thorough signal-to-noise ratio analysis is definitely the
right way to define the optimal FPM/apodizer system, but this
would be too instrument-specific for the scope of this study.
Here, we investigate a general case for any telescope geometry
and derive the corresponding optimal FPM sizc.

2.2. APLC optimization criteria

Usually, in Lyot coronagraphy, the larger the FPM diameter
the larger the contrast. However, in the particular case of the
apodized Lyot coronagraph the transmission of an off-axis point-
like object is not linear (Fig. 3) and a trade-off has to be made
between contrast and throughput. This problem has been stud-
ied by Boccaletti (2004) who evaluated optimal Lyot stops for
any telescope pupil geometry and for any type of coronagraph.
Based on this study, we propose a criterion adapted to the APLC
to optimize the apodizer/ FPM combination. This criterion maxi-
mizes the coronagraphic performance while minimizing the loss
of flux of the off-axis ohject. While not replacing a thorough
signal-to-noise ratio evaluation, our criterion takes into account
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Fig. 3. Apodizer throughput (relative to full transmission of the tele-
scope pupil) as a function of FPM diameter for different obscuration
sizZes.

the modification of the off-axis PSF (in intensity and in shape)
when changing the coronagraph parameters.

Several metrics can be used to quantify the capability of
a coronagraph (e.g. Boccaletti 2004). Here, we use the con-
trast (%) averaged over a range of angular radii:

max (| Y, @)e-o )
Uf" Jrfl | ¥nip.@) F Pdpda)fﬂﬁ’rz -

where % is expressed in polar coordinates p and . We denote by
p; and pr the shortradii and the large radii, respectively, defining
the area of calculation for %

The attenuation of the off-axis object is given by the ratio of
maximum image intensity with the apodizer only to that without
the coronagraph, i.e., without the apodizer and the FPM. This
quantity differs from the throughput, since it also takes into ac-
count the modification of the PSF structure when changing the
apodizer profile:

max(' hffng,fl @ [* )
| Blp, @) I

Now, let us define the criterion Cy as the product of % and
Eqg. (8).

€ =

(M

&

)

Co =€ X max(l Wp(p, ey | )

| B, ) |2

The first term of Ci (Eg. (7), which characterizes the perfor-
mances of the coronagraphic system) is then adapted to the re-
gion of interest in the coronagraphic image and can be well
matched to the instrument parameters.

The second term (Eq. (8)) takes into account the modifica-
tion of the PSF structure when changing the apodizer profile
and guaranitees a reasonably moderate attenuation of the off-axis
PSF maximum intensity (i.e., guarantees that when the corona-
graph rejects the star it does not reject the planet as well).

Although our criterion cannot replace a thorough signal-to-
noise ratio analysis (no instrumental model, no noise terms), it
presents a reasonable approach by assuming the residual light
leaking through the coronagraph as noise. Our criterion allows
us to investigate the trade-off between performance and through-
put while keeping the study general and independent of a specific
instrument setup.
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Moreover, the validity of this criterion is supported by the
pupil stop optimization study of Boccaletti (2004) who facied a
problem similar to ours, and also by the results presented and
discussed in this paper.

3. Sensitivity analysis
3.1. Assumptions

Based on the previously defined criterion, we now analyze
the behavior of several telescope parameters as a function of
the size of the FPM (and hence APLC characteristics) with
the main objective of exploring possibilities of how Lo optimize
the APLC configuration for a given ELT design. One advantage
of Ci is that the area of optimization in the focal plane can be
well matched to the instrumental parameters. For this reason,
we have limited the search area and investigated Cs only be-
tween o = 34/D at small radii and pr = 1004/ D at large radii.
These limits correspond to the TWA (distance al which an ofl-
axis object reaches a significant transmission) and to the high-
order Adaptive Optics (AQ) cut-off frequency, respectively. At
radii larger than the AOQ cut-off frequency, the coronagraph will
only have a minor effect since atmospheric turbulence is not cor-
rected and atmospheric speckles dominate.

For the simulations presented in the next sections, we assume
acircular pupil with 30% central obscuration. The central obscu-
ration ratio is left as a free parameter only in Sect. 3.2.1 where
we evaluate its impact. The pupil stop is assumed identical to
the entrance pupil including spider arms (Sivaramakrishnan &
Lloyd 2005). Section 3.2.2, where the impact of the spider arms’
size is analyzed, assumes 42-m telescope. Elsewhere, simula-
tion results do not depend on the telescope diameter. Apodizer
profiles were calculated numerically with a Gerchberg-Saxton
iterative algorithm (Gerchberg & Saxton 1972). The pixel sam-
pling in the focal planeis (0.1 A/D, and the pupil is sampled with
410 pixels in diameter. When phase aberrations are considered
we adopt a wavelength of 1.6 ym cormresponding to the H-band
in the near infrared.

3.2. Critical parameter impacts

In the following sub-sections, we study the impact of two major
categories of diffraction effects. The first category deals with am-
plitude variations: central obscuration, spider arms, primary mir-
ror scgmentation, segment-to-segment reflectivity variation, and
pupil shear (misalignment of the coronagraph stop with respect
to the instrument pupil). Inter-segment gaps and other mechani-
cal secondary supports are not considered, since they would re-
quire finer pixel sampling in the pupil image, resulting in pro-
hibitively large computation imes with a non-parallel computer.
In addition, some mechanical secondary supports can be much
smaller than the main spider arms. At the first approximation,
their effects can be considered to be similar to those produced
by spider arms.

The second category is related to phase aberrations, which
we assumed are located in the pupil plane (no instrumental
scintillation). We only modeled low-order segment aberrations
(piston, tip-tilt, defocus, astigmatism). Higher orders are less
relevant for the optimization of the FPM size, but can have
a significant impact on the coronagraphic performance.

The amplitude diffraction effect of gaps is partially ac-
counted for (at least for infinitely small gaps) by the phase tran-
sition we are generaling between primary mirror segments.
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Table 1. Optimum FPM diameter (and hence APLC characteristics) for several obscuration sizes and criteria.

Cep Max. throughput
Obstruction size (%) | FPM (4/D)  Throughput (%) | FPM (4/D) Throughput (%)

10 4.3 59.4 4.1 62.2

15 4.3 58.3 4.0 62.4

20 4.4 55.8 3.8 65.5

25 4.6 52.7 3.6 67.9

30 4.7 312 3.5 68.7

35 4.9 49.4 3.3 70.4
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Fig. 4. C average between 3 and 100 A/D as afunction of the FPM di-
ameter and obscuration sizes, in the case of the APLC and classical Lyot
coronagraph.

3.2.1. Central obscuration

The first parameter we evaluate is the central obscuration. High
contrast instruments have to deal with central obscuration ra-
tios which typically range from 10% to 35% (CFHT: 35%, HST:
33%, VLT: 14%). ELTs will likely have larger obscurations than
current 8-m class telescopes Lo preserve a reasonable size for
the telescope structure. In Fig. 4, the criterion C+ is shown for
different obscuration sizes ranging from 10 to 35%. The curves
show two maxima. The first is located near 2 A/D and experi-
ences a large contrast variation while the second (near 44/D)
shows a smaller dispersion.

Table 1 summarizes these results and gives the position of the
second maximum versus the obscuration size for the previously-
mentioned criterion and for a criterion based solely on the max-
imum throughput (as in Fig. 3).

If we only consider the second maximum, which is more
promising in terms of contrast and appears less sensitive, the
optimal FPM diameter ranges from 4.3 to 4.9 A/ D for obscura-
tion ratios between 10 to 35%. Here, our criterion Cy is more
relevant than throughput, since it is better adapted to the re-
gion of intercst in the coronagraphic image and to the modi-
fication of the PSF structure. We see a non-linear increase of
optimum FPM size with the obscuration ratio because more
starlight is redistributed in the Airy rings of the PSE A solely
throughput-based consideration shows the opposite behavior
with a larger dispersion of the FPM size, which is not consis-
tent with the effect on the PSF structure. However, at small ob-
scuration sizes (10%—15%), maximum throughput yields a sim-
ilar optimal FPM diameter as Cy. We consider this result to be
evidence for the relevance of our criterion Ci to optimize the
FPM size (and hence the APLC characteristics) with respect to
the size of the central obscuration. Moreover, the validity of our

Anqular separation in A/D

Fig. 5. Radial profiles of PSFs and coronagraphic images obtained with
optimal APLC (using C-) for several obscuration sizes.

Fig. 6. Pupil configurations considered in this paper.

criterion is also supported by the comparison of coronagraphic
PSFs using an optimized APLC in Fig. 5. The optimized APLC
allows for a contrast performance which is rather insensitive to
the central obscuration size.

3.2.2. Spider arms

On an ELT, the secondary mirror has to be supported by a com-
plex system of spider arms (~350 c¢m) and cables (~30-60 mm)
to improve stiffness. Evaluating the influence of these supports
is important in the context of coronagraphy.

The pixel sampling of our simulations limited by available
computer power does not allow us to model the thinnest me-
chanical supports. However, the impact of these supports on the
PSF structure will be similar to that of spider arms but at a re-
duced intensity level. Several configurations were considered as
shown in Fig. 6. As the number of spider arms increases from
3 to 7, the contrast worsens (bul no more than by a factor of 2).
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The curves in Fig. 7 arc almost parallel, indicating that the num-
ber of spider arms has no significant influence on the optimal
FPM size. The second maximum of Cy peaks at 4.7 4/D with a
small dispersion of 0.2 4/D.

Assuming a 6-spider arms configuration (OWL-like), we
also analyzed the sensitivity to spider arm thickness from 15 cm
to 93 cm (Fig. 9). The increasing width of the spider arms tends
to flatten the profile of Cy, making the selection of an optimal
FPM more difficult {or less relevant) for very large spider arms.
However, for the actual size of spider arms likely being of the
order of 50 cm, the optimal size of the FPM (and hence APLC)
is sill 4.7 A/ D,

3.2.3. Segments reflectivity variation

The primary mirror of an ELT will be segmented because of
its size, and a potential resulting amplitude effect is segment-
to-segment reflectivity variation. We show the APLC optimiza-
tion sensitivity for segment reflectivity variation from 0 to 5%
peak-to-valley in Fig. 8. For this simulation, the primary mirror
was assumed to consist of ~750 hexagonal segments. The crite-
rion Cy is robust for FPMs smaller than 4 A/D. A loss of per-
formance with reflectivity variation is observed for larger FPM.
However, the optimal FPM size remains located at 4.7 A/ D with
a small dispersion of 0.2 4/D.
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3.2.4. Pupil shear

As mentioned above, an APLC includes several optical com-
ponents: apodizer, FPM and pupil stop. The performance of
the APLC also depends on the alignment of these components.
In particular, the pupil stop has to accurately match the tele-
scope pupil image. This condition is not always satisfied, and the
telescope pupil may undergo significant mismatch which could
amount to more than 1% of its diameter. The pupil shear is the
mis-alignment of the pupil stop with respect to the telescope
pupil image. It is an issue especially for ELTs for which mechan-
ical constraints are important for the design. For example, the
James Webb Space Telescope is expected to deliver a pupil im-
age for which the position is known at about 3—4%. Therefore,
the performance of the mid-IR coronagraph (Boccaletti et al.
2004) will be strongly affected. On SPHERE, the planet-finder
instrument for the VLT (2010), the pupil shear was identified as
amajor issue and a dedicated Tip-Tilt mirror was included in the
design to preserve the alignment at a level of 0.2% (Beuzit et al.
2006b).

The behavior of Cy in Fig. 10 is somewhat different from
that seen with the previous parameters. The loss of performance
is significant even for small FPM. However, the criterion is still
peaking at 4.7 4/D with a variation of about 0.2 A/D although
above 4.5 A/D the curves are rather flat indicating that a larger
FPM would not improve performance.
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Table 2. APLC optimization for an obscuration of 30%.
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Parameters Value range Optimal APLC configuration (FPM mnge in 4/ D)
Obscuration 30% 4.7

Spider (arm) 3-7 4.6-4.8

Spider (size) 15-90 cm 4.6-4.8

Shear pupil 0.5-2% 4.7-4.9

Segment reflectivity 0.25-5% 4.5-4.7

Low-order aberrations  1—100 nm rms 3.5-6.0

Chromatism (Ad/A) 1.4-5% 4748

Chromatism (A4/4) 5-20% 4.8-5.3

Low=order oberrations impact
liida

0O mew rms
| nom e i
- === 3nmrms / \
== == G nm rms
(T 10 am rmg g 2
— 1% A S P
+ 20 nm rms
¥ 30 nm oems i
8 1 & 30 nm rmg
g A B0 nm orms -4 et i
= =) o ———
7 i S
-% e T o e
£ - __'f;;.,m
- o“m%”%m )
7 L o 4
< ABAAAAAA,
o AT s S
o Btany ﬁh_ﬁj:n : BAAASANAS
10t L
a 2 4 [}

Mosk digmeier ;o AJD

Fig.11. C average between 3 and 100 A/D as a function of the
FPM diameter and low-order aberrations.

3.2.5. Static aberrations

Here, static aberrations refer to low-order aberrations on the
segments of the large primary mirror. We separately invest-
gated the effect of piston, tip-tilt, defocus and astigmatism, and
found the behavior to be similar for all these aberrations. In con-
trast to the other defects, both the performanee and the optimal
FPM diameter (optimal APLC) are very sensitive to low-order
aberrations.

As the amplitude of aberrations increases, the dependency of
C on FPM diameter becomes flatter and the optimal FPM size
gets smaller (Fig. 11). A larger FPM would not decrease per-
formance enormously. For values larger than 15 nm, there is no
longer clear evidence of an optimal size beyond ~3.5 A/D. The
performance is rather insensitive to the actual FPM size.

Even though low-order aberrations strongly affect
APLC performance, their presence has virtually no impact
on the optimized configuration. The fairly constant performance
in the presence of larger low-order aberrations indicates that
low-order aberrations are not a relevant parameter for the
optimization of the APLC.

3.2.6. Chromatism

All previous analysis was performed for monochromatic light of
the wavelength A;. However, as with the classical Lyot corona-
graph, the APLC performance should depend on the ratio be-
tween FPM size and PSF size and therefore on wavelength.
Hence, the impact of chromatism on the APLC optimization
must be evaluated. We note that the chromatism of the APLC
can also be mitigated by a slight modification of the standard
design (Aime 2005).

Filter bondposs

1

Arsltrary units

o 2 4 &
Mosk digmeter i /D

Fig.12. C average between 3 and 100 A/D as a function of FPM
diameter and the filter bandpass.

Table 3. Chromatism effects synthesis.

AAJA (%) FPM(A/D) FPM, (4/D) F, F;
0.3 4.70 4.70 1.0 1.0
1.4 4,70 4.73 1] 1.1

2 470 475 1:1 1.1
3 4.80 482 1.6 1.6
10 5.00 4.04 26 37
20 5.30 5.20 37 14.6
50 590 587 263 1809

Figure 12 and Table 3 present the results of the simulations
for several filter bandpass widths (AA4/A) when using the stan-
dard monochromatic APLC. As long as the filter bandpass is
smaller than 5%, the optimal FPM size and performance are
nearly the same as in the monochromatic case.

The values displayed in Cols. 4 and 5 of Table 3 quan-
tify the loss of contrast due to chromaticity with respect to the
monochromatic case for the APLC being optimized to the filter
bandpass (#7) and to the central wavelength of the band (F3).
These two factors begin to differ significantly from cach other
at a filter bandpass larger than 5%. Hence, optimization of the
APLC for chromatism is needed for a filter bandpass exceeding
this value.

An efficient way of optimizing an APL.C for broad band ap-
plication is to optimize it for the longest wavelength of the band,
which leads to results that are within 0.1 4/D of the true op-
timal FPM size. This behavior can be explained by the non-
symmetrical evolution of the residual energy in the corona-
graphic image around the optimal FPM size at Ay (Soummer
et al. 2003). Another way to minimize chromaticity would be to
calculate the apodizer profile for the central wavelength and only
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Fig. 13. Optimized apodized E-ELT apertures: telescope design 1 (leff), telescope design 2 (right).
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Fig. 14. Radial profiles of PSFs and coronagraphic images (Ad/4 = 20%) for the 2 designs considering throughput optimization (up) or Cep opli-

mization (hottom).

optimize the FPM diameter considering the whole bandpass. We
compared the behavior of both methods for Ad/A = 20%: they
are in fact very comparable in terms of performance.

4. Application to the E-ELT

In this section, we apply the tools and results from the APLC op-
timization study discussed in the previous section to the two tele-
scope designs proposed for the E-ELT. The objective is to con-
firm our optimization method and to produce contrast idealized
profiles which admittedly must not be confused with the final
achievable contrast in the presence of a realistic set or instru-
mental error terms.

4.1. Starting with telescope designs

We assume a circular monolithic primary mirror of 42 m diame-
ter. Segmentation errors are not taken into account, although we
note that the E-ELT primary mirror consists of hexagonal seg-
ments with diameters ranging from 1.2 to 1.6 m in its current
design.

Two competing telescope designs are considered: a 5-mirror
arrangement (design 1) and a 2-mirror Gregorian (design 2). For
our purpose, the iwo designs differ by their central obscuration
ratios and the number of spider arms. Design 1 (Fig. 13 left)
is a 30% obscured aperture with 6 spider arms of 50 cm and
design 2 (Fig. 13 right) is a 11% obscured aperture with 3 spi-
der arms of 50 cm. These numbers are likely to be subject to
change as the telescope design study is progressing. Mechanical
supports (non-radial cables of the secondary mirror support) and
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intersegment gaps arc not considered for the reasons mentioned
in Sect. 3.2.2.

In such conditions and taking into account the previous sen-
sitivity analysis on central obscuration, spider arms, and chro-
matism (Ad/A = 20%) we found an optimal APLC configura-
tion with the apodizer designed for 4.8 and 4.3 4/ D and with a
FPM size of 5 and 4.3 A/ D for design 1 and 2, respectively.

Sivaramakrishnan & Lloyd (2005) has demonstrated that op-
timization or under-sizing of the pupil stop is not necessary with
the APLC. We independently verified and confirm this result us-
ing our criterion applied to the stop rather than to the mask.

4.2. Radial contrast

As shown in Sect. 3.2.1, the optimal APLC configuration with
our criterion is different to the optimal configuration consider-
ing throughput as a metric. We can now demonstrate this dif-
ference using contrast profiles. Figure 14 compares the corona-
graphic profiles based on throughput optimization (apodizer and
FPM size are 3.5and 4.1 A/D fordesign 1 and 2, sce Fig. 3) with
that obtained from optimization with our criterion.

For design 2, the optimization with both methods leads to
similar APL.C configurations (4.3 and 4.1 A4/ D). Hence, the con-
trast performance between them differs by only a factor of 3. On
the other hand for design 1, the gain by using our criterion for
the optimization is a staggering factor 10. In addition, the plot
shows that APLC contrast performance only weakly depends on
the telescope geometry with this optimization method. This is
an important result, which means that the APLC can efficiently
cope with a large variety of telescope designs.



678

5. Conclusion

The APLC is believed to be a well suited coronagraph for ELTs
and for the search of exirasolar planets with direct imaging. The
high angular resolution of such large telescopes relaxes the con-
straints on the IWA of a coronagraph which is an important issue
for high contrast imaging instruments on 8-m class telescopes.
Hence, coronagraphs with a relatively large IWA such as the
APLC present an interesting altemnative to the small TWA coron-
agraphs such as the phase mask coronagraphs.

The objective of this paper is lo analyze the optimization of
APLC in the context of ELTs. We defined a criterion (Cs) sim-
ilar to that used by Bocealetti (2004) for the peneral problem of
Lyot stop optimization in coronagraphy. We then analyzed the
behavior of this criterion as a function of the FPM diameter in
the presence of different telescope parameters. The optimal FPM
is determined by the maximum value of the criterion. A sensi-
tivity analysis was carried out for the several telescope param-
eters such as central obscuration, spiders, segment reflectivity,
pupil shear, low-order static aberrations and chromatism. Some
of these parameters are not relevant for APLC optimization such
as low-order aberrations which provide a pretty flat response of
the criterion to FPM diameter when applied at reasonably large
amplitudes. However, ELT3 are not yet well enough defined to
predict the level of static aberrations coronagraphs will have to
deal with.

The parameter which had the largest impact on the optimum
FPM diameter is the central obscuration. An obscuration ratio of
30% leads to an optimal APLC of 4.7 A/D. In most cases, the
optimal sizes derived for other telescope parameters are quite
consistent with that imposed by the central obscuration. The dis-
persion of the FPM size is no larger than 0.2 4/D given the range
of parameters we have considered. We also demonstrated that
APLC optimization based on throughput alone is not appropri-
ate and leads to optimal FPM sizes which decrease with increas-
ing obscuration ratios. This behavior is opposite to that derived
using our criterion. The superior quality of our criterion is sup-
ported by the comparison of contrast profiles obtained with both
optimization methods in Sects. 4.2 and 3.2.1.

Although the idealized simulations presented in this paper
do not consider atmospheric turbulence and instrumental de-
fects, they allow us to find the optimal APLC configuration and
PSF contrast for each case. Cavarroc et al. (2006) show that
the ultimate contrast achievable by differential imaging (speckle
noise suppression system to enhance the contrast, Racine et al.
1999; Marois et al. 2000; Baba & Murakami 2003; Guyon 2004 )
with a perfect coronagraph is not sensitive to atmospheric see-
ing but depends critically on static phase and amplitude aberra-
tions. Our results therefore present the possibility of extending
this study to the more realistic case of a real coronagraph taking
into account relevant effects releated to telescope properties.

In addition, we have also started development of APLC
prototypes whose characteristics are defined with the present

P. Martinez et al.: Optimization of apodized pupil Lyot coronagraph for ELTs

numerical analysis. Experiments with these prototypes will be
carricd out during the next year in the near IR on the High
Order Test-bench (Vernet et al. 2006) developed at the European
Southern Observatory. The practical study of the APLC will
also benefit from prototyping activities led by the department
of Astrophysics at the University of Nice (LUAN) and carried
out for development of SPHERE for the VLI.
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ABSTRACT

Aims. We compare coronagraph concepts and investigate their behavior and suitability for planet-finder projects with Extremely Large
Telescopes (ELTs, 30-42 meter class telescopes).

Methods. For this task, we analyzed the impact of major error sources that occur in a coronagraphic telescope (central obscuration,
secondary support, low-order segment aberrations, segment reflectivity variations, pointing errors) for phase, amplitude, and inter-
ferometric type coronagraphs. This analysis was performed at two different levels of the detection process: under residual phase left
uncorrected by an eXtreme Adaptive Optics system (XAQO) for a wide range of Strehl ratios and after a general and simple model
of speckle calibration, assuming common phase abemations between the XAQO and the coronagraph (static phase aberrations of the
instrument) and non-common phase aberrations downstream of the coronagraph (differential aberrations provided by the calibration
unit),

Results. We derive critical parameters cope by each concept in order of importance. We show three coronagraph categories as func-
tion of the accessible angular separation and proposed optimal one in cach case. Most of the time amplitude concepts appear more
favorable, and the Apodized Pupil Lyot Coronagraph specifically gathers the adequate characteristics to be a baseline design for ELTs,

© ESO 2008

Key words. Techniques: high angular resolution, adaptive optics —Instrumentation: high angular resolution —Telescopes

1. Introduction

Recent years have seen intensive research and the development
of new high-contrast imaging techniques that are essential for
detecting faint structures or companions around bright parent
stars.

A variety of astrophysical topics (low-mass companions, cir-
cumstellar disks, etc.) have driven the next generation of high-
contrast instruments like SPHERE and GPI (Beuzit et al. 2006a;
Macintosh et al. 2006) expected in 2011, or EPICS (Kasper et al.
2008) for the longer term (~ 2018). Coronagraphy is a manda-
tory technique for these instruments so is & critical subsystem.

A large review of the different families of coronagraph was
carried out by Guyon et al. (2006), and optimal concepts were
proposed in the context of space-based observations. Results of
this study cannot be generalized for ground-based observations
because the problematic is different. Contrast level and inner
working-angle requirements are relaxed, while telescopes pa-
rameters may have a different impact.

We have previously studied the contrast performance of
Extremely Large Telescopes (ELTs) and limitations for an ideal
coronagraph (Cavarroc et al. 2006) and in Martinez et al. (2007),
we have shown how the Apodized Pupil Lyot Coronagraph
(APLC) can be optimized with respect to the ELT parameters.
Here, the objective is to investigate the trade-off for coronag-

Send offprint requests to: P. Martinez, martinez@ eso.org
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raphy in the general context of ELTs. Telescope characteristics
such as central obscuration ratio, primary mirror segmentation,
and secondary mirror supports can have an impact on high-
contrast imaging capabilities and impose strong limitations for
many coronagraphs. Coronagraphs already selected for 8-10 m
class telescopes are not necessary suited to future planet finder
projects with 30-42 m ELTs for which the achievable angular
resolution becomes extremely high (~ 10 mas).

On ground-based telescopes equipped with extreme adaptive
optics systems (XAQ), coronagraphs are expected to attenuate
the on-axis star significantly; however, even at a high level of
correction {Strehl ratio > 90%), a significant fraction of the star
flux remains in the focal plane (<10%). The residual light sets
the photon-noise contribution for high-contrast imaging, even
if a dedicated calibration procedure like differential imaging is
used (Racine et al. 1999; Marois et al. 2000; Baba & Murakami
2003; Guyon 2004). The estimation of this level is thus one
byproductof our study (as shown in Cavarroc et al. 2006)

The intent of this paper is twofold: 1/ determine limiting pa-
rameters and ideally derive specifications at the system level, 2/
initiate a general comparison of coronagraphs to identify valu-
able concepts and fields of application. All the simulation hy-
pothesis are described in Sect. 2: coronagraph concepts, AO and
calibration unit assumptions, metrics used and error sources con-
sidered. The impactof these error sources with respect to the AQ
correction level and their effects on the detectability using a dif-
ferential imaging system are presented in Sect. 3 and discussed
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in Sect. 4. Other comparisons between two promising concepis
are done in Sect. 5. Finally, in Sect. 6 we draw conclusions.

2. Methodology
2.1. Coronagraphs

For the past ten years, a large number of coronagraph concepts
have been proposed. Nevertheless, at this ti, none of them can
simultaneously meet all of the main high contrast requirernents:
sensitivity to telescope parameters (like the secondary support
obscuration, residual aberrations, spider vanes), accessibility to
small inner working-angle (IWA), lack of sensitivity to pointing
errors, deliverability of high throughput, good imaging capabili-
ties (large searchable area), compatibility with large bandwidth,
and finally, manufacturing feasibility. The effect of the segmen-
tation of the primary mirror (inter-segment gaps, segment reflec-
tivity variations, segment aberrations) must be added to this long
list because we are dealing with ELTs.

2.1.1, Concepts analyzed in this study

We consider the following coronagraph concepts: Lyot coron-
agraph (Lyot 1939), apodized pupil Lyot coronagraph (APLC,
Aime et al. 2002; Soummer et al. 2003a), apodized Roddier
& Roddier coronagraph (ie Dual zone) (APRC, Soummer
et al. 2003a,b), four-quadrant phase mask (FQPM, Rouan et al.
2000; Riaud et al. 2001), annular groove phase mask (AGPM,
Mawet et al. 2005b), band-limited (BL, Kuchner & Traub 2002;
Kuchner et al. 2005), achromatic interferometric coronagraph
(AIC, Gay et al. 1997; Baudoz et al. 2000a,b, 2005).

In most figures presented in this paper, we will be make use
of an ideal coronagraph model that removes the flat, non-tilted
coherent wavefront from the pupil (Cavarroc et al. 2006). In such
a way, the ideal coronagraphenables derivation of the maximum
detection level imposed either by the residual phase aberrations
left from the XAQ system or the static aberrations from the dif-
ferential imaging system (as defined in next sections). An ideal
coronagraph is only designed for no wavefront aberrations, so
comparison to other coronagraphs is useless.

2.1.2. Inner working-angle constraint

The IWA describes quantitatively how close a coronagraph de-
sign allows detection of a faint companion. In this paper we de-
fine the IWA as the angular separation for which the diffraction
peak of a planet is reduced by a factor of 2. It assumes that
the planet’s throughput is radially averaged (i.e not favorably
placed), while the star is point-like.

The AIC, FQPM/AGPM, APRC have a very small IWA owing to
their intrinsic properties. In contrast, amplitude concepts (Lyot,
APLC, and BLs) have a larger IWA depending on coronagraph
parameters (d, diameter of the focal mask, or €, bandwidth of the
mask function, that actually depends on the application).

Since we are dealing with ELTs, the angular resolution of
such large telescopes is relaxing the constraint on the TWA and
hence the problematic is different than for planet-finder instru-
ments on 8-m class telescopes. As a baseline, we fixed the limit
of the IWA to the reasonable value of 44/D . For instance, at 1.6
um (H-band), 44/ D correspond to 30 mas and 165 mas fora 42
and a 8 meter telescope, respectively.

In the next simulations, the Lyot coronagraphhas a mask size
of 7.54/ D (i.e a corresponding TWA of 3.9 4/ D). The APLC has
a 4,71/ D mask diameter (i.e IWA = 2.4 1/D). This size is the

result of the optimization performed in Martinez et al. (2007).
We also consider two band-limited masks with different orders:
a 4™ order (BL4, Kuchner & Traub 2002, sin* intensity mask
with € =0.21) and an 8% order (BL8, Kuchner et al. 2005, m=1,
1=3 and € = 0.6). The BLs parameter € controls both the IWA
and Lyot-stop throughput.

2.1.3. Pupil stop optimization

The total amount of the rejected light by a coronagraph strongly
depends on the pupil-stop size and shape. In this paper, pupil
stops are optimized to match the diffraction in the relayed pupil
as defined in Boccaletti (2004), hence are adapted to the way
that each coronagraph deals with the diffracted light. However,
in Sect. 3 we generate a wide different range of wavefront errors,
so that an optimization of the pupil-stop with respect to the level
of the residual phase could relax constraints on the pupil-stop
shape and throughput, as discussed for instance in (Crepp et al.
2007), for the band-limited case. This optimization depends on
the dominant source of noise (diffracted light or uncomrected at-
mospheric speckles).

In practice, we optimized pupil stops in the ideal case (no
wavefront error), because the final comparison is made after
differential imaging when the uncorrected atmospheric speck-
les have been removed. Pupil stops are assumed to be perfectly
aligned except when we evaluate the impact of its misalignment.
Pupil stop throughput and coronagraph parameters are summa-
rized in Table 1.

2.2. Principle of numerical simulations

As a baseline we consider a 42-meter ELT with 30% (linear)
central obscuration ratio as expected for the European ELT (E-
ELT, Gilmozzi (2008)), except when we evaluate its impact. As
for the wavelength, we adopt a baseline of A = 1.6um (center of
the H-band), a good compromise between angular resolution and
AQ correction. Our simulations make use of simple Fraunhofer
propagators between pupil and image planes, which is imple-
mented as fast Fourier transforms (FFTs) generated with an IDL
code. The image plane is sampled with 0.1254/D per pixel.

2.2.1. Extreme AQO simulations

Since we are concemned with ELTs, we consider an eXtreme
Adaptive Optics system (XAQ) with a large number of actua-
tors. Table 2 shows the characteristics for the simulations of the
XAO phase residuals, As we want to analyze the behavior of
the coronagraph under realistic conditions, we generate many
phase screens with different Strehl ratios (from 84% to 96%).
For that, we modify the atmospheric seeing (from 1.0"to 0.47),
while leaving the XAO systemn unchanged. As a fair comparison,
all coronagraphs have been affected by the same set of phase
screens. We use 100 phase realizations, and check that it was
sufficient to produce long exposures at the contrast level we are
dealing with.

2.2.2. Differential imaging simulations

The presence of a residual atmospheric wavefront perturbation,
even if comected with a XAO systemn, limits the contrast behind
a coronagraph to about 10 - 108, The first series of simulations
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Table 1. Parameters of coronagraphs optimized for a central obscuration of 30% . “Overall transmission. * AGPM topological charge.

“Coronagraph Lype Specilications | State ol art
WA (A/D,£0.1) | .7 (%) | Parameters Laboratory tests Sky observations
FQPM 0.9 814 - vis. /near IR / mid IR | near IR
AGPM 09 827 =2 - -
AIC 04 50.0 - vis. / near IR near IR
Lyot 39 62.7 d=7154/D vis. /IR vis, [/ IR
APLC 24 54.5 d=472/D vis. / near IR near IR
APRC 0.7 74.5 d=1064/D -
BL4 40 224 e=021 vis.
BL8 4.0 13.8 e=06,m=1,1=3 | vis. -

to assess the impact of telescope parameters on coronagraph per-
formance was carried out at this level (Sect. 3.1.1). However, it
is important to perform the same analysis at the level of con-
trast that is adequate for planet detection (10° - 10'") to evaluate
how the sensitivity of coronagraph propagates. To enhance the
contrast, a second step is required to suppress the speckle noise
(composed of dynamical and static aberrations). On SPHERE
and GPI, speckle calibration is implemented in the form of spec-
tral and polarimetric differential imaging (Racine et al. 1999;
Marois et al. 2000; Baba & Murakami 2003). A deeper contrast
is then achievable through appropriate data reduction. Here, for
sake of generality we assume a general and simple scheme of
differential imaging (DI). A detailed analysis of contrast perfor-
mance for ELTs with DI has been performed by Cavarroc et al.
(2006).

For the reader’s convenience we repeat the main assump-
tions and results used in this present study. We considered two
images taken simultaneously using two channels downstream of
the coronagraph (same spectral band, same polarization state). In
such a case, the contribution to the wavefront error is made up of
two terms: the static common aberrations (4,.) in the instrument
upstream of the coronagraph and non-common aberrations (d,.)
downstream of the coronagraph. The latter corresponds to differ-
ential aberrations since the light goes through two different opti-
cal paths. Here, the residual phase left uncorrected by the XAO
systern is omitted since it will be averaged to an azimuthally
constant pattern over time and suppressed by subtraction in the
two channels (if the photon noise is neglected). Therefore, the
detectability for an infinitely long exposure only depends on 6.
and &,.. The static aberrations &, and 4, are described by PSDs
with £~ variation (f is the spatial frequency). Since aberrations
are critical at close angular separations, we assume that the PSDs
at low frequencies were shaped (flat in the range 0 < f < f./4,
with f. the cut-off frequency of the XAQ.

Many combinations of &., d,. are possible to reach the de-
sired contrast level. But, as we are interested in the DI perfor-
mance rather than the technique itself, we adopt in Sect. 3.2 an
arbitrary amplitude of 10 nm rms and 0.3 nm rms for 4, and
8., respectively. A contrast level of 10” is thus achievable that
is consistent with EPICS science contrast requirements (Kasper
et al. 2008).

2.3. Metrics

In the following, we describe metrics used to evalvate the ef-
ficiency of coronagraphs. Caution: none of these metrics are
weighted by the overall coronagraphic system transmission (7).
This throughput is set by the pupil-stop transmission (times the
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mask transmission for BLs). The system transmission (presented
in Table. 1) basically remains a physical limitation that must in-
fluence the decision of which coronagraph to implementin prac-
tice (integration-time issue), but here we are more interested in
the upper limit of coronagraphs for comparison clarity as regards
external limitations. This point will be discussed further in Sect.
4. We also inform the reader that some coronagraph designs may
attenuate the planct signal (e.g the four phase transitions between
adjacent quadrants of the FQPM create four A/ D-blind zones or
the repetitive throughput-less zones of some particular BLs func-
tions) which is not quantified through our metrics.

2.3.1. Coronagraphic halo

Several metrics can be used to quantify the capability of a
coronagraph (Boccaletti 2004, for instance). We have identified
two metrics at the level of the coronagraphic image. The first
one, Ceprplp), 15 the contrast profile averaged azimuthally, and
the second, Ceprp, gives the contrast between the star peak
and an average intensity in an annular region of the focal plane
where an off-axis companion is expected. These metrics read as

_Ex Yeoro (p, a)da

Ceoro(p) = ZET— (1)
(177 £ vcorolo, adpdpda) 1nto? - p?)
Ceoro = (2)

rps e (0)

where p; and py are the inner and outer radii of the annular re-
gion; trpgr (0) the maximum intensity of the star image on the
detector (without the coronagraph, except for the APLC and
APRC for which this term includes the apodizer transmission);
and Wreorolp, @) is related to the intensity of the coronagraphic
image on the detector. We use these metrics to study the varia-
tion in performance with respect to telescope parameters and as
a function of the Strehl ratio.

The area of calculation in the focal plane for Croro can be
matched to the instrumental parameters. The width of the ring
can be modified to match science requirements. For most results
presented hereafter, the search area is bounded at p; = 44/ for
short radii (IWA requirement) and at py = 804/ D for large radii
(XAO cut-off frequency). These limits translate to 30mas and
0.63” respectively at 1.6um, and allow coronagraph comparison
over a large region of interest, while keeping the study general
and independent of a specific science requirement. The impact
of p; and py values will be further discussed in Sect. 3.1.1.
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Table 2. Values and amplitudes of parameters used in the simulation.

XAO simulation

DI stmulation

Input parameters

telescope diameter 42 m 42 m
seeing at 0.5 ym 10" —0.4" -

wind speed 15 m/s -
outerscale of tarbulence Lo 20m

number of actuators 2.10° =
inter-actuator distance 26cm -

AO frequency 25KHz -
wavelength 1.6 pum 1.6 um
average Strehl ratio 83% —96% -
delay 004 s

focal sampling

0.125 A/D | pixel

0.125 A/D/ pixel

static aberrations upstream of the coronagraph 10 nm rms

static aberrations downstream of the coronagraph - 0.3 nm ms
central obscuration default value 30% 30%

Studied parameters

central obscuration 10 - 30 [%] 10 - 30 [%]

spider vanes thickness 30-75 [em] 30 -75 [cm]
segments reflectivity (~750 of 1 5m diameter) 1-5[% ptv] 1-5][% ptv]
segments static aberrations (~750 of 1.5m diamecter) | 6 - 30 [nm rms] 6 - 30 [nm rms]
pointing errors 0.1 - 0.5 [mas rms] | 0.1 - 0.5 [mas rms]
pupil shear 0.1-0.5[%] 0.1 -0.5[%]

2.3.2. Differential Imaging residuals

When using a DI system, implying some image subtraction, the
average contrast is no longer suitable. Results will be presented
as radial contrast plots (5o~ normalized contrast vs. angular sep-
aration) to compare coronagraphs:

5 % o [Weoro, ©) = Weoro, ()
Wes p(0)

Here, o] is an operator that denotes the azimuthal standard de-
viation measured in a ring of width 4/ D on the subtracted image
Weoro, — Weoro,, and Cp; quantifies the ability to pick out an
off-axis companion at a given angular distance.

Here, we adopt that simple metric for the sake of clarity,
but we note that more appropriate criteria adapted to the case
of high-contrast images have been developed by Marois et al.
(2008).

Corlp) = (3

2.4. Studied parameters
2.4.1. Central obscuration

It is very likely that future high-contrast instruments will have
to deal with high central obscuration ratios, possibly higher than
the current 8-m class telescopes (e.g 30% for the future E-ELT).
We evaluated its impact on coronagraphic performance for ob-
scuration ranging between 10% to 30%. For each central ob-
scuration ratio, APLC operates at its optimum configuration as
defined in Martinez et al. (2007). For the range of obscuration
we are considering, the Lyot mask of the APLC varies between
4.3 to 4.94/D. The apodizer of the APRC is also re-optimized
for each case. When it is not specified, the default value of the
central obscuration ratio is 30%.

2.4.2. Spiders thickness

The analysis for the spider thickness is made for one configura-
tion where six symmetrical cables are used to maintain the sec-
ondary support (Dierickx et al. 2004, Fig. 1, left). The thickness

varies from 30 to 90 cm; and for each case and each coronagraph,
the pupil stop is re-optimized to match the entrance aperture, In
the particular case of BLS, the high order of the mask vields to
unusable pupil stops (near to (0% throughput) to correctly match
diffraction when spider vanes are included. Hence, werelax con-
straints on performance (no longer perfect at § = 1009%) to in-
crease throughput. As a result, the performances presented in
Sects. 3.1.2 and 3.2 are affected.

2.4.3. Segment reflectivity variations

The ELT primary mirrors will necessarily be segmented, and
amplitude variations are expected due to a difference in reflec-
tivity between the segments (optical coating). The variation in
reflectivity through an optical system induces wavefront ampli-
tude variation that leads to potentially bright static speckles in
the focal plane of the instrument. It is important to know how
robust a coronagraph is to these defects.

We assume ~ 750 hexagonal segments of 1.5 meters diam-
eter (Fig. 1, right) and assess the impact of a uniform segment-
to-segment reflectivity variation from 1% to 5% (peak-to-valley,
hereafter ptv). For comparison, 5% (ptv) is the typical variation
measured on the Keck telescope (Troy & Chanan 2003).

2.4.4. Static segment aberrations

Segment aberrations refer to low-order static aberrations (piston,
tip-tilt, defocus, and astigmatism) producing speckles that fall
relatively near the central core of the image. Higher order aber-
rations are not considered at this stage but will be implemented
in the DI simulations. The limited number of actuators in the AO
system imposes a control radius in the image plane that scales as
N/2if N is the linear number of actuators across the pupil. We
assume that the static aberrations are already corrected inside
this radius. To estimate the actual segment aberrations corrected
by the XAQO system, we set the PSD of the phase to a null con-
tribution at frequencies lower than the cut-off frequency. This
method gives the best possible correction that can be obtained,
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but is only limited by the fitting error, and it does not include any
wavefront sensor errors, influence function nor actuators space
positioning. An analytic study of the AQ correction of segment
etrors was performed in Yaitskova & Verinaud (2006) where the
quantity y4o, the amount of wavefront correction achieved by
an AO system on a particular segment aberration, was defined
by the ratio of the comrected rms wavefront error to the initial
uncorrected rms wavefront error:
T eorrected

T Finitial 9

With the XAO system we have considered, the analytical
method yields a theoretical value of ~ 0.32 for piston-like phas-
ing error. With our simple PSD shaping, we obtained the follow-
ing values for ya0: 0.22, 0.34, 0.27, 041 for piston, tip-tilt, de-
focus, and astigmatism, respectively, which is not very different
from the analytical value. As a result, the XAO systern signifi-
cantly reduces the wavefront error of each segment as show in
Fig. 2 (piston-phasing error example).

Predicting the level of low-order aberrations that ELT seg-
ments will feature is quite difficult. Nevertheless, measurements
with the Keck telescope (Chanan et al. 2000) show that 10 nm
rms is reachable. In our simulations, we consider a range of in-
tial wavefront error from 6 to 30 nm rms, which is corrected by
the XAO system and hence reduced to values ranging from 0.7
to 12 nm rms. In practice, we study each static aberration inde-
pendently from each other, and find an undistinguishable impact
on coronagraphic halo, so that only the case of piston will be
presented.

2.4.5. Pointing errors and finite size of the star

The offset pointing error refers to the misalignment of the optical
axis of the coronagraph with the star. Here, we assumed that the
star is a point source. For instance, with SPHERE the goal is 0.5
mas rms, hence a direct translation of this requirement to a 42
meters telescope, would be a pointing error residual of less than
0.1 mas rms. In practice, we evaluate the effect of the pointing
error between 0.1 and 0.5 mas rms.

If the star is not point-like but its disk is slightly resolved, it
can be modeled as a sum of incoherent off-axis point sources. As
for the offset pointing error, coronagraphs that allow a very small
IWA will be more affected. Actually, the impact of the [inite size
of the star is quite similar to the one of the offset pointing.

2.4.6. Pupil shear

Most of coronagraphs include several optical components:
apodizer, focal plane mask, and pupil stop. As a result their per-
formance also depends on the alignment of these components.
In particular, the pupil stop has to accurately match the tele-
scope pupil image. This condition is not always satisfied, and
the telescope pupil may undergo significant mismatch that could
amount o more than a few % of its diameter. The pupil shear is
the misalignment of the pupil stop with respect to the telescope
pupil image. It is especially an issue for ELTSs, for which me-
chanical constraints are important for the design. For example,
the James Webb Space Telescope is expected to deliver a pupil
image for whose position is known at about 3-4%. Therefore,
the performance of the mid-IR coronagraph (Boccaletti et al.
2004) will be strongly affected. On SPHERE, the planet-finder
instrument for the VLT (2010), the pupil shear was identified as
a major issue, and a dedicated Tip-Tilt mirror was included in
the design to preserve the alignment at a level of 0.2% (Beuzit
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Fig. 1. Spider vanes configuration {left) considered in Sect. 2.4 2, pupil
with reflectivity variations (right) considered in Sect. 2.4.3 (levels are
exaggerated for the sake of clarity).

Fig.2. lefi: Initial piston WFE of 30 nm mms, right: Residual piston of
6.7 nm rms alter XAO correction. Levels are exaggerated for the sake
of clarity.

et al. 2006b). In this study we consider a range of misalignments
between 0.1 and 0.3% of the pupil diameter.

3. Results
3.1. XAO simulation
3.1.1. Influence of the wavefront correction quality

We first started to compare the coronagraphic performance as
a function of the Strehl ratio (§) with the Ceoro metric. The
objective of this first analysis is to assess the raw contrast de-
livered for each coronagraph considering only the diffraction by
the edges of the pupil and the residual atmospheric phase aber-
rations, which are leaking through the XAO system. Therefore,
these defects will produce a perfectly averaged halo of speckles
that sets the level of the photon noise in the coronagraphic image
plane. Obviously the contrast level must be much better than this
coronagraphic halo, but this noise contribution estimate will be
necessary for investigating the signal-to-noise ratio achievable
for detecting exoplanets with ELTs in later studies.

Figure 3 shows Crpprp as a function of the Strehl ratio for two
locations in the coronagraphic image. On the left, for an anpular
separation of 41/ D=IWA and to the right, averaged in between
the TWA and the AO cut off frequency (Fsn = 804/ D). In each
case, Cropo for a perfect coronagraph is plotted in dashed line.
This ideal model is helpful since it reveals the limitations from
the residual aberrations that are leaking through the XAO system
alone, i.e on principle there is no pupil-edge diffraction contri-
bution since all the coherent part of the light has been removed.
The actual contribution of the limitation sets by the diffraction of
the edges of the pupil is actually revealed by the discrepancy of
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to BOA/ D (AO cut-ofl frequency).

real coronagraph Crprp curves to that of the ideal model. Two
regimes can be identified:

1/ where Ceopp of a coronagraph follows Ceore of the ideal
model, which corresponds to the speckle-dominated regime
where coronagraphs perform much better than the XAQO, so the
performance is set by the XAO itself. In other words, improving
the XAO correction is needed to improve final performance. In
such a case, contrast increases with § and a substantial gain in
starlight suppression requires reaching a high level of wavefront
correction (8 ~94%j). For the considered range of § values (84 -
969 ), all the coronagraphs considered are in this regime (Fig. 3,
right), except for the AGPM/FQPM and the Lyot, but only when
Croro is evaluated at the IWA (Fig. 3, left).

2/ the diffraction-dominated regime appears when Cppopp of a
coronagraph no longer follows Cepre of the ideal model and is
about flat; i.¢ phase aberrations are small enough to reveal the ac-
tual limitation of the coronagraphs, so the limitation is mostly set
by the diffraction by the edges of the pupil. In other words, im-
proving the XAO correction is useless since the limitation comes
from the coronagraph (AGPM/FQPM and Lyot cases previously
underlined at IWA).

The particular case where Copge is nearly flat while still fol-
lowing the ideal model (below § = 88%%) corresponds to a case
where the limitation comes from the residual phase aberrations
that are present in large amounts so improving the XAO correc-
tion (from 84 to 88%) does not yield any improvement in the
performance.

The AGPM/ FQPM and Lyot coronagraphs have a strong de-
pendency with the area where Coopp is evaluated, which indi-
cates that most of the residual energy is actually localized near
the image center in contrast to other coronagraphs. This is a
consequence of the diffraction by the central obscuration that is
not favorable to such designs. At angular distances greater than
41/D, the AGPM/FQPM and the Lyot perform as well as other
designs. Thus, the choice performed in Sect. 2.3.1 for the value
of p; and py allows more homogeneous comparisons of corona-
graphs.

The contrast achieved with the BLS is significantly lower
than with other coronagraphs. To operate with a 30% central
obscuration and a somewhat small IWA of 44/D, the BLS re-
quires a very aggressive pupil stop (¥ = 13.8). Although this
optimization provides a very deep contrast in a perfect situa-

tion when phase aberrations are negligible (S = 100%), it is no
longer the case realistic condition even at high Strehl ratios . This
is obviously true for any concepts, but the decrease in contrast
between the perfect and realistic situations is even more abrupt
with the BLS.

3.1.2. Parameter dependencies

Figure 4 analyzes in detail the impact of each of the parame-
ters defined in Sect. 2.4 for the particular case of 5=90% using
Croro(p) the coronagraphic contrast as a function of the angular
separation. The variation of each parameter is represented with
error bars indicating the dispersion of contrast. Therefore, the
sensitivity of Ceore(p) to each parameter within a given range
of amplitude is shown as an error bar. The range is given in the
legend and is identical for each coronagraph. For each case, the
limit of detection achievable with a perfect coronagraph is plot-
ted as a dashed line.

The specific case of Ccorp, which shows the same quantity
as in Fig. 3 but for the several parameters of Sect. 2.4 indepen-
dently, is not plotted to simplify the paper. The variation in con-
trast as a function of the Strehl ratio is actually identical for all
parameters and all coronagraphs. In other words, the curves are
parallel and parallel to that of Fig. 3. This simply means that the
contrast is usually dominated by the XAQO halo and the diffrac-
tion by the edges of the pupil. For all coronagraphs but AIC,
APRC, and APLC, the parameters affects the contrast at various
levels.

In the following, we describe the impact for each corona-
graph in the case of S=90% (Fig. 4):

AGPM [ FOPM — At distances shorter than 34/D, the image is
dominated by the diffraction of the central obscuration, while
beyond that angular distance the contrast limit is set by the spider
diffraction spikes. For worst values of dominating parameter the
contrast reaches 2.107* at 44/ D and only improves by a factor
of 2 at 104/ D. The achievable contrast is quite far from the ideal
model.

AIC — In this case, pupil diffraction is negligible as far as it
is centro-symmetrical, but pointing errors clearly dominate the
contrast up to 204/ D. The impact is as large as that of the cen-
tral obscuration for the AGPM/FQPM. At larger distances, the
performance of the AIC is identical to that of a perfect coron-
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agraph. At 44/D the contrast is 7.10~°, while it is improved to
2.107% at 104/D.

APRC — 104/ D sets the limit between pointing -error dominated
regime and pupil-shear dominated regime. At 44/ D the contrast
reaches 4.107" and 9.107% at 104/D.

Lyot— Spider diffraction limits the contrast at any angular radius.
However, the impact is not that important. The central obscura-
tion also has a significant signature. At 41/D (near the mask
edges), the contrast is only 1.107* but it improves by a factor of
10 at 104/D.

APLC - The dispersion of contrast is negligible in that case for
any parameter. The APLC achieves the same performance as
the perfect coronagraph beyond the IWA and does not feature
a dominant parameter. At 44/D the contrast reaches ~ 1.1077
and 5.107% at 104/ D.

BL4 — As for the APLC, the contrast is very close to the per-
fect case and the dispersion of contrast is small, however with a
dominance of the spider diffraction spikes. At 44/ D the contrast
is 2.107%, while at 104/ D is improved to 6.10°°,

BL8-The spider diffraction dominates significantly at any angu-
lar separation. The contrast is much worse than for the BL4 and
reaches 2.107* at 41/D and 5.107 at 104/ D. The BLS8 suffers
from a severe reduction of the pupil stop, therefore distorting the
off-axis PSFs while reducing the throughput. High-order BLs are
actually not suited to ELTs.

The impact of spider diffraction must be mitigated since con-
trast profile are azimuthally averaged, therefore some image ar-
eas feature stronger contrasts. Planets could be observed within
the clear areas between the spider spike diffractions. This choice
depends on the observing strategy.

For all coronagraphs, amplitude and phase aberrations on
segments in the considered range have much less impact than
the diffraction by the pupil edges (central obscuration and spi-
ders). For the small IWA coronagraphs, the pointing error is the
most dominant factor.

3.2. DI simulation

As explained in Sect. 2.2.2, we adopted an arbitrary amount of
static and differential aberrations to carry out the same analysis
as in Sect. 3.1.1 but at a much higher level compatible with ex-
oplanet detection. Instead of an azimuthally averaged contrast,
Fig. 5 plots the 5o detection level (Eq. 3).

First of all the parameters that limit the contrast of a given
coronagraph are the same except that, at large angular distances
the AO halo is no longer dominant and then the dispersion of
parameters is much larger.

AGPM / FOPM — As in the previous section, a clear limit is
seen at 34/ D between a central obscuration-limited regime and
a spider diffraction-limited regime. Also, the impact of the pupil
shear predominates beyond 204/D. The level of detectability is
rather flat between 4 and 104/ D, achieving 2. 1077,

AIC — Again, all symmeitrical defects are quite small compared
to the pointing errors. At 44/ D the performance is similar to that
of the AGPM/FQPM and improves to 7.107% at 104/ D, despite
being far from the ideal model.

APRC — The scparation between pointing errors and the pupil

shear-limited regime has moved from 10 to 204/D with respect
to Fig. 4. At 41/D the detectability reaches 3.107%, while at

104/D it improves to 7.107%, A gain of 1 order of magnitude
is reached compared to AGPM/FQPM and AIC concepts.

Lyot — The spider diffraction still dominates the contrast, which
reaches 1.1077 at 4.4/ D and improves by a factor of 10 at 104/D.
Considering its simplicity, the Lyot coronagraph is suitable for
ELTs.

APLC — 1t features one of the best detectability levels with the
BL4. In contrast to Fig. 4, it is dominated by the spider diffrac-
tion (and pupil shear at a very large angular separation, i.e after
504/D) but achieves a level of 1.107" at 44/D and 8.10°7 at
104/D.

BL4 — Very high contrast can be achieved close to the limit im-
posed by static aberrations. The sensitivities to the parameters
are rather low. The level of detection is identical at 4 and 104/ D:
21077,

BLS — For the same reasons as expressed in Sect. 3.1.1, BL8 is
not as efficient as BL4. Up to 504/D, the dominating parameter
is the spider diffraction, and the pupil shear at larger angular sep-
arations. Compared to BL4, the performance degrades by about
2 orders of magnitude in the middle range of frequencies and
about 1 order of magnitude at very large angular separations.
At 4.1/ D the detectability reaches 1.1077, while at 104/D it im-
proves to 7.1078,

4. Interpretations of results

When considering the XAO halo, most coronagraphs (except
BLBE) provide roughly the same performance at mid angular radii
(Fig. 3). Throughput consideration and sensitivity to parameters
are then mandatory to make a difference. In this section we sum-
marize the most important results of our study.

For each coronagraph, the sensitivity to parameters propa-
gates similarly between the raw coronagrahic images (X AO) and
differential images. The limiting factors are the same at these
two contrast levels. As for band-limited , increasing the order of
the mask (beyond the fourth order) is not advantageous since
the Lyot stop throughputis severely restricted by the central ob-
scuration and spiders. The Lyot-stop throughput places a limit
on the order of the mask that can be implemented on an ELT.
Fourth orders are preferable to eighth (or higher) orders. This
result confirms the one obtained by Crepp et al. (2007), where
they compare Lyot-type coronagraphs combined with AO sys-
tem using a filled circular pupil. As already mentioned, the BL.8
is very efficient for perfect optics, but its interest is questionable
in the context of ELTs.

Coronagraphs with small IWA (AGPM/FQFPM, AIC) are not
able to reach the ultimate level sets by static aberrations. This is
cither a result of a high sensitivity to pointing errors (AIC) or
an effect of the large residual amount of diffracted light by the
pupil central obscuration, which is not sufficiently suppressed
(AGPM/FQPM). We notc that a solution exists to improve the
peak suppression and pointing error sensitivity in the precise
case of phase mask, such as the combination of a small Lyot
mask placed in the center of the phase mask. A trade-off analy-
sis would be mandatory to sclect the diameter of this additional
Lyot mask.

For all coronagraphs, the signature of the central obscuration
appears at the lowest contrast level but can still be a limitation.
For instance, with the AGPM/FQPM, the other aberrations are
pinned to the contrast level imposed by the central obscuration at
small angular distances. Also, pointing errors and spider diffrac-
tion are critical for most coronagraph concepts (AGPM/FQPM,
AIC, APRC, Lyot, BLE)
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Table 3. Preliminary parameters specification to reach best performance (set by 309 central obscuration) for each coronagraph within the simulated

space parameters.

Acceptable parameter error values
Coronagraph type | Spider [cm] Segment error Offset pointing [mas rms] | Pupil shear [96]
Phase [nm rms]| | Reflectivity [S ptv]
AGPM/FQPM 30 30 E] 0.5 0.5
AIC 75 30 5 0.2 -
APRC 75 30 5 0.2 0.3
Lyot 45 30 3 0.5 0.5
APLC 45 30 5 0.5 0.5
BLA 60 30 5 0.5 0.5
BLA 30 30 3 0.5 0.2
APLE BL4
s o
Centrel obscurolion 30 [T Cenlral obscuration 30 [%
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Fig. 6. Cp; (50 detectability (6, = 10 nm rms, §,. = 0.3 nm rms)) vs. error sources for APLC (left) and BL4 (right) optimized [or IWA = 2.44/D

Among the concepts we studied here, some are able to pro-
vide good and homogenous performances, namely the APRC,
the APLC, the Lyot and the BL4. To improve the contrast level
further, the main effort will have to be made on the pointing er-
rors (telescope vibrations and stability of the XAO environment)
and on the pupil shear (alignment issue). The impact of the spi-
der diffraction shows either the importance of a coronagraph that
is not sensitive to this effect (APRC, BL4, AIC) or the necessity
of a specific system that can remove their impacts (Abe et al.
2006).

Achieving a deep contrast imposes a concept of coronagraph
that can accommodate some telescope characteristics, while pre-
serving a reasonable throughput. Amplitude concepts like the
APLC and the BL4 appear the best suited in that case. The
APLC is foreseen as the baseline design for EPICS, and inde-
pendent studies have shown that it is more suited to focal-plane
wavefront correction, a mandatory technique for EPICS. In the
next Section, impact of the design (IWA) on these concepts and
throughput considerations will be addressed.

Finally, the simulation in Fig. 5 allows us to put a specifi-
cation to cach parameter of the simulation (within the range of
values we considered) corresponding to the best contrast achiev-
able with a given coronagraph (presented in Table. 3). This ul-
timate contrast level is driven in most cases by the central ob-
scuration that we took equal to 30% in this analysis. It is as-
sumed that within specifications coronagraphs do not delivered
the same detectability. A coronagraph that potentially reaches
high contrasts close to the level imposed by static aberrations
also requires a more severe constraints on the parameters, while

conversely, specifications can be relaxed for a less efficient coro-
nagraph.

5. Further comparisons of APLC and BL4

In previous sections, the APLC focal-mask diameter (4.74/D,
WA =244/ D) results from an optimization based on the size of
the central obscuration while the mask of the BL4 is optimized
for an IWA of 44/D. This sections compares these two designs
in more details for a similar TWA.

Figure 6 presents a DI simulation when both the APLC and
the BL4 are optimized for IWA=2.44/D For that, the BL4 was
re-optimized (e = 0.33, &7 = 12.5%) while APLC has remained
the same (& = 54.5%). Here, we only present the worst case
corresponding to the highest values of parameters (except for the
spider thickness, sets to 6(cm, E-ELT as baseline). The net effect
of a smaller TWA for the BL4 is a less transmissive pupil stop,
and as a result pupil shear becomes the dominant effect. From
2.4 to 204/D, the BL4 has a lower sensitivity to parameters, and
both are quite comparable beyond 204 /0.

However, if we assume a similar system transmission for
these coronagraphs, the APLC will then deliver a better perfor-
mance. This can be done either with a more aggressive APLC
pupil stop, and hence the achicvable contrast is increased, or con-
versely with a more transmissive BL4 stop. Even if the perfor-
mance of the BL4 with a small IWA is close to that of a perfect
coronagraph,its intcrest is questionable since the transmission is
a factor of 4 lower than that of the APLC.

The same analysis was performed for an IWA of 44/D. In
that case the APLC has been re-optimized to 7.54/D (& =
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50.09), while the BL4 is identical to previous sections (e =
0.21, F = 22.4%). In such a case, the transmission is still fa-
vorable for APLC by a factor 2. Conclusions on contrast perfor-
mance are identical to the previous case. The interest of the BL4
for ELTs would be relegated either to very bright objects or to
large IWA to relax system transmission, but in that case further
analysis would be needed to compare its performance to that of
the Lyot mask.

6. Conclusion

The objective of this paper was to assess the impact of sys-
tem parameters on several coronagraph concepts and to start a
first-order comparison in the context of ELTs. We selected a few
coronagraphs (or families) and evaluated the behavior of the de-
livered contrast with respect to the main sources of degradations
that occur in a coronagraphic telescope at two levels of contrast
when:

— considering the residuals of an XAQ system,
— calibrating this halo with a differential imaging system. In
that case, the residuals are set by the static aberrations.

The contrast plots that are presented in this paper are pre-
liminary in the sense that we have considered a simple model of
image formation with a limited number of parameters most of
which are not yet fully defined. It is understood that a detailed
study would involve a signal-to-noise ratio estimation consider-
ing different types of astrophysical objects as for SPHERE/VLT
(Boccaletti & Mouillet 2005; Boccaletti et al. 2006). A paral-
lel analysis has already been initiated for the EPICS project
(Verinaud et al. 2007). We also note that some coronagraph con-
cepts analyzed along this study can deliver a better performance
when implemented in cascade (Aime & Soummer 2004; Baudoz
et al. 2007). Performance resulting from these configurations in
the precise case of ELTs must be investigated further, as already
started for EPICS. Involving a wide number of existing coro-
nagraph designs is mandatory as wel, e.g phase induced am-
plitude apodization coronagraph (PIAAC Guyon et al. 2004),
checkerboard-mask coronagraphs (Vanderbeiet al. 2004).

The study presented in this paper (preliminary results of sys-
tem level specification are shown in Table. 3) is then one step
toward this ultimate goal. Under these assumptions, we can de-
rive three categories of coronagraphs:

= those adapted to short angular separations, but conversely
sensitive to pointing errors: AGPM/FQPM, AIC, APRC. In
that case, the APRC delivers the more robust performance
since it is less sensitive to system parameters.

- those adapted to intermediate angular separations: APLC
and Lyots where the APLC has the advantage of providing
better performance with smaller IWA and low sensitivities to
system parameters.

— those adapted to large angular separations: BL4 and APLC.

More specifically, the APLC gathers the adequate characier-
istics for baseline design in the case of ELTs. In addition, more
sophisticated implementations are possible (Aime & Soummer
2004) with the goal of providing deeper contrast and/or relaxed
IWA constraint. Potentially, it can be upgraded (although with a
particular optical system) to feature a 100% throughput (using a
two-mirror apodization system based on the phase induced am-
plitude apodization principle (PIAA, Guyon 2003; Guyon et al.
2004) to generate the apodizer through beam redistribution).
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Chromatic effects can seriously drive the choice of which
coronagraph to implement. Actually, amplitude concepts are
more favorable for producing low chromatic dependencies. For
instance, mask size of the APLC focal plane can be easily re-
optimized to mitigate bandwidth effects. At the same time, many
programs are striving to make other concepts achromatic, such
as the AGPM or the multi-FQPM (Mawetet al. 2005a,b; Baudoz
et al. 2007), achromatic and improved versions of the FQPM.

However, to take advantage fully of a coronagraph the most
demanding parameter is clearly the level of the XAO residuals,
and then a lot of effort has to be made to provide very high Strehl
ratios on ELTs.

Finally, the manufacturing feasibility of coronagraphsis also
acritical issue in developing a high contrast instrument for ELTs.
We started to prototype several designs (APLC, FQPM, Lyot,
and BL, (Martinez et al. 2008)) to be tested on the High-Order
Test-bench developed at the European Southern Observatory
(Vernetet al. 2006; Aller Carpentier et al. 2008). Results of these
technical aspects will be presented in forthcoming papers.
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ABSTRACT

Context. Coronagraphic techniques are required to detect exoplanets with future Extremely Large Telescopes. One concept, the
Apodized Pupil Lyot Coronagraph (APLC), is combining an apodizer in the entrance aperture and a Lyot opaque mask in the focal
plane. This paper presents the manufacturing and tests of a microdots apodizer optimized for the near IR.

Aims The intent of this work is to demonstrate the feasibility and performance of binary apodizers for the APLC. This study is also
relevant for any coronagraph using amplitude pupil apodization.

Methods. A binary apodizer has been designed using a halftone dot process, where the binary array of pixels with either 0% or 100%
transmission is calculated to fit the required continuous transmission, i.e. local transmission control is obtained by varying the relative
density of the opague and transparent pixels. An error diffusion algorithm was used to optimize the distribution of pixels that best
approximates the required field transmission. The prototype was tested with a coronagraphic setup in the near IR.

Results. The transmission profile of the prototype agrees with the theoretical shape within 3% and is achromatic. The observed
apodized and coronagraphic images are consistent with theory, However, binary apodizers introduce high frequency noise that is a
function of the pixel size. Numerical simulations were used to specify pixel size in order to minimize this effect, and validated by
experiment.

Conclusions. This paper demonstrates that binary apodizers are well suited for being used in high contrast imaging coronagraphs.

© ESO 2008

The correct choice of pixel size is important and must be adressed considering the scientific field of view.

Key words. Techniques: high angular resolution —Instrumentation: high angular resolution —Telescopes — Adaptive Optics

1. Introduction

Direct detection and characterization of faint objects around
bright astrophysical sources is challenging due to the large flux
ratio and small angular separation. For instance, self-luminous
giant planets are typically 10° times fainter than the parent star
in the near-infrared. Even higher contrasts of up to 1077 are
needed to reach the realm of mature giant or telluric planets. In
order to achieve these contrast levels, dedicated instruments for
large ground-based telescopes such as SPHERE or GPI (Beuzit
et al. 2006a; Macintosh et al. 2006), or EPICS (Kasper et al.
2008) for the future European-Extremely Large Telescope (E-
ELT) will use powerful Adaptive Optics (extreme AQ or XAO)
systems coupled with coronagraphs.

While the XAO system corrects for atmospheric turbu-
lence and instrument aberrations, the coronagraph attenuates the
starlight diffracted by the telescope in the image plane. Since
the invention of the stellar Lyot coronagraph (Lyot 1939), there
has recently been impressive progress in the field leading to a
wealth of different coronagraphs that can be divided into differ-
ent families. In particular, the Apodized Pupil Lyot Coronagraph
(APLC) (Aime et al. 2002; Soummer et al. 2003a) appears
to be well suited for ELTs and has been studied theoretically
(Soummer 2005; Martinez et al. 2007). The APLC features am-

Send offprint requests to: P. Martinez, martinez@es0.01g
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plitude apodization in the entrance aperture to reduce diffrac-
tion and a small Lyot mask in the focal plane. It is the base-
line coronagraph for e.g. SPHERE, GPlI, and the Lyot Project
(Oppenheimer et al. 2004). Martinez et al. (2008a) further show
that the APLC is also well suited to be used with ELTs consid-
ering their particular pupil shapes and segmented mirrors.

A major issue with the APLC (and other coronagraphs us-
ing apodization such as is the dual zone coronagraph, Soummer
et al, (2003b)) is the manufacturing of the apodizer itself, So far,
two concepts have been explored to manufacture apodizers: 1/
a metal layer of spatially variable thickness, and 2/ an array of
opaque pixels with spatially variable density. The second con-
cept has several advantapes over the first one. It is intrinsically
achromatic and avoids wavefront phase errors introduced by a
metal layer of variable thickness.

In this paper, we report on the development (design and lab-
oratory tests) of a binary apodizer for the APLC using a halftone
dot process. First we describe the binary mask principle and the
algorithm used to distribute pixels across the pupil to best fit
the required field transmission (Sect.2). Optimization of the de-
sign through pixels size is discussed in Sect. 3 while in Sect.
4 we report on laboratory results obtained with a prototype us-
ing a near-IR bench which reproduces the Very Large Telescope
(VLT) pupil. Finally, we conclude on the suitability of this tech-
nique for planet finder instruments in Sect. 5.
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2. Principle of microdots apodizer

A binary apodizer is made of an armray of opaque pixels (i.e
dots) on a transparent substrate. It is fabricated by lithography
of a light-blocking metal layer deposited on a transparent glass
substrate. Spatially variable transmission is obtained by varying
pixel density. An error diffusion algorithm was used to calculate
the density distribution that best fits the required field transmmis-
sion (Floyd & Steinberg 1976; Ulichney 1987; Dorrer & Zuegel
2007). This algorithm chooses the transmission of a given pixel
of the apodizer (either 0% or 100%) by comparing the trans-
mission required at this location to a 50% threshold, iec. the
transmission is set to zero if the required transmission is smaller
than 50 %, and to one otherwise (see Fig. 1). The induced trans-
mission error is diffused to adjacent pixels that have not been
processed yet by biasing the transmission required at the corre-
sponding locations. This locally cancels the emror of the binary
optics relative to the required transmission. Such procedure is
used for gray-level reproduction with black-and-white printing
techniques (Ulichney 1987).

Shaping of coherent laser beams has also been demonstrated
(Dorrer & Zuegel 2007) using this technique. The error diffusion
algorithm has the advantage that the introduced noise is blue,
i.e., the noise spectral density is only significant at high spatial
frequencies. This allows the accurate generation of gray levels
and rapidly varying shaping functions. In the specific case of the
design of a coronagraph, the algorithm allows us to well match
the PSF of the binary apodizer to the required apodized PSF up
to a certain radial distance which could be chosen as the con-
trol radius of the AO system. In theory, better shaping results
are obtained with smaller pixels (i.e sampling problem, Dorrer
& Zuegel 2007), since this allows finer control of the local trans-
mission and pushes the binarization noise to higher frequency.
This will be further discussed in Sect. 3.

3. Design optimization

Assuming a VLT-like pupil, the apodizer is defined for a 15%
central obscuration pupil (bagel regime, Soummer 2005). We
consider a 4.51/D APLC (Martinez et al. 2007). The apodizer
shape is illustrated in Fig. 1 (left image).

The manufactured apodizer has a diameter of 3mm due to
constraints on our optical bench (Sect. 3.3 and 4). For microdots,
the performance is related to the ratio of the smallest feature to
the pixel size. Hence, for the sake of clarity, we denote by §
the scaling factor, the ratio between the apodizer useful diameter
(i.e pupil diameter, denoted @ hereafter) and the pixel spacing,
i.e pixel size (dot size), denoted p hereafter:

s=2 (1)
P

The individual pixels of a binary apodizer scatter light to-
wards spatial frequencies depending on the pixel size. The
smaller the pixels are, the higher are the spatial frequencies at
which the lightis scattered, and the better the achieved transmis-
sion profiel matches the desired one.

‘We also note that the high-frequency noise might have differ-
ent distributions at different wavelengths. This would be a situa-
tion similar to diffraction gratings, where only diffracted orders
(i.e corresponding to large values of the transverse wavevector k)
are frequency-dependent. For such finer analysis, Fresnel propa-
gators and a thorough modeling of the binary shaper (including

0 20 40 60

80 100

Fig.1. Left: Shaper target (continuous apodizer). Right: Resulting mi-
crodots pattern using algorithm discussed in Sec. 2. The spatial scale of
these maps is 600x600 pixels. The scale of transmission is given in %.
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Fig. 2. First order peak diffraction f, position in § %A/ D units as a func-
tion of gray level g. Typical domain of application of apodizer masks
are reported on the plot.

process errors on the shape and size of each dot such as edge ef-
fects resulting from the isotropic wet etching process, Sect. 3.3)
would be mandatory.

3.1. Microdots diffraction stray light

The microdots apodizer is modeled as an aperiodic under-filled
two-dimensional grating which exhibits blue noise properties
because of the error diffusion algorithm used (Ulichney 1987;
Dorrer & Zuegel 2007). The binary pattern produces an aver-
aged pray level (¢ = VT, i.e averaged amplitude transmission)
from an apodizer profile with intensity transmission T . The re-
sulting pattern spectral energy is set by g (i.e by the minority
pixels present on the device: non-metal pixels when g < 0.5 and
by metal pixels conversely). The spectral energy will increase
as the number of minority pixels increases, peaking at g = 0.5
(Ulichney 1987, 1988). Most of the energy in the power spec-
trum of the pattern will be concentrated around the first order
diffraction which would appear in the field of view at the spatial
frequency f, (in /D units):

j._{vfgxs g<1/2 @
T M- xS g>1/2
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Fig. 3. Apodized PSFs (left) and APLC coronagraphic PSFs (right) using several dots size for the binary apodizer compared to that with continuous
apodizer (i.e theory, in black). It assumes a pupil with 15% central obscuration. Profiles presented are azimuthal averages.

Therefore, for a given g, the pattern power spectrum has a peak
diffraction at f, (Ulichney 1987, 1988). As the gray level, g, in-
creases from 0 to 0.5, the peak diffraction moves to further angu-
lar distance (Fig. 2) with an increase of energy. Above g = 0.5,
situation is similar to (1-g), minority pixels has only changed
from non-metal dots to metal dots. The PSF of a microdots de-
vice can be therefore expressed as function of a deterministic
effect (the first order diffraction peak) bordered by speckles by
stochastic effect (i.e dots distribution is not regular). Higher or-
der diffraction peaks are not relevant since out of the sciences
field of view. The intensity of the first order diffraction peak in
the final coronagraphic image is function of g as well. The model
presented hereafter is based on a study performed by Dohlen
(2008), where effects of micro-obscurations such as dusts or cos-
metic errors are analytically described for the SPHERE instru-
ment image quality. The coronagraphic halo intensity (/) of the
first order peak diffraction for N dots normalized to the stellar

peak intensity is Ny X (%)‘i (Dohlen 2008, assuming halos from
all the dots add incoherently). Ny, is the total number of the
minority dots present in the pattern and can be easily calculated
through the surface ratio of the pupil by a square dot, times the
density of minority dots (n, hereafter). The minority dots density
can be expressed as:

<1/2
n=4%__ ¢ &)
l-g g>1/2
then Ny, is:
2
T (®
Niors = nx=x (_) (4)
4 \p
The resulting relative halo intensity is then:
T 1y
I=gx=x|= 5
¥ 3 (é) &)

therefore, using Eq. 3 one finally obtains:
2
= gxEx(%)  &s12
(1 —g))(%)((%} g>1/2

Considering our APLC apodizer (T = 51%, g = 0.71), the
first order diffraction peak would be therefore localized at f, ~

)
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§/2 in A/D units with an intensity of I ~ 1/(4x8?). For the Dual
Zone coronagraph (T ~ 809, therefore g ~ 0.9), the first order
diffraction peak moves closer to the central core of the PSF while
its intensity decreases with respect to the APLC case: f, ~ §/3
in A/D with an intensity of J ~ 1/(13 x §?). For Conventional
pupil apodization (" ~ 25%, hence g ~ (.5), the first order
diffraction peak moves further away from the central core of the
PSF while its intensity increases: f, ~ 1/ V2 x § in A/D with an
intensity of T ~ 2/(5 x §2).

3.2. Numerical simulations

Qur simulations make use of Fraunhofer propagators between
pupil and image planes, which is implemented as fast Fourier
transforms (FFTs) generated with an IDL code. In the following,
pixels describe the resolution element of the simulation, while
dots describe the physical units forming the apodizer. We use
0.3 A/D per pixel, while dots are sampled by 4 pixels to allow
enough field of view to image the 1 order diffraction peak for
each §. Validity of the numerical dot sampling has been verified
by comparing simulations with different dot sampling (1,4 and
16 pixels per dot for § = 150).

We first analyze how the dot size affects the apodized PSF
(Fig. 3, left) and the coronagraphic PSF (Fig. 3, right) with re-
spect to an ideal continuous apodizer. From the results summa-
rized in Table 1 we derive the following conclusions:

— Reduction of the dot size by a factor of 2 increases the radial
distance comresponding to an adequate agreement with the
specification by a factor of 2 for the coronagraphic image.
Eg. 2 is confirmed by simulation.

— Analytical model (Eq. 6) is consistent with simulation pre-
dictions. This model is representative for the APLC situa-
tion.

— Ata given frequency, in the coronagraphic images, the level
of the noise decreases proportional to §* (for instance, at
801/ D noise increases from 3.2 x 102 to 3.5 x 107 when
increasing § by a factor 8)

In practice, for the selection of § (dots size), we modeled in
simulation our specific pupil (VLT-like including the secondary
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S p lum] | High frequency noise angular position [4/D] | Microdots halo intensity
Apodized PSF Coronagraphic PSF Theory (f) | simulation

150 20 20 5 1L0x 107 [ 1.7x 1077
300 10 30 10 26%10* | 42x10°°
600 5 40 20 65x 107 | L.0x10°®
1200 2.5 50 40 Lex 107 | 26x 1077

Table 1. Angular position where the high frequencies noise appears on the apodized PSF and coronagraphic image as function of the pixel size
(column 3 and 4). Microdots halo intensity as function of the pixel size: comparison between simulation (measured on the halo peak) and analytical

expression  (column 5 and 6). Results presented refers to Fig, 3.

support, i.e contrast accessibility issue) and taking into account
the field of view of interest (sets by the AO correction domain:
204/ D like in SPHERE). We found that as expected, the radial
distance corresponding to an adequate agreement with the speci-
fication (ideal model) moved to larger angular separations while
the intensity level where the noise appears remains in the order
of the previous case.In our context, § = 600 (Sum dots) meets
our specifications. The § = 1200 configuration leads to really
small dot size (2.5um). In such a case, when the dot size is of
the order or lower than the operating wavelength (1.65um for
our application) a Rigorous Coupled-Wave Analysis (RCWA) is
mandatory to know how the field reacts to small perturbations
in the shaper (??). Gratings with small periods generally have
some diffracted orders cut off for visible and IR light.

3.3. Other specifications

The microdots apodizer was fabricated by Precision Optical
Imaging in Rochester, New York. To reduce the effect of mis-
alignment of the apodizer with the telescope pupil, the designed
profile of the apodizer (@ = 3mm) was not obscured at the
center by the central obscuration (no 0% transmission values)
and was extrapolated by a Gaussian function on the outer part
(from 1.5 mm to 3 mm in radius, i.e above the apodizer function
radius) to slowly decrease the transmission to zero. Moreover,
having a sharp edge on the apoedizer might be detrimental to the
characterization process (inspection of the profile), because of
strong diffraction effects. The shaper was fabricated using wet-
etch contact lithography of a Chrome layer (Optical Density of
4.0) deposited on a BK7 glass substrate (4/20 peak-to-valley).
The back face of the apodizer has an antireflection coating for
the H band (1.2 to 1.8 ym, R < 1%).

In the case of wet-ech lithography, etching can lead to a re-
duction in the light-blocking metal dot sizes (smaller than speci-
fied in the digital design), which potentially leads to an increased
transmission. Dot spacing remains the same, while opague dot
size are reduced in size due to an undercut of the masking layer
which form cavities with sloping sidewalls. To minimize the im-
pact of this effect on the obtained transmission, the mask de-
sign was numerically precompensated by estimating the feature
size which would be obtained after fabrication (Dorrer & Zuegel
2007). In practice, we adopted a pixel grid of 6um (i.e dot size,
§ = 500), and several runs were necessary to finely calibrate
the process and reach the specification. Reproducibility was con-
firmed with a last run after optimal conditions were set.

The 4.5 A/D hard-edge opaque Lyot mask has been fabri-
cated by GEPI, Paris Observatory (360um + lgm in diameter,
OD = 6.0 at 1.65 um using two metallic layers of Chrome (20
nm) and Gold (200 nm)).

Exiernal
1R fitter (1 = 70)

IR camera
+ iR fiiter whes!

Fi48 4 focal phane

Fig.4. Top: Picture of the IR coronagraphic test-bench on HOT. The
red dot line shows the IR coronagraphic path while the blue dot line
shows the pupil imager system path when placing a mirror on a mag-
netic mount before the external IR filter. Bottom: shematic setup of the
coronagraphic testbench.

4. Experiment
4.1. Optical setup

The experiment configuration is shown is Fig. 4. where the op-
tical IR coronagraphic path is described (top) using dot red line
on the picture. The optical setup is designed to simulate the 8
m VLT pupil. The 3mm entrance aperture diameter is made in
a laser-cut stainless steel sheet with an accuracy of 0,002 mm.
The central obscuration is scaled to 0.47 mm + 0.002 mm and
the spider vanes thickness is 15um + 4um. The coronagraphic
mask is installed at an F/48.4 beam. Re-imaging optics are made
with A/10 achromatic IR doublets. The quality of the collimation
in the pupil plane and re-imaged pupil plane (where the pupil
stop is placed) was checked and adjusted using an HASO 64
Shack-Hartmann sensor. A pupil imager system (see Fig. 4, a
dot blue line describe its optical path) has been implemented for
the alignmentof the pupil stop mask with respect to the entrance
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Fig. 5. Left: simulation map of the binary apodizer with 5x5um dots. Right: Shadowgraph inspection of the manufactured microdots apodizer

(x50). For the sake of clarity, only a quarter of the apodizer is shown.
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Fig. 6. Left: Apodizer azimuthally average profile (from center to the edges) using different filters (J, H and narrow H band) compared to specifi-
cation (black curve). Right: corresponding average amplitude error as function of the position using the same filters.

pupil mask (alignment in x and v direction, orientation of the
spider vanes and focalisation as well).

We installed the entrance pupil mask and the apodizer in the
same collimated beam. Hence, the apodizer is not perfecily in the
pupil plane.The apodizer was placed inside a rotating adjustable-
length lens tube that allows a translation of ~3.5mm from the
pupil mask.

We used a white-light source combined either with an IR nar-
row band filter (Ad/A = 1.4%, central wavelength of 1.64um,
with a peak transmission of 64 4% or IR filters (J, H, K), in-
stalled inside the filter wheel of the IR camera where the H filter
is centered at 1 .6um, Ad/A = 20%. The camera used is the ESO
Infrared Test Camera (ITC), cooled at 103 K degree with a vac-
uum of 10 ¥ mbar. Internal optics are designed to reach a pixel
scale of 5.3 mas. The Strehl ratio was evaluated at 94%.
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Fig.7. Top: Infrared recorded image of the apodizer.
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A = 1,64 micron / AA/A = 1.4%

Theoreticol PSF

Theoreticol Apodized PSF
PSF measurments

Apodized PSF messuramaents

Intensity

redial distance [A/0]

A = 1.6 micron / AASA = 208

Theoretical PSF -
Theoreticel Apodized PSF
PSF meosurments
Apodized PSF meosurements

Intensity

10 . R T

radial distance [A,/0]

Fig. 8. Left : PSF and apodized PSF recorded on the bench (blue lines) compared to theoretical ones (black lines) with narrow H filter (A= 1.64
um, AdfA = 1.4%). Right : Same measurements as previous ones but with broadband H filter (A1/A4 = 20%8).

The APLC pupil stop mimics the VLT pupil mask with spi-
der vanes thickness increased by a factor 4 (60um + 4um), and
outer diameter reduced by 0.96x® (2.88 mm =+ 0.002 mm) and
the central obscuration is equal to 0.16x® (0.49 mm + 0.002
mm). The pupil stop throughput is about 90%.

4.2. Quality of the binary apodizer

The size of the square chrome dots has been determined to 4.5
% 4.5 pm using a microscopic inspection. The global shape of
the binary apodizer is presented in Fig. 7. The dots spatial dis-
tribution across the pupil diameter has been also analyzed using
a shadowgraph (x50, Fig. 5) and compared to simulation map
(5 % 5 um dots). Figure 6 shows that the accuracy on the profile
well matches the expected profile, and the transmission error is
about 3%. Achromaticity of the profile is also demonstrated : the
profile error only increases by about 2% from the narrow H filter
to the broadband J filter. Having smaller pixel size than the dig-
ital design (6x6 um) was expected (Sect. 3.3) and demonstrates
that precompensation of the transmission error due to the feature
size was necessary and works well.

4.3. Coronagraphic results and discussion
4.3.1, Effect on the PSF

This first series of tests intend to demonstrate the correct behav-
ior of the binary apodizer on the PSF. We only compare the PSF
without apodizer to that with the apodizer. Qualitatively (Fig. 9)
it is demonstrated that the apodizer works well : the PSF’s wings
of the apodized PSF are reduced in intensity while the core of
the apodized PSF gets larger (exposure time are here identical,
no neutral density is applied). This behavior agrees well with
the theoretical predictions. Although there are some discrepan-
cies between theory and measurements (Fig. 8, bottom, for A1/
= 20% in H band), the gain between PSF and apodized PSF is
consistent with theory. This results has been demonstrated in
the H-band with a narrow band filter (Ad/d = 1.4%) and with
a broadband filter (A4/A = 209%). Its achromaticity in H band
is therefore confirmed. The fact that we are using a real optical
system and the 3.5mm defocus between the apodizer and the en-
trance pupil may explain the discrepancies.

Fig.9. Images recorded on the bench (A= 164 ym, Ad/A = 1.4%), left:
VLT-like pupil PSF, right: VLT-like pupil apodized PSF.

Fig.10. Observed raw coronagraphic image (log scale) with its scale of
contrast (A= 1.64 ym, AA/d = 1.4%).

4.3.2. Effect on the coronagraphic PSF

This second series of tests intend to demonsirate the corona-
graphic behavior of the APLC using the microdots apodizer.
Qualitatively, the profile of the coronagraphic image (Fig.
10, H band with Ad/A = 1.4%) agrees well with theory: a PSF-
like pattern homogeneously reduced in intensity with most of
the energy inside the first rings. In this observed raw image, a
local contrast as larpe as 6.5x107 has been reached between
the diffraction spikes. In Fig. 11 we present apodized PSFs and
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coronagraphic images recorded on the bench using a narrow
(A1/A = 1.4%) and broadband filter (Al/4 = 20%) in the
H band. Most of the time, an order of magnitude discrepancy
(mostly in the halo) is found between theory and measured data
(Table. 2) where we have compared contrast at 3, 12 and 204/D.
The contrast is defined as the ratio of the local intensity (i.e at
a given angular separation) on the coronagraphic image to the
maximum intensity of the apodized PSF image. The total rejec-
tion rate (ratio between the total intensity of the PSF image and
the total intensity of the coronagraphic image, in practice lim-
ited to 204/ D) is only at a factor of 2 and 1.8 from theory for the
narrow and broad band filters respectively. This discrepancy is
reduced when considering the peak rejection (ratio between the
maximum intensity of the PSF to the maximum intensity of the
coronagraphic image) to a factor of 1.7 and 1.2, respectively. The
impact of chromatism is only slightly revealed at small angu-
lar separation (before 44/ ), otherwise achromaticity is demon-
strated in the halo in H band.

The discrepancy may find its origin in different error sources
(we only discuss here the main ones): 1/ apodizer profile er-
ror (~ 3%), 2/ quality of the bench (Strehl = 94%) and 3/
defocus between the apodizer and the pupil plane (~ 3.5mm).
Simulations were carried out to analyze independently the im-
pact of the two first ones. For the impact of the defocus we re-
fer to a sensitivity analysis performed for SPHERE (Boccaletti
et al. 2008) where the apodizer mask positioning requirement in
defocus is set to +0.1mm. Such error in the positioning impacts
mainly the halo. Including in simulation the measured profile of
the apodizer (Fig. 6) reduces the discrepancy from 1.7to 1.2 on
the peak rejection and from ~10 to ~3 in the halo. When the
Strehl ratio is set to 94% (A/25 nm rms) while the apodizer is
perfect, the discrepancy is reduced to 1.08 on the peak rejec-
tion and to ~4 in the halo. It is therefore difficult to conclude
on the dominant source of error. The discrepancy with theory is
certainly a result of a combination of all theses error sources.

During our laboratory tests, no high frequencies noise due
to the apodizer pixellation was revealed. However, simulation
analysis presented in Sect. 3 predicts pixellation noise at about
204/D on the coronagraphic image at a contrast between 1077
and 107 (S = 600). In our case, the contrast level is not deep
enough even between the diffraction spikes to reveal the pre-
dicted noise. Therefore, we can only conclude on the perfor-
mance and suitability of our configuration for HOT (the High
Order Testbench developed at ESO, and even for SPHERE) but
not on the pixellation noise simultaneously predicted by analyt-
ical development (Eq. 2 and 6) and by simulation. We note that
smaller pixels size (< Sum) would certainly help at reducing
the 3% error on the profile which could potentially improve per-
formance. Despite the discrepancy discussed above, these first
results of APLC using microdots apodizer are already beyond
the SPHERE requirements (Boccaletti et al. 2008).

5. Conclusion

We report on the development and laboratory experiments of an
Apodized Pupil Lyot Coronagraph using microdots apodizer in
the near-IR. Halftone dot process is a promising alternative solu-
tion to continuous metal layer deposition. Using a diffusion error
algorithm, and optimized pixel size and fabrication techniques,
we demonstrate impressive agreement between the specified and
measured transmission profiles, as well as the achromatic behav-
ior of this apodizer. Coronagraphic properties are consistent with
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Fig.11. Azimuthally averaged coronagraphic profiles at A= 1.64 um,
AdfAd = 1.4% (black lines) and Ad/A = 20% (blue lines).

Metrics Measured on bench | Theory
AT

1.4 20 1.4 20
Contrast at 34/ 5010° [ 15107 [ 1410° | 12107
Contrastat 124/D | 2.310° | 3510° | 21107 | 28107
Contrast at 204/D | 1.210° | 1.810° | 101077 | 13107
Total rejection 489 355 1000 641
Peak rejection 627 674 1058 788

Table 2. Summary of coronagraphic results and comparison with theory

the expected propertics, and have already reached the SPHERE
requirements. Achromaticity in H band is also demonstrated.

Additionally,pixellated apodizers do not produce a spatially-
varying phase aberration which might compromise the corona-
graphic effect at all radial distances.

We therefore conclude that microdots apodizers represent a
very attractive solution for the APLC.

Although this study was carried out in a context of Research
& Development for future near IR instruments on E-ELT it is
already applicable to other instruments like SPHERE and other
coronagraphs like the Dual Zone. Finally, we note that a RCWA
analysis would be mandatory for a finer analysis of the pixel size
with respect to the wavelength.
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ABSTRACT

Context. The Apodized Pupil Lyot Coronagraph (APLC) is the baseline coronagraphic device for future near-IR instruments on the
European-Extremely Large Telescope for exoplanets direct detection. This concept features amplitude apodization in the entrance
aperture and a small Lyot opaque mask in the focal plane. We present new near-1R laboratory results using binary apodizers — the
so-called microdots apodizer — which represent a very attractive and advantageous solution for the APLC.

Aims. Pixellated apodizers introduce high frequencies that are function of the pixel size. The aim of this work is precisely to charac-
terize the pixel size impact on the coronagraphic image. Estimation of both the noise intensity and its localization in the field of view
is the objective of this study.

Methods. Microdots masks, consisting of array of pixcls that are either opague or transparent, were manufactured by lithography of
a light-blocking metal layer deposited on a transparent substrate. A set of 5 new masks has been designed with different pixel sizes,
and tested in the near-IR.

Resuits. Pixellation noise has been revealed during the experiment. Localization of the noise in the coronagraphic image as well as
intensity confirm theory predictions.

Conclusions. The physical properties of these microdots apodizer have been demonstrated in laboratory, Microdots apodizer is a

suitable solution for any coronagraphs using pupil amplitude apodization if properly designed.

Key words. Techniques: high angular resolution —Instrumentation: high angular resolution —~Telescopes

1. Introduction

Overcoming the contrast issue between bright astrophysical
sources and sub-stellar companions is mandatory for direct de-
tection and spectroscopy of extra-solar planets. To improve per-
formance of exoplanet searches towards lower masses, ideally
down to Earth-like planets, challenging contrast are required. In
this context, a coronagraph used in conjonction with an XAQ
systemn can be a powerful tool to improve the sensitivity of an
imaging systemn to faint structure surrounding a bright source.
Efficient XAQO systems are required to correct wavefront errors
due to the atmospheric turbulence, while coronagraphs are de-
signed to suppress or at least attenuate the starlight diffracted by
the telescope.

So far, the Apodized Pupil Lyot Coronagraph (Aime et al.
2002; Soummer et al. 2003a, APLC) appears to be a major
concept for any forthcoming planet-finder instruments for large
ground-based telescopes (Martinez et al. 2007, 2008a).

The realization of high-contrast coronagraphic concepts re-
quires the development of new technologies. APLC prototypes
are currently being developed using different approaches and
tested to validate the concept in laboratory conditions (Boccaletti
et al. 2008; Martiner et al. 2008b; Thomas et al. 2008).

In this paper, we present near-IR laboratory results to charac-
terize a new technology solution for apodizers manufacturing. In
a former study (Martinez et al. 2008b, hereafter Paper I), we ex-
plored halftone dot process to generate an array of binary pixels,

Send offprint requests to; P, Martinez, martinez@eso org
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either transparent or opague, where the density of opaque pixels
is spatially varying. This technigue aims at solving drawbacks
of a continuous deposit of a metal layer with spatially varying
thickness approach. Main advantages of a microdots apodizer
are listed below: 1/ high accuracy of the profile, 2/ achromaticity,
3/ no exhibition of a spatially-varying phase, 4/ reproducibility.
In Paper I, we reported that microdots apodizers exhibit blue
noise properties (i.e high frequency noise), when designed for
coronagraphy. Although, numerical simulations as well as theo-
retical predictions confirm pixellationnoise in the coronagraphic
image, its impact was found negligible during experiment since
our first prototype (mask 1, hereafter) was designed to push this
noise out of our field of view of interest at a deep contrast level.
This was aresult of a fine adjustment of the pixel size (~ 4.5um).
Here, our purpose is precisely to investigate the pixellation noise
properties using 5 new masks with same profile as mask 1, but
by successively degrading the pixel size. The interest is twofold:
1/ confirm theory predictions on the physical properties of such
devices with laboratory proofs, 2/ derive relevant informations to
design any amplitude microdots apodization mask whatever the
coronagraph. Sect. 2 brielly reminds microdots apodizer theo-
retical properties, while Sect. 3 describes the experiment as well
as the manufacturing details of the new masks. In Sect. 4 we
present and discuss results obtained in the experiment, and fi-
nally in Sect. 5 we draw conclusions.
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2. Microdots apodizer theoretical properties

For the reader’s convenience, we briefly remind microdots
apodizer theoretical properties using same notations as defined
in Paper I. A microdots apodizer is modeled as an aperiodic
under-filled two-dimensional grating, Such device exhibits blue
noise properties owing to the error diffusion algorithm used to
calculate a distribution of pixels (i.e dots) that best approxi-
mates the required field transmission (Floyd & Steinberg 1976;
Ulichney 1987; Dorrer & Zuegel 2007). The binary pattern pro-
duces an average gray level value (g = T, ie average ampli-
tude transmission) from an apodizer profile with intensity trans-
mission T'. The resulting pattern spectral energy of such device
is set by the minority pixels present on the device (i.e by g, non-
metal pixels when g < 0.5 and by metal pixels conversely). The
spectral energy therefore increases as the number of minority
pixels increases, peaking at g = 0.5 (Ulichney 1987). In the pre-
cise case of square pixels (Ulichney 1988), the power spectrum
of the pattern exhibits energy concentration around a first order
diffraction peak (f;) localized in the field of view in 4/D units

as
5= VEXS g<1]2 @
TNV —gIxS g>1/2

where S is the scalling factor, ratio between the pupil diameter
(@) and the pixel size, i.e dot size (p). Higher order diffraction
peaks are less relevant since out of the field of view when dots
are small enough. Each order diffraction peaks are separated by
S in A/ D units with § extent,i.e dots scatters light by diffraction
and creates a 2D-sinus cardinal function halo in the focal plane.

In Paper I we present a simplilied model for order-of-
magnitude estimation of the pixellation noise intensity in coron-
agraphic systems (Dohlen 2008). The speckles halo in the coro-
nagraphic image resulting from the non-regular dots distribution
broaden the first order diffraction peak f, with an intensity [,

defined as
_Jexx(3) E
(1-gx3x(3)

Fig. 1 gathers high frequencies noise localization in the field, and
intensity (normalized by the stellar flux), as function the gray
level for the set of scaling factors (§) we used for prototyping.

g=1/2
g>1/2

@

Decreasing the scaling factor, i.¢ increasing the pixel size, there-
fore moves closer the principal frequency with an increase of

energy.

3. Experiment
3.1. Masks design and optical setup

The configuration of the apodizer profile is similar to that de-
scribed in Paper1 (4.5 /D APLC, & = 3mm due to constraints
on our optical bench). The 5 new apodizer masks were fabricated
by Precision Optical Imaging in Rochester, New York. Masks
were fabricated using wet etch contact lithography of a regu-
lar Chrome layer (0D = 4) deposited on a BK7 glass substrate
(4/20 peak-to-valley), with antireflection coating for the H band
(12to1.8um, R < 1%) on their back faces. Mask 1 had a scal-
ing factor of 500 corresponding to 6um pixels grid, but finally
appear smaller (4.5um), as a predictable result of the manufac-
turing process. Hereafter mask 2, 3,4, 5, and 6, have a scaling
factor of 200, 100, 50, 25 and 12.5 comresponding to 15, 30, 60,
120 and 240um pixel size, respectively. Therefore, pixels size,
i.e dots size, increases by a factor 2 mask by mask. Table 1 gath-
ers all the masks characteristics and noise properties predicts by
theory (Eq. 1 and 2).

The experiment configuration is similar to that described in
Paper I. The optical setup is designed to simulate the 8-m VLT
pupil and to operate in the near-infrared (H-band). The Strehl
ratio of the bench is ~ 94%. The IR camera used (the Infrared
Test Camera) is designed to reach a pixel scale of 5.3 mas. The
APLC pupil-stop is also similar to that of paper I and remains
the same during the experiment. The pupil-stop features outer
VLT-pupil diameter reduction and oversized central obscuration
while the spider vanes are increased by a factor 4. The 4.5 A/}
Lyot mask is installed at a F/48.4 beam.

3.2. Inspection of the apodizers

Metrology inspection of these 5 masks has been made using a
Shadowgraph (x50, see left column of Fig. 2). Chrome dots size
have been determined to 15 - 29 - 57 - 119 and 240 ym +1pm
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MASK &

Fig.2. Left: Shadowgraph inspection (x50) of mask 2 to 6 (top row to bottom row), middle: infrared coronagraphic images (Ad/4 = 1.4%), and
on the right: infrared coronagraphic images (A4/4 = 20%).
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Fig.3. Summary of coronagraphic radial profiles (Ad/4 = 1.4%) for mask 2 to mask 6, profiles are azimuthally averaged. Le ft: recorded on the

bench, Right: simulations assuming bench conditions.

Prototype 5 plum] | High frequency noise angular position (f; [4/D]) | High frequency noise intensity (7, )
Theory Experiment Theory Experiment
Mask 2 200 15 107 - 57 x10° -
Mask 3 100 30 54 33 23x10° 33x10°
Mask 4 50 60 27 25 9.1 x 1077 9.9x107°
Mask 5 25 120 13 13 3.6 % 10 35x10™
Mask 6 12.5 240 7 g 14 x 107 L.1x10"?

Table 1. Summary of theory and laboratory measurements of the pixellation noise properties (localization in the field and intensity ).

for mask 2 to 6 respectively. Unlike mask 1, mask 2 to 6 designs
were not numerically pre-compensated to avoid an increase of
transmission — as a result of a reduction of the metal dots during
the wet-ech lithography process — since dot size was less critical
than for mask 1.

The spatially-resolved transmissions of each apodizers has
been measured. An iris in the far field has been used to obtain
the low-frequency component of each mask to verify the global
shape (i.e the symmetry). Accuracy of the profile is about 3-
5% in near-IR (achromaticity has been demonstrated with mask
1 in Paper I along J and H-band). Images have been recorded
without the iris as well. As the pixel size increases from mask 2
to mask 6, the high-frequency contents of the recorded images
becomes predominant. The evaluation of the impact of the high-
frequency contents at the coronagraphic image level is precisely
the objective of this paper.

4. Results and discussion

Coronagraphic images recorded on the bench using masks 2 to
6 are presented in Fig. 2 (central column: Al/4 = 1.4%, right
column: Ad/4 = 20%). Speckles are clearly visible as well as
speckle elongation when a broadband filter is used (right col-
umn). Qualitatively, reducing the pixel size (from mask 6 to
mask 2) moves further away the first order diffraction halo.
When the first order diffraction halo is away enough from the
central core of the PSF, a usable field of view cleaned of speck-
les appears and reveals the residual diffraction from the pupil
(spider vane diffraction spikes).

Coronagraphic profiles obtained with each masks are pre-
sented on Fig. 3 (left), and can be compared to simulations
(right). Simulations assumed perfect microdots apodizers and

bench conditions (VLT-like pupil, same bandwidth and similar
Strehl ratio). In Table | we compare the intensity and localiza-
tion of the first order diffraction halo measured and predicted by
Eq. 1 and Eg.2. The intensity has been measured on the halo
peak. In the following, we successively discuss results obtain
with each masks:

Mask 6 — The pixel size is 240um (8 = 12.5). The black curve
of Fig. 3 (left) revealed several order diffraction peaks broadened
by speckles. The first order diffraction peak localization as well
as its peak intensity are consistent with theory (Table 1). The
first peak is localized at § /2 (ie 7 4/D) with 1.1x 10~% intensity
(normalized to the stellar flux). The 4 diffraction peaks revealed
are separated by ~5 factor (i.e 12.5 A/D) and are localized at
8§/2,35/2,55/2 and 75 /2 with extent in the order of § in A/D.

Mask 5 — The pixel size is 120um (S = 25). Here, two order
diffraction peaks are observable (Fig. 3 (left), red curve) at §/2
and ~ 35/2 (i.e 13 and 391/D respectively). First order diffrac-
tion peak halo intensity is consistent with theory.

Mask 4 — The pixel size is 60um (S = 50). In that case only the
first order diffraction peak is revealed at §/2 (i.e 25 A/D, Fig. 3,
(left) green curve). Intensity is fitting theory.
Mask 3 — The pixel size is 30um (S = 100). Only the rise to
the first order diffraction peak is visible (peaking at ~ § /2, blue
curve) with intensity consistent with theory.

Mask 2 — The pixel size is 15um (S = 200). No diffraction peaks
have been observed (pink curve, Fig. 3 (left)). The first one is
theoretically localized at 1074/D from the center core of the
coronagraphic image, and therefore it is out of the accessible
field of view. For that reason no evaluation of the intensity is
possible. However, the halo seems to start its rise to the first or-
der diffraction peak (i.e the halo level is increasing).
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All the tests performed with these new masks but mask 2
confirmed Eq. 1 and Eq. 2. We carried out the same test with a
broadband filter in H (Ad/4 = 20%), and we did not observed
any modification of the behavior. Comparison with simulated
coronagraphic profiles (Fig. 3 right) presents a slight discrep-
ancy, mainly for mask 2 and 3, at small angular distance without
impacting the halo intensity and position. This discrepancy can
be explained as the result of profile errors or apodizer alignment
as discussed in Paper I.

Theory predictions are therefore confirmed. The simplify
model used for order-of-magnitude estimation of the pixellation
noise intensity in coronagraphic image is representative of the
APLC situation.

Considering the validity of Eq. 1 and Eq. 2, resumed in Fig.
1, we can therefore properly designed microdots apodizer (i.e se-
lect pixel size) for any coronagraph concepts featuring amplitude
pupil apodization. The selection of the pixel size must be de-
fined by pushing out of the field of interest the first order diffrac-
tion halo (Eq. 1) and by reducing its intensity (Eqg. 2 ) to avoid
any limitations imposed even by the rise to the speckle halo.
The apodizer amplitude transmission (g) as well as the sampling
factor (§) drive this choice. Ideally, going to very small pixels
size improves the accuracy of the profile transmission (sampling
problem) but when the pixel size is comparable to the wave-
length of light, the transmission is affected by plasmons (Genet
& Ebbesen 2007; Huang & Zhu 2007).

5. Conclusion

We report additional development and laboratory experiments of
microdots apodizers for the Apodized Pupil Lyot Coronagraph.
Testing different pixel size configurations allows to confirm the-
oretical predictions of paper I. We demonstrate agreement be-
tween laboratory measurernents and theoretical models.

Therefore, coronagraphic properties of microdots apodizer
are confirmed, and any coronagraphs that require amplitude
pupil apodization can be properly designed. Furthermore, the
microdots technique will be the baseline approach for the
apodizer of the Apodized Pupil Lyot Coronagraph for EPICS
(Kasper et al. 2008) as well as for GPI (Macintosh et al. 2006).

In addition, we are currently extending the technique to the
manufacture of Band-Limited masks (Kuchner & Traub 2002).
Results of this development will be present in a forthcoming pa-
per.
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ABSTRACT

We report laboratory development of coronagraphic devices to be implemented on the High Order Testbench (HOT) to
assess intensity reduction between them at a high Strehl ratio regime. The high order test bench implements extreme
adaptive optics with realistic telescope conditions reproduced by star and turbulence generators, A 32x32 actuator micro
deformable mirror, one pyramid wave front sensor, one Shack-Hartmann wave front sensor and the ESO SPARTA real-
time computer. This will enable characterization and comparative study of different types of coronagraphs in realistic
conditions. We have developed several prototypes of promising coronagraphs concepts: Four Quadrants Phase Mask'
(FQPM), Lyot2 coronagraphs and Apodized Pupil Lyot Comnagraphl' (APLC). We will describe the design of the IR
coronagraphic path on HOT, prototyping processes used for each coronagraph and discuss quality control and first
results obtained on a IR coronagraphic testbench (Strehl ratio ~ 94%). Finally, we will present our experiment plan and
future coronagraph developments.

Keywords : high angular resolution, Extreme adaptive optics, coronagraphy

INTRODUCTION

A coronagraph used in conjonction with AQ system can improve the sensitivity of an imaging system to faint structure
surrounding a bright source. These devices block the core of the image of an on-axis source and suppress the bright
diffraction rings and halo, removing light that would otherwise reduce the dynamic range of the imaging. This cnables
faint off-axis objects to be observed. The state-of-the-art of coronagraphy has impressively envolved during the last ten
years, Coronagraphs are now able to provide a very large on-axis exctinction as demonstrated in laboratory conditions.
But their capabilities during sky observations are damped by the large amount of residual phase aberrations that are left
uncorrected by the AO system. Coronagraphy is a mandatory technique to suppress on-axis starlight, but a coronagraph
can only reduce the contribution of the coherent part of the light. Hence, their capabilities on sky are in strong relation
with AQ efficiencies. s

Any high contrast instrument concepts for large ground-based telescopes such as SPHERE', GPI° or EPICS® for the
future E-ELT use a combination of XAO and a coronagraph.

Therefore, implementation of coronagraphs on HOT provide an ideal environment to assess the contrast delivered by
each device considering the diffraction by the edges of the pupil and the residual phase aberrations that are leaking
through the AO system. We have produced several coronagraphs to compare them in this advantageous environment.
Hopefully, outputs of this comparison will present the possibility to extend this study to the case of Extremely Large
Telescopes.

* martinez(@eso.org, phone: +498932006398
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1. OPTICAL SETUP OVERVIEW

The High Order Testbench (HOT, see Fig. 1) implements an XAO system on the MACAO (Multi Application Curvature
Adaptive Optics) test bench which includes star and turbulence generators to mimic realistic conditions at a telescope.
The bench is installed at ESQ/Garching. Responsibilities are split between ESO (DM, the optical setup, and the SHWS
RTC), Durham University (SHS) and Arcetri (PWS including its dedicated RTC).

In this section we will further discuss the IR coronagraphic optical path of HOT, more details on AO common path
optics, optical quality, turbulence generator and phase screens, micro deformable mirror, SHWS, PWS and laboratory
demonstration are presented in separate papers””,

Figure 1 : Shematic HOT setup on the MACAO testbench including IR coronagraphic path

To avoid any delay in the AQ implementation/work on HOT, the IR coronagraphic path has been mounted and installed
on a separate bench. So, this separate IR coronagraphic test bench mimics the IR coronagraphic optical path of HOT.
The optical system was designed using the optics program ZEMAX. The optical setup is designed to simulate the 8 m
VLT pupil. It does so by scaling the 8 m VLT pupil to 3mm = 0.002 mm using a laser-cut stainless steel sheet. The
central obscuration is scaled to 0.47 mm = 0.002 mm. The spider vanes thickness has an incorrect value (60 pm instead
of 15 wm) in our first pupil mask. This will somehow impact coronagraphic tests since most of the time pupil stops have
oversized spider vanes to get rid of misalignement problems (APLC) or to block light diffracted by the spider vanes of
the pupil that is leaking through the coronagraph and reappears in the relayed pupil (FQPM, Lyot). Update of the pupil
mask with 15-micron vancs has been ordered and is currently tested.

The test bench uses an F/48.4 at the coronagraphic focal plane. Our coronagraphic system consists of A/10 IR achromatic
doublets. We use a broadband white-light source combined either with an IR narrow filter (R = 70, central wavelength of
1.64 pm, BW = 0.024nm with a peak transmission of 64.4%, checked with an FTS) or multiple choice of IR filter,
installed inside the IR camera and accessible through a filter wheel, in J, I, and K band. In practice, most of the time we
use a broadband H filter (center at 1.6 um, R = 5) combined or not with the 1 narrow external one presented previously.
The camera used is the ITC (Infrared Test Camera), cooled at 103 K degree with a vacuum of 10 mbar, The Strehl ratio
was evaluated at 94%. It was determined by measuring the peak level of an experimental PSF divided by its total flux,
divided by the peak level of a theoretical PSF divided by its total flux. The theoretical PSF is created by performing the
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forward fast Fourier transform of the autocorrelation of an oversampled and uniformly illuminated entrance pupil image
from our telescope pupil mask (Fig. 2, left). Our pupil and focal planes masks are mounted on (x, v, z, 8) stages to
minimize positioning error.

2, CORONAGRAPH PROTOTYPING

Several coronagraph concepts have been developed in the frame of WP 04500 of ELT design study such as the Four
Quadrant Phase Mask, non-apodized Lyot coronagraphs and the Apodized Pupil Lyot Coronagraph. In the following, we
describe the main characteristics of these devices and manufacturing considerations as well.

2.1 Four Quadrants Phase Mask

As a baseline, the FQPM chosen for HOT are monochromatic. Achromatic devices (either FQPMs using half-waves
plates'" or AGPM') will be implemented on HOT in the framework of EPICS phase A in the next future. FQPM was
developed by GEPI (Galaxies Etoiles Physique et Instrumentation) from Paris Observatory.

Derived requirements of the mask — The manufactured FQPM must be as close to the theoretically perfect FQPM as
possible to reach the expected performance. One can expect not to be limited by the intrinsic manufactured defects of the
component. To do so, the manufactured FQPM as been specified to deliver performance that correspond to the case
where the limitation only comes from the diffraction by the edges of the pupil (VLT-like pupil at the entrance pupil of
HOT). In this ideal case, uncorrected aberrations that are leaking through the AO system are not considered but will
decrease the FQPM efficiency when implemented on HOT. Accuracy of critical parameters that GEPI has reached are
detailed hercafter and presented in Table 1 where we compare performance imposed by manufactured defects to idcal
performance expected when the Strehl ratio is 100%. A microscope inspection of the quadrants is presented in Fig. 3.
The total nulling of the coronagraph refers to the total rejection rate (t): ratio of the total integrated intensity with and
without the FQPM.

Operating wavelength precision — The monochromatic FQPM is manufactured by engraving of two opposite quadrants
on an optical medium. The thickness of the FQPM step directly defines the optimal wavelength hy for which the
attenuation is the best. A difference between the optimized and the working wavelength A reduces the attenuation of the
FQPM'*. A dedicated visible spectroscopic bench was used at LESIA (Laboratoire d’Etudes Spatiales et
d’Instrumentation en Astrophysique, from Paris Observatory) to measure the thickness of the FQPM step'®. A precision
of less than 3% was required on the FQPM step thickness, GEPI has reached a depth accuracy of 0.2% (see Table 1).

FQPM transition precision — [deally the transition between the four quadrants must be infinitely small. Departure from
this ideal case decreases the capability of the real device'”. Microscopic inspection of the manufactured FQPM (Fig. 3,
right) shows that the transition quality is less then 1 um (2 um peak-to-peak transitions). The impact of this defects is
estimated in Table 1. At this level, the efficiency of the FQPM will be set by external parameters (diffraction of the
pupil).

Chromaticity — The chosen FQPM is monochromatic. The effect of chromaticity has been defined in previous paper'”.
The selection of a filter resolution is then critical. In Table 1, attenuation reachable with IR filter resolution of 70 and 5
are presented. For the first one, having a monochromatic device is not a limiting factor, compared to telescope defects.
For the filter resolution of 5, only a detailed study including aberrations left by the AO system can determine whether or
not chromaticity will be dominant.

Parameters Achievable total nulling (1) Theoretical total nulling

Strehl = 100% / VLT-like pupil
Step thickness : 0.2 [%] 120668 i‘
Transition : 1 [um] 1890 (R= 70, F/D =48.4) 140
Chromaticity (R = 70) 23830 (1300 peak atienuation)
Chromaticity (R =15) 121

Table 1 Manufacturing defects and chromaticity impact on the FQPM efficiency
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2.2 Lyot Coronagraphs

A large range of Lyot mask diameters have been manufactured using wet etch lithography process on BK7 glass by
Precision Optical Imaging (Rochester, NY, hitp://www.precisionopticalimaging.com). They are made by Cr deposit
(+Al) to reach an OD of 6.0 at 1.65 microns. Nine different Lyot masks have been developed with diameter starting from
2.25 A/D to 14.40 A/D.

All these masks were deposited on the same glass substrate (A/4) with AR coating on both faces (R<1%) and allows the
sclection of a different mask simply by translation along the x and y directions.

In parallel GEPI has produced individuals Lyot masks (4.5, 4.9, 7.5 A/D) using Cr deposition (+Au) with the same
requirements for the OD. In both case accuracy on the mask is close to 1 micron on the diameter and sach mask are
perfectly circular and clean (see Fig. 3, left). AR coating still needs to be done.

2.3 Apodized Pupil Lyot Coronagraph

General description — We adopt a 4.5 /D APLC configuration based on a previous sensitivity analysis':'. For this
coronagraph, manufacturing of the apodizer is an issue. So far, we explored two techniques : either using a continuous
deposit (inconel , for instance) or binary pattemn. For the latter, the apodizer is an array of binary pixels, as described
hereafter. Since the continuous deposit process has not been succesful yet for our application, we will not go into deeper
details on that process. However, details related to some devices produced and tested in the context of SPHERE are
described in separate papers".

Lyot masks — The 4.5 &/D hard-edge opaque Lyot mask has been fabricated by GEPI using precise mask pattern of
about | pm accuracy (from Optimask). With the Chrome deposit (20 nm), Au deposit has been added (200 nm) to reach
an OD of 6.0 at 1.65 pm. Antireflection coating still need to be done. A temporary lack of BK7 substrates lead to the use
of fused silica substrates with an optical quality of A/4 peak-to-valley (ptv).

Microdots apodizer — A binary pixellated apodizer has been designed and fabricated by Precision Optical Imaging
using lithography techniques. Such apodizer is an array of pixels that are either blocking or letting through the incident
light. It is fabricated by lithography of a light-blocking metal layer deposited on a transparent glass substrate. An error
diffusion algorithm was used to optimize the distribution of pixels that best approximates the required field
transmission' """, This deterministic algorithm treats the pixels in a lexicographic order (i.e. top to bottom and left to
right). It chooses the transmission of a given pixel of the apodizer (either 0 % or 100 %) by comparing the transmission
required at this location to a 50 % threshold, i.e. the transmission is set to zero if the required transmission is smaller than
50 %, and to one otherwise. The induced transmission error is “diffused” to adjacent pixels that have not been processed
vet by biasing the transmission required at the corresponding locations. This locally cancels the error of the binary optics
relative to the required transmission. Such procedure has been used for gray-level reproduction with black-and-white
printing tcchniqucsl&. Shaping of coherent laser beams has also been demonstrated'”. The error diffusion algorithm is
advantageous because the binarization noise is “blue”, i.e. the noise spectral density is only significant at high
frequencies. This allows the accurate generation of gray levels and quickly spatially varying shaping functions, In the
specific case of the design of a coronagraph, this allows to match the PSF of the binary apodizer to the required apodized
PSF within some radial distance (in the control radius of the AO system). In other words, these high frequencies are
pushed out of the AO corrrection domain.

An advantage of a pixellated apodizers versus continuous ones is that the apodizer does not have a spatial phase, while a
continuous metal layer with spatially-varying thickness introduces a wavefront error that might compromise cancellation
at all radial distances.

In general, better shaping results are obtained as the pixel size decreases'’, since this allows finer control of the local
transmission and pushes the binarization noise to higher frequency. In theory, the radial distance under which a good
match between the specified PSF and the binary shaper PSF is obtained can be increased by decreasing the pixel size. In
practice, the shaping accuracy can be significantly impacted by the actual size and shape of the features of the binary
apodizer. Considering the small size of the apodizer (3mm in diameter), it was chosen to use pixels on a 6 microns grid
for the binary optics. The mask design was numerically precompensated by estimating the feature size which would be
obtained after fabrication'”.
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Figure 2 Several high frequencies filters (pupil stop) manufactured with laser-cuting (substrate diameter is 12.7 mm). From left to
right : VLT pupil mask (updated}), APLC pupil stop, Lyot pupil stop and FQPM pupil stop.

Figure 3 Left: microscopic inspection of the FQPM quadrants (x 50). Peak-to-peak transition is 2 pm and distance between two
adjacent transitions is < 1 pm. Right : shadowgraph mspection of a 360 pm (diameter) Lyot coronagraph (x 50).

The shaper was fabricated using wet-etch contact lithography of a Cr layer (OD of 4.0) deposited on a glass substrate
(BK7, »/20). The measured transmission of the apodizer is plotted in Fig. 4, image of the apodizer using a shadowgraph
is compared to simulation map as well. The fabricated part matches the field transmission specification within 2.5%
(local profile, Fig. 4 bottom left) and 3% (azimutally average profile, Fig. 4 middle left), and has excellent circular
symmetry (Fig. 4, bottom right).

3.LABORATORY RESULTS

Testing our laboratory coronagraphs is relatively recent and still on going. Hence, a comparison of these three devices
considered as a baseline for HOT is premature. The intent of these tests on a separate bench was for quality inspection
and validation before implementation on HO'. In this section, we will discuss the APLC quality/first results only.
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Figure 4 Upper row (left) : Simulation map with 5x5 microns dots, plotted as an example. Upper row (right) : shadowgraph inspection
(x20) of the device (real dots are 4.5 x 4.5 microns determined using microscope inspection x100). Middle row (left) : Apodizer
azimutally average profile (from center to the edges) using different filters (1, H and narrow H band) compared to specification.
Middle row (right) : corresponding average amplitude error as function of the position using the same filters. Bottom row (left) :
profile cut at 8 different angles (0, n/4, n2.. -7/4), Bottom row (right) : image of the apodizer with IR camer.
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Figure 5 Top row (left) : VLT -like pupil PSF recorded on the bench (A= 1.64 um, R = 70). Top row (right) : VLT-like pupil apodized
PSF in the same conditions. Bottom (left) : PSF and apodized PSF recorded on the bench (blue lines) compared to theoretical ones
(black lines) with narrow H filter (A= 1.64 pm, R = 70). Bottom (right) : Same measurements as previous ones but with broadband H

filter (R=5).

Precise inspection of the quality of the apodizer has been realized in the laboratory (see Fig. 1) where we determined the
size of the square chrome dots to 4.5 x 4.5 um using a microscope. The accuracy on the profile is quite impressive, and
is at about 3% of the specifications. Achromaticity of the profile is also demonstrated : error on the profile only increase
about 2% from narrow H filter to broadband J filter. The requested accuracy was 5% at 1.64 um indeed. So, even in J
band the binary device is in the specifications.

In Fig. 5 we present data recorded on the bench. This first series of tests intends to demonstrate the correct behavior of
the binary apodizer on the PSF. In other words, we do not place the Lyot coronagraph on the focal plane but only
compare the PSF without apodizer to that with the apodizer. Qualitatively (Fig. 5 top pictures) it is demonstrated that the
apodizer works well : the PSF’s wings of the apodized PSF has been reduced in intensity and by energy concem one can
see that there is more energy inside the core of the apodized PSF compare to the non-apodized one (exposure time are
here identical). This behavior agrees well with the theoretical predictions.

Apart from some discrepancies between theory and measurements (Fig. 5, bottom, for R = 5 in H band), the gain
between measured PSF and measured apodized PSF is fully consistent with theory. This results has been demonstrated in
H with a narrow filter (R = 70) and with a broadband filter as well (R = 5).
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Figure 6 Top left: Results obtained at 1.64 pum (R = 70), full line is the apodized PSF, dot line 1s an azimutally average of the
coronagraphic PSF and dash line is a cut in the clear area between the peak diffraction ot the spider vanes on the coronagraphic PSF.
Pupil spider vancs are egal on the pupil mask and pupil stop (60 pwm). Total rejection is 296 while peak rejection is 386. Top right :
first run of test using the updated pupil mask (15 wm spider vanes) : total rejection is 402 and peak rejection 15 507. Bottom : images
recorded on bench using neutral density for the apodized PSF (left) and without on the coronagraphic PSF (right).

The discrepancy can be well understood since theoretical profile comes from simulation assuming perfect components
(pupil mask, apodizer) and ideal propagation through the optical system.

The net effect of the binary apodizer on the PSF is then demonstrated and consistent with theory. Its achromaticity in H
band is confirmed as well.

The second series of test strives to demonstrate the correct coronagraphic behavior of the whole system (binary apodizer
+ Lyot focal plane mask). In Fig. 6, results recorded on the bench are presented. As discussed in Sec. 1 our pupil mask
has wrong value for the spider vanes thickness (60 um instead of 15 um). In the precise case of APLC, the pupil stop has
also 60 pm spider vanes thickness. Hence, for this first run of test, alignment of the pupil stop with respect to the pupil
mask is an issue and will matters the APLC performance. Alignment is made using a 633 nm laser and tuned at the end
on the basis of the final IR image on the detector. Total nulling obtained is 296 and peak attenuation is 386. The
discrepancy with theory (total nulling about 1100 and peak attenuation of 1200) can be well understood as misalignment
errors in the system. In Fig. 7 (left) we assume in simulation (same condition as on the bench) a pupil shear of 0.4% and
1.2° of mismatch in rotation between the pupil mask and stop (spider orientation issue). The pupil shear refers to the
misalignment of the pupil stop with the telescope pupil image (in x- and y-directions) and is express in % of the pupil
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Figure 7 Results from simulation in the bench condition (R = 70 H band) assuming 0.4% pupil shear and 1.2° mistmatch between
pupil and pupil stop. Left : pupil mask and pupil stop with same spider vanes thickness (as used in laboratory, i.e 60 pm). Right : pupil
mask updated (spider vanes thickness : 15 pm}) in same conditons.

diameter. So, 0.4% pupil shear is equivalent to 12 um mismatch between the pupil and the stop, hence it is realistic with
our experiment conditions. Results derived from simulation are equivalent to that on laboratory.

In Fig. 7 (right) same error conditions are assumed while the entrance pupil spider vanes thickness are updated to the
correct value. As a result, performance is consistent with theory since in this case the spider vanes in the pupil stop
appear oversized (x4) as expected to avoid any misalignment problem.

First run of test with the updated 15-micron spider vanes pupil mask leads to better performance (Fig. 6, top right) as
expected. We are currently implementing a pupil imager system to get rid of misalipnment limitations (pupil shear and
spider vanes orientation mismatch). Performance will hopefully be improved in the next weeks.

These first tests already confirmed the pood behavior of the coronagraphic effect of the APLC using a microdot
apodizer.

4, TEST PLAN & FUTUR DEVELOPMENTS

The IR coronagraphic optical path has been installed recently on the Iigh Order Testbench and hence we are currently
implementing and testing most of the coronagraph components we developed. Coronagaph devices alignment is an issue
and specific solutions for their optimization are currently investigated as pupil imager system for instance. These
conditions will enable a realistic comparison between several coronagraphs combined with high order AO correction
alrcady started from a theoretical point of view'®. Further investigations on other coronagraph prototyping will be adress
(such as Band-limited coronagraph'”, for instance).

In the framework of EPICS Phase A, AGPM and Dual Zone prototypcsz“ will be installed on HOT in 2009/2010. AGPM
is currently developed in collaboration between LESIA, IAGL (Institut d’Astrophysique et de Géologie de Liége) and
CSL (Centre Spatial de Liége), and is considered for EPICS and SPHERE also (as a possible update of achromatic
FQPM devices). Dual Zone coronagraph is currently developed by LAM (Laboratoire d' Astrophysique de Marseille) and
tested at LESIA in IR for SPHERE.

The High Order Testhench developed at ESO will be an ideal experiment bench for coronagraphy combined with AO. It
will take advantage of using two different wavefront sensors such as SHWS and PWS, and make possible comparison
between at least 6 different kinds of coronagraph (phase and amplitude-type concepts) in the next years.
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