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A B S T R A C T

Nowadays, the number of Integrated Circuits (ICs) used in safety- and
mission-critical applications, i.e., automotive, smart health-care, defense,
critical infrastructure, etc., is ever increasing. These applications demand
that ICs carry functional safety properties. In this thesis, we develop a
Built-In Self Test (BIST) approach for Analog and Mixed-Signal (A/M-S) ICs,
called Symmetry-Based Built-In Self Test (SymBIST), which achieves several
objectives towards the functional safety goal.

SymBIST is a generic BIST paradigm based on identifying inherent in-
variances and constructing them by processing internal signals. By con-
struction, invariances should hold true only in error-free operation, while
their violation points to abnormal operation. The invariances are being
checked using dedicated on-die checkers. SymBIST is a one-stop solution
for three different functional safety goals. First, it can be used for defect-
oriented test with high defect coverage towards post-manufacturing test
quality improvement. Second, it can be applied for on-line test concur-
rently with the operation towards detecting aging, latent defects, and
single event upsets. Third, it can be used for fault diagnosis with high
diagnosis resolution and small diagnosis cycle towards yield learning
and implementing corrective actions to avoid failure re-occurrence.

We demonstrate SymBIST on an industrial Successive Approximation
Register (SAR) Analog-to-Digital Converter (ADC) Intellectual Property
(IP). We also demonstrate the design of on-chip digital test stimulus
generators and minimal re-configurations required in the defect-oriented
and diagnosis operation modes. For the defect-oriented test use case,
SymBIST offers a fast time in the order of sub-µs and Likelihood-Weighted
(L-W) defect coverage of over 86%. For the on-line test use case, SymBIST
checks the invariances in real-time without interrupting the operation of
the circuit and irrespective of the input and detects aging, latent defects,
and transient errors. For the diagnosis use case, the SymBIST response is
used as a digital diagnostic measurement. To reduce defect ambiguity,
we use the same test infrastructure, but with different SymBIST setups.
SymBIST shows high diagnosis resolution, i.e., 73% correct diagnosis of
defects while over 96% of defects are in ambiguity groups of maximum
size 5, and offers a fast diagnosis cycle in the order of a few µs. Last but
not least, SymBIST features no performance penalty, an area overhead of
around 5%, and has a fully digital interface making it compatible with
modern digital test access mechanisms based on two external pins.
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R É S U M É

Aujourd’hui, le nombre de circuits intégrés (CIs) utilisés dans les appli-
cations liées à des missions critiques et à la sûreté, comme l’automobile,
la e-santé, la défense, les infrastructures critiques, ne cesse d’augmenter.
Pour être utilisés dans ces applications, les CIs doivent présenter des
propriétés de sûreté fonctionnelle. Cette thèse introduit un auto-test inté-
gré (BIST) pour les CIs analogiques et à signaux mixtes (AMS), appelé
autotest à symétrie (SymBIST), qui offre plusieurs voies pour obtenir la
sûreté fonctionnelle.

SymBIST repose sur le principe du BIST et sur l’existence de signaux
invariants, inhérents au CI. Les invariants retenus (tension ou courant)
possèdent une valeur constante pour un fonctionnement nominal du CI,
et une valeur bien distincte en cas de fonctionnement erroné. Les inva-
riants sont vérifiés à l’aide de dispositifs intégrés spécifiques. SymBIST
est une solution qui répond à trois objectifs de sûreté fonctionnelle. Il
est utilisé tout d’abord pour tester les défauts du CI avec une couverture
de test élevée. Il est également utilisé pour le test en ligne, lors du fonc-
tionnement du CI, afin de détecter le vieillissement, les défauts latents et
les perturbations dues à un événement aléatoire. Enfin, il est utilisé pour
diagnostiquer les défauts avec une grande précision, avant de la mise en
œuvre d’actions de correction.

SymBIST est démontré sur un convertisseur analogique-numérique à
approximations successives. Nous présentons également des générateurs
de stimuli numériques pour le test sur puce qui nécessitent une reconfi-
guration mineure pour passer de la détection de défauts au diagnostic.
SymBIST, utilisé pour tester les défauts, a un temps de réponse inférieur
à la µs et offre une couverture de test, pondérée de la vraisemblance,
supérieure à 86%. Pour le test en ligne, SymBIST effectue une mesure des
invariants en temps réel, sans interrompre le fonctionnement normal du
circuit et indépendamment de l’entrée, pour détecter le vieillissement, les
défauts latents, et les erreurs transitoires. En ce qui concerne le diagnostic,
la réponse de SymBIST offre une représentation numérique du diagnostic.
Pour réduire l’ambiguïté de la détection des défauts, nous tirons parti de
la même infrastructure de test, en modifiant sa configuration. SymBIST
offre une précision de diagnostic élevée, avec un diagnostic de défaut
valide à 73%, tandis que plus de 97% des défauts appartiennent à des
ensembles inférieurs ou égaux à 5 éléments, le tout en quelques µs. Enfin,
SymBIST n’entraîne aucune pénalité de performance du CI, requiert une
augmentation de surface d’environ 5%, et possède une interface entière-
ment numérique qui le rend compatible avec les mécanismes modernes
d’accès aux tests numériques basés sur deux connecteurs externes.
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1
I N T R O D U C T I O N

1.1 problem outline

Nowadays, electronic devices are widely used in almost every aspect
of everyday life. These are products ranging from daily used devices,
i.e., mobile phones and laptops, to more sophisticated and complicated
automated equipment in health care, automotive, aeronautics and defense
industry. The extensive use of these products has only been made possible
with the advances in microelectronics.

Principal component of every electronic device is the IC, which is a
device packing numerous electronic components like transistors, resistors
and capacitors on one single chip. Modern systems include increasing
numbers of ICs, i.e., the number of ICs in a typical automobile today
exceeds 400 and continues to increase. Additionally, the trend nowadays
is towards heterogeneous System-on-Chip (SoC) devices where different
ICs , i.e., analog, digital processor, memory, etc., are integrated onto the
same substrate. This reduces the system size and power consumption
and also increases the speed of operation. The IC design complexity and
number of ICs on a SoC are increasing rapidly and the technology limits
are pushed to increase performance and market competitiveness.

Although the expected lifetime of the majority of the ICs is usually
several years, ICs might fail due to various failure mechanisms. The main
categories are the following: (a) defects induced during the several steps
of the manufacturing process, i.e., dust particles, over/under etching
etc.; (b) defects induced during packaging; (c) global process variations
affecting complete regions of a wafer; (d) local process variations causing
component mismatch; (e) defects caused by component ageing, i.e., elec-
tromigration, Negative Bias Temperature Instability (NBTI) , Hot Carrier
Injection (HCI) , Time-Dependent Dielectric Breakdown (TDDB). A de-
tailed survey regarding the failure mechanisms of electronic components
is given in [2] and in [3].

The numerous failure mechanisms generate the need for testing in
order to have a robust IC. Moreover, it is also very important after a
failure is detected to identify the mechanism that caused the IC to fail.

1.1.1 The Need for Testing

The process from the initial conception of an IC design until the actual use
of it in an application is lengthy and consists of the high-level stages, as

3
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Figure 1.1: IC lifetime

illustrated in Figure 1.1. Testing is undertaken on an IC at different points
in time from design concept through to full fabrication until the actual
use in the application. Design phase starts with system architecture,
circuit design at transistor level and layout design. Once this design
phase is over and the chip is prototyped, it needs to pass the first type
of test which is the system-level, pre- and post- silicon verification. The
verification targets at design errors and runs once per design. If the
design passes the verification, then a high-volume production of chips
follows. At this stage, manufacturing tests are designed to ensure that
every part of an IC is functional and that each chip meets the datasheet
requirements and can be used adequately in real applications. Unlike
verification which is performed once per design, testing is performed for
every fabricated chip. Thus, it is crucial to minimize test application time
and cost while guaranteeing the quality of passing chips. If an IC fails to
pass any of the post-manufacturing tests, then it will be discarded. But
even if a chip passes successfully the post-manufacturing test phase and
meets all specifications at time zero, it can fail during the application,
for example due to aging and environmental stress. Thus, especially
for critical applications, there is a need for on-line testing in order to
guarantee safety. On-line test means that the chip tests itself without
depending on external test equipment. It can take place in idle times or
concurrently with the operation as long as it is non-intrusive. Although
the on-line testing only occurs in the latest stage, an integrated test needs
to be considered already from the design phase. The integrated test
consists of Design for Testing (DfT) and BIST approaches which need to
be co-designed with the initial design.

1.1.2 The Need for Diagnosis

The next step after detecting a failure in an IC is actually to diagnose it.
Fault diagnosis refers to the analysis performed to identify the root cause
of failure that occurred in an IC either during manufacturing or in the
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field during normal operation following a customer return. The output is
the isolation of the defect responsible for the failure and its localization
at transistor-level.

Diagnosis is a crucial step in a product life-cycle. It can reveal important
statistics, such as defect distribution and yield detractors. In this way, it
provides valuable feedback for improving the design to prevent failure
re-occurrence and expand the safety features, and also for evaluating and
improving the quality of post-manufacturing tests.

In a first step, diagnosis generates a set of candidate defects based
on diagnostic measurements or observed syndromes. In a second step,
the IC is physically examined, for example using a thermal camera, to
highlight anomalies in the operation and narrow down further the set
of candidate defects. In the third and last step, the IC is submitted to
Physical Failure Analysis (PFA) where de-layering and cross-sectioning
of the die is performed to confirm the defect using imaging. Since PFA
is destructive and irreversible, ideally the first step should pinpoint the
actual defect. However, very often the first step results in an ambiguity
group of candidate defects. According to industrial experience, its size
should be less than 5-10 candidate defects to increase the PFA success
rate.

Diagnosis metrics include: (a) resolution, i.e., the size of the ambiguity
group; (b) accuracy, i.e., whether a reported candidate corresponds to
the actual defect; and (c) diagnosis cycle time, i.e., the time required to
complete the diagnosis since the number of diagnoses performed per
week per design can be in the order of thousands [4].

1.2 functional safety as a requirement in modern appli-
cations

The number of ICs used in safety- and mission-critical applications, i.e.,
automotive, smart health-care, defense, critical infrastructure, etc., is ever
increasing . This requires that ICs should be robust and defect-tolerant to
meet the functional safety criteria. This implies that more ICs should be
equipped with functional safety mechanisms. Moreover, modern systems
include increasing numbers of ICs, i.e., the number of ICs in a typical
automobile today exceeds 400 and continues to increase. This implies
that the quality of individual ICs must increase to prevent decrease in the
system’s functional safety. The quality of the IC is measured by Defective
Parts per Million (DPPM) and more specifically, it is desired that failure
rate is in the order of sub-parts per million (ppm) [5].

Functional safety refers to the requirements to: (a) avoid IC malfunc-
tions in the field by following robust design guidelines; (b) perform
comprehensive post-manufacturing testing with proven high defect cov-
erage and effective outlier screening; (c) detect reliability hazards in the
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field before failures occur; (d) prevent failures in the field that could be
detrimental; (e) detect failures in the field when they occur; (f) adding
automatic protection to control failures when they occur in the field and
recovering from them at an acceptable time span using fault-tolerance,
self-repair, or self-healing principles; (g) ensure correct and uninterrupted
operation in response to all inputs even under non-intended use or some-
times even misuse. Functional safety is regulated by standards depending
on the application domain, e.g. International Organization for Standard-
ization (ISO) 26262 for automotive and and International Electrotechnical
Commission (IEC) 61508 for industrial systems.

1.3 bist towards functional safety

The purpose of BIST is to migrate part of the functionality of the Automated
Test Equipment (ATE) onto the chip with the aim to facilitate test and
reduce test cost. At an abstract level, BIST consists of (a) embedded test
instruments, whose role is to generate test stimuli, perform measurement
acquisition, and process measurements for building a comprehensive
test response, and (b) a mechanism for accessing and controlling these
test instruments from external pins. BIST can be defect-oriented, targeting
detection of structural defects, or functional, in which case it targets
measuring performances that are promised in the datasheet of the IC.

BIST is traditionally used for post-manufacturing testing, but it has also
found application for silicon debugging, for guiding on-chip calibration,
for facilitating fault diagnosis, and for on-line test where the status of
the IC is checked in the field concurrently with the application or in idle
times.

Functional safety has emerged as a new major application domain for
BIST. In this context, BIST can help gaining better insight into the IC and
improving defect coverage. In fact, many case studies have shown that
the standard specification tests performed on an ATE offer no guarantee
to meet the quality requirement [6]. A defect is always considered a
potential threat and reliability hazard. An IC with a detected defect
should be preferably discarded for safety reasons [5], [7], [8]. Even if from
a functional viewpoint the performance complies with the specifications
promised in the datasheet during post-manufacturing test time, i.e., time
zero of the application, a defect may manifest itself later in the field of
application referred to as a latent defect [9]. To this end, performing
defect-oriented BIST on top of the standard specification tests and proving
high defect coverage can address safety concerns. Thus, defect-oriented
BIST is no longer expected to replace standard specification tests, which
was the use case the community was hoping for in the early days, but it
aims at enhancing confidence in ICs passing the test. The premise of BIST
in this context is that it can detect defects that are reliability hazards, will
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manifest themselves later in the field, or will be triggered in the context
of system operation in the field, provoked by environmental stress, for
example heat, humidity or vibration. In the same context, a BIST that can
be performed on-line in the field concurrently with the application or in
idle times can help detecting reliability hazards and failures at the time
of occurrence [10]. It is also a key block in feedback loops that enable
fault-tolerance, self-repair, or self-healing. Finally, it can facilitate fault
diagnosis to understand the root-causes of errors towards improving the
design and manufacturing processes [11].

It should be mentioned that there are additional approaches towards
meeting quality requirements before deployment in the field, i.e., burn-in
stress [12] and outlier screening [13]–[15].

Embedding BIST into A/M-S ICs is a complex task presenting several
challenges. In particular: (a) the BIST circuitry should be transparent to
the IC without degrading its performance and without requiring signifi-
cant re-configuration or re-design; (b) the BIST circuitry should incur low
and justifiable area overhead; (c) for defect-oriented BIST the simulation
should be fast for enabling large-scale defect simulation in reasonable
time and for allowing to perform defect simulation multiple times for sev-
eral refined BIST versions and for comparing with other BIST approaches;
(d) for on-line BIST real-time response should be fast for enabling low-
latency error detection; (e) the BIST ideally should be flexible and reusable
for different IC classes and different architectures within each IC class; (f)
the BIST principle ideally should have proven quality before moving to
high-volume production; (g) the BIST circuitry should be more robust than
the IC having low failure probability, which typically implies that ideally
the BIST wrapper should be fully digital; (h) the BIST ideally should be
portable from one technology node to another without requiring signifi-
cant re-design; and (i) the BIST instruments ideally should be interfaced
to standard digital test access mechanisms.

1.4 thesis contribution

In this thesis, a novel BIST paradigm for A/M-S ICs, called SymBIST is pro-
posed. SymBIST exploits inherent symmetries in an A/M-S IC to construct
signals that are invariant by default, and subsequently checks those sig-
nals against a tolerance window. Violation of invariant properties points
to the occurrence of a defect or abnormal operation. SymBIST is designed
to serve as a functional safety mechanism. It is reusable ranging from
post-manufacturing test, where it targets defect detection, to on-line test
in the field of operation, where it targets low-latency detection of tran-
sient failures and degradation due to aging. We demonstrate SymBIST on
real SAR ADC IP by ST Microelectronics (STM). SymBIST has the following
appealing attributes:
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1. It offers high defect coverage.

2. It offers a fast test cycle, which is a key for making the defect
simulation tractable.

3. It incurs low area overhead.

4. It achieves zero performance penalty.

5. It has a fully digital interface making it compatible with modern
2-pin test access and control mechanisms, e.g. Institute of Electrical
and Electronics Engineers (IEEE) 1687.

SymBIST, originally proposed for defect-oriented post-manufacturing
test and on-line test, can also be seamlessly reused for the purpose of di-
agnosis. Fault diagnosis methodologies for analog circuits lag far behind
those for their digital counterparts. BIST can offer better insights into the
circuit and, thereby, can assist diagnosis towards resolving ambiguity
groups. Using SymBIST for diagnosis we demonstrate:

1. High diagnosis resolution, i.e., a high percentage of uniquely diag-
nosed defects and ambiguity groups of small size.

2. Fast diagnosis cycle in the order of µs.

1.5 thesis structure

The thesis is structured as follows. In Chapter 2, we provide a review
of previous work (a) on A/M-S BIST with a focus on ADCs and (b) on
diagnosis approaches for A/M-S ICs. In Chapter 3, we present the SymBIST
concept. In Chapter 4, we present the SAR ADC case study, that is used for
demonstrating SymBIST. In Chapter 5, we discuss the defect simulation
framework, including the defect modeling approach and the mixed-signal
defect simulator used to accelerate and automate defect simulations. In
Chapter 6, we present the results of applying SymBIST for off-line defet-
oriented post-manufacturing test, on-line test and fault diagnosis. Chapter
7 concludes this thesis and discusses future work and perspectives.



2
P R I O R A RT O N A N A L O G H A R D WA R E T E S T I N G A N D
D I A G N O S I S

2.1 prior art on analog bist

There is a large body of literature on A/M-S BIST. In general, A/M-S BIST
is proposed for mainly three uses, namely: (a) defect-oriented test; (b)
direct on-chip measurement of performances, e.g. functional test; and
(c) on-line test, either concurrently with the operation or in idle times.
Additional uses include calibration for yield boosting and fault diagnosis.
For any of these uses, BIST is in general specific to the circuit class and
very often specific to different architectures within a given circuit class.
Furthermore, BIST is in general designed and/or demonstrated for one
use only.

2.1.1 Generic Defect-Oriented BIST

For defect-oriented test, generic BIST proposals include topology mod-
ification by inserting Pull-Up (PU) or Pull-Down (PD) transistors and
oscillation-based test.

2.1.1.1 Topology Modification BIST

Topology modification BIST originally proposed in [16] is enabled by the
addition of PD and PU transistors. A PD transistor connects a circuit node
to ground, while a PU transistor connects a circuit node to the power
supply. PD and PU transistors are activated by applying a logic 1 and 0
at their gates, respectively. In general, given a Circuit Under Test (CUT)
with M nodes, in each node a PD and/or a PU transistor can be added.
Therefore, the total number of possible PU and PD transistors in a CUT is
2M. If N PU and PD transistors are added in total, where N 6 2M, then the
circuit can be configured into 2N topologies, including the original one
when all PD and PU transistors are deactivated. The underlying principle
is that by these re-configurations we are able to expose the presence of
additional defects that are undetectable in the original topology.

Figure 2.1 illustrates an example of topology modifications in a bandgap
circuit. In this case, a PU transistor controlled by signal B1 brings the
node VA to VDD and a PD transistor controlled by signal B2 brings the
node VB to ground.

9
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Figure 2.1: Example of a bandgap circuit (from [17]) with topology modifica-
tions.

2.1.1.2 Oscillation BIST

Oscillation-Based BIST (OBIST) has been widely used for testing different
classes of ICs, i.e., filters [18]–[26], ADCs [27]–[29], Radio Frequency (RF)
circuits [30] and Micro-Electro-Mechanical Systems (MEMSs) [31]. The
underlying idea of OBIST is to apply feedback loops inside the CUT and
convert it to multiple oscillators, where an oscillator is an electronic
circuit that produces a sinusoidal or pulse wave signal without any
input stimulus other than the Direct Current (DC) supply. The oscillation
frequency and magnitude of a block configured into an oscillator depends
on its components’ parameters. Any deviation of the oscillation frequency
or magnitude away from the nominal expected values points to defect
detection. In [32], an algorithm to estimate the limits of the test metrics is
described in order to achieve the desired test coverage versus yield loss
trade-off .

As a few examples, in [22], a Switched-Capacitor (SC) biquadratic
filter is considered as a case study and a non-linear feedback is applied
to convert the filter into an oscillator. In [28], OBIST is shown for a Σ∆
ADC, where two oscillation frequencies are extracted and used together
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with the output of a functional test to distinguish the defect-free circuits
from the defective ones. In [33] the required re-configurations applied to
the analog subsystem of a Dual-Tone Multifrequency (DTMF) receiver to
implement OBIST are described.

Overall, oscillator-based test has been a very popular test mechanism
showing numerous advantages: (a) it is applicable to a large number of IC
classes, (b) there is no requirement for an external test stimulus since the
CUT is used in a feedback loop, (c) digital test signatures can be extracted
off-chip from processing the oscillation frequency and magnitude, (d)
test parameters can be extracted as an average over several periods to
minimize the noise impact, (e) it is very efficient for catastrophic and
parametric faults [34].

2.1.2 ADC BIST

The majority of the BIST techniques for ADCs that have been published up
to date are functional. The main reason is that a single simulation of the
ADC already requires a very long time in the order of hours, thus defect
simulation time is prohibitive to be able to demonstrate defect-oriented
BIST.

ADCs are characterized by dynamic specifications, such as (a) Signal-
to-Noise Ratio (SNR), (b) Signal-to-Noise-and-Distortion Ratio (SNDR), (c)
Total Harmonic Distortion (THD), (d) Effective Number of Bits (ENOB) , (e)
Spurious-Free Dynamic Range (SFDR), etc. and static specifications such
as (a) Differential Non-Linearity (DNL), (b) Integral Non-Linearity (INL),
(c) offset (d) gain, etc.

2.1.2.1 ADC BIST Measuring Dynamic Specifications

The standard approach to measure the dynamic specifications of an
ADC consists of applying a high-resolution sinusoidal at the input and
computing the Fast Fourier Transform (FFT) at the output.

However, there is a requirement for the resolution of the sinusoidal
input, which typically needs to be at least two bits higher than the
effective resolution of the ADC. This poses a great design challenge for BIST
implementation and several methods have been proposed to overcome
this challenge.

A classical approach for generating on-chip an analog sinusoidal is
to employ a closed-loop oscillator that involves a highly selective band-
pass filter and a comparator [35]. To improve the resolution of the si-
nusoidal generators they can be combined with harmonic cancellation
techniques [36]–[38]. In [36], a technique is proposed to suppress the
low-frequency harmonics with a digital harmonic cancellation block and
the high-frequency ones with a passive filter. In [37], a method is de-
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scribed to compute the weights for summing the outputs of a Phase Shift
Oscillator (PSO) to cancel the harmonics. In [38], numerous harmonic can-
cellation approaches are presented with the aim to simplify the on-chip
implementation of the scaling weights.

Another classical approach is to employ an open-loop oscillator. The
starting point is to use an ideal Σ∆ modulator in software that converts
a high-resolution sinusoidal to a bit stream which, thereafter, is loaded
and periodically reproduced in an on-chip circular shift register [39]. The
bit stream can be converted on-chip to a high-resolution sinusoidal by
passing it through a 1-bit Digital-to-Analog Converter (DAC) followed by
a low-pass filter to remove the quantization noise. Interestingly, in the
case of SC Σ∆ ADCs, the bit stream can be fed directly into the modulator
by adding simple circuitry at its input [40]–[43].

Another challenge of an ADC BIST approach is the analysis of the test
response since performing FFT on-chip incurs a high area overhead [44].
If the FFT cannot be performed in the Digital Signal Processor (DSP), then
in the case of a full BIST implementation, the FFT algorithm needs to be
replaced with an alternative less computationally-intensive algorithm,
such as the sine-wave fitting algorithm [45].

2.1.2.2 ADC BIST Measuring Static Specifications

The standard approach to measure the static specifications of an ADC is
to apply a ramp at the input and obtain the histogram of the number of
occurrences of each code at the output.

Again, the first challenge concerns the on-chip test stimulus generation.
Adaptive ramp generators can be employed, as proposed in [46], [47],
or, alternatively, an exponential waveform can be used [48]. Another
approach is based upon first identifying and computationally removing
the source non-linearity, and then, accurately estimating the ADC static
performances [49].

Regarding the test response analysis, it is required to store both the
experimental and the reference histograms and use the DSP to perform
the comparison. An efficient BIST implementation of the histogram anal-
ysis is proposed in [50]. For ADCs having a repetitive structure, such
as pipeline, cyclic, and successive approximation ADCs, what is broadly
known as reduced code testing can be applied [51]–[55]. Only a few
codes need to be judiciously targeted and from this information the
complete histogram can be extrapolated. For such ADCs that present an
INL curve that is somewhat periodic and can be segmented, the Ultrafast
Stimulus Error Removal and Segmented Model Identification of Linearity
Errors (USER-SMILE) algorithm can be applied [56]. This algorithm relaxes
the test stimulus linearity requirement by employing two non-linear in-
put signals and, thereafter, it uses some post-processing to remove the
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test stimulus error and recover accurate static test accuracy by orders of
magnitude faster than the standard histogram method.

2.1.2.3 Other ADC BIST Approaches

Instead of targeting a BIST approach aiming at measuring directly the
dynamic and static specifications of the ADC, it is also possible to consider
a BIST approach where the aim is to obtain measurements that reveal
important design parameters, such as the poles and settling errors of
the integrators in the case of Σ∆ ADCs [57]. An approach proposed also
specifically for pipeline ADCs is to reconfigure consecutive pipeline stages
to form Σ∆ modulators and then test instead the Σ∆ modulators through
digital means [58].

2.1.3 RF BIST

For RF transceivers, a common BIST technique consists in creating a loop-
back connection between the transmitter and the receiver, in order to
test the whole RF transceiver. The Power Amplifier (PA) output of the
transmitter is connected to the Low Noise Amplifier (LNA) input of the
receiver using an attenuator and a switch. Next, digitally modulated
baseband signals are transmitted and the baseband response signals are
used to evaluate the response, i.e., measure the Error Vector Magnitude
(EVM), extract parameters from the response, etc. [59]–[66].

Sensor-based testing is another common BIST technique, which can be
employed inside the blocks of RF transceivers.

A type of sensor that is commonly used to implement BIST is the current
sensor [67]–[69]. The parasitic resistor of the line provides a voltage drop
which unbalances the CUT. The output current is proportional to the
RF power supply current of the CUT and the output current is switched
to the input of an envelope detector to obtain a DC signature, which
nevertheless carries information about the RF amplitude of the power
supply current.

A second way to extract DC signatures is through envelope (a.k.a.
amplitude or power detectors) detectors that transfer directly information
about the RF amplitude by monitoring current or voltage of internal
nodes [70]–[75].

There exist also non-intrusive sensors, i.e., process variation-aware
sensors [68], [76], [77] and temperature sensors [78]–[81], that can extract
information without being electrically connected to the CUT. The process
variation-aware sensors monitor the process variations which are corre-
lated to the performances of the CUT. Thereafter, the performances of the
CUT can be predicted from the sensor measurements using the alternate
test paradigm [82]–[92]. However, defect detection is not feasible with
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variation-aware sensors since they are not electrically connected to the
CUT. To overcome this problem, temperature sensors can be also used
to provide defect detection by monitoring the temperature of the CUT
[93]. When the CUT is powered-on, it is self-heated due to the power
dissipation and the heat is diffused in the substrate creating a temper-
ature profile in the vicinity of the CUT. In the presence of a defect, the
power dissipation will alter, resulting in a shift of the temperature profile.
A temperature sensor captures the temperature shift and indicates the
presence of the defect.

2.1.4 PLL BIST

A Phase-Locked Loop (PLL) is a fundamental building block used to
synthesize clocks for data synchronization and to provide the frequency
sources for up-conversion and down-conversion in RF transceivers. For
PLLs, BIST techniques exist for measuring the performances, i.e., jitter,
loop gain, lock time, etc., and for facilitating defect-oriented tests.

2.1.4.1 PLL BIST Measuring Performances

A key performance parameter of a PLL is the high-frequency jitter. Jitter
must be low to guarantee data synchronization and low Bit Error Rate
(BER) in communication systems. There are a few ways to define the PLL’s
jitter [94]: (a) timing jitter, defined as difference between the edge timing
and the ideal edge timing, (b) period jitter, defined as the difference
between each period and the average period, and (c) cycle-to-cycle jitter,
defined as the difference between the period and the preceding period.
Measuring jitter off-chip is difficult and costly since high speed sampling
oscilloscopes are very costly and the measurement requires long test
times. Moreover, the signal gets further polluted when it is extracted
off-chip due to pad, probing, and coupling parasitics. Therefore, there is
a need for designing a BIST to measure jitter on-chip.

There is a large body of literature describing on-chip jitter measure-
ment [94]–[100]. For example in [100], a jitter measurement technique is
proposed, where the PLL’s response is undersampled and the count of
unstable bits at the clock rising edges is correlated to the high-frequency
jitter. Instead of measuring the jitter it is also possible to estimate the
transfer function of the jitter [101], [102].

Finally, there have been several approaches for measuring other PLL
parameters such as the Voltage Controlled Oscillator (VCO) gain, lock
time, etc. [95], [103]–[105]. In [95], logic gates are used to develop a BIST
mechanism to measure the lock range, lock time, loop gain, as well as
the Root Mean Square (RMS) jitter.
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2.1.4.2 Defect-Oriented PLL BIST

Defect-oriented BIST approaches for PLLs have been proposed in [106]–
[108]. In [108], a Pseudo-Random Bit Sequence (PRBS)-based test is pro-
posed, where a digital PRBS is injected in the charge pump perturbing
the PLL, and the cross-correlation of the PRBS pattern with the output
of the phase/frequency detector is considered for defect detection. The
major challenge of this technique is to select the most suitable injection
and observation points in the loop, so as to detect defects in the whole
bandwidth.

2.1.5 On-line Test

BIST can also be used to perform on-line test in the field either concur-
rently with the application or in idle times. In the concurrent test mode,
no re-configurations are allowed in the CUT and its inputs are defined
by the application that it is used. On the contrary, in on-line test mode
during idle times, it is possible to perform non-intrusive re-configurations
in the CUT and apply a desired test stimulus, however all these actions
need to be performed by the BIST itself.

For on-line test, generic BIST includes duplication or triple modular
redundancy, but these approaches are very costly. Cost-effective BIST for
on-line test has been proposed only for linear time-invariant circuits,
i.e., filters, using pseudo-duplication concepts [109]–[111] and for Fully-
Differential (FD) circuit implementations [112]–[114]. Regarding linear
time-invariant circuits, in [109], a strategy is proposed for switched-
capacitor filters where a programmable biquad that can mimic every
filter stage is configured to monitor successively the filter stages. In [110],
the matrices of the state-variable equations are encoded into a continuous
checksum which is implemented by small extra hardware. In [111], it
is shown how to generate with small extra hardware an estimator that
monitors some observable nodes of the circuit and, once fully connected
to the circuit, produces an output that converges exponentially fast to the
output of the circuit and follows the output for any input change.

For FD circuits, node pairs carrying FD signals should satisfy the fol-
lowing property:

V1 + V2 = 2Vcm (2.1)

where V1, V2 are the node voltages and Vcm is the common-mode voltage.
An on-line test approach can be built based on monitoring that this
property always holds. Any deviation of the sum from the common-mode
voltage points to erroneous operation. In practice the sum is expected to
stay within a tolerance window due to noise and voltage and temperature
variations.
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Analog comparators or checkers that compare duplicate or FD signals
with adaptive tolerance windows are proposed in [113], [114].

2.1.6 BIST Evaluation

Any functional BIST approach should be evaluated in terms of parametric
test metrics, i.e., resultant test escapes and yield loss, before moving
to high-volume production. Ideally, the evaluation should take place at
simulation level so as to provide early feedback towards refining the
BIST and making a decision whether to pursue the BIST or summarily
reject it. The challenge is that analog simulations are time-consuming. In
fact, test escape and yield loss events have low-probability and a Monte
Carlo (MC) analysis with a reasonable number of runs will produce
very few such events, if any at all, so as to be able to compute test
metrics that have statistical significance. Analog test metric estimation
algorithms for assessing functional BIST techniques have been proposed
based on parametric density estimation [115], Copulas theory [116], and
statistical blockade and extreme value theory [117]–[119]. In [120], a
practical simulation flow for evaluating test metrics for ADCs and, in
general, for circuits with long simulation times, is proposed based on
statistical behavioral modeling and fast behavioral-level MC using the
statistical blockade technique.

2.1.7 BIST for Calibration

Calibration schemes are oftentimes utilized in A/M-S and RF ICs with the
aim to boost yield, i.e., by compensating against process variations and
non-idealities.

At a minimum, a calibration scheme utilizes digitally controlled tuning
knobs that act on the circuit performances. Tuning knobs may include
bias voltages, current sources, or single tunable components, such as
resistors, capacitors, and varactors.

The standard calibration algorithm consists in multiple testing/tuning
iterations where in each step the performances are measured and the
next best tuning knob setting is decided based on some optimization
algorithm.

The calibration scheme may also utilize BIST for performance measure-
ment which can speed-up the test cycle and alleviate the dependence
on complex ATE. For example, one-shot calibration schemes based on
process-variation-aware sensors and machine learning are proposed in
[121], [122].

The most advance calibration schemes are fully implemented on-chip
rendering the circuit self-healing. These schemes can be also used during
the lifetime of the circuit to compensate against aging. They comprise
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tuning knobs or actuators, sensors for extracting information-rich mea-
surements or directly the performances, and a digital processor engine
that maps the outputs of the sensors to tuning knob values and aims at
driving the optimization so as to identify a good balance among multiple
competing performance goals [123]–[125].

2.2 prior art in analog fault diagnosis

While for digital ICs there exist several in-house frameworks and com-
mercial diagnosis Electronic Design Automation (EDA) tools [4], [126]–
[130], for analog ICs there is neither a commercial tool nor a standardized
diagnosis approach. Analog fault diagnosis is still a manual, tedious, and
time-consuming process very often resulting in large ambiguity groups
and no actionable diagnosis information. In fact, there is a vast literature
on analog fault diagnosis, yet none of the proposed solutions has matured
enough to meet industry standards.

2.2.1 Rule-Based Diagnosis

The traditional approach is a rule-based system which takes the form
“IF symptom(s) THEN fault(s)". In this approach, rules are developed to
match the symptoms of an IC to an actual fault.

In [131], assembly faults in RF circuits embedded in System-in-Package
(SiP) are diagnosed. These SiP assembly faults are:

1. Power supply faults.

2. Bias network faults.

3. RF load component faults.

4. Signal path faults.

The symptoms used to diagnose the above mentioned faults are: (a) DC
measurements, (b) current consumption, and (c) noise power. In general,
it is difficult to acquire the knowledge to build a rule-based system for
diagnosis.

2.2.2 Model-Based Diagnosis

Model-based diagnosis approaches have also been studied extensively.
The idea is to first build a model linking diagnostic measurements to
circuit parameters. Then, given the diagnostic measurements from the
real failing device, the model is used to identify the faulty circuit param-
eter, as well as its deviation from the nominal value. The model can be
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constructed using nonlinear circuit equations [132], sensitivity analysis
[133], [134], regression [135], [136], or behavioral modeling [137], [138].

In [132], fault diagnosis using frequency measurements for linear
systems is proposed. However, even for a linear system described by a
set of linear equations

m = f(p) (2.2)

the corresponding diagnosis equations

p = f−1(m) (2.3)

are non-linear.
In [133] and [134], the sensitivity matrix S is used to build the diagnosis

equations. The sensitivity matrix is defined as the relation between the
vector of the normalized output measurement deviations , denoted by
∆M
M , and the vector of the normalized component deviations , denoted

by ∆P
P :

S · ∆P
P

=
∆M

M
(2.4)

Assuming that we have N output measurements and K components, the
elements that construct the sensitivity matrix are given by:

s
Mi
Pj

=

∆Mi

Mi

∆Pj

Pj

, i = 1, ..,N, and j = 1, ...,K (2.5)

where sMi
Pj

is the differential sensitivity of the output measurements Mi

with respect to component Pj for a given input signal.
Diagnosis aims at extracting the component parameters, therefore we

are interested in solving:

∆P

P
= S−1 · ∆M

M
(2.6)

In [135] and [136], non-linear regression models are constructed for
the purpose of diagnosis. Firstly, in the pre-diagnosis phase, regression
models mapping diagnostic measurements to component parameters are
trained using simulations. After the device has failed, the same diagnostic
measurements are obtained from the CUT and given as an input to the
regression model that predicts the components’ deviation.
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Another model-based diagnosis approach found in literature aims at
building a behavioral model of the IC [137], [138]. The underlying idea
is that all possible faults are injected in the behavioral model until the
test parameter of the model matches the one of the actual faulty chip.
The fault injection stops when a match is found and the fault causing the
failure is identified. More specifically, in [137] a mathematical model was
constructed to estimate the behavior of a biquad filter, whereas in [138] a
behavioral model of a second-order SC Σ∆ ADC was designed, including
the critical non-idealities, i.e., clock jitter, KT/C noise, and Operational
Amplifier (op-amp) non-idealities .

The model-based diagnosis approach can be used for diagnosis of soft
faults, i.e., deviations of circuit parameters; however, it is recognized that
hard faults, i.e., defects such as short- and open-circuits, are the main
root cause of IC failures [139]. Besides, it is challenging to construct a
model that faithfully reproduces the analog IC behavior.

2.2.3 Fault Dictionary-Based Diagnosis

Perhaps the most common diagnosis approach is based on the use of
a fault dictionary. Given a list of defects generated by Inductive Fault
Analysis (IFA) [139], one defect is injected at a time in the netlist, and
the IC is simulated to obtain the diagnostic measurement pattern. The
fault dictionary contains the pairs of defects and diagnostic measurement
patterns. Then, the diagnostic measurement pattern from the failed IC
is mapped to one of the logged diagnostic measurement patterns of
simulated defects based on some similarity metric. The mapping can be
established after training a multi-class classifier using the fault dictionary
dataset [11].

A growing body of literature has evaluated different combinations of
(a) test stimuli, (b) measurement post-processing, (c) classifier types, as a
way to resolve ambiguity groups [140]–[144].

In [140], the authors used white noise input as test stimulus and an
Artificial Neural Network (ANN) classifier to diagnose faults. The white
noise targets to excite all the transistors and scale the frequency response
of the circuit. The training data of the ANN will contain diagnostic mea-
surements from both faulty and fault-free circuit instances and multiple
networks can be trained in order to improve the diagnosis results. During
diagnosis these networks are used to localize the fault that has occurred.

In [141], an ANN classifier was proposed that uses wavelet decompo-
sition as feature pre-processing. The features used by the ANN for the
classification are generated after wavelet transformation is performed
in the output of the CUT and the wavelet coefficients are then processed
by Principal Component Analysis (PCA) for feature selection and are
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normalized. Wavelet decomposition transforms time-varying signals into
wave-like signals that oscillate, known as wavelets.

In [142], the proposed test stimulus is power supply ramping and the
signatures used to train the ANN classifier are constructed by the power
supply current response at different time stamps. In [143], a sinusoidal
input test stimulus is used and FFT is performed in the output of the CUT.
Then, the harmonics of the output are used as features and are classified
using a two-stage Multilayer Perceptron (MLP) ANN.

Finally, there exist methods for selecting the minimal number of mul-
tifrequency test sets [145] and the optimum test points based on the
entropy [144].

The challenge with the fault dictionary approach is the long fault
simulation time. However, the recently proposed analog fault simulators
[7], [8], [146] can help in speeding up the fault dictionary development,
as demonstrated in [147].

2.2.4 Fault Diagnosis Using BIST

Traditionally, BIST aims at adding on-chip test structures to facilitate and
reduce the cost of post-manufacturing test. BIST can offer better insights
into the circuit and, thereby, can assist diagnosis towards resolving am-
biguity groups. Despite this, in the literature there are few examples of
using BIST in this field. In [148], BIST is used for diagnosis for the class
of fully differential analog filters and in [149] an Automatic Test Pattern
Generation (ATPG) algorithm is described for generating the sinusoiodal
test stimulus.

2.3 conclusions

The main contributions of this thesis with respect to the state-of-the-art
can be summarized as follows:

1. A new generic defect-oriented BIST approach is proposed, called
SymBIST, virtually applicable to all A/M-S ICs. SymBIST relies on con-
structing or identifying existing invariances and checking whether
those invariances are satisfied.

2. SymBIST is a reusable BIST approach for defect-oriented test, on-line
test and diagnosis. These test-related tasks can be accomplished
using the same SymBIST test infrastructure. The operation mode
is set externally by the user and SymBIST generates internally the
appropriate test stimulus and makes the necessary re-configurations
depending on the operation mode.
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3. SymBIST is the first BIST demonstrated for post-manufacturing defect-
oriented test of ADCs. This is thanks to the short test time of SymBIST,
which allows performing large-scale defect simulation of the ADC
in reasonable time.

4. SymBIST is in addition the first BIST demonstrated for on-line test
of ADCs. SymBIST checks the health status of the ADCs concurrently
with its operation and independently of the input. This use is
demonstrated for latent defects and single event upsets.

In the following Chapters we will analyze in detail the aforementioned
contributions.





3
S Y M B I S T P R I N C I P L E

This chapter describes the proposed generic BIST paradigm for A/M-S ICs,
called SymBIST, and shows its uses for post-manufacturing defect-oriented
test, on-line test, and fault diagnosis. In Section 3.1, we will provide an
overview of the SymBIST principle of operation. In Section 3.2, we will
discuss invariance generation which is the basis of SymBIST. In Section
3.3, we will describe the strategy for implementing SymBIST. In Section
3.4, we will describe the use of SymBIST in the context of functional safety,
including defect coverage and on-line testing. In Section 3.5, we will show
how SymBIST can be adapted for fault diagnosis too.

3.1 symbist principle of operation

As illustrated in Figure 3.1, the underlying idea in SymBIST is to build
invariant signals by monitoring internal nodes, where invariance in this
context means a signal that by design should be fixed to a default value
regardless the input of the circuit. These invariances are monitored by
checkers and, if one or more invariances deviate from their default value,
then this points to an anomaly in the operation and the corresponding
checkers will flag an error. The convention used is that 1/0 checker
outputs correspond respectively to pass/fail decision. All checker outputs
are connected to an AND gate to provide a single combined 1-bit pass/fail
decision.

In practice, the invariant signal is not expected to match exactly its
nominal default value due to noise and process, voltage and temperature
(PVT) variations. For this reason, the checkers implement a window
comparison and verify that the invariant signal lies within a tolerance
window in error-free operation. This tolerance window is set to [α−

δ,α+ δ], where α is the invariant signal nominal value and δ > 0. α− δ

and α+ δ are the Lower Test Limit (LTL) and Upper Test Limit (UTL),
respectively. In this case, a checker flags an error when the invariant
signal slides outside this window. A first estimate of the parameters α
and δ can be computed by performing a MC analysis. Specifically α and
δ are set to µ and k · σ, respectively, where µ and σ are the mean and
standard deviation, respectively, of the invariant signal across the MC runs.
The extracted k from MC analysis can be fine-tuned taking into account
worst-case specifications and environmental conditions. Moreover, the
comparison window may shift due to thermal noise. For this reason, as
is typical in all test programs, SymBIST is repeated several times and a

23



24 symbist principle

Figure 3.1: SymBIST principle.

voting scheme is used to decide on pass or fail, similar to averaging of
a measurement. If one or more trials result in failure, this points to an
outlier device which can be discarded for safety reasons.

Note that the invariance is typically violated by large in the presence of
a defect, thus the comparison window can be approximate. This means
that the checker as well as the internally generated reference voltages
UTL and LTL can be of low-precision.

In general, there is a trade-off between false-positives, e.g., yield loss,
and false negatives, e.g., test escapes, and the coefficient k should be
set accordingly to meet the desired trade-off. A low k favors test escape
reduction at the expense of some yield loss, while a high k guarantees
high yield at the expense of some test escapes. For improving safety,
a defect should be rejected in post-manufacturing even if it does not
produce a fault. During on-line test, however, it is critical to reduce
the false positive risk. Thus, for on-line test we can envision a larger
tolerance window than in post-manufacturing testing. Overall, SymBIST
can be tuned to result in high defect coverage, i.e., few test escapes, while
warranting negligible yield loss.
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Figure 3.2: Invariance in FD circuit.

3.2 invariances

Invariances can be built by exploiting symmetries that are inherent to
virtually all A/M-S ICs. Such symmetries exist thanks to FD signal process-
ing [112], complementary signal processing, and replication of identical
blocks. Symmetries can also be created artificially with re-configuration
using switches, duplication of blocks, or pseudo-duplication of blocks.
The goal of pseudo-duplication is to avoid fully replicating an entire
block but instead creating a less complex block which produces the same
output. In essence, pseudo-duplication constructs two nominally identical
signals that are carried via distinct circuit paths. As we will see later, for
our case study it was not necessary to perform any re-configuration, du-
plication, or pseudo-duplication, but we list these techniques as options
for applying successfully SymBIST to other designs.

For node pairs carrying FD or complementary signals we can build
an invariance in the form of V1 +V2 = α, where V1 and V2 are the node
voltages. For example, in the case of FD signals, α = 2Vcm, where Vcm is
the common-mode voltage. Figure 3.2 shows an example of a FD circuit.
The two FD nodes X and Y are monitored by a checker that checks whether
the sum of these FD nodes is equal to 2Vcm. Notice that differential
signaling has been conceived precisely to shield the performance of the
circuit from many non-idealities affecting common-mode, i.e., poor power
supply, temperature variations, noise, etc., thus deviation in common-
mode may be innocuous for the CUT. This is taken into account by
implementing a tolerance window in the checker operation. In contrast,
a defect affecting the operation is expected to invalidate the FD encoding
and bring the invariance outside this tolerance window.

For identical blocks as shown in Figure 3.3, duplicated blocks, or
pseudo-duplicated blocks, we can drive them with the same input and
build an invariance in the form of V1 −V2 = α, where in this case V1 and
V2 are outputs of the two blocks and α has a default value of 0. Figure
3.4 shows a high-level implementation of pseudo-duplication, where
both the linear analog and the pseudo-duplicated circuit are driven with
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Figure 3.3: Invariance in identical blocks.

Figure 3.4: Invariance with pseudo-duplication.

the same input. Then the outputs of the two circuits are compared by a
checker that checks whether their difference is smaller than δ.

While SymBIST is a generic BIST paradigm and similar invariances based
on symmetry can be derived for any A/M-S circuit class, the invariances
need to be handcrafted on a circuit by circuit basis and it is likely that
distinct invariances can be defined for a given circuit.

3.3 strategy

A high-level abstraction of the proposed SymBIST strategy is illustrated
in Figure 3.5. The A/M-S IC is divided into purely Digital (D) blocks
on one side and Analog (A) and mixed Analog-Digital (A/D) blocks
on the other side. We assume that the purely digital blocks are tested
with standard digital BIST, i.e., with scan insertion and a combination of
stuck-at, bridging, Iddq, and transitional ATPG. The A and A/D blocks are
divided into three groups. The first two groups include blocks that are
FD, they perform single-to-FD conversion, they provide complementary
outputs, they appear multiple times, etc. For these blocks invariances
exist naturally and the SymBIST strategy applies directly. The third group
includes the rest of the blocks. For some of the blocks it may be possible to
perform re-configuration or pseudo-duplication so as to build invariances
and apply the SymBIST strategy. We also have the option to perform direct
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Figure 3.5: SymBIST strategy.

duplication of blocks. For the remaining blocks that are not handled with
SymBIST, we need to develop other BIST approaches.

3.4 modes of operation

SymBIST is designed to serve as a functional safety-mechanism that is
reusable starting from post-manufacturing test, where it is defect-oriented
targeting the detection of structural defects with high coverage and
screening of outliers, to on-line test in the field of operation, where it
targets low-latency detection of transient failures, reliability hazards, and
degradation due to aging. While SymBIST does not achieve error correction,
it can serve as the error-detection and error-diagnosis mechanism in the
feedback loop that performs the error-tolerance or self-repair function.

More specifically, the A/M-S IC with embedded SymBIST has four possi-
ble modes of operation enabled by a signal EN:

EN < 0 : 1 >=


00 : SymBIST self-test
11 : off-line test
10 : on-line test
01 : SymBIST disabled

(3.1)

The first mode consists in a self-test of the SymBIST infrastructure. The
SymBIST infrastructure occupies considerably smaller area on the die com-
pared to the area of the A/M-S IC itself and, thereby, the probability
of a defect occurrence within the SymBIST infrastructure is considerably
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smaller compared to a defect occurrence within the A/M-S IC. Neverthe-
less, a good strategy is to test the SymBIST infrastructure first before using
it to test the A/M-S IC. For example, a defective checker may result in a
misleading test decision for the A/M-S IC, i.e., it can mask a defect within
the A/M-S IC resulting in a test escape or false negative.

The second mode is the off-line test mode that employs SymBIST for
post-manufacturing defect-oriented test. This mode requires a built-in
test stimulus generator and possibly a re-configuration of the A/M-S IC
that should be non-intrusive, i.e., incur no performance penalty, when
the A/M-S IC runs in normal mode.

The third mode is the on-line test mode that employs SymBIST for
concurrent error detection during the normal operation of the A/M-S
IC. In this case, the running input in normal operation is used and the
checkers monitor the invariances on-the-fly flagging errors in real-time,
possibly with some low latency since the error needs to propagate to a
pair of nodes that are used for building an invariance.

The fourth and last mode allows switching-off SymBIST during normal
operation so as to save power. In this case, periodic test can be performed
either during normal operation by enabling periodically the on-line test
mode or in idle times by enabling the off-line test mode.

3.5 diagnosis using symbist

SymBIST can be used in different phases of testing. The modes of op-
eration of SymBIST described in the previous Section 3.4 include post-
manufacturing defect-oriented testing and on-line testing . In addition,
SymBIST can offer better insights into the circuit like any other BIST and,
thereby, can assist fault diagnosis. Herein, we explain how SymBIST can
be adapted for fault diagnosis too.

Let Ck(t) denote the time-varying checker output for the k-th invari-
ance, k = 1, · · · ,K, where K is the number of invariances. For a checker
clocked at a frequency fclk, Ck(t) becomes a bitstring with period 1/fclk.
We consider the vector Ck[ti] of n = T · fclk bits, where T is the dura-
tion of the test stimulus and ti are sampling times at half-period, i.e.,
ti = i · (1/2fclk), i = 1, · · · ,n. If the invariance is permanently satisfied
(violated), then Ck[ti] will be a vector of zeros (ones). It is likely, how-
ever, that a defect will cause the invariance to slide outside the tolerance
window at specific clock cycles, in which case Ck[ti] will be a vector
containing both zeros and ones. We use the vector Ck[ti] as an n-bit
digital diagnostic measurement pattern.

This diagnostic measurement pattern is a function of the parameters of
the SymBIST setup. In general, this set of parameters includes the primary
test stimulus to the IC denoted by Ipri, internally generated test stimuli
denoted by Iint, and the tolerance window defined by δ. We can consider
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unequal tolerance window limits δ− and δ+, i.e., the tolerance window
becomes [δ−, δ+]. A setup may involve also some internal re-configuration
denoted by R. Let

S` = {I`pri, I
`
int,R

`, δ`−, δ`+} (3.2)

denote the set of parameters of the `-th SymBIST setup, ` = 1, · · · ,L, where
L is the number of SymBIST setups.

In post-manufacturing test, the tolerance window sets a desired trade-
off between test escapes and yield loss. In contrast, for diagnosis the
placement can target uniquely exposing defects. For example, consider a
defect that results in a time-varying invariant signal that is permanently
above the upper limit of the tolerance window. By placing a higher upper
limit at the average value of the invariant signal, we can obtain a vector
Ck[ti] that toggles between 1 and 0, potentially offering a good diagnostic
measurement pattern for this defect.

We follow a fault dictionary approach assuming a list of Nf faults
denoted by Fj, j = 1, · · · ,Nf. The diagnostic measurement pattern for
fault Fj obtained by the k-th checker using the `-th SymBIST setup is
denoted by

C
Fj,`
k [ti] = f(S

`). (3.3)

Combining the diagnostic measurement patterns of K checkers moni-
toring the K invariances and considering L SymBIST setups, we obtain a
diagnostic measurement pattern for fault Fj in the form of a K× L× n
bitstring

DM(Fj) = [C
Fj,1
1 , · · · ,CFj,1K , · · · ,CFj,L1 , · · · ,CFj,LK ]. (3.4)

The diagnosis objective is that the Hamming Distance (HD) of the
diagnostic measurement patterns of any two faults differs at least by 1,
which can be expressed as

HD (DM(Fa),DM(Fb)) > 1,a 6= b. (3.5)

An ambiguity group is set of faults for which the HD of the diagnostic
measurements of any pair of faults is 0.

In the diagnosis phase of faulty device X, the diagnostic measurement
pattern DMX is first obtained and then matched with a row in the fault
dictionary matrix DM(F1)

...
DM(FNf

)

 , (3.6)
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which has the diagnostic measurement pattern of fault j in row j. The
row number points to the diagnosed fault.

SymBIST setups are sequentially added by searching in the space of
test stimuli, tolerance window limits, and re-configurations, so as to
enrich the digital diagnostic measurement pattern towards resolving the
ambiguity groups.

3.6 conclusions

A generic BIST paradigm for analog and mixed-signal circuits called
SymBIST has been introduced in this chapter. We proposed SymBIST to test
the analog and mixed analog-digital blocks of an A/M-S IC, whereas we
assume that the purely digital blocks are tested with standard digital
BIST. We showed how invariances can be constructed virtually for any
class of A/M-S ICs thanks to existing fully-differential and complementary
signal processing and block replication, as well as via selected duplication
and pseudo-duplication. Furthermore, we described the different modes
of operation of SymBIST, including post-manufacturing defect-oriented
testing, on-line testing, and diagnosis.
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C A S E S T U D Y A N D B I S T I N F R A S T R U C T U R E

This chapter deals with the SymBIST application to a real case study, in
particular a SAR ADC IP designed by STM in a 65nm technology. In Section
4.1, we will provide an overview of our case study. In Section 4.2, we
will show how to construct the invariances to cover the entire mixed-
signal part of the SAR ADC IP. In Section 4.3, we will describe the SymBIST
infrastructure, including the test stimulus generation, the checker design,
and the test access and control mechanism. In Section 4.4, we will discuss
the efficiency of SymBIST in terms of test time and overheads.

4.1 case study : sar adc

The case study used in this work is a 65nm 10-bit SAR ADC IP by ST
Microelectronics. In Section 4.1.1, we provide a brief overview of the
operation principle of SAR ADCs. The reader is referred to a textbook for
a more complete treatment of SAR ADCs [150]. In Section 4.1.2, we will
give a concise top-down description of the architecture of the SAR ADC IP
by STM.

4.1.1 SAR ADC Principle

The SAR ADC is used in applications that require low power consumption
and medium conversion rate, such as data acquisition. The high-level
architecture of a SAR ADC is shown in Figure 4.1. In order to process
rapidly changing signals, SAR ADCs have an input Sample-and-Hold (SH)
to keep the signal constant during the conversion cycle. The conversion
cycle takes n+2 clock periods, where n is the number of bits or resolution
and the extra two clock periods are for sampling and capturing the n-
bit digital output. In each clock period one bit is determined, starting
from the Most Significant Bit (MSB) and continuing in each clock period
to the next MSB. In each bit conversion, the input voltage is compared
to a comparison level created from a DAC, and the outcome of this
comparison determines whether the bit will be set to 1 or 0. The SAR
Logic controls the DAC and also sets the bit resulting from the comparison.
In the first clock period of a conversion cycle, the comparison level from
the DAC is set to the midscale voltage VFS/2, where VFS is the full
scale voltage, and the comparison with the input voltage determines
the MSB B[n]. In the second clock period, the comparison level is set
to 3VFS/4 if B[n] = 1 or to VFS/4 if B[n] = 0 and the comparison
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Figure 4.1: High-level architecture of a SAR ADC.

with the input voltage determines the MSB-1 B[n− 1]. In the third clock
period, the comparison level is set to 7VFS/8 if B[n]B[n − 1] = 11, to
5VFS/8 if B[n]B[n− 1] = 10, to 3VFS/8 if B[n]B[n− 1] = 01 or to VFS/8
if B[n]B[n− 1] = 00, and the comparison determines the MSB-2 B[n− 2].
For n bits, the DAC implements 2n − 1 comparison levels. The conversion
continues until all n bits are determined, in which case a new input
sample is held and a new conversion cycle begins.

4.1.2 SAR ADC IP by STM

The top-level architecture of the 10-bit SAR ADC IP by STM is illustrated
in Figure 4.2. The circuit accepts a FD analog input ∆IN = (IN+) − (IN-)
with a peak-to-peak voltage 2∗VREFP= 1V , where VREFP is nominally
0.5V . The common mode of the two inputs IN+ and IN- is VDD/2 = 0.6V ,
where VDD= 1.2V is the power supply. CLK is the master clock of the
ADC with frequency fclk = 156 MHz and CLK12 is the conversion clock
of the ADC with frequency fclk12 = fclk/12. The 10-bit digital output is
denoted by D< 9 : 0 >. The top-level blocks are as follows:

SARCELL: It is the main block of the SAR ADC which implements the
architecture in Figure 4.1.

SAR Control: It creates 12 pulses P< 0 : 11 > used to control the
sampling, conversion, and digital output capture phases in the SARCELL.

Bandgap: It creates the required biasing for all the blocks of the SAR
ADC.

Reference Buffer: It creates the comparison levels VREF< 0 : 32 > that
are used by the DAC during the conversion. As we will see below, the DAC
is a combination of two sub-DACs with a 5-bit digital input each. Thus,
each sub-DAC can set 25− 1 = 31 comparison levels. VREF[1] to VREF[31]
denote these comparison levels, VREF[0]=GND, and VREF[32]=VREFP.
The midscale voltage is VREF[16]. These voltages are generated from a re-
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Figure 4.2: Top-level architecture of the SAR ADC IP.

sistive ladder with 32 equal resistors forming a voltage divider. Therefore,
VREF[k]= k

16VREF[16], k = 1, · · · , 32.
The SARCELL block comprises the following blocks as illustrated in

Figure 4.3:
Phase Generator: It controls the timing of the ADC operation by generat-

ing the phases for sampling, comparison, conversion, etc.
Vcm Generator: It generates the common mode voltage Vcm used inside

the DAC.
SAR Logic: It controls the conversion process by providing the digital

input to the DAC, it stores the result of each comparison, and provides
the digital output once the conversion is completed.
10-bit DAC: The DAC is a resistive plus charge redistribution DAC. As

shown from its architecture in Figure 4.4, it is composed of two struc-
turally identical sub-DACs, namely SUBDAC1 and SUBDAC2, with a 5-bit
digital input each, and a SC array. The sampling operation is performed
within the DAC. SUBDAC1 converts the 5 MSBs to comparison levels M+
and M-, while SUBDAC2 converts the 5 Least Significant Bits (LSBs) to
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Figure 4.3: SARCELL block architecture.

comparison levels L+ and L-. The Boolean functions implemented by
SUBDAC1 and SUBDAC2 are given by:

M+ = VREF[
9∑
j=5

B[j] · 2j−5]

M- = VREF[32−
9∑
j=5

B[j] · 2j−5]

L+ = VREF[
4∑
j=0

B[j] · 2j]

L- = VREF[32−
4∑
j=0

B[j] · 2j]

(4.1)

Let DAC+(i) and DAC-(i) denote the DAC output voltages DAC+ and
DAC- at the i-th conversion cycle, respectively. It can be shown that their
difference, denoted by ∆DAC(i), is given by:

∆DAC(i) =
1∑3

k=1Ck

[
C1 ·∆M(i) +C2∆L(i)

−C1∆IN +C2 · (VREF[32] − VREF[0])
] (4.2)

where ∆M(i) = M+(i) − M-(i) is the difference between M+ and M- at
the i-th conversion cycle, ∆L(i) = L+(i) − L-(i) is the difference between
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Figure 4.4: 10-bit DAC block architecture.

L+ and L- at the i-th conversion cycle, and ∆IN = (IN+) − (IN-). The
capacitors are C1 = 32CU, C2 = CU, and C3 = 16CU, where CU is the unit
capacitor. C1 and C3 are implemented with capacitor banks.

Comparator: It compares the two outputs of the DAC and the outcome
of the comparison is driven to the SAR Logic block in order to set the
corresponding digital bit. The block-level architecture of the comparator
is shown Figure 4.5. It comprises a pre-amplifier, a comparator latch, an
RS latch, and an offset compensation circuit for the pre-amplifier.

A conversion cycle starts with setting the sample signal high, which
samples the FD input signal by charging the capacitors C1 inside the
DAC. Next, the sample signal becomes low and the convert signal be-
comes high. The SAR Logic assigns B[9] = 1 while all the other bits
B[j], j < 9, are kept at 0. In this case, M+(1) = M-(1) = VREF[16],
L+(1) = VREF[0], and L-(1) = VREF[32], which gives ∆DAC(1) =

− C1∑3
k=1 Ck

∆IN from Equation (4.2). Therefore, the comparator checks

the sign of the FD input and if it is positive the SAR Logic block sets
B[9] = 1, otherwise if it is negative the SAR Logic block sets B[9] = 0.
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Figure 4.5: Comparator block architecture.

The bit B[9] is kept fixed for the rest of the conversion. In the next
conversion cycle, the SAR Logic block assigns B[8] = 1, while all the
other bits B[j], j < 8, are kept at 0. If B[9] = 1, then M+(2) = VREF[24],
M-(2) = VREF[8], L+(2) = VREF[0], and L-(2) = VREF[32], which gives
∆DAC(2) = C1∑3

k=1 Ck
[(VREF[24] − VREF[8]) −∆IN] from Equation (4.2).

Since VREF[24]−VREF[8] = VREF[16], the comparator compares VREF[16]−
∆IN to 0. If B[9] = 0, then it can be shown from Equation (4.2) that
∆DAC(2) = C1∑3

i=k Ck
[(VREF[8] − VREF[24]) −∆IN], that is, the compara-

tor compares −VREF[16] − ∆IN to 0. In other words, in this second
conversion cycle the comparator compares |∆IN| to VREF[16]. In the
third conversion cycle, it can be shown from Equation (4.2) that the
comparator compares |∆IN| to VREF[24] = 3VREF[16]/2 if B[8] = 1 or to
VREF[8] = VREF[16]/2 if B[8] = 0, and so forth. When the 10 conversion
cycles are completed, the digital output D< 0 : 9 >=B< 0 : 9 >= is driven
at the output pins.

4.2 invariances in sar adc ip

In this section, we show how to construct invariances inside the SAR ADC
IP shown in Figure 4.2 with the aim to implement successfully the SymBIST
paradigm. More specifically, looking into the architecture of the SAR ADC
IP, we observe that the two sub-DACs within the DAC are structurally
identical, each sub-DAC has complimentary outputs, the SC array has
symmetrical paths, the pre-amplifier is FD, and the comparator and RS
latches have complimentary outputs. Based on these observations, we
can build the following invariances that hold true for any FD input ∆IN
and at every conversion cycle.

4.2.1 SymBIST1

By construction, as shown from Equation (4.1), the outputs of the two
sub-DACs regardless of their inputs take complimentary values VREF[j]
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and VREF[32− j], j = 0, · · · , 32. Therefore, the following two invariances
should always hold true:

M+(i) + M-(i) = VREF[32] (4.3)

L+(i) + L-(i) = VREF[32] (4.4)

These invariances can flag failures within the circuitry of the two sub-
DACs. In addition, since all comparison levels VREF[j], j = 0, · · · , 32, are
used by the DAC, as shown from Equation (4.1), these invariances can
also flag failures within the bandgap and reference buffer. Note that in
the IP a pin is used to measure only comparison level VREF[32]. Instead,
with invariances in Equation (4.3)-(4.4) we implement a more thorough
test by checking all comparison levels. As an auxiliary benefit, this pin
may be viewed as obsolete.

4.2.2 SymBIST2

It can be shown that the sum of the DAC output voltages at the i-th
conversion is given by:

DAC+(i) + DAC-(i) =

2Vcm +
1∑3

k=1Ck

[
C1 · (M+(i) + M-(i)) −C1 · (IN+ + IN-)

+C2 · (L+(i) + L-(i)) −C2 · (VREF[32] − VREF[0])

+ 2C3 · (VDD − VREF[32])
]

(4.5)

Using Equations (4.3)-(4.4), substituting C3 = C1/2, and considering that
IN+ + IN- = VDD, Equation (4.5) gets simplified as follows:

DAC+(i) + DAC-(i) = 2Vcm (4.6)

This invariance can flag failures within the complete DAC, including the
sub-DACs and the SC array, within the circuits that provide the voltage
references to the DAC, i.e., Vcm generator and reference buffer, as well as
within the bandgap that provides the biasing to the reference buffer.
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4.2.3 SymBIST3

Thanks to the fully-differential structure of the pre-amplifier within the
comparator, the following invariance should be satisfied at the outputs of
the pre-amplifier regardless of the difference ∆DAC(i) being amplified:

LIN+(i) + LIN-(i) = 2Vcm2 (4.7)

where LIN+(i) and LIN-(i) are the FD outputs of the pre-amplifier at
the end of the i-th conversion and Vcm2 is the common mode at the
outputs of the pre-amplifier. This invariance can flag failures within the
pre-amplifier and the offset compensation circuit, as well as within the
bandgap that provides the biasing to these circuits.

4.2.4 SymBIST4

More tests can be constructed for the comparator latch and RS latch
within the comparator block by checking the invariances:

Q+(i) + Q-(i) = VDD (4.8)

sgn (Q+(i) − Q-(i)) − sgn (LIN+(i) − LIN-(i)) = 0 (4.9)

where sgn(·) denotes the sign function and Q+(i) and Q-(i) are the
complementary outputs of the RS latch at the end of the i-th conversion.
This invariance can flag failures within the comparator latch, the RS latch
and the offset compensation circuit that end up as a stuck-at fault at one
of the outputs or at an inversion of the outputs.

Table 4.1 summarizes the BIST approaches corresponding to the differ-
ent blocks of the SAR ADC IP. BIST approaches are divided into SymBIST
for the A/M-S blocks and digital BIST for the purely digital blocks, namely
the SAR control, phase generator, and SAR Logic. As it can be seen, the 6

SymBIST invariances in Equations (4.3)-(4.4) and (4.6)-(4.9) are capable of
covering the complete A/M-S part of the SAR ADC IP.

4.3 symbist infrastructure

This section describes the SymBIST infrastructure embedded into the SAR
ADC IP. As we will see in Chapter 6, this same infrastructure will be used
for post-manufacturing defect-oriented off-line testing, on-line testing,
and fault diagnosis
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Blocks
Sym-

BIST1
Sym-

BIST2
Sym-

BIST3
Sym-

BIST4
Digital
BIST

SAR Control X

Phase
Generator

X

SAR Logic X

Bandgap X X X

Reference
Buffer

X X

SUBDAC1 X X

SUBDAC2 X X

SC Array X X

Vcm
Generator

X

Pre-
amplifier

X

Comparator
Latch

X

RS Latch X

Offset Com-
pensation

Circuit
X X

Table 4.1: Matrix showing correspondence between BIST approaches and SAR
ADC IP blocks.

4.3.1 Test Stimulus and Re-configuration for Applying SymBIST

The test stimulus has two parts, namely a static and a dynamic, and
both parts can be robustly generated on-chip. The static part is simply
a DC input to the ADC, denoted by ∆INDC. The dynamic part is a set of
digital test patterns that are applied sequentially to the inputs of the two
SUBDACs. More specifically, we cycle through all 25 bit combinations at
the inputs of each SUBDAC. The rationale of this dynamic part of the
test stimulus is that it activates all components within the DAC and also
extensively exercises the comparator since various differences ∆DAC(i)

are generated at its input. The components within the bandgap and
reference buffer are also activated since during this test all comparison
levels VREF[j], j = 0, · · · , 32, are used within the DAC, as shown from
Equation (4.1). The Vcm Generator is checked directly with the invariance
in Equation (4.6).

The SUBDAC input sequence generator is shown in Figure 4.6. A 5-bit
digital counter is used to generate the incremental counting W< 0 : 4 >

and a shuffling block is used to shuffle its outputs so as to generate the
digital test stimuli Q< 0 : 4 > and Q< 5 : 9 > that cycle non-incrementally
through all 25 bit combinations at the inputs of each SUBDAC. The
shuffling block can be programmed to implement different cycles. Then,
10 2:1 multiplexers are used to switch during test mode the inputs of
the SUBDACs, denoted now by Bnew< 0 : 4 > and Bnew< 5 : 9 >,
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Figure 4.6: On-chip generation of dynamic test stimulus.

from the SAR Logic outputs B< 0 : 4 > and B< 5 : 9 > to Q< 0 : 4 >

and Q< 5 : 9 >, respectively. The shuffling block is controlled by a
digital signal l, whereas the multiplexers are controlled by a Select
signal. These digital signals are set according to the desired mode of
operation of SymBIST, as explained in Sections 3.4 and 3.5, and can be
accessed and controlled externally using the standard test access and
control mechanism described in 4.3.4.

Figure 4.6 shows a generic block-level architecture of the test stimulus
generation and required re-configurations in order to apply SymBIST for
off-line testing, on-line testing and fault diagnosis. Depending on the
specific mode of operation of SymBIST that runs, different combinations of
signals l and Select apply and the architecture of the on-chip generation
of the dynamic test stimulus is simplified. In Chapter 6, before present-
ing the results, the specific test stimulus and re-configurations for each
operation mode are presented.

4.3.2 Checker Design

The invariances described in Section 4.2 are of two types, i.e., one type
V1 + V2 = α which concerns invariances in Equations (4.3)-(4.4) and
(4.6)-(4.8), and one type V1 − V2 = 0 which concerns Equation (4.9). A
dedicated checker is designed for each type.

Figure 4.7 shows the checker design for the invariances of type V1 +
V2 = α. A straightforward design would be based on a summing amplifier.
Herein, we propose a simplified design to reduce the area of the checker.
In particular, let Vj=VDCj + vj, where VDCj denotes the large-signal DC
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Figure 4.7: Checker design for the invariances in Equations (4.3)-(4.4) and (4.6)-
(4.8). The switches disconnect the checker when SymBIST is disabled
or set the checker into self-test mode.

quantity and vj denotes the small-signal Alternating Current (AC) quan-
tity of Vj, j = 1, 2. The proposed checker is composed of four stages. The
first stage includes two buffers implemented with two source follower
amplifiers using identical P-Channel Metal-Oxide Semiconductor (PMOS)
transistors M1 and M2. The buffers are used so as to avoid loading the
nodes that are being monitored. Let gm denote the transconductance
of transistors M1 and M2, and let IDC1 and IDC2 denote the DC biasing
currents of transistors M1 and M2, respectively. The second stage is a
voltage divider, where R2 � R1, that generates the signal Vo:

Vo =

(
VDD −

R1
2

(
IDC1 + IDC2

))
+G · (v1 + v2) , (4.10)

where

G =
gmR1

2(gmR1 + 1)
. (4.11)

The expression of Vo can be re-written as:

Vo = f(V
DC
1 ,VDC2 ) +G · (V1 + V2), (4.12)
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Figure 4.8: Checker design for the invariance in Equation (4.9).

where

f(VDC1 ,VDC2 ) =

(
VDD −

R1
2

(
IDC1 + IDC2

))
−G · (VDC1 + VDC2 ) (4.13)

is the DC component of Vo depending on the DC biasing of the monitored
nodes and the gain quantity G multiplies the invariant signal. Ideally, in
error-free operation, Vo is a DC signal with value Vo = f(VDC1 ,VDC2 )+G ·α.
A defect will shift the DC component of Vo and/or will add an AC
component to it. The third stage includes two comparators that compare
Vo to the test limits UTL = µ+ kσ and LTL = µ− kσ, where µ and σ
are the mean and standard deviation of Vo computed over several MC
runs and over the 25 values observed during the duration of the test
stimulus for each MC run. The UTL and LTL are generated internally using
resistor voltage dividers. Note that the comparison window defined by
the lower and upper test limits eliminates false positives due to noise
and PVT variations within both the SAR ADC and the first two stages of
the checker. The fourth stage passes the outputs of the two comparators
through an AND gate to obtain a checker output Cout in the form of
a 1-bit pass/fail response. When the invariance is satisfied, i.e., Vo lies
within the range defined by the test limits, the output of the checker is
high, i.e., Cout = 1, whereas when the invariance is violated the output
of the checker is low, i.e., Cout = 0. Figure 4.7 also shows the insertion of
switches to disconnect the checker when SymBIST is disabled or to set the
checker into self-test mode.

Figure4.8 shows the checker design for the invariance in Equation
(4.9). It monitors the LIN+ and LIN- outputs of the pre-amplifier and
the outputs Q+ and Q- of the RS latch within the comparator in the
SARCELL block. It is easy to verify that Cout = 1 when the invariance in
Equation (4.9) holds true and Cout = 0 when it is violated. Note that this
checker does not implement a tolerance window since the invariance is
constructed from digital signals.
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Given that the checker design for the invariances in Equations (4.3)-(4.4)
and (4.6)-(4.8) is identical, we have two options. The first option is to
use a single checker and use it to check these invariances sequentially by
using corresponding test limits. The second option is to use one checker
per invariance, thus checking the invariances in parallel. In off-line test
mode, the first option offers a trade-off between area overhead and test
time. However, in on-line test mode, the first option has the disadvantage
that a transient error may be detectable by a unique invariance that is
momentarily not being checked when the transient error occurs. In our
implementation, we adopted the second option.

4.3.3 Checker Self-Test

As discussed in Section 3.4, it is advised to test the SymBIST infrastructure
prior to its usage for testing the ADC itself. This is desired especially
for the checker in Figure 4.7 whose first three stages are analog and,
thereby, less robust. To this end, we propose to implement a simple
sequence of DC tests to exercise this checker, in order to first decide
on its health status prior to its usage. More specifically, referring to
Figure 4.7, we can assume different DC test stimuli for the four checker
inputs, i.e., V1, V2, UTL, and LTL. A set of possible convenient DC values
are V1 = {GND, VREF[32], VDD}, V2 = {GND, VREF[32], VDD}, and k =

{3, 5}, where VREF[32] can be drawn directly from the reference buffer.
A test uses a combination of such DC values. For each test, the checker
is expected to give a high or low output. A flipped output points to
a faulty checker. The goal is to create a minimum sequence of N tests
that achieves sufficiently high defect coverage for the checker. Figure 4.7
includes the addition of switches for the self-test mode of the checker.
All checkers can be tested in parallel, thus the checker self-test time is
N · (1/fclk) = N · 6.41ns.

4.3.4 Test Access and Control Mechanism

SoCs nowadays integrate numerous IP blocks and DfT structures. Since
the number of these DfT structures might surpass a few hundreds, it is
restrictive to access and control them from primary pins. For this reason
it is essential to use an on-chip test infrastructure to connect all the DfT
structures to a common test bus in order to be able to perform all the
necessary actions required for testing the ICs, using a limited number of
primary pins [151].

SymBIST can be interfaced to a digital test access and control mechanism
based on two external pins which is the minimum. We can employ the
test access and control mechanism proposed in [152], which is compatible
with the latest IEEE 1687 Standard (Std.) for test infrastructure controlla-
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bility and observability [153]. IEEE Std. 1687 deals with the great number
of DfT structures and connects them serially via programmable Segment
Insertion Bits (SIBs) to a Re-configurable Scan Network (RSN) between the
Scan In (SI) and Scan Out (SO) ports. When the SIB of a DfT structure is
opened, its Test Data Registers (TDRs) become part of the RSN such that it
is accessed from the SI port and its output is streamed to the SO port.

The principle for connecting an analog IP to the common test infras-
tructure is depicted in Figure 4.9 [152]. This example contains one analog
IP with its embedded DfT structures and several digital IPs, all connected
to the same common scan path. On-chip ADCs and DACs are used to
digitize the analog test responses and generate analog test stimuli from
digital words. Note that in large SoCs these ADCs and DACs can be shared
among multiple IPs, if they are not tested simultaneously. Three types
of connections to the scan path are shown in Figure 4.9 for the analog
IPs: (a) a DAC creates an analog input test stimulus from digital words
and forces the test stimulus inside the analog IP or the DfT ; (b) an ADC
is used to read out in digital format the analog output test signals from
inside the IP or the DfT ; (c) a direct connection to the DfT providing a
digital input control.

Figure 4.9 shows for simplicity 3-bit data converters and 3-bit words
controlling the DfT structure, but in fact any TDR size can be used in the
scan path. It also shows a number of TDRs that connect digital IPs to the
scan path, a case where an analog signal from the analog IP is digitized
from the ADC and then transferred inside a digital IP, and the case where
a digital signal from a digital IP is converted from the DAC and then used
inside the analog IP. Finally, Figure 4.9 shows the three main control
signals, namely shift, capture and update. With the shift operation the
data are shifted serially one bit per clock cycle. The capture operation
loads the digitized output of the ADC to the scan path to be scanned out
or used by some other IP inside the SoC. The update operation latches the
data into the input of the DAC for the test signal to be forced. For each
ADC and DAC, a counter and a packet size register are used that set the
periodicity of the TDR update and capture operations. More specifically,
before the serial access takes place, the counter connected to the ADC
data registers is initialized with an offset equal to the number of cycles
that must occur before the capture of the ADC starts, whereas the counter
connected to the DAC data registers is initialized with an offset equal
to the number of cycles that must occur before the serial data reaches
the DAC register. The packet size registers are initialized with the same
packet size, which is responsible for the frequency of the ADC capture
and the DAC update.

When applying SymBIST to the SAR ADC we have the following cases
with regard to the three types of connections mentioned above. Connec-
tion (a) is used for forcing the static analog test stimulus to the FD input
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Figure 4.9: Test access and control mechanism of SymBIST (adapted from [152]).

of the SAR ADC, as explained in Section 4.3.1. Connection (b) is used for
reading out the SymBIST 1-bit digital response indicating pass/fail. Since
the test output is digital, the ADC is not needed and the SymBIST output
can be directly connected to the scan path. More a 1-bit register is needed
instead of a 3-bit register shown in Figure 4.9. Connection (c) is used to to
set the EN signal in order to choose the test mode, as described in Section
3.4, and to program the shuffling block that generates the dynamic part
of the digital test stimulus.

For a more detailed description of the test infrastructure, the interested
reader is referred to [154] and [152].
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Figure 4.10: DNL of original design and original design with embedded Sym-
BIST.

4.4 symbist efficiency

4.4.1 SymBIST Test Time

In total, 6 checkers are used, and the same test stimulus is used to
check all invariances in parallel. During on-line testing the checkers
uninterruptedly check if the invariances are being violated, thus SymBIST
runs concurrently with the operation and is transparent to it. During
off-line testing, as explained in 4.3.1, we need to cycle through all 25 bit
combinations at the inputs of each SUBDAC. Therefore, the duration
of the test stimulus is 25 clock cycles, which corresponds to a test time
T = 25 · (1/fclk) = 0.205µs per SymBIST setup.

4.4.2 Overheads

The SymBIST infrastructure comprises the 5-bit digital counter used in the
off-line test mode, multiplexers to re-configure the design in the off-line
test mode, switches to enable the different modes of operation, and 6
checkers, i.e., one checker per invariance. The multiplexers are inserted in
a digital signal path between the SAR Logic and 10-bit DAC, the checker
in Figure 4.7 taps into nodes via switches and includes buffers as a first
stage, and the checker in Figure 4.8 is digital. Therefore, the modifications
are non-intrusive to the design and no design re-iterations are required.
To confirm that SymBIST does not incur any performance penalty, we
simulated at transistor-level the DNL and INL for the original design and
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Figure 4.11: INL of original design and original design with embedded SymBIST.

the design with embedded SymBIST using a ramp histogram test [155].
The result is shown in Figs. 4.10 and 4.11, which also include the ∆ of the
DNL and INL curves. As it can be seen, the forms of the curves are similar
and practically there is no change in the maximum observed DNL and
INL values. Finally, from the layout of the SAR ADC IP that is available,
and noticing that the checkers are built using existing blocks of the SAR
ADC IP, i.e., pre-amplifier, comparator latch, and RS latch, we estimate
the area overhead between 5% and 10%.

4.5 conclusions

SymBIST is a generic BIST paradigm that can be applied to any A/M-S circuit
class that has symmetries. In this chapter invariances were handcrafted on
a SAR ADC and the appropriate checker for each invariance was designed.
The application of SymBIST on the SAR ADC showed no performance
penalty, while incurring low area overhead. Moreover SymBIST required
minimum and non-intrusive design re-configuration and is compatible
with the modern test access and control mechanisms.





5
D E F E C T C O V E R A G E E S T I M AT I O N F R A M E W O R K

Before moving to describing the results in Chapter 6 it is essential to
set the defect simulation environment. In this chapter we will explain
the defect simulation workflow that we adopt in this work. We will
define the defect model that is used, where a defect is any observable
unintended physical change in a circuit, and we will provide an overview
of the Tessent®DefectSim mixed-signal defect simulator by Mentor®,
A Siemens Business [7], that we used to perform defect simulation at
transistor-level in an automated workflow.

5.1 defect simulation workflow

The defect simulation workflow followed in this work and suggested in
[7] and [58], is presented in Figure 5.1. Given a defect model we construct
a defect dictionary that contains all possible defects in the CUT. One
defect is injected at a time and a test stimulus is applied in the CUT.
Then the BIST signatures are generated and are used to distinguish the
defective circuits from the functional ones. Once all defects are injected
the defect coverage can be calculated.

5.2 defect model

As is common to all fault injection experiments for Very Large-Scale
Integration (VLSI) circuits, we make a single fault assumption, that is only
one defect will occur at a time [7]. All defect simulators, including the
Tessent®DefectSim tool, use this single fault assumption for three reasons.
First, when the yield is high enough to be economic, it is assumed that
the probability of having multiple defects on a single die is negligible.
Second, a test that can detect a specific defect will most likely detect any
set of defects that include that defect. Third, the defect simulation time
would explode and defect simulation would be intractable if multiple
defect combinations were to be considered.

We adopt a standard defect model, which is also the default defect
model used by the Tessent®DefectSim tool [7] and is shown in Fig-
ure 5.2. In particular, for Metal–Oxide–Semiconductor (MOS) transistors
traditionally six defects are injected, i.e., shorts across gate-to-source,
gate-to-drain, and drain-to-source, and opens in each terminal. However,
all shorts have a similar effect on the transistor being stuck-on and all
opens have a similar effect on the transistor being stuck-off. Thus, for MOS

49
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Figure 5.1: Defect Simulation Workflow.

transistors we use only gate open and drain-to-source short defects, as
suggested in [7]. Similarly, for Bipolar transistors, we consider base open
and collector-emitter short defects. For diodes, we consider open and
short defects. Regarding shorts, the defect resistance varies in practice.
To avoid simulating many defects, we consider the default resistance of
10Ω. Regarding opens, a weak PU or PD is assigned to each open defect
to account for the facts that an ideal open does not exist and, besides,
it cannot be handled by a Simulation Program with Integrated Circuit
Emphasis (SPICE) simulator [7]. For example, for MOS transistors, we rely
on the modeling approach in [156] where VGS is a voltage controlled
by VDS with a gain proportional to Cgdo/W · L ·Cox. More specifically
according to [156] the ratio between VGS and VDS can be expressed as:

Cgdo

WLCox
6
Vgs

Vds
6

3Cgdo

2WLCox
(5.1)

For simplicity, the gain coefficient is set to the default value of 0.5
and therefore VGS = 0.5 ∗ VDS. For passive elements, i.e., resistors and
capacitors, we consider ±50% variations in their nominal value.

5.3 defect simulator

Performing large-scale defect simulations, even for small circuits, is
usually very time-consuming requires. The total defect simulation time
mainly depends on three parameters: (a) the response time of the BIST; (b)
the total number of defects; (c) the defects that are chosen to be simulated.
The response time of SymBIST is very small, as explained in Section 4.4.1
and a simplified defect model is used, as explained in Section 5.2 in order
to decrease the total number of defects in a given CUT. But even under
these conditions we cannot simulate all the defects since the simulation
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Figure 5.2: Defect model from [7].

time is too long. In this section we will analyse the options used in
Tessent®DefectSim tool, focusing on those that aim to decrease the total
simulation time.

5.3.1 Sampling Techniques in previous Fault Simulators before Tessent®DefectSim

As explained earlier the number of potential defects in a mixed-signal
circuit is very large and it is computationally too expensive, if not im-
possible, to simulate all possible defects. Therefore, the defect simulator
samples a smaller set of defects in order to minimize the number of
defects that will be simulated with the aim to make defect simulation
tractable.

Previous papers analysing fault sampling techniques, published before
the work described in [1], have mainly used simple random sampling or
stratified sampling [157]–[160] and assumed that the defects have equal
likelihood of occurrence. Assuming that the defects are equally possible
significantly simplifies the statistical analysis, but actually, due to the
wide range of defect densities and critical areas this assumption does
not hold true for the defect oriented faults [161]. Stratified sampling
has also been used to sample non-equally probable faults, where each
stratum consists of faults that have similar likelihood of occurrence [162].
However, dividing the population into strata is usually a heuristic process
and cannot be easily automated.

5.3.2 Likelihood-Weighted Random Sampling (LWRS)

Tessent®DefectSim uses Likelihood-Weighted Random Sampling (LWRS)
in order to reduce the number of defects to be simulated. Defects are
assigned a Relative Likelihood (RL) of occurrence that is estimated by com-
bining global defect-type likelihoods, i.e., the likelihood of short-circuits
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is typically higher than the likelihood of open-circuits, and component-
specific likelihoods, i.e., the expected component area on the layout, as
explained in [1] and [7]. Moreover, the likelihood of each defect varies
from process to process.

The sampling of the defects should be random in order to minimize
the possibility for selection bias. We should note that the user provides
the defect model, the RL of each defect and the number of defects to
be simulated, but it is the defect simulator that randomly selects the
particular defects that will be simulated. In the following analysis N
denotes the total number of defects in a CUT given a specific defect
model, whereas n denotes the number of defects that the user requests
to be simulated.

The defect simulator uses an algorithm described in algorithm 1 in
order to guarantee that the defects with very high RL value will be
certainly chosen and that the rest of the defects will be randomly selected.
Firstly, the sum of all the RL values is calculated. Afterwards the RL value
of each defect is compared to RLSum

n and if it is greater, then this defect
is certainly chosen, and RLSum is recomputed considering the value 1
instead of the RL of this defect that is certainly chosen. Finally, any defect
whose RL is greater than rand ∗ RLSumn , where rand is a random value
between 0 and 1, is selected.

Once the RL of each defect is computed and the defects are randomly
sampled, the next step is to estimate the defect coverage. Since each
defect has a different RL value, instead of considering the absolute defect
coverage we calculate the L-W defect coverage.

The absolute defect coverage is simply the percentage of detected
defects over the total number of simulated defects, given by the following
equation:

cabsolute =
ndetected

n
, (5.2)

where cabsolute is the absolute defect coverage, ndetected is the number
of detected defects and n is the total number of simulated defects. This
coverage is a good metric when all potential defects are simulated and the
defects are assumed to have equal probability of occurrence. Therefore
there is a need for calculating a L-W defect coverage, so as to take into
account also the likelihood of occurrence of each defect. One simple
equation estimating the L-W defect coverage is:

clweighted =

∑n
i=1

RLi , if selected and detected

0 , if undetected∑n
i=1 RLi, if selected

(5.3)
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Algorithm 1: Random Sampling of Defects from [1]
input : N,n,RLi
/* N: the total number of defects

n: the number of defects that the user has requested to be

simulated

RLi: the relative-likelihood of the i-th defect, where i=1,..,N */

output : selectCertainList,selectRandomList
/* selectCertainList: a list with the defects that will be certainly

selected by the simulator

selectRandomList: a list with the defects that will be randomly

selected by the simulator */

RLSum = 0 ;
for i = 1 to N do
RLSum = RLSum+ RLi ;

end

selectCertainList=[] ;
/* Create an empty list in which we will add all the defects that

will be certainly chosen by the defect simulator */

for i = 1 to N do
if RLi > RLSum

n then
add i-th defect to selectCertainList ;
RLSum = RLSum− RLi + 1 ;
/* Re-compute RLSum using for the RL that will be certainly

chosen the value 1 instead of RLi */

end
end

randvalue = rand ;
/* rand function returns a random number in the interval [0,1] with

uniform distribution */

selectRandomList=[] ;
/* Create an empty list in which we will add all the defects that

will be randomly chosen by the defect simulator */

for i = 1 to N do
if RLi > randvalue ∗ RLsumn then

add i-th defect to selectRandomList ;
end

end
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which is actually the percentage of the RL of each detected defect over
the sum of the RLs of all the defects. This defect coverage is efficient
when all possible defects are simulated [163], but not when the defects
are randomly selected as described in algorithm 1. Instead, taking into
account that the RL of each defect can be scaled between 0 and 1, defects
with very high RL value will be certainly chosen and defects that are
randomly sampled represent a large number of defects, Equation 5.3 can
be modified and we can obtain a more complete form:

clweighted =

∑n
i=1


RLi , if detected and selected certainly

1 , if detected and selected randomly

0 , if undetected

∑n
i=1

RLi , if selected certainly

1 , if selected randomly

, (5.4)

In Equation 5.4 the RL value of the defects that will be certainly chosen
is used as is, whereas for the defects that are randomly chosen over a
large number of defects instead of using their RL value we use the value
1. This way it is guaranteed that all the randomly selected defects have a
unit weight when calculating the L-W defect coverage.

The defect simulator also reports the 95% confidence interval of the
L-W defect coverage, which is the area under the Gaussian probability
density function (PDF) that contains 95% of the total area. Actually the
95% confidence interval sets a value range, which is 95% probable that
it will contain the true L-W defect coverage. In [164] the 95% confidence
interval is computed using uniform likelihood of selection and in [1] the
same equations are extended for unequal likelihoods of selection, which
is the case in the LWRS. Both works conclude that the 95% confidence
interval is clweighted ± (1.96s + 1

2n), where clweighted is the L-W defect
coverage computed by the simulator and given by Equation 5.4, s is the
standard deviation of the samples and 1

2n is an approximation term.
Additionally for mission-critical applications, 99% confidence interval

of the L-W defect coverage can be reported which is equal to clweighted ±
(2.58s+ 1

2n) [164], [1].

5.3.3 Additional Settings that Reduce the Defect Simulation Time

To further reduce defect simulation time, we use the stop-on-detection
option of the tool. With the stop-on-detection option, while defect simu-
lation progresses, the simulation of a defect is stopped as soon as a test
parameter is violated and the simulation of the next defect in the list
begins.
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More specifically, as explained in Section 3.1, the output of each checker
is combined to provide a single 1-bit pass/fail output . As soon as the
SymBIST output indicates defect detection, a defect is labelled as detected
and the simulation for this particular defect stops. In contrast, functional
BIST approaches aiming at measuring the performances, require the same
simulation time for each defect, since all data should first be collected
before calculating the performances. For example, the simulation time of
a defect that has a catastrophic impact on the circuit would be the same
with that of a defect that would have no impact on the circuit. Therefore
the stop-on-detection option wouldn’t accelerate the total simulation
time.

Finally, since all defects are independent, they can be simulated in
parallel using all Central Processing Unit (CPU) cores available in the
computer.

5.3.4 Defect Injection in Tessent®DefectSim

In this section we will analyse the way the simulator handles the defect
injection in the CUT. In Listings 5.1 and 5.2 two simplified defect models
are presented in SPICE language.

The first Listing 5.1 represents a drain to source short circuit. This
defect is simply modelled by an additional defective resistor equal to
10Ω between the drain and the source of a MOS transistor. The next step
is to calculate the RL of this specific defect. First we need to check whether
the drain and the source of the transistors are already shorted by design,
i.e., to create a MOS capacitor [165]. In this case it doesn’t make sense
to add a defective resistance between the source and the drain of the
transistor and thus we set the RL of this defect equal to 0 so as to avoid
selecting this defect during random sampling. If the drain and the source
of the MOS transistor are not already shorted, then the RL of this defect is
set equal to m ∗w ∗ l ∗ k, where m is the number of parallel fingers, w is
the width of the MOS transistor, l is the length of the MOS transistor and k
is a factor that depends on the model of the transistor and on the specific
component. This k factor allows the user to set different RL values for
N-Channel Metal-Oxide Semiconductor (NMOS) and PMOS transistors or
even different RL values for different types of NMOS or PMOS transistors
in the same process.
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<component M, defect_model pre_ds_short>

$defect_description= MOS drain-source short

$defect_type=short

Rdefect $node1 $node3 10

*Short circuit between drain and source modelled with a 10 ohm resistor

*A transistor in defined as follows: M_NMOS D G S B with D,G,S,B ndoes

being the drain, the gate, the source and the bulk nodes of the n-mos

transistor respectively

$RL = [if {$node1 eq $node3} {

puts "0"

} else {

puts " $multiplier * $width * $length * $k "

*k is a variable that depends on the global defect-type likelihood and on

component-specific likelihood

}]

.ends

Listing 5.1: Short circuit injection in a MOS transistor

Similarly Listing 5.2 shows a +50% variation in the value of a resistance.
Its RL value is set equal to value ∗ k, where value is the initial value of
the resistance and k is a factor that depends on the resistance model.

<component R, defect_model preHRL>

$defect_description = 50% R increase

$defect_type = variation

R_SHORT $node1 $node2 ${SpiceSpectreFormat(R)}[expr (1 + 50/100.0) *
$value ]

$RL puts " $ $value * $k "

<endcomponent R>

Listing 5.2: Injection of a +50% variation in a resistor

Figure 5.3 shows an example of injecting the two above mentioned
defect types in a simple voltage divider controlled by a MOS transistor
operating as a switch. Since we have two resistors and one MOS transistor
and taking into account only the defects described in Listings 5.1 and
5.2 we expect to have 3 defects in total, i.e., 1 per component. Let’s
assume that the test parameter is Vcm and that it should lie within a
tolerance window, as described in Section 3.1. The defect simulator will
first simulate the defect free case study shown in a). Once it confirms
that the test parameter is within the tolerance window, it will start
injecting the defects shown in Figure 5.3 b), c) and d), that are a short
circuit between the drain and the source of the MOS transistor, a +50%
variation in the resistance R1 and a +50% variation in the resistance R2

respectively. Before simulating the defects, the simulator will calculate the
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Figure 5.3: Injection of defects 5.1 and 5.2.

RL of each defect. Then the simulator will randomly sample the defects
to be simulated. In this example we only have three potential defects,
so all of them will be simulated and the random sampling will not take
place. These defects are independent and can be simulated in parallel.
From the outcome of all the defect simulations we can calculate the RL
defect coverage given by the Equation 5.4.

For more details regarding the defect models and the way they are
injected into the CUT the reader is referred to the Tessent®DefectSim user
manual [166].

5.4 conclusions

In this chapter, we addressed the obstacles for performing large-scale
defect simulations. The main challenges are to deal with the large number
of defects and the resultant time-consuming simulations. We described
the defect simulation workflow, as well as the defect model that will
be used in Chapter 6 to estimate the L-W defect coverage for our case
study. We described the main options of the Tessent®DefectSim mixed-
signal defect simulator by Mentor®, that were used to make the defect
simulation tractable. These include LWRS, reporting L-W defect coverage,
using stop-on-detection and simulating the defects in parallel. Finally, we
described the way the defect simulator handles the defect injection and
illustrated the defect injection in one simple case study.





6
R E S U LT S O F S Y M B I S T A P P L I C AT I O N T O T H E S A R
A D C I P

In the previous chapters, we described the generic SymBIST paradigm for
A/M-S ICs and the way it is applied to a real SAR ADC IP by STM. In this
chapter, we will present the results obtained for the use of SymBIST in the
context of off-line testing, online testing, and fault diagnosis.

6.1 checker self-test

The first step is to evaluate the self-test approach of the analog checker in
Figure 4.7 proposed in Section 4.3.3. We performed a defect simulation of
the checker considering all possible defects within the checker according
to the defect model discussed in Section 5.2, for a total of 176 defects. We
considered sequences of DC tests that use 18 different combinations of
DC values for the four checker inputs, namely V1, V2, UTL, and LTL, as
discussed in Section 4.3.3. The resultant L-W defect coverage is 94.45%.
Thereafter, we searched to eliminate tests such that the set of retained
tests achieves the same fault coverage. It turns out that N = 3 tests suffice
to achieve the same fault coverage. These are: {V1, V2,k}={VDD, VDD, 3},
{VREF[32], GND, 3}, {GND, GND, 3}.

6.2 off-line testing using symbist

Herein, we present results for the use of SymBIST for off-line post-manufacturing
defect-oriented test. In Section 6.2.1, we will present the specific test stim-
ulus used in the off-line test mode. In Section 6.2.2, we set the checker
comparison windows for the desired test coverage versus yield loss trade-
off. In Section 6.2.3, we show transient analysis of SymBIST and, finally, in
Section 6.2.4, we will present the L-W defect coverage results for our case
study by employing the defect simulator described in Section 5.3.

6.2.1 Test Stimulus

Figure 4.6 shows the on-chip generation of the dynamic test stimulus
together with the required re-configurations. This dynamic test stimulus
is used in the off-line defect-oriented test mode and for diagnosis. Specif-
ically, for the off-line defect-oriented test mode the same test stimulus
is used to exercise all the invariances. As discussed in Section 4.3.1, it is
composed of a static and a dynamic part. The static part is a DC value

59
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Figure 6.1: Re-configuration for applying the test stimulus in off-line test mode.

applied to the input of the SAR ADC which can be set arbitrarily. Herein,
we use ∆INDC = 0.1V . The dynamic part is a digital signal applied to the
input of the two sub-DACs. In particular, the 5-bit digital counter cycles
through all possible 25 bit combinations.

The simplified non-intrusive re-configuration to enable the off-line test
mode is shown in Figure 6.1. Compared to Figure 4.6, we can program
the shuffling block to implement just one cycle that is kept constant
during the whole off-line test. In off-line test mode, i.e., EN< 0 : 1 >= 11,
the 5-bit digital counter drives simultaneously both sub-DACs. In our
experiments, we observed that randomly cycling through the 25 bit com-
binations at the inputs of the sub-DACs, as opposed to incremental
counting, results in higher defect coverage. Intuitively, this is because the
two sub-DACs are exercised more intensively generating large steps at
their outputs. Figure 6.1 shows the configuration that was implemented,
e.g. Bnew[j+ 5]=Q[4− j] for SUBDAC1 and Bnew[j]=Q[4− j] for SUB-
DAC2 , j = 0, · · · , 4. For example, for SUBDAC1, the input sequence is
{24, 23, 24 + 23, 22, 22 + 24, · · · }.
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Figure 6.2: L-W defect coverage as a function of tolerance window placement.

6.2.2 Setting the Comparison Window for Desired Test Coverage vs. Yield Loss
Trade-off

Herein, we study the effect of the width of the comparison window,
which is set by the coefficient k, on the trade-off between yield loss and
defect coverage.

Figure 6.2 shows the L-W defect coverage values achieved with SymBIST
for the individual blocks of the SAR ADC IP and for its complete A/M-S part
as a function of k, where k is varied from 3 to 6. µ and σ are computed
based on a defect-free MC analysis with 100 runs. For simplicity, Figure
6.2 does not include the 95% confidence intervals.

As it can be seen, the expected drop of L-W defect coverage as we in-
crease k is evident only for three blocks, namely the pre-amplifier and the
two sub-DACs, while for the rest of the blocks the curves are practically
flat and for the entire A/M-S part only a slight drop is observed. This
implies that the majority of the detectable defects result in substantial de-
viation of the invariance outside its tolerance window, thus by enlarging
the window we can reduce yield loss probability without inadvertently
increasing test escapes. The fact that the L-W defect coverage curve of
the A/M-S part does not follow the drop observed for the pre-amplifier
and the two sub-DACs is due to LWRS. In particular, defects within these
blocks have lower likelihood of occurrence compared to defects in other
blocks and, thereby, they are less frequently sampled to estimate the L-W
defect coverage of the A/M-S part.

The observed L-W defect coverage curve of the A/M-S part helps us to
draw two important conclusions. First, as already mentioned, we can
use a wide comparison window to minimize yield loss without affecting
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Figure 6.3: Transient simulation of SymBIST invariance in Equation (4.3) for
different defect scenarios and blocks.

defect coverage. In this regard, a value of k = 5 is a good compromise
since it guarantees a negligible yield loss. Having verified that invariant
signals follow a normal distribution, for k = 5 the expected fraction of
functional defect-free circuits within the comparison window will be
99.9999426%. In other words, the false positive rate will be 5.74 · 10−5.
Second, the fact that the curve drops with a slight rate as we increase k
implies that in a neighborhood of k the L-W defect coverage is practically
constant. As a result, the UTL and LTL of the comparison window of
the checkers do not have to be precisely set, thus making the SymBIST
infrastructure overall robust.

In Section 6.2.4, we will analyze in detail the defect coverage for k = 5.

6.2.3 SymBIST Transient Simulations in Off-line Test Mode

Herein, we show transient simulations of SymBIST for the SAR ADC IP in
off-line test mode. In all simulations, the comparison window is set for
k = 5. Moreover, the stop-on-detection option was disabled.

Figure 6.3 shows the SymBIST invariance in Equation (4.3) during the
whole duration of the test stimulus for the nominal defect-free case and
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Figure 6.4: Transient simulation of SymBIST invariance in Equation (4.3) for
different defect scenarios in SUBDAC1.

for the three randomly chosen defect scenarios. The maximum duration
of the test is 0.205µs and equals the duration of the dynamic part of the
test stimulus which consists of applying 25 different bit combinations
at the inputs of the two sub-DACs. Since the stop-on-detection option
is disabled, after defect detection the test continues until its maximum
duration. The instantaneous glitches are due to the switching operation,
either due to changes in this digital test stimulus or due to the sampling
and conversion operations. As it can be seen from Figure 6.3, in the
defect-free case the invariance lies within the comparison window, while
in all defect scenarios the invariance is permanently violated during the
duration of the test stimulus.

Figure 6.4 shows transient simulations for additional defects in SUB-
DAC1 to illustrate scenarios where the invariance is not permanently
violated. As it can be seen, the short defect (orange curve) results in
invariance violation during several conversion periods. The first open
defect (blue curve) results in invariance violation only during one con-
version period towards the end of the test stimulus duration, otherwise
for the rest of the conversion periods the transient response matches the
transient response of the defect-free operation. In contrast, the second
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Figure 6.5: Checker output for the short defect simulation in SUBDAC1 shown
in Figure 6.4.

open defect (yellow curve) is activated during one conversion cycle re-
sulting in clear excursion of the invariant signal, but still the signal does
not slide outside the window and the defect goes undetected. This last
defect simulation shows that certain defects may be undetected due to
lenient test limits set at k = 5, yet making the test limits strict may result
in inadvertent false positives.

Figure 6.5 shows the response of the checker monitoring the invariance
in Equation (4.3) for the short defect scenario shown in Figure 6.4. As it
can be seen, the output of the checker switches to logical zero at several
time stamps during the duration of the test stimulus indicating invariance
violation.

6.2.4 Defect Coverage Analysis

Table 6.1 shows for the individual A/M-S blocks of the SAR ADC IP and
for its complete A/M-S part the L-W defect coverage values achieved us-
ing SymBIST with the comparison window set at k = 5. Notice that any
differences in L-W defect coverage values compared to the results in [167]
is due to the fact that herein the simulation considers the full on-chip in-
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Blocks # defects
# defects

simulated

defect
simulation
time (sec)

L-W defect
coverage for

k=5

BandGap 104 104 7305 95.46%

Reference
Buffer

160 160 10640 43.32%

SUBDAC1 1260 107 7413 77.32%±6.62%

SUBDAC2 1260 107 7331 78.01%±6.55%

SC Array 44 44 3139 97.7%

Vcm
Generator

6 6 591 20%

Preamplifier 24 24 1797 96%

Comparator
Latch

38 38 2835 76%

RS Latch 40 40 2899 68%

Offset Com-
pensation

circuit
20 20 1400 32.73%

Complete
A/M-S part
of SAR ADC

IP

2956 100 6376 87.56%±4.34%

Table 6.1: L-W defect coverage results with the comparison window set at k = 5.

tegration of SymBIST at transistor-level into the SAR ADC IP, while in [167]
mathematical expressions of the invariances were used in the analysis.
For the larger blocks, namely the two sub-DACs, as well as for the com-
plete A/M-S part, we use the LWRS option to respect a reasonable defect
simulation time budget and, therefore, we report also the corresponding
95% confidence intervals. Table 6.1 includes in addition the total number
of defects in a block according to the defect model in Section 5.2, the
number of defects simulated which is different than the total number of
defects when the LWRS option is used as explained in Section 5.3, and the
defect simulation time. The defect simulation campaign was performed
on a server with 4 cores@3.5 GHz and 7.55 GB RAM. The defect simula-
tion times are proportional to the number of defects simulated, as well to
the detection time stamps during the test duration since we are using the
stop-on-detection option.

As it can be seen from Table 6.1, for the complete A/M-S part of the
SAR ADC IP, the L-W defect coverage is 87.56%± 4.34%. As an indicative
comparison, for two considerably smaller industrial A/M-S IPs, namely
a bandgap and a power-on-reset circuit, the reported defect coverage
values are 74% and 51%, respectively [7].

The reported L-W defect coverage of around 87% is considered to
be very high. For A/M-S ICs, it is not expected to approach near-100%
defect coverage, as is typical of scan-tested digital ICs [7]. The reason is
that A/M-S ICs have redundancy and defect tolerance, intentional or not.
Undetected defects can be examined one by one, which of course is a very
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Figure 6.6: Schematic of Vcm generator.

tedious and time-consuming process, in order to report also the modified
fault escape rate [8], defined as the percentage of undetected defects that
result in at least one specification being violated. As the reason behind
an undetected defect is understood, systematic efforts can be made to
tune the BIST towards higher defect coverage. For example, this involves
designing a new test stimulus to better activate the circuit in the vicinity
of the inserted defect and propagating the defective signals at activated
defect sites to circuit outputs with sufficient amplitude [7].

On another note, safety standards, e.g., ISO 26262 for automotive, are
not written in a quantified way. For BIST certification, the IC manufacturer
delivers a safety manual that clearly defines the defect model and the
defect coverage accounting method, and describes the results of the anal-
ysis done. Moreover, safety-relevant application failure modes defined
by the user can be mapped to specific defects, and the analysis should
prove that those defects are caught.

To shed more light in the low L-W defect coverage values observed
for certain blocks, namely the reference buffer, Vcm generator, and off-
set compensation circuit, we further analyzed their undetected defects.
Nevertheless, these rather low L-W defect coverage values do not have
a significant impact on the L-W defect coverage for the complete A/M-S
part. The reason is that compared to defects in other blocks, most de-
fects within these blocks have considerably lower RL. The Vcm generator,
shown in Figure 6.6, is a simple voltage divider serially connected to
ground with a switch. It is used only during the sampling phase to set
Vcm equal to VDD · R2/(R1 + R2), where R1 and R2 are the two resistors
in the voltage divider. Out of the 6 defects only 1 is undetected, e.g. the
absolute defect coverage is 83.33%. The undetected defect is the stuck-on
defect in the switch and has a very high RL, thus dominating the L-W
defect coverage which is 20%. However, this defect has no effect on the
operation of the block since it only forces the Vcm generator to operate
uninterruptedly, thus it only increases the power consumption of the
Vcm generator. For the reference buffer, there are two undetected defects
with very high RL, namely the ±50% variations in the Miller capacitor
of the op-amp inside the reference buffer. This capacitor is used for sta-
bility; however, the circuit is working at DC and the comparison levels
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VREF < 0 : 32 > manage to settle during the warm-up phase of the ADC
despite the ±50% variations. For this reason, these defects have no effect
on the operation of this block.

6.3 online testing using symbist

Since the invariances should hold true independently of the input and
the checkers monitor the invariances in real-time without loading the
operation of the circuit, SymBIST can be used for concurrent error detection
with low latency. Herein, we demonstrate SymBIST for two scenarios of
lifetime failure, namely transient errors and latent defects.

6.3.1 Test Stimulus

During on-line testing we cannot interrupt the operation of the SAR ADC
so as to force our desired test stimulus. Therefore in this case the test
stimulus is the running input of the SAR ADC, which could be any time-
varying signal set by the application. For the purpose of our simulations,
we consider a sinusoidal FD analog input with peak-to-peak voltage 1V ,
common mode 0.6V , and frequency 2MHz.

6.3.2 Transient Error

Transient errors are produced in ICs by signal coupling, electromagnetic
interference and power supply or ground bounce [168]. We model a
transient error by injecting a short current pulse into a node of the circuit.
Figure 6.7 shows the SymBIST response to a transient error occurring in
the node DAC- of the 10-bit DAC shown in Figure 4.4. The current pulse
has amplitude 5µA and is injected at around 10.15µs. Shortly after the
invariance in Equation (4.6) slides outside the tolerance window and
the global SymBIST output switches to logical 0 at time stamps when the
test clock is high to indicate the error. As it can be seen, although the
pulse has a short duration, SymBIST flags an error for all the subsequent
conversion periods until a new input analog value is sampled. The reason
is that the current pulse charges the capacitors to a different DC level than
Vcm until the new sampling phase.

A second example of a transient error in shown in Figure 6.8. A current
pulse with amplitude 10µA is injected in a node inside the bandgap
circuit affecting the biasing conditions. Figure 6.8 shows the detection
via the SymBIST invariant signal in Equation (4.7). SymBIST flags an error
for a relative long period after the current pulse settles to zero since it
requires some time for the bandgap to settle back to the nominal biasing
conditions.
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Figure 6.7: SymBIST response to transient error injected in the DAC.

6.3.3 Latent Defect

The most common latent defect is the rupture of the gate oxide of MOS
transistors known as pinhole which accelerates the TDDB [9]. It has been
recently shown that a pinhole can be modeled as a decrease in the effective
value of the oxide thickness tox [9]. Figure 6.9 shows an example where
we gradually decrease the tox of a transistor inside the reference buffer
and eventually this decrease is captured by the invariance in Equation
(4.3). As it can be seen, as tox decreases gradually to around 80% of its
nominal value, the invariant signal shows an increasing positive offset but
still remains within the tolerance window. Further tox decrease causes an
abrupt negative offset to the invariant signal and when tox drops below
76% of its nominal value the invariant signal abruptly drops below the
lower bound of the tolerance window.

6.4 bist-assisted analog fault diagnosis

We assume that SymBIST is already in place for post-manufacturing testing
and is re-used “as is”, for analog diagnosis. In Section 6.4.1, we will



6.4 bist-assisted analog fault diagnosis 69

Figure 6.8: SymBIST response to transient error injected in the bandgap.

explain the way the SymBIST setups are chosen and in Section 6.4.2, we
will present the diagnosis results.

6.4.1 SymBIST and other Diagnosis Setups

A SymBIST setup is composed of the triplet:

S` = {∆IN`
DC,Q` < 0 : 9 >,δ`}, (6.1)

where ` denotes the setup index and δ` is a 2 × 5 vector containing
the lower and upper limits of the tolerance window of the checkers
monitoring the invariances in Equations (4.3)-(4.8).

Each checker provides a 32-bit diagnostic measurement pattern. Their
concatenation results in a diagnostic measurement pattern of length
6× 32 = 192 bits per SymBIST setup.

The first SymBIST setup is the same one used for post-manufacturing
defect-oriented test, as explained in Section 6.2.1. This setup uses
∆INDC = 0.1V, the tolerance windows for the invariances in Equations
(4.3)-(4.8) are placed at ±5 · σ so as to have negligible yield loss, and the
implemented shuffling in Figure 4.6 is Q[j+5]=W[4-j] for SUBDAC1 and
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Figure 6.9: SymBIST response to a latent defect.

Q[j]=W[4-j] for SUBDAC2, j = 0, · · · , 4. For example, for SUBDAC1, the
input sequence is {24, 23, 24 + 23, 22, 22 + 24, · · · }. Then, additional SymBIST
setups are used to resolve ambiguity groups. These SymBIST setups have
a different combination of DC FD input, DAC input sequence, and toler-
ance window widths for each checker. Generating the fault dictionary
matrix in Equation (3.6) for one SymBIST setup takes roughly one day.
Thus, using an optimization algorithm to search in the space of SymBIST
setups is computationally expensive, even if this is an off-line analysis.
To this end, the next SymBIST setup is crafted based on the unresolved
ambiguity groups so far with the aim to split them into smaller size
groups, preferably uniquely detecting the defects composing them. For
example, we can try a different input DAC sequence to split an ambiguity
group with defects into the SUBDACs, we can increase (decrease) the
upper (lower) tolerance window limit for an ambiguity group where the
defects cause the invariance to exceed the nominal upper (lower) toler-
ance window limit, etc. We stop adding SymBIST setups when diagnosis
resolution stops improving. After we stop adding SymBIST setups, we start
adding additional test setups compatible with SymBIST in order to resolve
the ambiguity groups.
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Our first idea is to extract two diagnostic measurement patterns per
defect per invariance by considering separately the two tolerance window
limits. If an invariance violates permanently either the upper or the lower
limit, the diagnostic measurement pattern is in both cases a vector of
ones. If we consider separately the two tolerance window limits, then
we can distinguish two defects where one violates the upper and the
other the lower limit. This effectively doubles the size of the diagnostic
measurement pattern per checker. Note that this is also a SymBIST setup
and the diagnostic measurement is extracted from the SymBIST output.

Our second idea is to use the existing VREFP test pin, shown in the top-
level architecture of Figure 4.2. This pin outputs the VREF[32] reference
voltage of the reference buffer used by the DAC during the conversion. We
use the DC VREFP measurement as an analog diagnostic measurement.
The nominal VREFP is 0.5V and we consider a nominal tolerance window
set at ±5 · σ. Let VREFP(Fj) denote the diagnostic measurement value for
defect Fj. Considering a range of 20mV centered at each VREFP(Fj), a
defect is detectable if its corresponding range does not overlap with the
nominal tolerance window, and two defects are distinguishable if their
corresponding ranges do not overlap.

Our third idea is to use internal re-configuration. We use the topology
modification approach proposed in [16]. The underlying idea is to connect
PU PMOS and PD NMOS transistors that bring an internal node to VDD
or ground, respectively. This changes the topology of the circuit and
potentially can expose defects differently. This topology modification
approach is another BIST approach that can be used to test analog ICs.
Hence, SymBIST can co-exist with this topology modification approach for
diagnosis purposes. The PD and PU transistors will be activated to test the
SAR ADC and the SymBIST will act as a diagnosis measurement extractor.

6.4.2 Diagnosis Results

Figure 6.10 shows a transistor level simulation for a +50% and a −50%
variation defect in a resistor within the Bandgap. We simulated each
defect using two different SymBIST setups 1 and 4, which differ only in
the lower and the upper limits of the tolerance window of the checkers.
More specifically, for SymBIST setup 1 the limits are set to ±5 · σ and for
SymBIST setup 4 the limits are set to ±6 ·σ, as shown in the middle subplot
with the green and the pink colour, respectively. The middle subplot also
shows the invariant signal in Equation 4.4 for the defect-free case with
the red curve and the two defective cases with the yellow and the black
curve, respectively. The invariant signal of each defect remains the same
for both SymBIST setups, since these setups only differ in the tolerance
window of the checkers and this doesn’t affect the invariant signals at
all. So the invariant signal of each defect remains constant for the two
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Figure 6.10: Transient simulation of SymBIST invariance in Equation 4.4 for
±50% variation defect in a resistor in Bandgap, considering two
different SymBIST setups.

different SymBIST setups, but since the comparison window alters we
expect to have a different SymBIST response per setup. The top and the
bottom subplots show the diagnostic measurement pattern of each defect
for these two setups. In SymBIST setup 1, for both defects the invariance
violates either the lower or the upper limit of the tolerance window 1,
thus their diagnostic measurement pattern in the same, i.e., a vector of
ones, and the two defects are indistinguishable. With SymBIST setup 4, the
invariance of defect 1 slides inside the tolerance window 4 at specific
time stamps setting the corresponding SymBIST output bit equal to zero
for these specific time stamps, whereas the invariant signal of defect 2
is permanently violated. Thus, with the inclusion of SymBIST setup 4 the
two diagnostic measurements are now different and the defects can be
distinguished.

It would be possible to distinguish these two specific defects by extract-
ing two diagnostic measurements per defect, as explained in the previous
Section 6.4.1, by considering separately the upper and the lower test
limit. The first defect permanently violates the upper test limit, whereas
the second defect permanently violates the lower test limit. Thus, their
diagnostic measurement would be different.

Figure 6.11 shows a second transistor-level transient simulation for
two short defects within the SUBDAC1. The middle subplot shows the
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Figure 6.11: Transient simulation of SymBIST invariance in Equation (4.4) for
two short defects within the SUBDAC, considering two different
SymBIST setups.

invariant signal in Equation (4.4) for the defect-free and the two defective
cases. For each defect we show the invariance for two different SymBIST
setups 10 and 11, which differ only in the dynamic part of the test
stimulus, i.e., the input DAC sequence. The top and bottom subplots show
the diagnostic measurement pattern of each defect for these two setups.
In SymBIST setup 10, for both defects the invariance violates the lower
limit of the tolerance window, thus their diagnostic measurement pattern
is the same, i.e., a vector of ones, and the two defects are inseparable.
With SymBIST setup 11, the invariant signal for defect 2 now toggles
across the lower limit, whereas the invariant signal for defect 1 is still
permanently violated. Thus, the two diagnostic measurement patterns
are now different and the defects are successfully distinguished.

Figure 6.12 shows the diagnosis results achieved with SymBIST following
the strategy described in Section 6.4.1. For a given SymBIST setup, we show
3 bars corresponding to the percentage of uniquely diagnosed defects,
i.e., ambiguity groups of size 1, the percentage of defects in ambiguity
groups of size 6 5, and the percentage of defects in ambiguity groups of
size 6 10. The inclusion of additional SymBIST setups stops when these
three metrics saturate. As it can be seen, saturation occurs after using
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Figure 6.12: Percentage of defects uniquely diagnosed and in ambiguity groups
of sizes 6 5 and 6 10.

17 different SymBIST setups. Using only the first SymBIST setup, 21% of
the defects are uniquely diagnosed, 44% are in an ambiguity group of
size 6 5, and 49% are in an ambiguity group of size 6 10. After using
17 different SymBIST setups, these metrics increase to 62%, 77%, and 80%,
respectively. Figure 6.13(a) sheds more light into the resultant ambiguity
groups and their sizes. For example, 263 defects are uniquely diagnosed,
there are 38/2 = 19 ambiguity groups of size 2, 1 ambiguity group of size
3, etc.

Next, we aimed at further improving the diagnosis result in Figure
6.12 achieved with 17 SymBIST setups. We followed the steps presented in
Section 6.4.1, by sequentially adding test setups. First we extracted two
diagnostic measurement patterns per defect, considering separately the
two tolerance window limits. This new SymBIST setup uses the same test
stimulus and comparison window as SymBIST setup 1 and is numbered
18 in Figures 6.12 and 6.13(b). As it can be seen, it improves the diagno-
sis resolution. For example, the number of uniquely diagnosed defects
increases to 277 and the largest ambiguity group has now size 21.

The second idea was to use the existing VREFP test pin. This test is
numbered 19 in Figures 6.12 and 6.13(c). It further improves the diagnosis
resolution since the number of uniquely diagnosed defects increases to
291 and the largest ambiguity group has now size 17.
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(a) SymBIST setups 1-17. (b) SymBIST setups 1-18.

(c) SymBIST setups 1-18 and VREFP. (d) SymBIST setups 1-18, VREFP, and PX
re-config.

Figure 6.13: Gradual diagnosis resolution improvement.

Our third idea was to use internal re-configuration, by adding PU and
PD MOS transistors. First, we observed that the two largest ambiguity
groups of sizes 16 and 17 in Figure 6.13(c) concern defects inside the
Bandgap. Thus, we applied topology modifications only in the Bandgap.
More specifically, we inserted 13 PU and PD transistors enabling 13 re-
configurations, where in each re-configuration only a single PU or PD
transistor is activated. For each re-configuration, we read out the diag-
nostic measurements using SymBIST setup 1. Since the Bandgap provides
biases for all blocks inside the SAR ADC, the effect of a defect in the
Bandgap can propagate to the outputs of the checkers in a complex way.
This test is named “PX re-config" and is numbered 20 in Figures 6.12

and 6.13(d). By adding this SymBIST variant, we were able to uniquely
diagnose 73% of the defects, while the largest ambiguity group has size
9 and all but 8+ 9 = 17 defects, i.e., 96% of the defects, are in ambiguity
groups of size 6 5, which overall is an excellent diagnosis resolution.

Finally, in total we used L = 18+ 13 = 31 SymBIST setups, thus maxi-
mum diagnosis time is 0.205 · 31 = 6.35 µs, plus the time of a DC mea-
surement from the VREFP pin.

It should be noted that the percentages in Figure 6.12 are given in
terms of detectable defects using nominal tolerance windows placed at
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Figure 6.14: Absolute defect coverage per test setup and cumulative absolute
defect coverage.

5 · σ. The bars in Figure 6.14 represent the absolute defect coverage per
test setup, whereas the blue line shows the cumulative defect coverage.
The first SymBIST setup provides the best absolute defect coverage of
57%, while the cumulative defect coverage increases to 65% considering
all 17 SymBIST setups. The cumulative defect coverage doesn’t further
improve by adding the three extra test setups, which are explicitly used
for diagnosis purposes. Especially the topology modification approach
achieves low defect coverage as essentially it only targets defects in
the Bandgap and Reference Buffer and the reported defect coverage
in Figure 6.14 is achieved from the SymBIST application. In practice we
are interested in the L-W defect coverage that considers the likelihood
of defect occurrence [7], which is shown in Section 6.2 to be over 86%
for the complete A/M-S part of the SAR ADC IP using the first SymBIST
setup . Thus, we are diagnosing over 86% of occurring defective cases
considering defect likelihoods.

6.5 conclusions

In this Chapter we demonstrated SymBIST on a real SAR ADC IP, for off-line
defect-oriented testing, on-line testing, and analog fault diagnosis. The
analog part of the SymBIST infrastructure is self-testable achieving L-W
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defect coverage of over 94%. SymBIST achieves L-W defect coverage of
around 87% for the complete analog and mixed analog-digital part of
the SAR ADC IP. SymBIST is also successfully used for in-field concurrent
error detection, detecting both transient errors and latent defects. Finally,
SymBIST can also be applied for analog fault diagnosis resulting in high
diagnosis resolution. More specifically, we achieved 73% uniquely de-
tected defects, around 96% defects in ambiguity groups with size less
than 5, while the largest ambiguity group has size of 9. In terms of test
time, SymBIST proved to be very fast, offering a fast diagnosis cycle of 6.35
µs, whereas the maximum duration of the test in off-line test mode is
equal to 0.205 µs. For on-line test, SymBIST offers real-time error detection
with latency of 1 clock cycle.





7
C O N C L U S I O N S A N D F U T U R E W O R K

7.1 conclusions

In semiconductor manufacturing, MOS devices are scaling rapidly, which
allows more and more components to be integrated into a given die
area. Concurrently, the evolution of SoCs contributes to the direction of
embedding an increasing number of ICs into the applications. Especially
for the safety- and mission-critical applications, i.e., automotive, smart
health-care, etc., all these advances pose a major challenge to guarantee-
ing robustness and reliability of the system. Moreover, nowadays Internet
of Things (IoT), which relies on electronic systems, starts to play a sig-
nificant role in such safety-critical applications. For example, in vehicle
applications, the vehicle-to-vehicle communication will be implemented
by IoT edge devices, and therefore, the functional safety of individual ICs
must increase to prevent decrease in the system’s functional safety.

The objective of this work was to develop a BIST approach specifically
for A/M-S ICs that can be used to enhance the functional safety of an
electronic system deployed in a safety-critical application. The proposed
BIST approach, called SymBIST, was shown to achieve several objectives
towards the functional safety goal. First, it can be used for defect-oriented
test with high defect coverage towards post-manufacturing test quality
improvement. Second, it can be used for on-line test concurrently with
the operation towards detecting aging, latent defects, and single event
upsets. Third, it can be used for fault diagnosis with high resolution and
small diagnosis cycle towards yield learning and implementing corrective
actions to avoid failure re-occurrence. In this thesis we demonstrated
the above three use cases on a real industrial SAR ADC IP, yet SymBIST is
virtually applicable to any A/M-S ICs .

7.2 contributions of the thesis

More specifically, this thesis made the following contributions:

1. SymBIST is a generic BIST paradigm based on constructing or identi-
fying inherent invariances and checking whether those invariances
are satisfied. Invariances should hold true, i.e., stay within a tol-
erance window, only in error-free operation, while their violation
indicates abnormal operation, i.e., the presence of a defect, aging,
transient errors, etc.
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2. We demonstrated the complete SymBIST test infrastructure for an
industrial SAR ADC IP. The SAR ADC IP was re-designed to embed the
SymBIST test infrastructure with no performance penalty and an area
overhead of around 5%. We demonstrated how to efficiently extract
invariances and the design of on-chip checkers for monitoring these
invariances. We also demonstrated the design of on-chip digital test
stimulus generators and minimal re-configurations required in the
defect-oriented and diagnosis operation modes.

3. For the defect-oriented test use case, SymBIST offers a fast time which
allows to perform an accelerated large-scale defect simulation to
assess defect coverage with high confidence. For the SAR ADC IP
test time is in the order of sub-µs and we demonstrated likelihood-
weighted defect coverage of over 86% which is considered very high
for A/M-S ICs.

4. For the on-line test use case, SymBIST can check the invariances
in real-time without interrupting the operation of the circuit and
irrespective of the input. For the SAR ADC IP, we demonstrated that
SymBIST is capable of detecting aging, latent defects, and transient
errors.

5. For the diagnosis use case, the SymBIST response is used as a digital
diagnostic measurement. The same test infrastructure is used but
different SymBIST setups are used towards reducing defect ambi-
guity. We showed how SymBIST can be combined with topology
modifications so as to improve diagnosis resolution. Overall, for
the SAR ADC IP SymBIST achieved 73% correct diagnosis of defects,
while over 96% of defects are in ambiguity groups of maximum size
5 and the largest ambiguity group has size 9. In addition, SymBIST
offers a fast diagnosis cycle in the order of a few µs.

6. SymBIST has the auxiliary benefit that it has a fully digital interface,
thus in the context of a SoCs it can connect to any modern test access
and control mechanism based on two external test pins.

7.3 future work

Based on the conducted research and the derived conclusions, a number
of recommendations for future research are proposed.

The first perspective is to validate SymBIST with silicon results. SymBIST
has been demonstrated so far at transistor-level. The next step will be to
re-design the layout of the SAR ADC IP with the extra hardware of SymBIST
and then fabricate a test chip. We can provoke failures in the test chip
for example by burn-in test, by artificially switching-in defects, and by
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injecting current pulses in internal nodes. The goal is to demonstrate in
silicon the capability of SymBIST for detecting failures.

Future work will also concentrate on applying SymBIST to additional
A/M-S ICs, including other ADC types and architectures, PLLs, and Time-
to-Digital Converters (TDCs), etc. Moreover, future work should deal with
case studies in other-technology nodes.

Our diagnosis results are encouraging, but they can be further im-
proved, for example we can aim at improving the percentage of uniquely
diagnosed defects and the size of ambiguity groups. In order to achieve
this, more invariances and SymBIST setups can be constructed to further
enrich the diagnostic measurement pattern and improve diagnosis res-
olution. Another aspect that needs to be studied is the effect of process
variations in the diagnostic accuracy. SymBIST provides a robust digital
diagnostic measurement pattern; however, in the presence of process
variations a defect may be mapped to more than one possible diagnostic
measurement patterns. To address this problem, one can envision em-
ploying a multi-class classifier to perform the diagnosis using SymBIST
responses as features.





Part II
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