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Introduction

Chapter Contents
1.1 Context: Novel Challenges of Side-Channel Analysis . . . . . . . . . 9
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1.1 Context: Novel Challenges of Side-Channel Analysis

The recent trend of processing is to make digital data available anytime anywhere, creat-
ing new con�dentiality threats. In particular, when considering highly con�dential data, where
printed information was kept physically protected and was accessible only to authorized per-
sons, the data is nowadays digital. It is exchanged and consulted using Information Processing
Equipments (IPEs) and their according Video Display Units (VDUs). While the main security
e�orts focus today on the network side of systems, there exist other security threats.

A side-channel corresponds to an unintended data path in opposition to the legacy channel.
In particular, Electro Magnetic (EM) side-channels are due to �elds emitted by video cables
and connectors when their inner voltage changes. These side-channels are dangerous because
they spread un-ciphered data outside the physical system. These emissions may be correlated
to a con�dential information. Therefore, an attacker receiving the signal and knowing the
data encoding mechanism may access illegally the original information handled by the IPE.
Under these conditions, the attacker can reconstruct the image displayed on the attacked VDU
connected to the IPE. It has been shown that the content of screen can be recontructed from



Chapter 1 – Introduction

tens of meters [DSV20a]. Since the pionner exploits [Van85], a lot of work has been published
on the reconstruction of images from EM side-channel emanations, and this research area is
still dynamic [Lav+21]. But until today, the work conducted on state of the art has mainly
focused on enhancing the reconstruction from a signal processing point of view.

Recently, the image processing domain have been revolutionnized by Machine Learning
(ML) and especially Deep Learning (DL). These algorithms learning tasks from data, have
overpassed the performances of state of the art expert algorithms on several Computer Vision
(CV) tasks. In particular, one of the tasks that have bene�ted from learning algorithms is the
semantic classi�cation of image content. In this task, state of the art algorithms are nowadays
capable of automating interpretation of images. However, these interpretation methods are
designed for natural images without corruption. Image restoration is the task concerned by
removing corruptions from images. Image restoration has also bene�ted a lot from learning al-
gorithms. In fact, recent algorithms outperform the former state of art expert based algorithms
both on objective and subjective performances. However, the state of the art algorithms for
image restoration focus on well-behaved corruptions, following parametric distribution, ruled
by only a few parameters.

The images reconstructed from EM emanations are highly corrupted due to several rea-
sons. First there is a data loss and interferences inherent to the EM emission/reception process,
similarly to a radio-frequency channel in a data wireless communication. In addition, there are
also defects in the reconstruction synchonization, when passing from 1D signal to an image.
Finally, the defects of the hardware of the interception system introduce errors. Arise three
questions that we study in this manuscript: What is the type of corruption generated by
EM emanations reconstruction? Can it be reduced to a composition of parametric
distribution noises? How do current DL methods for image restoration perform on
eavesdropped image?

The audit of processing systems handling con�dential data, is currently executed by ex-
perts. An expert, once the interception system in place, assesses the compromise of the audited
equipment, using her/his experience. This audit protocol is time consuming and subject to hu-
man perception. Here comes another question we study in this manuscript: Can DL be used
to automate semantics retrieval from eavesdropped images?

10



1.2. Objectives and Contributions of this Thesis

1.2 Objectives and Contributions of this Thesis

The main objective of this thesis is to analyze how DL techniques can be applied to eaves-
dropped images and if it can automate the interpretation of these images. Even though EM
emanation reconstruction and DL image processing are two extensely studied domains, their
concomitant use is a recent advance.

After the review of the seminal work of both eavesdropping and noisy image interpreta-
tion, we propose a set of experiments and contributions to study the feasability of automatic
eavesdropping exploitation.

Three main contributions are proposed in this document. They are among the �rst studies
of EM emanations from an image processing point of view. Accordingly, this thesis is one of
the �rst attempt to apply DL for eavedropping image exploitation automation. The three main
contributions of this thesis are brie�y presented below.

1.2.1 Benchmarking of Image Restoration Algorithms

Fairly comparing denoisers has become complicated with the use of learning algorithms. In
fact, algorithms may be trained and evaluated on di�erent sets of data making the comparison
unfair without retraining. This is a problem when searching for state of the art solutions for
a new problem. A proposed tool, dubbed OpenDenoising, benchmarks image denoisers and
aims at comparing methods on a common ground in terms of datasets, training parameters and
evaluation metrics. Supporting several languages and learning frameworks, OpenDenoising is
also extensible and open-source.

The second contribution of the chapter is a comparative study of image restoration in
the case of a complex noise source. The experiments of that comparative study are used as
a case study for the proposed benchmarking tool. Several conclusions are drawn from the
comparative study. First, there is a di�erence in terms of performance between expert-based
and learning-based methods which rises as the complexity of the noise grows. Second, the
ranking of methods is strongly impacted by the nature of the noises. These results show that
restoring an image from a complex noise is not universally solved by a single method and that
choosing a denoiser requires automated testing.

This chapter has led to the public release of the OpenDenoising benchmark tool 1. This
work have been presented in IEEE International Conference on Acoustics, Speech and Signal
Processing (ICASSP) in 2020 [Lem+20c].

1. https://github.com/opendenoising/opendenoising-benchmark
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Chapter 1 – Introduction

1.2.2 Mixture Noise Denoising Using a Gradual Strategy

Preliminary chapters will suggest that the corruption generated by the eavesdropping pro-
cess is a sequential mixture of several primary corruptions. Accordingly, Chapter 5 intro-
duces a gradual image denoising strategy called NoiseBreaker. NoiseBreaker iteratively de-
tects the image dominating noise using a trained classi�er with an accuracy of 93% and 91%
for grayscale and RGB samples, respectively. Under the assumption of grayscale sequential
noise mixtures, NoiseBreaker performs 0.95dB under the supervised Multi-level Wavelet Con-
volutional Neural Network (MWCNN) denoiser without being trained on any mixture noise.
Neither the classi�er nor the denoisers are exposed to mixture noise during training. Noise-
Breaker operates 2dB over the gradual denoising of [LSJ20] and 5dB over the state of the art
self-supervised denoiser Noise2Void. When using RGB samples, NoiseBreaker operates 5dB
over [LSJ20] while Noise2Void underperforms. Moreover, this paper demonstrates that mak-
ing noise analysis to guide the denoising is not only e�cient on noise type, but also on noise
intensity.

This manuscript has demonstrated the practicality of NoiseBreaker on six di�erent syn-
thetic noise mixtures. Nevertheless, the NoiseBreaker version proposed in the chapter has not
permited to conclude on the e�ciency of the method to restore eavesdropped images. Conse-
quently, the hypothesis of the sequential composition of the eavesdropping corruption is not
validated.

This work has lead to a presentaion in the IEEE 22nd International Workshop on Multi-
media Signal Processing (MMSP) in 2020 [Lem+20a].

1.2.3 Direct Interpretation of Eavesdropped Images

This work is presented in the last contribution chapter of the manuscript. The beginning of
the manuscript studies the applicability of DL to restore eavesdropped images. This last work
focuses on interpretation and studies its automation on text images. The introduction of deep
learning in an EM side-channel attack is studied. The proposed method, called TxicAI, uses
Mask R-CNN as denoiser and it automatically recovers more than 57% of characters, present
in the test set. In comparison, the best denoising/Optical Character Recognition (OCR) pair
retrieves 42% of characters. The proposal is software-based, and runs on the host computer
of an o�-the-shelf Software-De�ned Radio (SDR) platform.

This chapter has led to the public release of two datasets of eavesdropped samples:

12



1.3. Outline

• a dataset of eavesdropped images made of text characters and their references 2,
• a dataset of eavesdropped natural images, based on Berkeley Segmentation Dataset

(BSD), dubbed Natural Interception Dataset (NID) 3.
This work was presented in Conference on Arti�cal Intelligence for Defense (CAID), in

2019 [Lem+19] and in IEEE International Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP) in 2020 [Lem+20b].

1.3 Outline

Chapter 2 introduces what is eavesdropping and in what it is a threat to the con�dentiality
of IPEs using VDUs. The characteristics of eavesdropping are studied. In particular, the link
is made between the corruptions found in the images and their physical origin. Finally, argu-
ments are given that motivate the study of image processing to enhance the interpretation of
eavesdropped images.

Chapter 3 gives a de�nition of noise in an image. Main image noise distributions are de-
tailed which opens for the introduction of more complicated compositions of these distribu-
tions. The chapter then reviews the state of the art methods for image restoration and interpre-
tation. A distinction is made between expert and learning based algorithms. The performance
step made by these latters is discussed. Evaluation and optimisation metrics as well as datasets
are presented for both image quality and classi�cation assessement. Finally, the terminology
of learning algorithms, as well as discussions on their strengths and open issues for our case
study, are proposed.

Chapter 4 proposes an extensible and open-source tool to benchmark fairly denoising algo-
rithms. Then, a comparative study of state of the art denoisers is discussed. This comparative
study also gives �rst answers on the removal of eavesdropping noise from images.

Chapter 5 presents NoiseBreaker, a gradual image denoising method that adresses the re-
moval of sequential mixture noise. Related work is exposed before detailing the proposed
method that leverages an iterative strategy. The dominant noise is detected before being re-
moved. The method is compared to state of the art before being discussed in an ablation study.

Chapter 6 adresses the direct interpretation of eavesdropped images by proposing ToxicAI.
Related work is overviewed before ToxicAI architecture is de�ned. The building of the open-
source custom dataset of eavesdropped screens, displaying text, used to trained ToxicAI is

2. https://github.com/opendenoising/interception_dataset
3. https://github.com/opendenoising/NID
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[Lem+20c]

Benchmarking of Image
Restoration Algorithms

Mixture Noise Removal
Using Gradual Denoising

Chap. 4

Chap. 5

Chap. 6 Direct Interpretation 
of Eavesdropped Images

[Lem+19, Lem+20a]

[Lem+20b]

Chap. 2 Eavesdropping Chap. 3 Noisy Image 
Interpretation

Figure 1.1 – Outline of the document structure. State-of-the art chapters are displayed in white
while contribution chapters are in gray.

detailed. Then, experiments are conducted on the proposal and the results compared to the
state of the art. Finally, an open-source dataset of eavesdropped natural images is proposed to
extend ToxicAI.

Chapter 7 concludes the manuscript. First, the questions addressed in the document are
reminded and the contributions are resumed. Opened by the principles proposed in this doc-
ument, research directions for the future of eavesdropped image interpretation are proposed.

Figure 1.1 illustrates the organisation of this document. This �gure highlights the links
between the chapters introduced here-above.
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2.1 Introduction

In the last decades, Information Processing Equipments (IPEs) have become essential in
professional everyday life. This democratization has opened new threats on data security. The
purpose of this chapter is to give the fundamentals of Information System Security (ISS) and
its speci�c application to the side-channel emanations of Video Display Units (VDUs).

A standard formalization of the framework for security of IPEs is given by the Con�den-
tiality Integrity Accessibility (CIA) triad depicted on Figure 2.1. According to the CIA model,
ISS must consider three points, working together. Con�dentiality speci�es that the informa-
tion is accessible only by authorized persons. Integrity means the system handling data should
be reliable and accurate. Availability implies that the data is available when it is needed.

When it comes to transmit or handle sensitive data that may be received by anyone, en-
cryption with ciphering algorithms is used to ensure the system security. This especially ap-



Chapter 2 – Eavesdropping

Accessibility

Confidentiality

Integrity

Figure 2.1 – The three components of the CIA Triad represented as an Euler diagram: Con�-
dentiality, Integrity, Accessibility. Electro Magnetic (EM) side-channels compromise con�den-
tiality.

plies to wireless communications. Therefore, system or information can be considered as vul-
nerable when any sensitive data (e.g. classi�ed data) is handled before encryption or after
decryption. This is particularly the case when sensitive information is handled by the end
user on his device after decryption or before encryption.

Thus, the use of an encryption scheme on the legacy channels (see Figure 2.2) is manda-
tory. This makes the information non-interpretable even when eavesdropped by an attacker.
Nevertheless, the same information may be emitted on a side-channel without encryption. The
attacks then focus on any type of sensitive information restoration bypassing the protection
provided by the ciphering schemes. A side-channel is de�ned by the presence of an infor-
mation on an illegitimate channel, potentially leading to secret data being compromised. An
attacker could recover the sensitive data, supposed to be transmitted by the legacy channel,
using the side-channel (as depicted in Figure 2.2). The fact of listening to a side-channel is
called eavesdropping. There exist two types of side-channels [Lav+21]. The �rst type, refered
to as software side-channels, is based on hardware weaknesses. These side-channels remain
into the device and require a physical access to the device to be used [Ge+17; Koc+18]. The
other type, called emanation side-channel, is more malicious since it is non-intrusive. This side-
channel is due to physical incidents that deviate the information of the original path to an
unintended path. In particular, we are interested here in Electro Magnetic (EM) side-channel
coming from screen displays. EM �elds may be emited by video cables and connectors because
of the voltage transitions. Such an EM �eld is correlated with the transmitted information, and
a third-party leveraging signal processing may then recover the sensitive information.

Any electronic equipement creates emanations because of its conception and structure.
These emanations must be measured and veri�cation must be done so that no vulnerability
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Figure 2.2 – An eavesdropper accesses sensitive data taking advantage of a side-channel.

leads to security failures. This is the area of the NACSIM report [Nat82]. In this report, the
NSA de�nes TEMPEST and speci�es the terms of red and black signals 1. A red signal is an
unencrypted signal that should be protected. For such a signal, protection measures should
be used such as shielding or physical distancing with wires to prevent coupling. Black signal
on the other hand requires no e�ort. It is supposed not to carry compromising information
because of encryption that makes it unintelligible.

Countermeasures should be taken to prevent sensitive data to be intercepted using ema-
nation side-channels. The most used countermeasure is shielding. In [Lav+21], Lavaud et al.
detail a list of other countermeasures like changing the data-stream so that assumptions on
signal properties are not respected anymore, or the use of jamming [SA10] to hide leakages. If
such measures are not used, the last resort is zoning. An air-gap should be respected to make
the interception theoretically impossible. That air gap is the minimal physical distance that
makes impossible an external access to sensitive data using a side-channel. The fact of access-
ing information from outside an organisation is called air gap bridging. The de�nition of the
air gap relies on the technology used for eavesdropping. It should be chosen according to state
of the art interception methods.

The following of that chapter presents the keys that make eavesdropping images from
EM side-channels possible in Section 2.2. Section 2.3 details the speci�city of eavesdropped
images that will be the major input data for the following of this thesis. Finally, in Section 2.4,
perspectives on using image restoration to go further in the interpretation of eavesdropped
images are presented.

1. See https://www.ssi.gouv.fr/uploads/IMG/pdf/II300_tempest_anssi.pdf
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2.2 From Side-Channel Emanations to Image Eavesdrop-

ping

All electronic devices produce EM emanations that not only interfere with radio devices
but also compromise the data handled by IPEs. A third party may perform a side-channel
analysis and recover the original information, hence compromising the system privacy. This
third-party obtaining access to potential sensitive data breaks the con�dentiality aspect of
the CIA triad. Screens are especially sensitive since they display information, potentially red,
to users. They are often the weakest link with signal being encrypted everywhere else in the
transmission pipeline. Sensitive data is exposed in a fully intelligible format and a side-channel
conducted at that point could be compromising.

Pioneering work of the domain focused on Cathode Ray Tube (CRT) screens and ana-
log signals. Van Eck et al. [Van85] published the �rst technical reports revealing how invol-
untary emissions originating from the electronic of VDUs can be exploited to compromise
data. He mentioned that the video signal at that time does not contains synchronization in-
formation required to time the beginning of an image in the 1D eavesdropped �ow. However,
Van Eck proposes a simple electronic extension that �xes that synchronization issue, mak-
ing the exploit easier and achievable for any electronic amateur. One would have though the
transition to digital video signals to solve the issue because of smaller voltage. However, stud-
ies extend the eavesdropping exploit, using an EM side-channel attack, to digital signals and
embedded circuits. Kuhn published on compromising emanations of Liquid Crystal Display
(LCD) screens [Kuh13]. Other types of systems have been attacked. Vuagnoux et al. [VP09]
extend the principle of EM side-channel attack to capture data from keyboards and, Hayashi
et al. present interception methods based on Software-De�ned Radio (SDR) targeting laptops,
tablets [Hay+14] and smartphones [Hay+17].

In the meantime, one should also note that the attacker’s pro�le is taking on a new dimen-
sion with the increased performance of SDR [Mit]. With recent advances in radio equipment,
an attacker can leverage advanced signal processing to further stretch the limits of the side-
channel attacks using EM emanations [Gen+18]. The use of SDR increases the surface of attack
from military organizations to hackers. It also opens up new post-processing opportunities
that improve attack characteristics. De Meulemeester et al. [De +18] leverage SDR to enhance
the performance of the attack and automatically �nd the structure of the captured data. By re-
trieving the synchronization parameters of the targeted information system, the captured EM
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signal can be transformed from a vector to a raster image, reconstructing the 2-dimensional
sensitive visual information.

Recent works of De Meulesmeester [De 21] provide deep details on the eavesdropping
process. It focuses mainly on the received radio signal and proposes several techniques to
enhance the quality of the attack [DSV20a] by signal processing algorithms. Today, the state
of the art research documents well the analysis of the EM spectrum to detect emanations. The
reconstruction of eavesdropped screens is also documented as well as techniques to enhance
their quality such as averaging.

Meanwhile, advances in Machine Learning (ML) have opened the scope of automated
eavesdropped data interpretations. With the concomitant rise of powerful Graphics Processing
Units (GPUs) and deep neural networks, an attacker can extract patterns or even the full struc-
tured content of the intercepted data with a high degree of con�dence and a limited execution
time. Previous work on the domain have mainly focused on processing the eavesdropped sig-
nal using SDRs and Central Processing Units (CPUs). In this work, we mostly use image and
GPU processing.

This thesis focuses on the interpretation of eavesdropped samples from an image process-
ing point of view. We thus present brie�y the image formation pipeline and the key points
that lead to the corruptions we address. We redirect the reader to the recent thesis of Pieterjan
De Meulesmeester [De 21] for deeper details on the eavesdropping process.

2.3 Eavesdropped Image Characteristics

Connectors and cables are the emission antennas that lead to side-channel emanations.
They connect an IPE and its VDU which constitute the emission block, left part of Figure 2.4.
The video signal is transmitted through cable using di�erent protocols like Video Graphics Ar-
ray (VGA), High-De�nition Multimedia Interface (HDMI) or Digital Visual Interface (DVI). The
transmitted signal is not encrypted. It respects the protocol de�ned by the standards [VES15].
The voltage changes in the connector or cables generate EM emanations.

The reception block (right part of Figure 2.4) consists of a reception antenna, an SDR and
a computer that hosts the signal processing required for the raster. The distance between the
defective element and the reception antenna is noted d. The SDR receives an analog signal
and transforms it to digital. New SDR systems also enable implementing signal processing.
The raster implemented in the host computer use di�erent processing to obtain and display
an intelligible images.
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Figure 2.3 – Di�erent video connectors that may lead to compromising emanations. Images
from Pierre-Michel Ricordel and Emmanuel Duponchelle [RD18].

The �rst step applied to the signal catched by the antenna is a demodulation at a given
carrier frequency. This carrier frequency is chosen so as to maximise the quality of the restored
image. Once the radio samples are received, an Amplitude Modulated (AM) detection process
is performed to retrieved the compromised information as a 1-D vector. In some rare cases, a
Frequency Modulated (FM) detection is done [DSV20b] to improve the restored signal quality.

As the compromised information is a video signal, several characteristics can be retrieved
with an appropriate statistical analysis of the signal. The line frequency fline and the frame
frequency fframe can be found. The next step is called rastering. It consists in re-arranging the
1D signal to 2D images according to the retrieved video characteristics. fline and fframe are
directly linked to the screen resolution as well as the pixel frequency fpixel.

From a signal improvement point of view, there are several techniques that can be used.
The most e�cient are the multi-antenna reception and the signal averaging. As the quality
of the restored image is directly linked to the radiolink characteristics and the SDR receiver
performance, one can use two or more antennas to produce a beamformer focused on the
target [DSV20a]. On the other hand, as the target signal is a video, the same (or close) image is
repeated at fframe rate. Therefore, it can be averaged over time to improve the image quality.
Finally, the captured signal is interpreted as a grayscale signal since all the colour components
leak at the same time, summing up together. Recent work shows the trials to identify the colour
components individually [DSV20c] but with no improvement of the image quality itself.

The quality of eavesdropped images highly rely on the interception conditions. Neverthe-
less even with perfect conditions, the images contain corruptions and do not represent directly
the information displayed on the attacked screen. In the literature, the corruptions are well de-
scribed but from a signal point of view [De 21]. We choose to present the corruptions from an
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Figure 2.4 – Experimental setup: the attacked system includes an eavesdropped screen (1)
displaying sensitive information. It is connected to an information system (2). An interception
chain including an SDR receiver (3) sends samples to a host computer (4) that implements
signal processing.
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Figure 2.5 – Extra pixels are transmitted both vertically and horizontally and thus recontructed
as data in eavesdropped images. Historically used to give time to CRT beam, the porch nowa-
days may host sound or additionnal information.

image point of view as observed at the �nal step being the interpretation of images and the
evaluation of the compromise.

2.3.1 Image Coding

Historically, the �rst video communication protocol was proposed for CRT displays using
the raster scan principle. The raster scan consists in displaying the pixels on the screen one
after the other from left to right and top to bottom using an the electron beam in the case of
CRTs. Due to that raster scan, protocols had to introduce extra pixels so that the beam has
time to go back to the beginning of the next line or to the beginning of the next image. These
undisplayed pixels are added at the end of each line and at the end of each column. Next
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Figure 2.6 – When reconstructing images from a 1D eavesdropped signal, if the synchroniza-
tion parameters are not exactly set, image appears as horizontally and vertically displaced.
Also, blanked pixels (synthetically highlighted in red) are visible because contained in the
raster intercepted video signal.

generations of video display still use raster scan but do not require waiting time anymore
thanks to di�erent bu�ering strategies. Nevertheless, the addition of extra data at the borders
have been kept and its use di�ers depending on the standard. As an example, HDMI uses
that slot to transmit sound. The timing slack o�ered by these undisplayed pixels is used for
digital processing, e.g. for plushing pixel �fos or initializing �lters for the next image/line. The
reconstructed images contain the extra pixels since the borders are contained in the wired
transferred video signal and thus reconstructed as image data (see Figure 2.6). These extra
pixels make the intercepted image di�erent from the one displayed on the attacked screen. In
the following of that manuscript we call the extra data at the borders the porch. The porch is
speci�c to the communication protocol as each of them uses the border in a di�erent manner.

As presented above, the retrieval of synchronization parameters is essential to reconstruct
the eavesdropped signal. Once the parameters are found, the 1D vector can be transformed
to an image that do not drift anymore. Nevertheless, calibration has to be done so that the
image is aligned with the screen in order to create proper datasets. The non-alignment with
the screen is depicted in Figure 2.6 where the image should be moved up left. We propose in
Chapter 6 a method that does the alignment in order to create supervised training dataset for
learning algorithms.
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Figure 2.7 – Noise sources in the reception chain (right part of Figure 2.4).

2.3.2 Emission Defaults

Contrary to telecommunications, side-channel emission is unintentional. This leads to non
controlled signals with very low Signal to Noise Ratio (SNR). Therefore, the properties of the
EM signal is optimized for wireless communication.

A �rst interference in the eavesdropped signal is caused by video communication proto-
cols that use several wires in the cables. When catching EM emanations, the signal of these
several wires are mixed together and even interfere with each other. As an example, HDMI
uses a cable for each color component of an Red Green Blue (RGB) signal as well as a wire
for the synchronisation clock. Several other wires like sound or power supply exist but do not
contribute to the reconstruction. However, they act as a noise sources.

The environment where the eavedropping is conducted may interfere and corrupt the re-
constructed signal. Samples like the one presented in the left part of Figure 2.9 are the results
of third party signal correlated with the legacy signal. Since the side-channel leakage is unin-
tentional, it is complicated to avoid such interferences, especially in a real world experience
conducted outside a laboratory.

2.3.3 Interception Impairments

Pixel Information Spreading The interception system reconstructs images from 1D EM
signal. The system acquires samples of data at fsampling. According to the Nyquist-Shannon
theorem, to recover the entire signal, fsampling should be at least twice the maximum bandwith
of the signal. However, the pixel frequency fpixel may be high. As an example, fpixel already
reaches 125 MHz for a Full HD 1920 × 1080 screen display at 60 Hz (neglecting the extra
pixels around the actual image). Modern receivers would allow such high fsampling but a trade
o� must be respected. Chosing an high fsampling which is 2 times the fpixel would make the
reconstruction ideal. However it brings more noise into the received bandwidth leading to a
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Figure 2.8 – Sampling under two times the bandwidth of the signal as stated by the Nyquist
principle, results in a spreading of the information of a pixel on several neighbors. The smaller
the sampling rate, the bigger the spreading. Here, the two left images are received at 200MHz
while the two on the right at 50 MHz. Images from Markus Kuhn [Kuh02].

Figure 2.9 – Examples of corruptions contained in an eavesdropped image. Left: unknown
interference noise, right: hybrid Gaussian (thermal) and Bernoulli (saturation) noise.

poor reconstruction. Sampling under the theoretical ideal rate leads to the loss of the horizontal
scale. That loss leads itself to pixel information spreading. The fact of sampling under the pixel
frequency implies that the information originally represented by a pixel is split to di�erent
pixels in the reconstructed image. This spreading is inherent to the sub sampling and cannot
be avoid. The spreading results in more blurry images with less sharp edges.

Electronic noise The reception chain (right part of Figure 2.4) that carries out the inter-
ception is made of active electronic components depicted in a simpli�ed manner by Figure 2.7.
These components are sensitive to thermal noise, function of the temperature and the band-
with. A particular attention must then be paid when setting of the bandwith: higher bandwidth
leads to higher noise level. Thermal noise is modeled by Gaussian noise. Due to the conjoint
action of the ampli�er and the �lter, saturation may also append. This saturation can be mod-
eled by Bernoulli noise, also known as salt and pepper noise. A display of the thermal and
saturation noises is depicted on the right of Figure 2.9.

26



2.4. Going Further With Image Processing

(a) (b)

Figure 2.10 – A reference image given to the semantic segmentation and classi�cation frame-
work Mask-RCNN [He+17]. (a) The rooster is detected as "bird" and relatively well segmented.
(b) The eavesdropped counterpart of the reference image. Nothing is detected by the Mask-
RCNN instance.

2.4 Going Further With Image Processing

When retrieving visual information from an EM signal, a non-negligible part of the origi-
nal information is lost or damaged throughout the leakage/interception process. This leads to
a drop of the SNR. Most related work of the literature focus on advanced processing before
the image reconstruction. In [DSV20a] De Meulemeester et al. focus on �ne grain dynamic
synchronization to enable averaging a large number of successive samples. Doing so, they
demonstrate the reconstruction of a screen content at 80 meters. However, it may be di�-
cult to use averaging on such a large number of samples, until 400 in their experiments. This
averaging requires that the synchronization of the interception is perfect to avoid pixel-wise
averaging of drifting information. Also, in a context of continuous catching and interpretation,
changes in the intercepted data would disturb the averaging with samples from old and actual
signal being mixed.

We propose to work in the image space to bene�t from the spatial properties of the ad-
dressed video signal, relax the importance of a �ne synchronization and avoid averaging on
large batches of images. However, due to the SNR drop caused by the corruptions evoked
before, the interpretation of image may be complicated. In fact, image interception meth-
ods are generally not designed for corrupted images. As an example, in Figure 2.10 a Mask-
RCNN [He+17] instance is applied to an image. Mask-RCNN is made to segment and classi�y
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natural images. The algorithm succeeds in �nding and segmenting the rooster. The image is
then eavesdropped, which results in nothing being detected anymore by the same algorithm.

The di�erent corruption sources presented before make the addressed problem a hybrid
distortion The term hybrid distortion was introduced by Li et al. in [Li+20b]. The corruptions
contained in their work are less aggressive than those generated by eavesdropping. This un-
modeled hybrid distortion breaks the semantic priors usually leveraged by state of the art
learning based algorithms to restore natural images.

Examples of useful features when reconstructing images are gradient, edges or �at re-
gions. We propose to use �rst order 2D Haar Discrete Wavelet Transform (DWT) [Dau88]
as a tool [Guo+17] to highlight the consequences of the hybrid distortion generated by the
eavedropping process. This transform decomposes an original image into four sub-bands that
capture the average, vertical, horizontal and diagonal frequencies. In a 2D signal, the frequency
represents the intensity changes, i.e. the gradients. On Figure 2.11, a DWT is applied to an im-
age (a) and its intercepted counterpart (b). On both (a) and (b), top-left image is a downscaled
version of the image to transform obtained by a 2× sum-pooling. Bottom-left and top-right
images relate to horizontal and vertical gradients, respectively. Finally, bottom-right quar-
ters relate to diagonal gradients. When observing the �gures, it can be observed of (b) that
the transforms, contrary to (a), does not visually contain much information. This observation
shows that the interception process "breaks" gradients of images.

There are two majors motivations in leveraging image processing to go further in the
interpretation of intercepted images. First, interpretation of eavesdropped samples is often
done by human operators. Automation of the interpretation would enable auditing systems
continuously. A second motivation is to go further by enhancing the images before relying on
human interpretation.

2.5 Conclusion

EM compromising emanations are a major issue when handling sensitive data on IPEs.
An attacker can for example retrieve whole or part of a video signal transmitted between an
IPE and its display. This is a threat to con�dentiality. The images reconstructed from 1D EM
compromising emanations are highly corrupted. The corruptions are diverse and come from
di�erent origins. The mis-synchronization of the interception system results in non-aligned
eavesdropped and original images. The distance between the emissions and the antenna as
well as the hardware defects result in a strong hybrid noising. These corruptions, due to the
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(a)

(b)

Figure 2.11 – (a) Haar DWT applied to the reference image of Figure 2.10a. The edges of
the rooster and the trunk are visible. (b) The transformed of the eavesdropped image of Fig-
ure 2.10b. The interception process has broken the vertical gradients. horizontal gradients still
exist but are not as sharp as in the original image.
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eavesdropping process itself, complicate the interpretation of eavesdropped images. Two main
directions appear that motivate work on removing corruptions. First, better samples would
enable better automation of the interpretation. Indeed, standard methods developed for image
interpretation are designed for non-corrupted images.

Second, enhance the image quality would enable human interpretation of images with
more challenging eavesdropping conditions. In particular, with a high-performance restora-
tion of eavesdropped samples, at constant quality, the interception distance could be extended.

Next chapter covers state of the art for noisy image interpretation and particularly methods
for image restoration.
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3.1 Introduction

Images retrieved from Electro Magnetic (EM) side-channel interception are highly cor-
rupted. A �rst lever to obtain better samples could be to enhance the interception process.
However, the interception process is highly dependent on its surrounding environment. These
environmental conditions impose an upper bound to the interception quality and control. In
contrast, a second lever consists in leveraging image processing to improve image denoising
and interpretability. This solution acts after the image construction instead of during the in-
terception process. With the recent progress in Machine Learning (ML), one can wonder if it
is worth making the e�ort on improving the interception or if e�orts shall be put on improv-
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Figure 3.1 – Given a noisy image, depending on the �nal aim, di�erent processing may be
applied.

ing signal interpretation. Our work consists in studying the opportunities of post-interception
image processing to better interpret eavesdropped images.

Two directions emerge when planning to go further using image processing and ML (see
Figure 3.1). First, a direction consists in directly interpreting the noisy samples. Interpreting
the images using an automated system pushes further the limits of side-channel attacks mak-
ing it possible to monitor continuously intercepted emanations. From a protection scenario
perspective, mining information from eavesdropped samples opens for assessing how compro-
mising is an emanation, therefore, critical for sensitive information. Then, a second direction
is to restore the eavesdropped samples. Restoring samples is a �rst automated step preparing
human interpretation. That is, it becomes possible as an example to read samples intercepted
in worse conditions, i.e. longer distance, noisier environment. These two directions are non
exclusive. As an example it can be interesting to leverage image restoration to enhance results
of interpretation.

This chapter �rst describes what a noisy image is in Section 3.2. Section 3.3 presents the
state of the art in noisy image restoration methods. Section 3.4 reviews image interpretation
methods. Popular metrics to assess restoration and interpretation methods for images are pre-
sented in Section 3.5. Section 3.6 describes popular datasets used for image restoration and
interpretation problems. Section 3.7 introduces terminology and questions the strenghts and
weakness of learning algorithms.

3.2 What does it mean for an image to be noisy?

We de�ne an image to be a 3-dimensional array of pixels. An image I has dimensions
[C,H,W ] ∈ Z+, where C is the number of channels, H the height and W the width. In this
manuscript, we consider channel numbers of C = 1 for grayscale images and C = 3 for Red
Green Blue (RGB) images. Images are classi�ed by their content and many classes of image
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may be de�ned, we consider here natural and synthetic images. Natural images are issued from
photographs that represent a given scene, that may contain people, animals, landscapes, etc. In
the context of this thesis, synthetic images are textual contents displayed on screens. Natural
and synthetic images have di�erent properties [TO03]. Natural images are more diverse in
terms of shapes and textures. They most often content more smooth intensity transition when
synthetic images are more sharp.

An image is said to be noisy when an unwanted signal exists jointly with the original
expected content. We only consider in this manuscript corruptions that keep the dimension of
the original image and are applied pixel-wise. As an example, we do not consider corruptions
that result in a translation between noise free and noisy samples. There exist plenty of noise
sources. The multiple factors of the hybrid noise generated by the eavedropping process is a
perfect example of the numerous noise sources that exist. We present in the following several
well-known noise models and real-world noises that appear in real applications.

3.2.1 Standard Noise Types

When facing an image restoration problem with pixel-wise corruption, a designer �rst tries
to de�ne a statistic model for the corruptions she/he tries to remove. There are well-known
distributions in the literature to model noise such as the 5 following ones:
• Additive White Gaussian Noise (AWGN) is denoted N (σg) and applied following pn =
po + N (σg), where pn and p0 are the noisy and original pixel values, respectively. σg

is the standard deviation of the Gaussian distribution. We use only centered AWGN. In
other words, the mean of the distribution is 0.
• Speckle noise is denoted S(σs) and applied following pn = po +N (σg) × po. σs is the

standard deviation of the Gaussian distributed multiplicative factor applied to po.
• Uniform noise is denoted U(s) and applied following pn = po + U(s). The additive

corruption value is uniformly drew out of the range [−s, s], i.i.d. for each pixel.
• Poisson noise, notedP , has no parameter and is applied following pn = P(po). The cor-

ruption for a pixel is de�ned following a Poisson distribution depending on the original
value.
• Bernoulli noise, notedB(p), is an impulse noise. A pixel as probability p to be corrupted.

When corrupted, the pixel is set to either 0 (min) or 255 (max) with equal probability.
The most used distribution is the AWGN as it �ts many case studies and its properties are

well studied. Nonetheless, some real-world corruptions, such as the ones we are interested in,
do not match any of these well-behaved noise models.

33



Chapter 3 – Noisy Image Interpretation

(a) (b)

Figure 3.2 – Example of an image (a) and its Moire corrupted version (b).

3.2.2 Towards Real-World Noise Distributions

The well-behaved noises exposed in Section 3.2.1 were theorized following observation of
real phenomena. We refer to these noise distributions as primary distributions. Primary noises
have statistics distributions ruled by a known degree of freedom. However, most corruptions
are more complicated and do not follow primary distributions. These corruptions have an
unknown degree of freedom.

For some real-world image corruptions, the noising process is known or can be esti-
mated [ALB18]. While being estimated, the noising process may not be e�ciently modeled
as a primary distribution or composition of primary distributions. Moire [Yua+20] is such a
corruption. Moire is a sensing artifact that appears when the color array �lter of a sensor
interferes with high frequency patterns (see Figure 3.2). The most known Moire case is the
photography of Liquid Crystal Display (LCD), Light-Emitting Diode (LED) or screens using
equivalent technologies.

On the other hand, some corruptions can be modeled by composing primary noises. Com-
posed noises, are more application speci�c than primary noises, but their existence constitutes
an identi�ed and important issue. Many distributions of real-world noises can be approached
using noise compositions, also called mixtures [Zha+14]. Restoration of noise mixture cor-
rupted images has been less addressed in the literature than that for primary noise. Further-
more, we show in Chapter 4 that the restoration methods designed for primary noises do not
directly transfer to mixture noises.

In the literature, experimental noise mixtures are all created from the same few primary
noises presented earlier. When modeling experimental noises, noise mixtures are either spa-
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tially or sequentially composed. In a spatially composed noise mixture [CPM19; BR19], each
pixel p of an image x is corrupted by a speci�c distribution η(p). A typical example of a spa-
tially composed mixture noise is made of 10% of uniform noise [−s, s], 20% of Gaussian noise
N (0, σ0) and 70% of Gaussian noise N (0, σ1), where the percentages refer to the amount of
pixels, in the image, corrupted by the given noise. This type of spatial mixture noise has been
used in the experiments of GAN-CNN based Blind Denoiser (GCBD) [Che+18] and Generated-
Arti�cial-Noise to Generated-Arti�cial-Noise (G2G) [CPM19] with s = {15, 25, 30, 50}, σ0 =
{0.01, 15} and σ1 = {1, 25}. Real photograph noise [PR17; Abd+20] is for instance a compo-
sition of primary noises [Gow+07], generated by image sensor defects.

The mixture noise can also be sequentially composed as the result of applying n primary
noises with distributions ηi, i ∈ {0..n − 1} to each pixel p of the image x. An example of
a sequential mixture noise is the one used to test the recent Noise2Self method [BR19]. It is
composed of a combination of Poisson noise, Gaussian noise with σ = 80, and Bernoulli noise
with p = 0.2.

Despite being designed following real world scenarios, mixtures noises are also used in
order to challenge the interpretation methods. Because of the plural noise sources evoked in
Section 2.3, we hypothetize that the eavesdropping corruption is a mixture made of several
primary noises. This is the assumption made in Chapter 5.

3.3 Overview of Image Restoration Methods

Corruptions are inherent to the entire lifespan of an image, from their acquisition to their
destination being a human looking at it or a machine interpreting its content. From the begin-
ning of the pipeline with the image sensing being possibly a�ected by sensor defects and poor
acquisition conditions, the image undergoes corruptions. To be transmitted easily, an image
is often lossy compressed. The transmission itself is a corruption source with potential frag-
ments of the signal being lost. Image restoration, as a subset of signal processing, addresses
these issues.

Image restoration is the task of estimating the original signal content of an image from
a corrupted observed version. Di�erent research areas exist within the image restoration do-
main. Among them, denoising [Tia+20], deblurring [WCH20] and super-resolution [Ha+19] are
the most popular. In the recent literature most solutions propose experiments on di�erent
restoration problems. As examples, the authors of [MSY16] experiment their proposal on im-
age denoising and super-resolution, when the authors of [Liu+18] add JPEG deblocking to

35
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these two latters tasks. In the following of this document, for simpli�cation, we refer to these
restoration techniques as denoising methods.

Image denoising is an extensively studied problem [BCM05] though not yet a solved
one [CM10]. The objective of a denoiser is to generate a denoised image x̂ from an observation
y considered to be a noisy or corrupted version of an original clean image x. y is generated
by an often unknown noise function h such that y = h(x) (as depicted in Figure 3.3). Most
methods take into account the phenomena leading to the corruption while others completely
abstract it to extend their applicability. A vast collection of noise models exists [BJ15] to rep-
resent h. Examples of frequently used models are described in Section 3.2.1. While denoisers
are constantly progressing in terms of noise elimination level [Dab+07; Zha+17; Liu+18], most
of the published techniques are tailored to a given primary noise distribution (i.e. respecting
a known distribution). These methods exploit probabilistic properties of the noise they are
specialised for, to distinguish noise from signal of interest.

y

x
Ԑh

D
Noisy Denoised

Reference

x̂

Figure 3.3 – Principle of a denoising algorithm. A noisy image y is given to a denoiser D that
outputs an according denoised image x̂. Depending on the noising process h, the reference
image x is available or not. If x is available, the denoising quality ε can be measured (see Sec-
tion 3.5).

3.3.1 Expert-Based Algorithms

We denote by expert-based the methods designed by experts, by opposition to learned so-
lutions that are drawn from data. All these methods rely on assumptions about the underlying
true signal that we want to retrieve using denoising. Expert-based denoising methods are tradi-
tionally divided into transform-domain and spatial-domain methods. Spatial-domain methods
operate directly on the pixel intensities of the images. On the contrary, transform-domain
methods rearrange the values to coe�cients using di�erent operations that de�ne the trans-
form. That split is also relevant for trained methods. Some of them use transform domain for
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input sub-sampling in Multi-level Wavelet Convolutional Neural Network (MWCNN) [Liu+18]
or directly in the network in Implicit Dual-domain Convolutional Network (IDCN) [Zhe+19].
The abstraction of feature space in neural networks can also be seen as a transform domain.

Transform-domain methods assume that the true signal is regular, which implies that it can
be represented using only few coe�cient in a given transform domain. In other words, the
true signal is supposed to be sparsely represented in the transform domain. On the contrary,
the noise being random is expected to be represented among all coe�cients. Based on this
assumption, it is possible to keep only few coe�cients of that sparse representation, discard
the others and transform back to space domain. Di�erent orthogonal transform domains are
used like Fourier, cosine or wavelet, and impact the sparsity of the representation. The act
of removing some coe�cients of a representation is called shrinkage and di�erent methods
can be used to do it. Among these methods, well known are soft and hard thresholding as
well as adaptive algorithms that aim at remove any type of information not correlated to the
initial data. These methods largely rely on the transform that can represent the true signal as
sparse as possible. However, there is no orthogonal transform that works well on all interesting
features (�at region, texture, edges) of an image. To counteract that issue, [FKE07] proposed a
transform adaptive to salient details or homogeneous regions in an image.

Spatial-domain methods also leverage regularity properties of underlying image. Most
spatial-domain solutions relate on the observation that noise is sporadic while signal is regu-
lar. However, using such paradigm, images with high frequency are poorly restored and the
output image tends to be blurry. [BCM05] introduced NL-Means for non-local means. This
method proposes to estimate a given pixel in an image with a weighted average of the pixels
with a neighbourhood similar to the one of the estimated pixel. Unlike other methods, NL-
means is said to be non-local as it uses information at di�erent places in the image instead of
just looking at its close neighborhood.

Well performing methods take advantage of both transform and spatial domain. Block-
Matching 3D (BM3D) [Dab+07], as an example, leverages spatial information to group related
image patches. A shrinkage is then done on the groups in the transform domain before coming
back to spatial domain.

3.3.2 Fully-Supervised Learning Algorithms

ML are increasingly used in image denoising showing better performances than expert-
based methods in fully supervised cases. First learned denoising methods were directly in-
spired by classi�cation Convolutional Neural Networks (CNNs). Classi�cation networks out-
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put a prediction vector that gives in �ne an information on the content of the image. In contrast
authors of [JS09] were the �rst to propose to output an entire image given an input image.

First trained denoising methods were fully supervised, the mapping between a noisy do-
main and a denoised domain was learned using back-propagation. In other words, the mapping
was learned using associated pairs of clean and noisy images. The di�erence between learned
methods mainly lies in the architecture of the neural network that e�ectively represent the
mapping between the domains. While some methods were proposed to automate the design of
network architecture [SOO18], this task is today mainly done empirically by expert engineers.

Following the premises of CNN based denoisers [JS09], di�erent strategies have been pro-
posed such as residual learning in Denoising Convolutional Neural Network (DnCNN) [Zha+17],
skip connections in Residual Encoder-Decoder Network (RED) [MSY16] or self-guidance in
Self-Guided Network (SGN) [Gu+19]. Learned methods also take inspiration from the exper-
tise gained in image processing before the rise of ML. Transform domain is used in [Liu+18]
where the authors consider di�erent wavelet decomposition to be used as sub and up-sampling
operator in a multi-resolution architecture. [Zhe+19] proposes to use a dual-domain architec-
ture that leverages complementary of spatial and transform domain corrections directly into
residual branches. Some methods even introduce learnable parameters directly into expert
methods like in BM3D-Net [YS18].

The weakness of discriminative denoisers is their need of large databases of independent
noise realisations, including clean reference images, to learn e�ciently the denoising task. To
overcome this limitation, di�erent weakly supervised denoisers have been proposed.

3.3.3 Weakly Supervised Algorithms

Weakly supervised methods apply when it is not possible to build a complete training
dataset with clean references. In particular, blind denoisers are capable of e�ciently denois-
ing images with noise distributions not available in the training set. First studies on blind
denoising have aimed at determining the level of a known noise so as to apply an adapted
human-expert based denoising. Most of the recent blind denoisers focus instead on training
exclusively on noisy data. In [SSR11], authors propose a noise level estimation method in-
tegrated to a deblurring method. Inspired from the latter proposal, the authors of [LTO13]
propose to estimate the standard deviation of a Gaussian distribution corrupting an image to
apply the accordingly con�gured BM3D �ltering [Dab+07].

Some recent studies aim at modelling the noise distribution corrupting an image with a
Generative Adversarial Networks (GAN)-based model. Once the noise distribution is modelled,
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it is possible to generate independent noise realisations and train a dedicated discriminative
denoiser. GCBD [Che+18] and G2G [CPM19] are examples of such denoisers.

Noise2Noise (N2N) [Leh+18] has pioneered learning-based blind denoising. Authors show
that it is possible to learn a discriminative denoiser from only a pair of images representing two
independent realisations of the noise to be removed. Noise2Void (N2V) [KBJ19] and Noise2Self
(N2S) [BR19] are recent strategies that train a denoiser from only the image to be denoised.

[UVL20] goes a step further in the non supervision and shows that the knowledge brought
by the engineering of network architecture is itself an image prior capable of denoising. Using
this strategy, the authors with their method named Deep Image Prior (DIP) learn to denoise a
given image using only a random initialized denoiser and the image itself.

Recently, a new family of learning algorithms called transformers is getting more and more
interest from the community. These transformers mainly rely on internal attention mecha-
nisms between patches of an image i.e. on self-contextual information. Transformers were �rst
proposed for Natural Language Processing (NLP) [Vas+17] and adapted to image recognition
tasks [Dos+20]. Image restoration counterparts were quickly proposed in [Che+20] with the
Image Processing Transformer (IPT). While the �rst proposed methods are really data-greedy,
recent publication proposes �ne-tuning strategies to limit the need for large datasets [Tou+21].

3.4 Overview of Image Interpretation Methods

Image restoration is the entry point when working with noisy input images. If the images
are interpreted by a human operator, the automated process can be stopped. However, in some
case it is useful to automate interpretation. As an example, when auditing a system, it could be
useful to monitor permanently the emanations of an Information Processing Equipment (IPE)
to ensure that it does not leak compromising data.

Interpretation automation is one of the major concern of Computer Vision (CV). Intelligent
algorithms are used to assist human operators or to fully automate the decision making pro-
cess. Image interpretation groups all the tasks, that given an image return knowledge on its
content. Among these tasks, well-known ones are classi�cation, segmentation [RFB15; Min+20]
or pose estimation [CTH20].

The objective of a classi�cation algorithm is to identify to which of a set of classes a new
sample belongs. Most classi�cation framework are made of two steps. First a step named fea-
ture extraction is responsible for transforming the input data to a space that separates better the
samples of di�erent classes. Well known expert-based feature extractors/detectors are Scale
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Paper Name/Acronym Adressed Corruptions(s)

Ex
pe

rt [BCM05] NL-Means AWGN
[FKE07] Pointwise SA-DCT AWGN, JPEG Compression
[Dab+07] BM3D AWGN

Fu
lly

Su
pe

rv
ise

d

[JS09] - AWGN
[SSR11] - AWGN, Blur
[LTO13] - AWGN
[MSY16] RED AWGN, Super-Resolution
[Zha+17] DnCNN AWGN, JPEG Compression, Super-Resolution
[YS18] BM3D-Net AWGN
[Liu+18] MWCNN AWGN, Super-Resolution
[Che+18] GCBD AWGN, Spatial Mixture Noise, Sensor Noise
[Gu+19] SGN AWGN, Sensor Noise
[Zhe+19] IDCN JPEG Compression
[CPM19] G2G AWGN, Spatial Mixture Noise

W
ea

kl
y

Su
pe

rv
ise

d [Leh+18] N2N AWGN, Bernoulli, Poisson, Text Removal, ..
[KBJ19] N2V AWGN, Microscopy Noise
[BR19] N2S Mixture Noise, Sensor noise
[UVL20] DIP AWGN, Super-Resolution, Inpainting
[Che+20] IPT AWGN, Super-Resolution, Rain Strikes

Table 3.1 – Image restoration methods evoked in Section 3.3 and their targeted noise(s).
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Invariant Feature Transform (SIFT) [Low04], Speed-Up Robust Features (SURF) [Bay+08] or
Histograms of Oriented Gradients (HOG) [DT05]. Then, another block called classi�er makes
a decision on the class that better suits the features given by the extraction. The classi�er
must identify the feature space that belongs to each class. Typical classi�ers are Support Vec-
tor machines (SVMs) [Bur98], k-Nearest Neighborss (kNNs) [Guo+03] or Naives Bayes classi-
�ers [Mur+06].

The �rst neural networks to be used as classi�er were Muli-Layer Perceptrons (MLPs).
MLP is a scalar manipulating type of neural network in which each element of a given layer
is connected to each element of the next layer. Image classi�cation has been revolutionized by
deep learning methods since LeNet-5 [LeC+98]. With the development of tailored algorithms
and hardware resources, deeper and more sophisticated neural networks have emerged. The
use of the convolution operator into the architecture of neural network has (among other
bene�ts) deeply reduced the complexity of MLPs and its Fully Connected (FC) pattern by
sharing parameters between the pixels in the analysed image. This complexity relief has per-
mitted the growth of neural networks in terms of parameters and thus enhanced their mod-
elling power. AlexNet [KSH12] has been a major advance that used a CNN to almost halve
the error rate of classi�cation state of the art on the ImageNet Large Scale Visual Recog-
nition Competition (ILSVRC) in 2012. It launched the major interest of the CV community
for Deep Learning (DL). Later on, ResNet [He+16a] was released to counteract the fact that
very deep networks are more di�cult to train due to vanishing gradients. At the time the
method was released, it was the �rst to be trained with as much as 150 layers, when applied
to the ImageNet dataset [Den+09]. ResNet, in its deepest version, won the ILSVRC in 2015.
ResNet has then been modi�ed, using identity mappings as skip connections in residual blocks
(ResNetV2 [He+16b]). With the same objective, DenseNet [Hua+17] introduces connections
between layers and performs training of very deep networks. It must be noted that the ad-
vances proposed by these methods are located on the feature extraction part. Most of these
methods uses FC layers for �nal class prediction which is nothing less than MLPs.

Most classi�cation algorithms are designed for and trained on clean image data. Because
of the changes it implies on the image, the noise disturbs the functioning of classi�cation
algorithms [HD19]. Authors of [Li+20a] propose to use Discrete Wavelet Transform (DWT)
to better extract the basic object structures of input noisy image to classify. They claim that
this better feature extraction leads to a classi�cation more robust to noise.

We have seen in the last two sections that most restoration and interpretation methods
are designed for well-behaved noise distributions. This manuscript focuses on eavesdropped

41



Chapter 3 – Noisy Image Interpretation

images that do not follow such distributions. Adaptations of state of the art methods as well
as new strategies are then required and will be proposed in the following of this document.

3.5 Error Measurement and Quality Assessment

In image processing, error measurement is a full research area and a major concern. Eval-
uating the quality of images is required to assess the e�ciency of any given method. In ML,
error measurement is used not only for e�ciency evaluation but also to drive optimisation
processes. In fact, algorithms based on gradient descent optimisation select parameters values
by minimizing errors between intended result and obtained result. In the following, we dif-
ferentiate between methods used for quality assessment and methods for classi�cation error
measurement.

3.5.1 Image Quality Metrics

Mean Square Error (MSE) measures the average pixelwise squared error between two
images. MSE is a metric computed between a reference image x and an evaluated image y
using the following formula:

MSE(x, y) = 1
mn

m−1∑
i=0

n−1∑
j=0

[x(i, j)− y(i, j)]2 (3.1)

This formula applies to grayscale images. MSE also adapts to three-dimensional RGB im-
ages or to tensors with arbitrary dimensions. In this case, the MSE scores for each dimension
are averaged.

Peak Signal to Noise Ratio (PSNR) evaluates the ratio between the dynamic range of
an image and the intensity of the corruption that a�ects it. PSNR is expressed in dB to narrow
the range of possible outputs. PSNR between a reference image x and an evaluated image
y is usually computed using MSE. The higher the value, the closer the evaluated image is
with respect to the reference. PSNR is evaluated using the following formula, where d is the
maximum possible value for a pixel:

PSNR(x, y) = 10.log10

(
d2

MSE(x, y)

)
(3.2)

Structural Similarity (SSIM) [Wan+04] is an index proposed to evaluate the structural
similarity between two images. The interest of this index is that human eye is sensitive to
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structure changes between images. SSIM is a reference metric computed between a reference
image x and an evaluated image y, like MSE and PSNR. SSIM values are in [0, 1], 1 being the
best value. The index is computed as follows:

SSIM(x, y) = (2µxµy + C1)(2σxy + C2)
(µ2

x + µ2
y + C1)(σ2

x + σ2
y + C2) (3.3)

, with:
• µx, µy the means of x and y
• σ2

x, σ2
y the variances of x and y

• σ2
xy the covariance of x and y

• C1 = (k1L)2 and C2 = (k1L)2 two variables to stabilize the division with weak denom-
inator.
• L the dynamic range of the pixel values (2bits_per_pixel − 1)
• k1 = 0.01, k2 = 0.03 empirical values
Throughout this manuscript we only use objective metrics computed on images. It is

nonetheless interesting to point out that a common practice when evaluating image process-
ing proposals is to use subjective metrics that re�ect the human perception. Subjective test-
ing [BT07] involve viewing sessions where human subjects are asked to rate the image quality
or compare the results of di�erent processing. A protocol must be respected to avoid mis inter-
pretation of results. Metrics like Mean Opinion Score (MOS) is used to obtain a �nal numerical
value out of subjective testing. Recently, researchers state that while measuring MOS is the
most accurate for subjective rating, it is time consuming and expensive. An example of a re-
cent subjective quality approximation metric is VMAF [Li+16] metric to model the subjective
rating in real-time.

3.5.2 Classi�cation Metrics

The objective of a classi�cation algorithm is to identify to which of a set of classes a new
sample belongs. The output of a classi�er is a prediction. In the context of a supervised classi�er,
the true class called a label or target of the sample is provided to train the classi�er.

A standard practice is to ask a neural network to output a probability for each of the possi-
ble classes. The softmax function is used to output a prediction vector summing to 1 as would
be a probability distribution. The top prediction is then obtained passing the vector of predic-
tions to the argmax function.
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Figure 3.4 – Confusion matrix used for F-score and accuracy metrics computation.

Accuracy is the natural metric to measure the e�ciency of a classi�cation algorithm. It
represents the ratio of correctly predicted samples among all predicted samples. It is often
expressed as a percentage. Subclasses of accuracy are sometimes used and called Top-n accu-
racy. To compute these metrics, we consider a sample as well predicted if the actual class is
contained in the n most probable classes as predicted by the algorithm.

Accuracy = Number of Correctly Predicted Samples
Total Number of Samples (3.4)

However, the interpretation brought by the accuracy is limited as the problem has 2 di-
mensions. Accuracy only considers correct predictions and does not give a clue on the types
of error done by the classi�er. To look closer at results, the confusion matrix of Figure 3.4 is
used. Four cases are identi�ed, namely true positives (tp), true negatives (tn), false positives
(fp) and false negatives (fn).

Precision measures the ratio between the true positives and the predicted positives. This
metric is important when false positives are costly. As an example, an application that requires
an operator to look at positives should bene�t from a high recall.

precision = tp

tp+ fp
(3.5)

Recall measures the ratio between the true positives and the actual positives. This metric
is important when false negatives are costly. As an example, in medical applications false
negatives must be avoided because they mean failing to detect something.

recall = tp

tp+ fn
(3.6)
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Figure 3.5 – Example of cross entropy loss computation between a prediction and a label vector
for a 5-class classi�cation problem.

F-Score is the harmonic mean of precision and recall. Using F-score contrary to accuracy
emphasizes incorrectly classi�ed cases. The use of the harmonic mean is interesting since it
penalizes the extreme values.

F-score = tp

tp+ 1
2(fp+ fn) (3.7)

Cross-Entropy, measures the di�erence between two probablity distributions for a given
set of events. In information theory, the entropy represents the number of bits required to
encode a random event of a probability distribution. In this theory, the cross-entropy would
represent the number of extra bits required to represent the event of a distribution compared
to another distribution. In the context of a classi�cation, the cross-entropy measures the extra
entropy of the predicted vector compared to the target vector. The minus sign makes the score
decrease when the distributions get closer to each other. The cross-entropy J is calculated as
follows, with y the target (label) vector, x the prediction vector and N the number of classes
of the problem.

J = − 1
N

N∑
n=1

(
ynlog(xn)

)
(3.8)

We presented in this section di�erent metrics that will be used in the following of the
manuscript to evaluate the results of state of the art as well as proposed methods. We presented
metrics for image quality assessement. MSE and PSNR are mathematicaly related and evaluate
the pixelwise impairements between an image to assess and a reference. These two metrics,
while evaluating the amount of corruption contained in images (with respect to a reference),
do not consider the perceptual aspect of images. SSIM on contrary is designed to re�ect the
perceptual aspect of the image quality as perceived by the human eye. We also presented
metrics used to assess the quality of classi�cation problems. All these metrics may also be
used as loss functions to drive the optimisation of learning based algorithms.
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3.6 Datasets for Learning and Evaluation

Data is the keystone of learning algorithms. In this manuscript, we use supervised datasets
only. Supervised datasets are made of images jointly stored with a label being a class for classi-
�cation or a clean target image for restoration. We de�ne two types of supervised dataset. The
�rst type of dataset contains only non-corrupted images. We refer to these datasets as general
purpose datasets. Most often these datasets have been created for classi�cation task. To use
them as image restoration datasets, the samples are corrupted using noise models, generating
the noisy images while the reference image are kept as labels.

One of the most known datasets is ImageNet [Den+09]. ImageNet was �rst introduced as
the dataset for the ILSVRC contest. The ImageNet dataset contains millions of images with
their labels for classi�cation. Berkeley Segmentation Dataset (BSD) [Mar+01] is a well-known
dataset in image restoration while it was originally built for segmentation tasks. The BSD
dataset is interesting due to the variety of samples it contains in terms of content semantics.
BSD is traditionally splitted into two datasets of 432 and 68 images, used for training and vali-
dation/testing, respectively. The evaluation set of 68 images is refered to as BSD68. DIVerse 2K
(DIV2K) [AT17] is a recent dataset created for the New Trends in Image Restoration (NTIRE)
challenge in 2017. It contains 900 high resolution images which have at least one of their di-
mension that reaches the 2K (2048) dimension. Among these 900 images, 800 are identi�ed
as training samples and 100 as validation/test samples. Other large well-known datasets like
CIFAR-10 or CIFAR-100 [Kri09] are used but their small resolution limits their interest.

We consider a second class of datasets applicable to real noise cases. When the noise model
is not perfectly known, it is not possible to create arti�cial datasets. There are di�erent meth-
ods to create such datasets. A �rst strategy is to acquire another sample from the same scene
by a method that generates less noisy samples, thus considered as clean. In [AB18], authors
capture sensor noise due to low ISO acquired images. The "noise-free" counterpart is obtained
capturing the same scene with long exposure. In [ALB18], the authors constitute a dataset of
noisy images captured with smartphones. Due to smartphone sensors settings, the authors
cannot use long exposure. Instead, they propose a software estimate of the ground truth im-
ages.

We present in the following a method to generate a supervised dataset of eavesdropped
images. This method is used to create a dataset of eavesdropped natural images and a dataset
of eavesdropped textual screens in Chapter 6.
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Dataset Resolution Number of Images
ImageNet [Den+09] Resolution 1M +
CIFAR-10 [Kri09] [32, 32] 60k
BSD [Mar+01] [481, 321] 500
DIV2K [AT17] [2040, 1550+] 900

Table 3.2 – Popular datasets, the resolution of their samples and the number of images they
contain.

3.7 Learning Algorithms: Terminology, Strengths and

Open Issues

We presented in Section 3.3 and Section 3.4 expert and learning based solutions for image
restoration and interpretation. State-of-the art of both restoration and interpretation is nowa-
days dominated by learning methods. That domination is explained by superior performances
but also comes with issues such that a high complexity and or the need for large databases
representative of the problem to solve. We present in this section a brief overview of the ter-
minology and learning principles. A re�ection on the strengths and open issues of learning
algorithms in our speci�c context is also proposed.

3.7.1 Terminology, Learning Pipeline and Architecture Speci�city

When used for learning purpose, we refer to data structures with more than 2 dimensions
as tensors. Input restoration and interpretation tensors are 4-dimensional with dimensions
[B,C,H,W ] ∈ Z+ (see Figure 3.6a), where B is the batch size, C the number of channels,
H the height and W the width. It should be noticed that the dimension B is introduced to
enable using mini-batch learning. Mini-batch learning consists in updating model parameters
after processing only B images instead of the whole training set. Once a data tensor passes a
network layer, it enters the feature domain and is then called a feature map.

While there exist di�erent types of neural networks, in this document, we only deal with
the family of feed-forward neural networks trained using back-propagation. In these networks,
processing elements are arranged hierarchically in layers and the number of layers is called
the depth of the network. Unlike Recurrent Neural Network (RNN), as an example, data �ows
in a unique direction without being fed back to previous layers.

We consider two modes of operation for networks, namely training and inference. At in-
ference, input data is passed through the network. The learned function is then applied to
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the input data. That phase is called forward pass. When training, an additional backward pass
is done after the data has �owed through the network. This pass updates the parameters of
the network according to their gradients computed with respect to the errors measured after
the forward pass. The metric used to guide the parameters update is called the loss function.
We call the design of the network (number of layers, size of the �lters, etc..) the architecture.
The learneable parameters that are trained and shape the �nal function are named alternately
parameters or weights and noted θ.

Hyperparameters
L , Number of Layers

Training Se�ings
lr , Learning Rate

Nepochs , Number of Training Epochs
Tensor Dimensions

B , Batch Size
C , Number of Channels
H , Height
W , Width

Table 3.3 – Table of Notation of Learning Algorithms

Di�erence between learning Image-to-Class and Image-to-Image We previously
presented restoration and interpretation as two di�erent tasks. Using learning algorithms,
these two tasks are achieved using neural networks with di�erent architectures but with some
similar blocks and principles. Both tasks are based on feature extraction out of input tensors.
Image interpretation and restoration algorithms take the same tensors as input. The major
di�erence lies in the fact that restoration is a dense estimation task. The output has the same
dimension as the input (i.e. a batch of images), unlike classi�cation that outputs classes. For
that reason the networks are slightly di�erent.

In CNNs, the size of the receptive �eld is a major concern. The receptive �eld of a network
is the area of the input image from which a value in the network depends on (see Figure 3.6b).
In other words, enlarging the receptive �eld brings more context information. In classi�cation
networks, large receptive �elds are mainly obtained using more layers or successive down-
sampling of the feature maps. Standard down-sampling strategies are striding and pooling.
Striding consists in moving a �lter by a delta of several pixels instead of moving it to the next
pixel. Striding results in an output feature map spatially smaller than the input. Pooling directly
acts on the feature maps. A sub-sampling operator is applied window-wise. The di�erent pool-
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Figure 3.6 – De�nition of network dimensions: (a) Height, Width, Number of Channels and
Batch Size. (b) Receptive �eld schematics: the middle value of Layer 3 depends on all values of
Layer 1.

ings di�er by the size of their window and by the operation they apply. Max pooling, as an
example, consists in replacing the window by its maximum value. The max pooling is used a
lot for an historical reason being that it works well on MNIST [LeC+98]. In practice, the choice
of the pooling operator depends on the data to be processed. Restoration is a dense task be-
cause it outputs a full image with the same dimension as the input (except for super-resolution
where the output is bigger than the input). Being dense, restoration bene�ts from keeping as
many features as possible. Striding and pooling are lossy sub-sampling operations since data
is lost through the process. Instead of using striding or pooling, di�erent sub-samplings have
been proposed for dense tasks uses. In [Liu+18], the authors use Discrete Wavelet Transform
(DWT) to decompose a feature map into 4 down-sampled feature maps in an invertible manner.
The fact that DWT is invertible makes it possible to use inverse transform when up-sampling
again and then avoid wasting data. No dimension is lost, the feature map are just in a trans-
formed domain. In [Gu+19], the authors propose to use the shu�e sub-sampling introduced
in [Shi+16]. Alike wavelet transform, the shu�ing operator is completely dense and does not
drop features. In fact, shu�ing rearranges the feature maps dimensions by transforming spa-
tial dimensions to channel dimensions whithout dropping any feature. [YK16] proposed to use
dilated convolutions which, instead of skipping a step when sliding a kernel, apply the kernel
in a sparse manner 1. This solution enlarges the receptive �eld without sub-sampling.

For image restoration, up-sampling is mandatory to retrieve the original resolution from
the deepest part of the network, when it is operated at a lower resolution. For wavelet and
shu�ing operators, inverse operators exist. For strided convolution, transposed convolu-
tion [DV18] is often used 1.

1. Visualisations of dilated and transposed convolutions, making their understanding easier, are proposed at:
https://github.com/vdumoulin/conv_arithmetic
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Pre-Processing Many datasets do not have a �xed resolution. Depending on the archi-
tecture, a neural network may not support di�erent resolutions among images. As an ex-
ample, a neural network which contains FC layers takes �xed size inputs. Resizing is often
used to solve that issue. For example, a standard practice is to resize all ImageNet samples to
224× 224 [KSH12] before feeding them to a classi�er containing FC layers.

Several network architectures like [Gu+19] or [Liu+18] require power of 2 input image
dimensions because of successive down-sampling operations. For that purpose, cropping is
used instead of resizing. Doing so, only few pixels have to be removed and the other pixels are
kept intact instead of being transformed by resampling.

When using small datasets in terms of number of samples like BSD or DIV2K, a common
practice is to patch the images. One image is then split in M × N patches. For simplicity,
patches are often squares. That patching enables using larger batch sizes and it reduces the
required memory, which is often an issue when using Graphics Processing Units (GPUs). It
should be noted that the patch size cannot be smaller than the receptive �eld size. Following
the use of patches in [BSH12], the authors of [Zha+17] propose to use di�erent patch sizes
for their di�erent experiments. Larger patch size are used for stronger corruptions to provide
more information to learn.

3.7.2 Strengths of Learning Algorithms

Performance Superiority The popularity of DL methods in CV has grown because it
surpasses expert methods on many tasks. When the restoration algorithm DnCNN [Zha+17]
was proposed, it outperformed BM3D [Dab+07] by 0.6dB on the task of denoising AWGN with
σ=50 on the BSD68 grayscale dataset. DnCNN improved the expert-based state the art from
25.62dB to 26.23dB while returning more natural looking images. The tendency is the same for
classi�cation algorithms with AlexNet [KSH12] that shortened the error rate on ILSVRC 2012
by 10% compared to the state of the art method at the time [SP11].

DL methods also have the advantage to be ran e�ciently on GPUs because of their high
degree of parallelism. As an example, instead of BM3D, DnCNN being a CNN, can be ran on
GPUs, making around 60 times faster at inference time for a 1024× 1024 image.

ModelingCapabilityML algorithms are very e�cient when the task is complex, i.e. when
the problem is hardly invertible. In this context, it is complicated to design an expert-based
method since the problem is not precisely modeled. On contrary, DL models the problem by
the experience it acquires during training. Trained with data representative of the problem,
complex function can be approached. This faculty is interesting for applications like medical
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imaging where it is complicated to model the sensing noise. This modeling capacity seems
also promising for our eavesdropping image case study. We leverage this modeling power in
Chapter 6 to interpret eavesdropped images by learning on a custom noisy dataset.

3.7.3 Two Open Issues of Deep-Learning Algorithms

Training Data Dependency Learning algorithms are trained from data. In the case of
supervised learning, the objective of the training procedure is to learn the function that maps
the training inputs to the targets. The function modeled by the trained weights relies on the
content of training input/target pairs. This is a weakness since at inference time, any input
that diverges from the pairs seen at training time will no be processed well. The training data
dependency complicates the comparison of state of the art methods. In fact, depending on the
choice of the authors, the training and evaluation dataset may change between experiments.
In that case, even if the authors publish their code and trained models, it is not possible to
compare them directly. We propose in Chapter 4 a tool to ease the training and evaluation of
denoising methods on equal basis to fairly compare them.

Once trained, the function modeled by the neural network is �xed. This is an issue when
considering evolving problems. An an example, one that would like to add a class to a classi�-
cation problem cannot do it easily. It is not convenient to retrain all the model. In [LH18], the
authors evaluate several solutions to add new classes to a problem while minimizing the pre-
diction loss on the other classes. In Chapter 5, we propose a restoration method that adresses
the training data dependency and the evolving problem.

Lack of Explainability DL models have the capability to model complex problems. How-
ever, this comes at the cost of over-dimensionned networks hardly explainable. Except for very
special neural networks, the architecture is �xed and considered as a hyper-parameter. The
training process then tunes the trainable parameters to eventually obtain a modeling of the
desired function. This modeling is obtained by the action of the parameters together with non-
linear functions. Made of millions of weigths, it is complicated to explain the behaviour of a
neural network. This issue is addressed by a research domain named eXplainable Arti�cial
Intelligence (XAI) [Gun+19]. We propose in Chapter 5 a method that makes a step towards
understanding of decisions by providing information about the noise classes contained in a
corrupted image.
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3.8 Conclusion

Noisy image restoration and interpretation are extensively addressed domains. We pre-
sented in this chapter a de�nition of a noisy image. A noisy image is a sample that contains
unwanted extra information that bothers the interpretation of legacy information. Learning-
based method have strongly enhanced the performance of noisy image restoration and inter-
pretation compared to expert-based methods. Di�erent classes of learning algorithms and their
state of the art were exposed in the chapter. We also presented the metrics that are crucial to
assess the performances of algorithms. These metrics are also useful to drive the optimisation
process of learning algorithms.

The progress brought by learning comes at the cost of methods being largely reliant on
data used to train the systems. In the case of image restoration, as an example, that reliance
on training data heads to methods over speci�c to the corruption they are trained for.

This chapter has shown that learning algorithms have good performance for the task we
are interested in, i.e. restoration and interpretation. It has also enlighted that these algorithms
are not designed to be applied as is to the images we are interested in. The following of that
manuscript evaluates how that issue can be addressed by studying the following question: to
what extent learning methods can reinforce the interpretation of EM compromising informa-
tion?

The next chapter studies the impact of the dominance of AWGN in the data choice for
denoising architecture evaluation. In particular, a benchmark and a case study are proposed
that evaluates methods developed for AWGN applied to real-world eavesdropping noise.
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CHAPTER 4

Benchmarking of Image Restoration Algorithms
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4.1 Introduction

State of the art denoisers are constantly progressing in terms of noise elimination
level [Dab+07; Zha+17; Liu+18] (see Section 3.3). However, most techniques are tailored for
and evaluated on a given noise distribution, exploiting its probabilistic properties to distin-
guish it from the signal of interest. On the speci�c case of Additive White Gaussian Noise
(AWGN), current denoisers are approaching theoretical bounds [CM10].

Besides the largely addressedwell-behaved noise models, for which the distribution is para-
metric with a few parameters, image denoising is also concerned by more complex noise dis-
tributions. While these distributions are application speci�c, they are real-world cases directly
issued from identi�ed technical needs such as image interception in di�cult conditions.

In a context where new methods are constantly appearing, it is challenging to fairly com-
pare emerging methods to previous ones. Moreover, when a real-world noise needs to be elim-
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inated, it is di�cult to determine which of the existing methods is the best for the given noise
characteristics. Even if most state of the art methods are evaluated on the de-facto standard
databases (e.g. the 12 well-known images such as Lenna or Cameraman, BSD [Mar+01] or
DIVerse 2K (DIV2K) [AT17]), methods addressing speci�c noises and image types have to be
evaluated on tailored databases. A tool that compares performances on an equal basis is then
important when designing denoising methods.

In this context, the contributions of this chapter are:
• An extensible and open-source benchmark for comparing image restoration methods.
• A comparative study of current denoisers on mixture and interception noise elimina-

tion, as a use case for the benchmark.
The chapter is organized as follows. Section 4.2 presents state of the art methods for im-

age denoising as well as existing solutions to benchmark them. Section 4.3 describes the pro-
posed benchmark. The comparative study, covering six restoration methods, is proposed in
Section 4.4. Section 4.5 concludes the chapter.

This chapter contributions have been published in: F. Lemarchand, E. FernandesMontesuma,
M. Pelcat, and E. Nogues, « OpenDenoising: an Extensible Benchmark for Building Comparative
Studies of Image Denoisers », in 2020 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), 2020, pp. 2648–2652.

4.2 Related Work

This section locates the proposal in the existing work and shows the novelty of the pro-
posed solution. First, several existing benchmarks are reviewed. Then, di�erent state of the art
image denoisers are detailed before being assessed in the comparative study of Section 4.4.

4.2.1 Related Work on Benchmarks of Image Denoisers

An active research domain in complex noise restoration is photograph restoration. This
domain aims at removing a noise introduced by sensor hardware defects. Supervised datasets
can be built by calibrating a sensor and hence obtaining pairs of clean and noisy samples.
Darmstadt [PR17] and PolyU [Xu+18] are such datasets. Authors propose to use their datasets
as a means for benchmarking denoising algorithms. This work is complementary to our pro-
posed benchmark that can adapt to di�erent datasets.
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Open-source projects have been created to benchmark denoising methods. The Univer-
sity of Toronto proposes a benchmark 1 to provide reproducibility for a method proposed
in [EFJ09]. This benchmark is tailored to the solution and not built to be extended. Another
unpublished benchmark exists that implements denoising as well as other restoration algo-
rithms such as super-resolution or colorisation 2. The benchmark is limited to learning-based,
Python-implemented and pre-trained methods. The latter limitation drastically reduces the
use of such benchmark for complex noises. Indeed, most state of the art methods, when deliv-
ered trained, are trained on well-behaved noise. This chapter proposes a benchmark extensible
in several aspects. Indeed, the user can introduce his datasets, denoising methods, and metrics.

4.2.2 Chosen Image Denoisers for Benchmarking

Image denoising techniques are as old as image sensors whose defects they counteract.
Current denoising solutions are either expert-based denoisers, human crafted based on an
expertise of artifacts or of statistical noise properties, or learning-based denoisers leveraging
on latent image priors extracted from data (see Section 3.3). We prioritise in our tests the
following methods either for their state of the art performance on well-behaved noise or for
their potential to denoise eavesdropped images.

Block-Matching 3D (BM3D) [Dab+07] is a state-of-the-art expert-based method for AWGN
removal. BM3D performs block matching to �nd patches with similar content in the image
and uses collaborative �ltering, thresholding and Wiener �ltering into the transform domain
to restore the image.

Authors of [Vin+10] were the �rsts to propose an encoding/decoding model with denois-
ing objective. Their proposal named "stacked auto-encoder" learns to map the noisy image to
a latent space (encoding) and projects back the latent representation to the input space (decod-
ing) to produce the denoised image. More recent auto-encoders have been proposed such as
RED [MSY16] that adds convolutional layers and uses skip connections to better keep image
priors throughout the encoding/decoding pipeline.

Following these premises of denoising auto-encoders, several Convolutional Neural Net-
work (CNN) methods have emerged such as Denoising Convolutional Neural Network
(DnCNN) [Zha+17]. DnCNN is inspired by the well-known VGG [SZ15]. It exploits resid-
ual learning, i.e. it learns to isolate the noise h from the corrupted sample to later remove
this noise instead of directly recovering the latent clean signal. DnCNN in its "blind" version

1. www.cs.utoronto.ca/~strider/Denoise/Benchmark/
2. https://github.com/titsitits/open-image-restoration
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demonstrates its ability to handle di�erent noise levels. That makes it a potential candidate
for eavesdropping corruption removal. Multi-level Wavelet Convolutional Neural Network
(MWCNN) [Liu+18] is also CNN-based. Its novelty lies in the symmetrical use of wavelet and
inverse wavelet transforms into the contracting and expanding parts of a U-Net [RFB15] ar-
chitecture. The use of wavelet enables safe subsampling with no information loss providing a
better recovering of textures and sharp structures. This faculty of texture and sharp structures
recovering seems promising for eavesdropping corruption removal.

The most recent learning-based methods are less supervised, i.e. they require less noisy/-
clean image pairs to train. In Noise2Noise (N2N) [Leh+18] and Noise2Void (N2V) [KBJ19] ,
authors propose a tactic to train a denoising model using a single noise realisation. Authors
introduce the idea of blind-spot masking during training. They claim that the essential advan-
tage of that strategy is to avoid to learn the identity due to the masking of the central value of
the receptive �eld.

These methods are evaluated on well-behaved noises (typically AWGN) for the tests to be
easily reproducible and comparable to state of the art. Only Noise2Void is evaluated on medical
images subject to complex noise. In the following, our open benchmark is proposed to assess
fairly the quality of denoisers.

4.3 Proposed Benchmark

Considering the above discussed issues with existing benchmarks, we propose the Open-
Denoising benchmark illustrated in Figure 4.1. It is an open-source tool with tutorials and
documentation 3 released under a CeCILL-C license. OpenDenoising is implemented in Python
and has been designed for extensions. Adding a new denoiser to the benchmark is a matter of
minutes following a tutorial and opens for comparison with the built-in methods evoked in
Section 4.4. For learning-based methods, the application is compatible and tested with most
major frameworks (Tensor�ow, Keras, Pytorch, Matlab). For learning-based training and eval-
uation, it is possible to use one or several datasets either supervised or not. Any scalar metric
being coded in Python can be used in the benchmark. Several pre-processing functions, e.g.
for data augmentation, are provided, and custom functions can be introduced.

The user chooses whether a training is required for a method and in that case selects train-
ing parameters. Once the training is launched, monitorings can be output by the benchmark
to observe the learning phase. When trained models are available, evaluation is launched with

3. https://github.com/opendenoising/benchmark
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Figure 4.1 – OpenDenoising block diagram. Users can tune datasets, metrics, denoising models
and evaluation functions. OpenDenoising produces denoised samples as well as performance
metrics.

custom or built-in metrics. The results are outlined using custom or built-in plots and/or stored
as images or csv summaries.

As an example of OpenDenoising versatility, it is possible to extend the benchmark to
classi�cation methods only implementing custom evaluations metrics. Other potential usages
of OpenDenoising include: study the extensibility of methods to new applications (see Sec-
tion 4.4), study the strategies for re-training o�-the-shelf methods (from scratch or with �ne-
tuning), and tune hyper-parameters. The experimental results presented in the next section
exploit OpenDenoising to build a comparative study of state of the art denoisers on di�erent
types of noise.

4.4 A Comparative Study of Denoisers

In this section, we apply top-ranking denoisers to images with various noises. For compar-
ison fairness of training-based methods, no data augmentation is made and the same training
datasets are used for all methods. Apart from this setup, methods are trained (when applicable)
using original publications parameters and training strategies. Four noise types with increas-
ing complexity are exploited to observe the behavior of the studied denoisers. Peak Signal to
Noise Ratio (PSNR) and Structural Similarity (SSIM) are used to respectively evaluate the point
to point and structural quality of the denoised image.
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Figure 4.2 – Inference time (log scale) for di�erent denoisers. Image resolution is 256 × 256.
Noise2Void is the fastest method by almost 10 folds. MWCNN, RED10, DnCNN and RED30 are
close to each other. BM3D is the slowest with an inference time over one second. Setup: Intel
Xeon W-2125 CPU and Nvidia GTX1080 Ti GPU. Note that BM3D runs on Central Processing
Unit (CPU) only while the other methods run on both CPU and Graphics Processing Unit
(GPU).

Dataset No Denoising BM3D RED10 RED30 DnCNN-B MWCNN Noise2Void

PS
N

R

Gaussian 14.96 23.90 25.52 25.82 25.67 25.49 23.41
Mixture 10.58 18.29 24.25 24.58 24.50 24.30 19.93
Interception-Like 17.16 22.04 51.56 52.08 51.66 51.16 21.70
Interception 9.46 9.61 22.59 23.46 23.04 23.66 9.46

SS
IM

Gaussian 0.24 0.67 0.71 0.73 0.72 0.72 0.62
Mixture 0.12 0.31 0.67 0.68 0.68 0.68 0.51
Interception-Like 0.11 0.98 0.99 0.99 0.99 0.99 0.98
Interception 0.32 0.73 0.94 0.96 0.95 0.96 0.47

Table 4.1 – Average evaluation of PSNR and SSIM metrics on test sets for, from top to bottom
row: AWGN with noise level σ = 50; Mixture noise made of AWGN with noise level σ = 50 and
Bernoulli noise with p = 0.2 ; Interception-Like noise being interception reference samples
noised with AWGN with noise level σ = 50 ; Interception noise. The test set for each noise is
made of 200 samples excluded from training set.
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4.4.1 Gaussian Noise

First, Gaussian noise is used to test the methods in their original conditions. Denoisers are
evaluated on a common noisy dataset corrupted with AWGN. The underlying data is made of
10k natural images extracted from the ImageNet [Den+09] evaluation set. Average PSNR and
SSIM are shown in Table 4.1 and example images displayed on Figure 4.4. Figure 4.3 shows
in boxplots the 10th, 25th, 75th and 90th percentiles of PSNR results as well as the median.
To focus on di�cult noises, the maximum noise level commonly found in papers is picked,
namely σ = 50. Experimental results, shown on the �rst line of Table 4.1, are coherent with the
published ones, though slightly under because no data augmentation is applied. On Gaussian
noise, RED30 outperforms other methods (by a limited 0.15dB ∆PSNR and 1% ∆SSIM) but it
is also the most costly Deep Learning (DL) solution in terms of number of parameters.

4.4.2 Mixture Noise

Complicating the denoising task, a mixture noise is then studied. This mixture noise is
constructed through the successive corruption of the samples by the previously used AWGN
(σ = 50) and an additional Bernoulli corruption (20% of corrupted pixels, half 0, half maxi-
mum). This noise mixture roughly models the behaviour of an image sensor introducing Gaus-
sian noise because of its hardware non-uniformity and Bernoulli noise due to pixel defects.

Figure 4.3 shows that learning-based methods perform consistently better than BM3D.
BM3D is here used out of its original objective (i.e. Gaussian denoising) and thus performs
poorly. Another information brought by mixture noise is that Noise2Void clearly underper-
forms compared to other learning-based methods. This is not surprising considering the ad-
dition of Bernoulli noise that damages the spatial coherence used as a hypothesis in the
Noise2Void strategy. RED10, RED30, DnCNN and MWCNN have close performances with a
narrow victory for RED30 (0.08dB ∆PSNR).

4.4.3 Interception Noise

A real-world complex noise is now studied, generated by intercepting images from Electro
Magnetic (EM) emanations. Electronic devices produce EM emanations that not only inter-
fere with radio devices but also compromise the data they handle. A third party performing a
side-channel analysis can recover internal information from both analog [Van85], and digital
circuits [Kuh13]. Following an eavesdropping procedure, it is possible to build a supervised
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Figure 4.3 – Peak Signal to Noise Ratio (PSNR) of denoised images on (a) Gaussian noise, (b)
Mixture and (c) Interception noise. Outliers are not displayed.
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Figure 4.4 – From top to bottom, one sample per dataset is shown noisy (left), denoised with
di�erent denoisers (middle) and clean (right). PSNR/SSIM are displayed for each sample. Im-
ages with the best compromise between PSNR and SSIM metrics are yellow-boxed.

dataset made of pairs of reference images, originally displayed on a screen, and their inter-
cepted noisy versions. Interception strongly damages the images and denoising is necessary
to interpret their content. For reproducibility, we released the dataset used for this study 4. It
contains more than 120k samples.

To study the noise complexity, the intercepted clean samples are also arti�cially corrupted
using AWGN with σ = 50. The resulting samples are called interception-like. As shown in Ta-
ble 4.1, most methods perform well on that denoising task. The clean content of the intercepted
samples contains black characters printed on a white background. The latent clean distribution
of samples is thus not an issue to denoise with learning-based methods, Noise2Void excluded.
Only BM3D and Noise2Void have problems with background restoration (see Figure 4.4). This
phenomena is due to the correlation of the samples content and the noising process. The back-
ground of the clean samples is fully white. When applying AWGN, half of the noise coe�cients
are negative and samples are clipped to an integer format. Thus, the assumption of a Gaussian
distribution does not hold, leading to poor restoration results with non-supervised methods,
unable to adapt.

4. https://github.com/opendenoising/interception_dataset
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Table 4.1, Figure 4.3 and Figure 4.4 show the results of denoising methods applied to in-
terception noise. Metrics drop for all methods on this complex noise. Noise2Void does not
manage to denoise at all. As explained in the original paper, Noise2Void has di�culties with
noise correlated between several pixels which is here the case. BM3D is built for AWGN and
is not trainable, hence the poor results in that case. Others learned methods like RED10 and
DnCNN produce interesting denoising but perceptual results of Figure 4.4 show some hardly
interpretable samples, not revealed by SSIM. RED30 and MWCNN are the best-performing
methods for interception noise removal but still with some remaining artifacts.

4.4.4 Discussion

Di�erent conclusions can be drawn from the above experiments using OpenDenoising and
4 di�erent datasets.

First, Figure 4.3 shows that the performance ranking between methods strongly depends on
noise type, training dataset and evaluation dataset. When calculating Kendall’s Tau correlation
coe�cient [JIP10], a value of 0.6 is obtained between Gaussian noise ranking and Interception
noise ranking, ranking based on the mean PSNR. This correlation coe�cient, while being high
- Kendall’s Tau is in [−1; 1];−1 and 1 respectively meaning fully discordant and fully concor-
dant rankings -, shows the need for a benchmark such as the proposed one. It automates the
comparison process and the selection of a given method for a denoising problem. As an exam-
ple, it would be a wrong choice to pick RED30 instead of MWCNN for interception restoration
based on the original paper evaluations (e.g. Gaussian evaluation). MWCNN is indeed both
more e�cient and less computationally intensive than RED30, as shown in Figure 4.2.

Results of Table 4.1, Figure 4.3 and Figure 4.4 show a growing gap between expert-based
and learning-based method as the complexity of the denoising increases. This can be explained
by the �exibility of learning-based models and the advanced information brought by a super-
vised training. This is evidenced by the low performance of the non-supervised Noise2Void
on Mixture and Interception noises.

As stated in several studies, PSNR and SSIM do not suit well the assessment of interception
restoration. Figure 4.4 shows that while evaluation metrics on interception noise are reason-
ably good (PSNR/SSIM values around 20dB/0.9), the perceptual quality (human looking) is
poor. The explanation lies in the latent content of the samples, made of black characters on a
white background. A good background restoration is su�cient to raise good evaluation met-
rics. This issue is evoked in [JAF16] where authors propose a di�erent evaluation metric to

64



4.5. Conclusion

overcome the problem. As will be shown in Chapter 6, in that speci�c case, character recog-
nition rate can be used to assess the denoising performance.

In order to go further on interception noise understanding, we propose in Chapter 6 an
open dataset of eavesdropped natural images dubbed Natural Interception Dataset (NID).

4.5 Conclusion

In this chapter, the OpenDenoising tool has been proposed. OpenDenoising benchmarks
image denoisers and aims at comparing methods on a common ground in terms of datasets,
training parameters and evaluation metrics. Supporting several languages and learning frame-
works, OpenDenoising is also extensible and open-source. At the time writing this manuscript
the github repository of the OpenDenoising tool has received 16 stars. The second contribu-
tion of the chapter is a comparative study of image restoration in the case of a complex noise
source.

Three major conclusions arise from the comparative study. First, the di�erence in terms
of performance between expert-based and learning-based methods rises as the complexity of
the noise grows and eavesdropping noise is clearly of high complexity, higher than mixture
noise. Second, the ranking of methods is strongly impacted by the nature of the noises. Finally,
MWCNN proves to be the best method for the considered real-world interception restoration
task. It slightly outperforms DnCNN and RED30 while being substantially faster. These results
show that restoring an image from a complex noise is not universally solved by a single method
and that choosing a denoiser requires automated testing.

Next chapter proposes a method that adresses the removal of sequential mixture noises
following the idea that eavesdropping noise may be approached by such arti�cial distributions.
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CHAPTER 5

Mixture Noise Denoising Using a Gradual Strategy
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5.1 Introduction

Composed noises are more application speci�c than primary noises, but their removal
constitutes an identi�ed and important issue. Real photograph noise [PR17] is for instance
a sequential composition of primary noises [Gow+07], generated by image sensor defects.
Many distributions of real-world noises can be approached using noise compositions, also
called mixtures. Noise mixture removal has been less studied in the literature than primary
noise removal. When modelling experimental noises, noise mixture are either spatially or se-
quentially composed. In a spatially composed noise mixture [CPM19; BR19], each pixel pn

of an image is corrupted by a speci�c distribution η(pn) such that h is composed of the set
{η(pn), pn ∈ Dom(x)}. The mixture noise can also be sequentially composed as the result of
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Figure 5.1 – Comparison between a traditional end-to-end denoiser, removing noise mixture
at once, and gradual denoising removing primary noises one after the other. Top: clean im-
age; bottom-left: traditional denoising with noisy and denoised using Denoising Convolutional
Neural Network (DnCNN) trained on a noise mixture dataset; bottom-right: NoiseBreaker
trained on primary noises.
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applying n primary noises with distributions ηi, i ∈ {0..n− 1} to each pixel ρ of the image x.
This chapter focuses on sequential noise mixture removal.

Real-world noises, when not generated by a precisely known random process, are di�-
cult to restore with a discriminative denoiser that requires a set of (y, x) pairs of observed
and clean images. Some processes can be approached and emulated to generate supervised
databases [Yua+20; Abd+20]. For other applications, the lack of clean images makes it di�cult
to build such supervised databases [PR17]. Blind denoising addresses this lack of supervised
dataset by learning denoising strategies without exploiting clean data. Blind denoisers are ca-
pable of training without clean data but operate on average 5dB under supervised denoisers
on noise mixtures (Section 5.4).

This chapter introduces NoiseBreaker, an image denoiser that recursively detects the dom-
inating noise type in an image as well as its noise level, and removes the corresponding noise.
The resulting step-by-step gradual strategy is driven by a noise analysis of the image to be re-
stored. The solution leverages a pool of denoisers trained for primary noise distributions and
applied sequentially following the prediction of a noise classi�er. Di�erent versions of Noise-
Breaker are introduced in Section 5.3 and their performances are evaluated on two databases
in Section 5.4. An ablation study is presented in Section 5.5.

Additionally to a denoised image, NoiseBreaker also produces a classi�cation of the dom-
inating noises in the image. Having this information has several advantages. First, by decom-
posing the mixture denoising problem into primary ones, a library of standard denoisers can
be built to answer any noise removal problem. This �rst point is central to NoiseBreaker. Sec-
ondly, a description of the image noise content helps to identify the physical source of data
corruption. Finally, under the assumption of sequential noise composition, it is possible to
identify the noising pipeline from the identi�ed noise distribution. The noise distribution be-
ing known, a generation of large training databases becomes feasible to feed fully supervised
methods.

The main contributions of this work are:
• The NoiseBreaker gradual image restoration strategy, recovering step by step an image

corrupted by a sequential mixture of di�erent noise types and intensity. The method
operates without prior knowledge on the mixture composition.
• Qualitative and quantitative results on two datasets of images corrupted with strong

noise mixtures, in order to compare NoiseBreaker with state of the art methods.
• A detailed ablation study to assess and validate the choices adopted in the architecture

of NoiseBreaker.
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The remaining of this chapter is organized as follows. Section 5.2 presents related work on
image noise analysis and image denoising. Section 5.3 details the proposed solution. Section 5.4
evaluates the proposal on synthetic noise mixture and situates among state of the art solutions.
Section 5.5 conducts an ablation study to assess the relevance of core features of NoiseBreaker.
Section 6.5 concludes the chapter and gives future perspectives.

This chapter is based on our following work F. Lemarchand, T. Findeli, E. Nogues, and M.
Pelcat, « Noisebreaker: Gradual image denoising guided by noise analysis », in 2020 IEEE 22nd
International Workshop on Multimedia Signal Processing (MMSP), 2020, pp. 1–6.

5.2 Related Work

NoiseBreaker can be considered a weakly supervised method, as denoisers are trained on
primary noises and used on mixture noises. The covered related work includes not only weakly
supervised methods such as blind denoisers, but also fully supervised denoisers. Indeed, fully
supervised denoisers provide an upper bound for the performance obtained by weakly super-
vised methods. Finally, the most commonly used noise mixtures are evoked, as well as the
classi�cation-based methods that address these noise mixtures.

5.2.1 Blind Denoising

Fully supervised deep learning denoisers forge a restoration model from pairs of clean and
noisy images. Following the premises of Convolutional Neural Network (CNN) based denois-
ers [JS09], di�erent strategies have been proposed such as residual learning [Zha+17; Led+17],
skip connections [MSY16], the use of transform domain [Liu+18] or self-guidance for fast de-
noising [Gu+19]. The weakness of supervised denoisers is their need of large databases with
clean images.

To overcome this limitation, di�erent weakly supervised denoisers have been proposed. In
particular, blind denoisers are capable of removing noise without clean data as reference. The
�rst studies on blind denoising have aimed at determining the level of a known noise in order
to apply an adapted human-expert based denoising (e.g. �ltering). Noise2Noise (N2N) [Leh+18]
has pioneered learning-based blind denoising, using only noisy data. It demonstrates the fea-
sibility of learning a discriminative denoiser from only one pair of images representing two
independent realisations of the noise to be removed. Inspired by this work, Noise2Void (N2V)
is a recent method that trains a denoiser from only noisy data.
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5.2.2 Noise Mixtures

To challenge denoisers and approach real-world cases, di�erent types of noise mixtures
have been proposed. Mixtures are created from the set of primary noises. A typical example
of a spatially composed noise mixture [Zha+14] is made of 10% of uniform noise [−s, s], 20%
of Gaussian noise N (0, σ0) and 70% of Gaussian noise N (0, σ1). These percentages refer to
the amount of pixels in the image corrupted by the given noise. This type of spatial noise
mixture has e.g. been used in the experiments of Generated-Arti�cial-Noise to Generated-
Arti�cial-Noise (G2G) [CPM19]. An example of sequential noise mixture is used to test the
recent Noise2Self method [BR19]. It is composed of a combination of Poisson noise, Gaus-
sian noise, and Bernoulli noise. In Chapter 4, denoising methods designed for Additive White
Gaussian Noise (AWGN) removal are compared when retrained and evaluated on sequential
mixtures of Gaussian and Bernoulli distributions. Experimental results show that denoising
performances severely drop on complex noises even when using fully supervised learning
methods such as DnCNN. This observation motivates the current study and the chosen se-
quential noise mixture.

5.2.3 Classi�cation-Based Denoising

The image classi�cation domain has been revolutionized by deep learning methods since
LeNet-5 [LeC+98]. With the development of tailored algorithms and hardware resources,
deeper and more sophisticated neural networks have emerged. ResNet [He+16a] was re-
leased to counteract the fact that very deep networks are more di�cult to train. At the
time the method was released, it was the �rst to be trained with as much as 150 layers,
when applied to the ImageNet dataset [Den+09]. ResNet, in its deepest version, won the Ima-
geNet Large Scale Visual Recognition Competition (ILSVRC) classi�cation challenge in 2015.
ResNet has then been modi�ed, using identity mappings as skip connections in residual blocks
(ResNetV2 [He+16b]). With the same objective, DenseNet [Hua+17] introduces connections
between layers and performs training of very deep networks. Seeking a good trade-o� between
classi�cation e�ciency and hardware resources, MobileNets [How+17] is a particularly versa-
tile family of classi�ers. MobileNetV2 has become a standard for resource aware classi�cation.
In our study, we use MobileNetV2 network pre-trained on ImageNet and �ne-tuned [Taj+16]
for noise classi�cation.

In [SSR11], authors propose a noise level estimation method integrated to a deblurring
method. Inspired from this proposal, authors of [LTO13] estimate the standard deviation
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of a Gaussian distribution corrupting an image to apply the accordingly con�gured Block-
Matching 3D (BM3D) �ltering [Dab+07]. This can be interpreted as a noise characterization,
used to set parameters of a following dedicated denoising process.

Recent studies have proposed classi�cation-based solutions to the image denoising prob-
lem [SDC19; LSJ20]. Sil et al. [SDC19] denoise by choosing one primary noise denoiser out
of a pool, based on a classi�cation result. NoiseBreaker goes further by considering mix-
ture noises, sequentially extracted from the noisy image using a sequence of classify/denoise
phases. In [LSJ20], authors adopt a strategy close to NoiseBreaker. However, NoiseBreaker dif-
ferentiates from that proposal by re�ning the noise classes into smaller ranges of noise levels.
To the best of our knowledge, the present study is the �rst to use noise type and intensity clas-
si�cation for denoising purposes. We demonstrate in the results Section 5.4 that NoiseBreaker
outperforms [LSJ20]. The main reason for NoiseBreaker to outperform the results of [LSJ20]
is that the denoising pipeline is less constrained. As an example, the �rst step of [LSJ20] is
to detect if the corruption is a mixture. If it is a mixture and the mixture contains Gaussian
noise then the Gaussian noise is removed �rst. Our proposal does not compel the denoising
process to follow a prede�ned order and lets the classi�er drive the denoising strategy to be
conducted.

In this chapter, we propose to tackle the denoising of sequential noise mixtures via an
iterative and joint classi�cation/denoising strategy. Our solution goes further than previous
work by separating the denoising problem into simpler steps, optimized separately.

5.3 Gradual Denoising Guided by Noise Analysis

NoiseBreaker is quali�ed as gradual because it denoises the input image step-by-step, al-
ternating between noise detection and removal. NoiseBreaker leverages a classi�er acting as a
noise analyser and guiding a pool of denoisers specialized to primary noise distributions. Both
the noise analyser and the gradual denoising strategy are detailed hereunder. NoiseBreaker
handles numerous noise mixtures at inference time without information on the composition
of the mixture. Neither the classi�er nor the denoisers are exposed to mixture noise during
training.
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…… …

Figure 5.2 – Example of NoiseBreaker gradual denoising. A noisy input image is fed to the
classi�er C which outputs a prediction ηi. This prediction drives the gradual denoising block
G that selects the primary denoiser D(ηi) to be applied. The process runs for two steps until
no noise is detected by C.

5.3.1 Noise Analysis

The objective of the noise classi�er C is to separate images into n noise classes. A noise
class is de�ned by a noise type and a range of parameter values. A class is denoted using ηi,j

with i an index among a listH of noise types and j an index for the di�erent ranges of a given
noise type. When no parameter exists for a noise type or an only range is used, the class is
denoted using ηi. ηi (or ηi,j) is referred to as a primary noise. One may note that one class does
not refer to any noise and serves to identify clean images.

The architecture of the classi�er is composed of a feature extractor, called back-
bone, followed by two Fully Connected (FC) layers, called head. Section 5.5 experi-
ments versions of NoiseBreaker with MobileNetV2 [How+17], DenseNet121 [Hua+17] and
ResNet51V2 [He+16b] backbones. From these results, in NoiseBreaker, the backbone of Mo-
bileNetV2 is responsible for extracting features out of the images. The two head FC layers have
respectively 1024 and n units, where n is the number of classes of the classi�cation problem.
The input image resolution is chosen to be 224 × 224 as in the original MobileNetV2 imple-
mentation. The �rst FC layer has ReLu activations while the second uses softmax activations
to obtain outputs in [0, 1], seen as con�dence levels. The output of this second FC layer, passed
through an argmax function, gives the label with the highest con�dence level.

5.3.2 Gradual Denoising

A noisy image is given as an input to the classi�er C trained to di�erentiate noise classes. C
supplies a prediction ηi to G, the gradual denoising block. G selects the corresponding denoiser
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Class Noise Type Parameters
η0 Gaussian (N ) σg = [0, 55]
η1 Speckle (S) σs = [0, 55]
η2 Uniform (U ) s = [−50, 50]
η3 Bernoulli (B) p = [0, 0.4]
η4 Poisson (P) ∅
η5 Clean (∅) ∅

Table 5.1 – List of classes for NBreaker-N and the noise type and level they represent.

D(ηi) that restores the image. D(ηi) is a primary denoiser, specialized for the denoising of the
ηi noise class. A primary denoiser is a denoiser trained with pairs of clean and synthetic noisy
images from the ηi class. The process (C followed by G) iterates n times until C detects the class
clean. The architectures of C and G are linked because they share the same noise classes and
operate together. An important property of NoiseBreaker is that it can be extended by adding
a class to C and the corresponding denoiser to G. An example of gradual denoising is given in
Figure 5.2 where two noise classes are successively detected and treated.

5.3.3 Noise Classes and Primary Denoisers

The de�nition of the classes is important in NoiseBreaker. The classes are selected to �t a
large set of mixture noises. The primary noises used in these classes represent the most used
noise distributions in the literature. The �ve primary noises presented in Section 3.2.1 are
used in NoiseBreaker. For the following experiments, the noise parameters σg, σs, s and p are
randomly drawn out of the considered ranges to prove the adaptability of the method.

Unlike [LSJ20], with NoiseBreaker it is possible to use class re�nement to di�erentiate
primary noises with same types but di�erent noise levels. The e�ciency of class re�nement
is assessed in Section 5.5. Three versions of NoiseBreaker are mentioned in the following.
First, NBreaker-N (for NoiseBreaker-Naive) is an implementation where each noise type is
associated to a unique class that covers the entire noise level range. The description of the
classes considered for NBreaker-N is given by Table 5.1.

A second, main version, simply called NoiseBreaker, uses the same noise types as
NBreaker-N but makes use of class re�nement, the noise level ranges are split into smaller
ones. Table 5.2 describes the classes of NoiseBreaker. re�ning the classes fosters more tai-
lored primary denoisers. On the other hand, re�nements increase the classi�cation problem
complexity, as well as the number of primary denoisers to be trained. A third version, called
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Class Noise Type Parameters Denoiser
η0,0

Gaussian (N )
σg = [0, 15]

MWCNN [Liu+18]η0,1 σg =]15, 35]
η0,2 σg =]35, 55]
η1,0

Speckle (S)
σs = [0, 15]

SGN [Gu+19]η1,1 σs =]15, 35]
η1,2 σs =]35, 55]
η2,0 Uniform (U ) s = [−10, 10] SRResNet [Led+17]
η2,1 s = [−50, 50]
η3 Bernoulli (B) p = [0, 0.4] SRResNet [Led+17]
η4 Poisson (P) ∅ SRResNet [Led+17]
η5 Clean (∅) ∅ ∅

Table 5.2 – List of classes for NoiseBreaker, the noise type and level they represent. The de-
noiser related to a class is mentioned, according to Table 5.3.

NBreaker-S (for NoiseBreaker-Same), is proposed to study the architecture distinction between
primary denoisers. For this version, all primary denoisers use Multi-level Wavelet Convolu-
tional Neural Network (MWCNN) architectures contrary to NoiseBreaker that authorizes dif-
ferent architectures to be used for di�erent classes. Lastly, a version named NBreaker-I (for
NBreaker-Inverse) is introduced for further assessment of the proposed gradual denoising.
NBreaker-I uses exactly the same classes as NoiseBreaker but denoises the samples in the ex-
act inverse order of corruption, without using the decision of the classi�er. In this version, the
noise mixture composition is considered as known and the denoisers are manually employed
to test their performance independently from the performance of the classi�er.

The choice of the primary denoisers is also of primary concern. NoiseBreaker authorizes
di�erent denoising architectures for di�erent noise classes. For each class, the best denoising
architecture is selected through a benchmark study. The e�ectiveness of authorizing di�erent
denoising architectures for di�erent noise types and the benchmark study used for selection of
primary denoisers are discussed in Section 5.4. The benchmarking study has been performed
using the OpenDenoising benchmark tool. The results show that for a given noise type, the
same denoising architecture can be used for all classes. Following the benchmark study of
Table 5.3, NoiseBreaker uses MWCNN [Liu+18] for Gaussian noise type, Self-Guided Network
(SGN) [Gu+19] for Speckle and Super-Resolution Residual Network (SRResNet) [Led+17] for
Bernoulli, Poisson and Uniform, as summarized in Table 5.2.
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Class MWCNN [Liu+18] SGN [Gu+19] SRResNet [Led+17] DnCNN [Zha+17]
η0,0 34.74 34.20 32.20 30.57
η0,1 28.45 28.15 28.26 26.84
η0,2 26.70 25.57 25.58 24.90
η1,0 39.53 39.97 39.19 38.54
η1,1 31.73 32.28 31.38 29.39
η1,2 28.70 29.10 28.15 27.32
η2,0 35.03 35.12 37.75 27.47
η2,1 27.63 27.86 28.18 25.82
η3 31.37 31.28 33.23 29.82
η4 31.13 29.00 31.21 30.59

Table 5.3 – Benchmark study between MWCNN, SGN, SRResNet and DnCNN denoising archi-
tectures for each noise class of NBreaker (Table 5.2). Evaluation dataset is made of ImageNet
samples unseen in the training. Results suggest that the ranking between architectures di�ers
depending on the noise content. Also, a unique architecture can be used for all noise levels of
a given noise type.

5.4 Experiments: Noise Mixture Removal

This section presents the evaluation of NoiseBreaker. Results are compared to the human-
expert method BM3D, N2V as a non-supervised method, [LSJ20] as state of the art of
classi�cation-based mixture denoising, and �nally to MWCNN as a fully-supervised end-to-
end denoiser. Denoising results are shown on two datasets including the recent high resolution
DIV2K [AT17]. Data and experimental settings for this section are exposed �rst followed by
results. Noise analysis and gradual denoising are evaluated separately. Finally, discussions on
error cases are conducted.

5.4.1 Data and Experimental Settings

Noise Analysis The noise classi�er C is �ne-tuned using a subset of ImageNet [Den+09].
The �rst 10000 images of the ImageNet evaluation set are extracted, among which 9600 serve
for training, 200 for validation and 200 for evaluation. To create the classes, the images are
�rst re-scaled to 224 × 224 to �t the �xed input shape. Images are then noised according to
their destination class, described in Table 5.2. The training data (ImageNet samples) is chosen
to keep a similar underlying content in the images, with respect to those of the backbone pre-
training. Similar content with corruption variations enable to concentrate the classi�cation on
the noise and not on the semantic content. To avoid �ne-tuning with the same images as the
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Dataset Denoiser C0 C1 C2 C3 C4 C5

BSD68 Grayscale

Noisy 12.09/0.19 16.98/0.36 18.21/0.42 14.05/0.28 13.21/0.24 24.96/0.73
BM3D [Dab+07] 21.49/0.54 24.00/0.61 24.28/0.62 22.30/0.56 22.05/0.56 24.95/0.65
Noise2Void [KBJ19] 22.13/0.60 20.47/0.36 20.55/0.35 24.06/0.68 23.70/0.66 25.08/0.66
Liu et al. [LSJ20] 21.04/0.52 25.96/0.74 27.17/0.82 27.11/0.80 26.83/0.77 27.52/0.83
NoiseBreaker (Ours) 23.68/0.68 26.33/0.82 27.19/0.84 29.94/0.90 29.70/0.91 30.85/0.92

BSD68 RGB

Noisy 11.71/0.18 16.98/0.36 18.05/0.40 13.00/0.24 13.01/0.24 25.15/0.74
BM3D 21.24/0.57 24.72/0.66 24.88/0.66 21.96/0.59 22.00/0.59 25.73/0.70
Noise2Void 13.34/0.17 17.60/0.31 18.30/0.34 15.45/0.24 15.63/0.25 25.27/0.66
Liu et al. 21.02/0.60 23.56/0.68 24.15/0.69 18.84/0.51 19.23/0.53 20.13/0.54
NoiseBreaker (Ours) 21.88/0.71 26.81/0.82 26.58/0.82 25.45/0.81 25.20/0.80 29.77/0.88

DIV2K Grayscale

Noisy 11.69/0.15 16.80/0.32 18.18/0.37 12.36/0.18 12.95/0.22 24.47/0.70
BM3D 22.05/0.64 25.36/0.71 26.23/0.71 22.36/0.65 22.75/0.65 27.20/0.76
Noise2Void 22.24/0.64 21.01/0.40 21.08/0.39 22.87/0.66 24.78/0.71 26.47/0.69
NoiseBreaker (Ours) 22.88/0.61 26.81/0.83 28.35/0.87 25.13/0.73 35.99/0.97 32.23/0.94

DIV2K RGB

Noisy 11.33/0.14 17.14/0.33 19.02/0.40 12.93/0.21 13.07/0.22 25.32/0.72
BM3D 21.36/0.63 26.05/0.73 26.85/0.74 22.49/0.67 22.74/0.67 27.99/0.79
Noise2Void 13.14/0.12 17.80/0.26 19.14/0.31 15.02/0.19 15.78/0.22 25.45/0.63
NoiseBreaker (Ours) 22.35/0.71 27.57/0.84 27.68/0.83 25.62/0.81 26.48/0.83 29.82/0.87

Table 5.4 – Average PSNR(dB)/SSIM results of the proposed and competing methods for
grayscale and RGB denoising with the noise mixtures of Table 5.5 on BSD68 and DIV2K. Bold
value indicates the best performance.

Noise 1 Noise 2
C0 N ([0, 55]) B([0, 0.4])
C1 N ([0, 55]) S([0, 55])
C2 N ([0, 55]) P
C3 B([0, 0.4]) S([0, 55])
C4 B([0, 0.4]) P
C5 S([0, 55]) P

Table 5.5 – De�nition of the noise mixtures used for evaluation. Noise 1 is applied �rst on the
sample followed by Noise 2.

pre-training, the ImageNet evaluation set is taken. The weights for the backbone initialisation,
pre-trained on ImageNet, are taken from the o�cial Keras MobileNetV2 implementation. In
this version, NoiseBreaker contains 11 classes. Thus, the second layer of the head has accord-
ingly 11 units. The classi�er is trained for 200 epochs with a batch size of 64. Optimisation
is performed through an Adam optimizer with learning rate 5.10−5 and default settings for
other parameters [KB14]. The optimisation is driven by a categorical cross-entropy loss. A
step scheduler halves the learning rate every 50 epochs.

Gradual Denoising For primary denoisers training, the �rst 9600 images of the ImageNet
evaluation set are extracted and corrupted according to the classes mentioned in Table 5.2.
For evaluation, the 68 images of the BSD68 [Mar+01] benchmark are used as well as the 100
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Figure 5.3 – Qualitative results on BSD68 dataset. Samples from the left column are cor-
rupted with mixture C0 to C6, respectively. Images are tagged with Peak Signal to Noise Ratio
(PSNR)/Structural Similarity (SSIM) values and the best PSNR value for an image is yellow
colored. Note that samples are chosen to be representative of the average PSNR of their corre-
sponding classes. [LSJ20] not displayed because no available code. Better viewed on screen.
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evaluation images of DIV2K [AT17]. Six di�erent sequential mixtures corrupt these images.
For comparison purposes, the noise types of [LSJ20] are selected. Noise levels are shown in
Table 5.5. The primary noises are either AWGN with σg ∈ [0, 55], Bernoulli noise with p ∈
[0, 0.4], white Speckle noise with σs ∈ [0, 55] or Poisson noise. σg, σs and p values are randomly
picked. This random draw is used to prove the adaptability of our method to variable noise
levels. The size of BSD68 samples is either 321 × 481 or 481 × 321 and the DIV2K samples
have a dimension larger than 2040×1550. When evaluating gradual denoising, C predicts the
noise class using a patch of size 224 × 224 cropped from the image to be denoised. Because
of their architectures, the input resolution of MWCNN and SGN are constrained. To bypass
this issue, all samples are cropped to the closest resolution that satis�es the constraints. The
training of G comes down to the training of its primary denoisers. NoiseBreaker uses o�-the-
shelf architectures for primary denoisers (Table 5.2) selected from results of a benchmark study
displayed in Table 5.3. Results show that a unique architecture can be used for the di�erent
classes of a given noise type. From results of Table 5.3, the primary denoiser architectures are
MWCNN [Liu+18] for Gaussian noise, SGN [Gu+19] for Speckle and SRResNet [Led+17] for
Bernoulli, Poisson and Uniform. These denoisers are trained with the parameters mentioned
in their original papers. Only the training data di�er since it is made of the corresponding
primary noise (according to Table 5.2).

Compared methods Our solution is evaluated in comparison with BM3D [Dab+07],
N2V [KBJ19], MWCNN [Liu+18] and Liu et al. [LSJ20]. Although a potential competitor,
G2G [CPM19] is evaluated on other noise mixtures and no code is publicly available yet.
BM3D is a human-expert method. It is not trained but requires σ, the standard deviation of
the noise distribution. σ = 50 is chosen since it performs the best over the range of noise
mixtures used for evaluation. N2V is a self-supervised denoiser. Training is carried out with
the publicly available code and the original paper strategy, and the data is corrupted with
the synthetic evaluation mixture. For [LSJ20], results are extracted from the paper tables and
given only for BSD68 as no code is publicly available. MWCNN is used as a reference super-
vised method, trained on the noise mixtures themselves. Comparison to supervised learning
is unfair to NoiseBreaker because NoiseBreaker is never exposed to noise mixtures during
training. NoiseBreaker discovers the mixtures only when inferring. MWCNN is chosen as the
supervised reference because it performs the best on average over the classes of the bench-
mark study (Table 5.3). It is worth mentioning that N2V and MWCNN models are trained for
each evaluation noise mixture while NoiseBreaker handles all evaluation classes with the same
con�guration and neither the classi�er nor the denoisers are exposed to mixture noise dur-
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Figure 5.4 – Log scale confusion matrices of noise classi�cation. Classes content is described
in Table 5.2. (a) and (b) are the results for grayscale and RGB classi�cation, respectively.

ing training. The comparison is done based on values of SSIM and PSNR in dB and shown in
Table 5.4. Qualitative results are given in Figure 5.3.

5.4.2 Results

Noise Analysis Figure 5.4 presents the results of NoiseBreaker classi�ers through confu-
sion matrices in log scale. The evaluation on 2200 images unseen during training (200 for each
class) gives an accuracy score of 93% for grayscale images and 91% for RGB images.

The most recurrent error (29% of all the errors for grayscale, 41% for RGB) is the misclas-
si�cation of low noise intensity images, classi�ed as clean (η5) or as other low intensity noise
(η0,0, η1,0, η2,0). These e�ects can be observed in Figure 5.4 (a) and (b) at (η0,0, η1,0), (η2,0, η0,0) or
(η1,0, η5), where the �rst and second indexes represent the actual class and the predicted class,
respectively. Clean images are sometimes classi�ed as having low intensity noise (26% of all
the errors for grayscale, 21% for RGB). Such errors can be seen at (η5, η0,0) and (η5, η1,0). The
impacts of such misclassi�cation are evoked in Section 5.4.3. Confusions also occur between
di�erent noise levels within a unique noise type, e.g. (η1,1, η1,2). They represent 33% of all
errors for grayscale and 22% for RGB. These latter errors have low impact on the �nal aim,
namely an e�cient denoising. Indeed, this type of misclassi�cation is caused by a noise level
at the edge between two classes. The selected denoiser is then not optimal for the actual noise
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C0 C1 C2 C3 C4 C5 Avg.
NoiseBreaker 23.68 26.33 27.19 29.94 29.70 30.85 27.95
MWCNN 26.22 26.84 26.77 31.28 30.59 31.62 28.89

Table 5.6 – Average PSNR in dB over the noise mixtures of Table 5.5 applied to grayscale
BSD68. Denoisers are NoiseBreaker and fully-supervised MWCNNs trained on the mixtures.
Note that a unique instance of NoiseBreaker handles all mixtures while a model of MWCNN
is trained independently for each mixture.

level but it addresses the correct noise type. Next paragraph evaluates the performance of the
classi�cation when associated to the gradual denoiser.

Gradual Denoising Table 5.4 compares denoising performance of NoiseBreaker BM3D
and N2V, and [LSJ20] on the noise mixtures of Table 5.5. Methods are evaluated on BSD68 and
DIV2K both in grayscale and RGB. Scores for noisy input images are given as baseline.

When evaluating the methods on BSD68 grayscale samples, NoiseBreaker operates 2dB
higher in PSNR than the competing method of [LSJ20], on average over the six mixtures. BM3D
and N2V su�er from being applied to noise mixtures far from Gaussian distributions and show
average PSNRs 5dB under NoiseBreaker. Note that NoiseBreaker, without previous contact
with the noise mixtures, outperforms N2V that is trained on each mixture. PSNR scores on
DIV2K grayscale match with results on BSD68, with NoiseBreaker outperforming N2V by
5dB. For SSIM scores, NoiseBreaker leads on BSD68 with a score of 0.85, 0.13 higher than
[LSJ20] and 0.54 higher than BM3D and N2V. On DIV2K, NoiseBreaker has an average SSIM
score of 0.83, 0.23 higher than BM3D. These quantitative results are con�rmed by qualitative
results of the �rst three rows of Figure 5.3.

When considering RGB denoising, a �rst observation is that N2V does not denoise as ex-
pected using the code and recommendations made available by authors. Indeed, N2V on BSD
produces an average PSNR only 1.3dB higher than the noisy samples. Another observation is
that for C5 on BSD68, the authors of [LSJ20] give, in their paper, a score 5dB under the PSNR
of noisy samples. NoiseBreaker, with an average PSNR of 25.95dB over the six mixtures on
BSD68, operates 4.8dB higher than [LSJ20]. In terms of SSIM, NoiseBreaker shows an average
score of 0.81, a 0.38 increase over [LSJ20]. The results follow the same trend on DIV2K with
NoiseBreaker reaching an average PSNR of 26.59dB and SSIM score of 0.82, respectively 2dB
and 15% higher than BM3D.

To further assess the results of NoiseBreaker, these are compared to the results of a fully su-
pervised method that removes the noise mixtures as a whole. MWCNN architecture is chosen
as the reference supervised denoiser and an independent model is trained for each evaluated
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mixture. Table 5.6 presents the average PSNR over the evaluation noise mixtures for Noise-
Breaker and MWCNNs models. On average, NoiseBreaker operates 0.95dB under the fully
supervised MWCNNs. The result for C0 show a 2.54dB loss over fully supervised MWCNN.
This mixture is the most challenging for a denoiser that does not have supervision on the en-
tire mixture. Indeed, it contains strong corruption that makes complicated a gradual approach.
This is further studied in Section 5.4.3. For classes C1 to C5, NoiseBreaker keeps up with super-
vised denoisers with an average loss of 0.6dB and a better score on C2. Note that in case of an
unknown mixture, MWCNN fully supervised training would not be possible. On the contrary,
NoiseBreaker handles the six evaluation noise mixtures with an only con�guration and adapts
to new mixture compositions. Figure 5.3 shows subjective results both for grayscale and RGB
samples. This �gure con�rms the fact that N2V underperforms on RGB images and the blur-
ring e�ect of BM3D. On the other hand, NoiseBreaker produces samples with relatively low
noise levels, clear edges and contrasts.

As a conclusion on noise mixture removal experiments, we show that NoiseBreaker keeps
up with the supervised denoiser MWCNN and outperforms the state of the art N2V method
and the related proposal of Liu et al [LSJ20].

5.4.3 Errors and Limitations

The following evaluates errors and limitations of NoiseBreaker.

When considering noise mixtures, NoiseBreaker �rst tackles the dominating noise detected
by the classi�er. When a primary noise is particularly stronger than the others, the �rst de-
noiser is tailored to remove a large corruption and its output image strongly di�ers from its
input. Thus, the intermediate restored image deviates in terms of noise distribution from what
is expected to be the second noise in the mixture. When such deviation happens, two problem-
atic behaviors are observed. In the �rst case, the second noise classi�cation fails to detect the
noise distribution and chooses a wrong denoiser that degrades the image. This failure results
in a major quality loss (Figure 5.5a). In the second case, the classi�er predicts the sample as
clean and no further denoising is performed, leaving some noise in the image (Figure 5.5b). In
the best case, the �rst denoiser alone e�ciently removes the two primary noises (Figure 5.5c).
As a general observation, NoiseBreaker operates with di�culty on heavy degradations such as
the one of evaluation class C0. This constitutes a promising research direction for improving
NoiseBreaker.
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(a) (b) (c)

Figure 5.5 – Examples of BSD68 grayscale samples for which the gradual denoising diverges
from the expected inverse corruption order. (a) and (b) are corrupted by C0, and (c) by C5.
In (a), a second wrong denoiser is applied and damages the sample. In (b), the clean class has
been detected but a low strength Gaussian noise is still present. In (c), the �rst Speckle noise
removal has also removed most of the Poisson Noise component of the mixture.

5.5 Experiments: Ablation Study

In this section, experiments are conducted separately on core features of NoiseBreaker.
Experiments evaluate the respective impact on the results of NoiseBreaker of the noise classi-
�cation and of the primary denoisers. For the ablation study, only grayscale images are used.
The training dataset is the same as in Section 5.4.

5.5.1 Impact of Classi�cation on NoiseBreaker

NoiseBreaker performance depends on the performance of its noise classi�er and on the
capacity of each primary denoiser to remove its primary noise distribution. The following
evaluates the impact of noise classi�cation on the performance of NoiseBreaker.

5.5.1.1 Backbone Choice

Three backbones are compared to justify the choice of MobileNetV2 as the NoiseBreaker
backbone. The compared backbones are MobileNetV2, DenseNet121 and Resnet50V2. These
three backbones are chosen for their limited complexity and good performance on the ILSVRC
validation set. Table 5.7 shows that the performances of the three backbones are close to each
other. Resnet50V2 and DenseNet121 reach an accuracy of 0.94 while MobileNetV2 scores 0.93.
While being close in accuracy, MobileNetV2 has respectively 10 and 3 times less parameters
than Resnet50V2 and DenseNet121.

83



Chapter 5 – Mixture Noise Denoising Using a Gradual Strategy

Backbone Number of Parameters Accuracy
ResNet50V2 [He+16b] 23, 564, 800 0.94
DenseNet121 [Hua+17] 7, 037, 504 0.94
MobileNetV2 [How+17] 2,257,984 0.93

Table 5.7 – Comparison of backbones as noise classi�er of NoiseBreaker. MobileNetV2 is cho-
sen because it is the least complex while having competitive accuracy on the noise analysis
evaluation dataset of Section 5.4.1.

Backbone C0 C1 C2 C3 C4 C5 Avg.
ResNet50V2 23.89 26.48 27.32 29.81 29.55 30.85 27.98
MobileNetV2 23.68 26.33 27.19 29.94 29.70 30.85 27.95

Table 5.8 – Average PSNR in dB over the classes of Table 5.5 for two backbones to be used in
the noise classi�er of NoiseBreaker. MobileNetV2 is chosen for its good performance-to-cost
ratio.

Table 5.8 compares NoiseBreaker performances using ResNet50V2 and MobileNetV2 as
classi�er backbones. On average over the six evaluation classes, NoiseBreaker with Mo-
bileNetV2 backbone operates only 0.03dB under the version with ResNet50V2. NoiseBreaker
with MobileNetV2 backbone performs better for the last three mixtures and is only 0.21dB
below on the others. The classi�er is used at each iteration of the gradual denoising process
of NoiseBreaker. These results validate the use of MobileNetV2 as backbone since its perfor-
mances is only 0.03dB under the one of ResNet50V2 while being ten times lighter.

5.5.1.2 Classi�cation Order

NBreaker-I is an ideal version of NoiseBreaker without a classi�er for noise analysis. The
gradual denoising is conducted in the exact inverse order of corruption by primary noises.
For instance, when using NBreaker-I on the evaluation mixture C4, the primary denoiser for
the class η4 is applied, followed by the primary denoiser for the class η3. The performance of
NBreaker-I is shown in Table 5.9. It should be noted that removing the noises in the exact in-
verse order of corruption does not improve the results obtained by NoiseBreaker. NoiseBreaker
gives better results for four of the six evaluation classes, and operates 0.75dB over NBreaker-I
on average over the six classes. These results demonstrate that NoiseBreaker is robust to the
wrong decisions of its classi�er. Depending on the noise mixture composition and primary
denoisers capacities, it happens that the second corruption is removed by the �rst denoiser.
In such a case, the NoiseBreaker classi�er predicts the clean class and no further processing
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is conducted. NBreaker-I performance particularly show that an additional denoising step in
this speci�c case damages the image.

Denoiser C0 C1 C2 C3 C4 C5 Avg.
NBreaker-I 23.96 25.02 25.05 30.07 28.77 30.35 27.20
NoiseBreaker 23.68 26.33 27.19 29.94 29.70 30.85 27.95

Table 5.9 – Average PSNR in dB over the classes of Table 5.5 for NBreaker-I and NoiseBreaker.

5.5.2 Impact of Primary Denoisers

NoiseBreaker employs primary denoisers depending on the noise classi�er prediction. The
primary denoisers are the actuators of the image restoration. The following study evaluates
two points that distinguish the proposed method from state of the art, namely class re�nement
and denoising architecture tailoring to each noise type.

5.5.2.1 Noise Class Re�nement

NBreaker-N is a version of NoiseBreaker that does not use class re�nement. Each noise
type is represented by a single class that includes the entire range of parameter values, when
applicable. The results of the comparison between NoiseBreaker and NBreaker-N are shown in
Table 5.10. On average over the six evaluation classes, NoiseBreaker operates 0.11dB higher
than NBreaker-N and presents the best results on four classes. This gain, while moderate,
shows that class re�nement does improve denoising performance.

Denoiser C0 C1 C2 C3 C4 C5 Avg.
NBreaker-N 22.80 26.86 27.59 29.86 29.65 30.29 27.84
NoiseBreaker 23.68 26.33 27.19 29.94 29.70 30.85 27.95

Table 5.10 – Average PSNR in dB over the classes of Table 5.5 for NBreaker-N and NBreaker.

5.5.2.2 Architecture Distinction

Table 5.11 presents the comparison between NoiseBreaker and NBreaker-S. In NBreaker-
S, all the primary denoisers use the MWCNN architecture. MWCNN is chosen here as the
reference architecture since it proves to perform better on average over the classes of the
benchmark study of Table 5.3. The results of Table 5.11 show a signi�cant gain, as NoiseBreaker
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operates on average 0.21dB over NBreaker-S. The denoiser distinction makes NoiseBreaker
perform better on four of the six evaluation classes.

Denoiser C0 C1 C2 C3 C4 C5
NBreaker-S 22.77 26.65 27.54 29.50 29.43 30.54
NoiseBreaker 23.68 26.33 27.19 29.94 29.70 30.85

Table 5.11 – Average PSNR in dB over the classes of Table 5.5 for NoiseBreaker using di�erent
denoising architectures for each noise type and a version of NoiseBreaker called NBreaker-S
using MWCNN for all primary denoisers.

5.6 Conclusion

This chapter has introduced a gradual image denoising strategy called NoiseBreaker.
NoiseBreaker iteratively detects the image dominating noise using a trained classi�er with
an accuracy of 93% and 91% for grayscale and RGB samples, respectively. Under the assump-
tion of grayscale sequential noise mixtures, NoiseBreaker performs 0.95dB under the super-
vised MWCNN denoiser without being trained on any mixture noise. Neither the classi�er
nor the denoisers are exposed to mixture noise during training. NoiseBreaker operates 2dB
over the gradual denoising of [LSJ20] and 5dB over the state of the art self-supervised de-
noiser Noise2Void. When applied to Red Green Blue (RGB) samples, NoiseBreaker operates
5dB over [LSJ20] while Noise2Void underperforms. Moreover, this chapter has demonstrated
that making noise analysis to guide the denoising is not only e�cient on noise type, but also
on noise intensity.

This chapter has showed the practicality of NoiseBreaker on six di�erent synthetic noise
mixtures. Future works include the application of NoiseBreaker to noisy images corrupted
with deeper noise mixtures, i.e. made of more than two primary noises. While the hypothesis
has been made in Chapter 2 that the eavesdropping noise is a sequential mixture, NoiseBreaker
has not proven to be e�cient on its removal.

Next chapter proposes to automate the interpretation of eavesdropped samples using a
Deep Learning (DL)-based textual retrieval and en according custom metric. A dataset crafted
for the task is also introduced.
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Direct Interpretation of Eavesdropped Images
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6.1 Introduction

As introduced in Chapter 2, all electronic devices produce Electro Magnetic (EM) emana-
tions that not only interfere with radio devices but also compromise the data handled by the in-
formation system. A third party may perform a side-channel analysis and recover the original
information, hence compromising the system privacy. While pioneering work of the domain
focused on analog signals [Van85], recent studies extend the eavesdropping exploit using an
EM side-channel attack to digital signals and embedded circuits [Kuh13]. The attacker’s pro�le
is also taking on a new dimension with the increased performance of Software-De�ned Radio
(SDR). With recent advances in radio equipment, an attacker can leverage advanced signal pro-
cessing to further stretch the limits of the side-channel attack using EM emanations [Gen+18].
With the fast evolution of deep neural networks, an attacker can extract patterns or even the
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Figure 6.1 – Experimental setup: the attacked system includes an eavesdropped screen (1)
displaying sensitive information. It is connected to an information system (2). An interception
chain including an SDR receiver (3) sends samples to a host computer (4) that implements our
proposed automated interpretation.

full structured content of the intercepted data with a high degree of con�dence and a limited
execution time.

In this chapter, a learning-based method is proposed to not only denoise eavesdropped
images but also interpret them. To reduce the scope, the method focuses on textual images.
In fact, we consider that con�dential documents mainly contain text. The method is based on
the specialization of Mask R-CNN [He+17] as a denoiser and classi�er. A complete system is
demonstrated, embedding SDR and deep-learning, that detects and recovers leaked informa-
tion at a distance of several tens of meters. It provides an automated solution where the data
is interpreted directly. The solution is compared to other system setups.

The chapter is organized as follows. ?? presents existing methods to recover information
from EM emanations. Section 6.2 describes the proposed method for automatic character re-
trieval. Experimental results and detailed performances are exposed in Section 6.3. Section 6.4
introduces an open dataset of eavesdropped natural images and proposes some experiments
to characterize the corruptions the dataset contains. Section 6.5 concludes the chapter.

This chapter contributions have been published in : F. Lemarchand, C. Marlin, F. Montreuil,
E. Nogues, and M. Pelcat, « Electro-Magnetic Side-Channel Attack Through Learned Denoising
and Classi�cation », in 2020 IEEE International Conference on Acoustics, Speech and Signal Pro-
cessing (ICASSP), 2020, p. 2882–2886.
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6.2 Proposed Side-Channel Attack

6.2.1 System Description

Figure 6.1 shows the proposed end-to-end solution. The system is the same as the one pro-
posed in Chapter 2 but the host computer implements our automated interpretation method.
The interception system automatically reconstructs leaked visual information from compro-
mising emanations. The setup is composed of two main elements. At �rst the antenna and
SDR processing capture in the Radio Frequency (RF) domain the leaked information originat-
ing from the displayed video. Then, the demodulated signal is processed by a host computer,
recovering a noisy version of the original image [Kuh13] leaving room for advanced image
processing techniques. On top of proposing an end-to-end solution from capturing to the data
itself, the system includes machine interpretation. It captures compromising signals and recog-
nizes automatically the leaked data assuming textual information. A �rst step based on a Mask
R-CNN (Mask R-CNN) architecture embeds the following: denoising, segmentation, character
detection/localization, and character recognition. A second step post-processes the Mask R-
CNN output. A Hough transform is done for text line detection and a Bitap algorithm [Mye99]
is applied to approximate match information. This setup detects several forms of compromis-
ing emanations (analog or digital) and automatically triggers an alarm if critical information
is leaking. Next sections detail how the method is trained and integrated.

6.2.2 Dataset Construction

A substantial e�ort has been made on building a process that semi-automatically gener-
ates and labels datasets for supervised training. Each sample image is made up of a uniform
background on which varied characters are printed. Using that process, an open data corpus
of 123.610 labeled samples, speci�c to the problem at hand, has been created to further be used
as training, validation and test datasets. This dataset is available online 1 to train denoiser ar-
chitectures in di�cult conditions.

The proposed setup, to be trained, denoises the intercepted sample images and extracts
their content, i.e. the detected characters and their positions. The input space that should be
covered by the training dataset is large and three main types of interception variability can
be observed. Firstly, interception induces an important loss of the information originally ex-
isting in the intercepted data. The noise level is directly linked to the distance between the

1. https://github.com/opendenoising/interception_dataset
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Figure 6.2 – A reference sample is displayed on the target screen (top-left). The interception
module outputs uncalibrated samples. Vertical and horizontal porchs (red) helps alignment
and porch withdrawal (top-right). Samples are rescaled and split into patches to obtain the
same layout than the reference set.

antenna and the target. Several noise levels are generated by adding RF attenuation after the
antenna. That loss itself causes inconsistencies in the rasterizing stage. Secondly, EM emana-
tions can come from di�erent sources, using di�erent technologies, implying in turn di�erent
intercepted samples for the same reference image. The dataset covers Video Graphics Array
(VGA), Display Port (DP)-to-Digital Visual Interface (DVI) and High-De�nition Multimedia
Interface (HDMI) cables and connectors. Besides this unwanted variability, a synthetic third
type of variability is introduced to solve the character retrieval problem. Many di�erent char-
acters are introduced in the corpus to be displayed on the attacked screen. They range from 11
to 70 points in size and they are both digits and letters, and letters are both upper and lower
cases. Varied fonts, character colors and background colors, as well as varied character posi-
tions in the sample are used. Considering these di�erent sources of variability, the dataset is
built trying to get an equi-representation of the di�erent interception conditions.

The choice has been made to display on the target screen a sample containing patches of
size 256 × 256 pixels (top-left image of Figure 6.2). For building the dataset, having multiple
patches speeds the process up because smaller samples can be derived from a single screen
interception and more variability can be introduced in the dataset. The main challenge when
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creating the dataset lies in the sample acquisition itself. Indeed, once intercepted, the samples
are not directly usable. The interception process outputs samples such as the one of Figure 6.2
(middle-top) where intercepted characters are not aligned (temporally and spatially) with re-
spective reference samples. An automated method is introduced that uses the porches, arti�-
cially colored in red in Figure 6.2 (middle-top), to align spatially samples. Porches are detected
using brute-force search of large horizontal and vertical gradients (to �nd vertical and hori-
zontal porches, respectively). A validation step ensures the temporal alignment, based on the
insertion of a QRCode in the upper-left patch. If the QRCode is similar between the reference
and the intercepted image, the image patches are introduced in the dataset.

Data augmentation [MG18] is used to enhance the dataset coverage area. It is done onto
patches to add variability into the dataset and reinforce its learning capacity. Conventional
methods are applied to raw samples to linearly transform them (Gaussian and median blur,
salt and pepper noise, color inversion and contrast normalization).

6.2.3 Implemented Solution to Catch Compromising Data

In order to automate the interception of compromising data, the Mask R-CNN has been
turned into a denoiser and classi�er. The implementation is based on the one proposed by W.
Abdulla 2. Other learning-based and expert-based signal processing methods, discussed in Sec-
tion 6.3.2, are also implemented to assess the quality of the proposed framework. Mask R-CNN
is a framework adapted from the previous Faster R-CNN [Ren+17]. The network consists of
two stages. The �rst stage, also known as backbone network, is a ResNet101 convolutional net-
work [He+16a] extracting features out of the input samples. Based on the extracted features,
a Region Proposal Network (RPN) proposes Region of Interests (RoIs). RoIs are regions in the
sample where information deserves greater attention. The second stage, called head network,
classi�es the content and returns bounding box coordinates for each of the RoIs. The main
di�erence between Faster R-CNN and Mask R-CNN lies in an additional Fully Convolutional
Network (FCN) branch [SLD17] running in parallel with the classi�cation and extracting a
binary mask for each RoI to provide a more accurate localization of the object of interest.

Mask R-CNN is not originally designed to be used for denoising but rather for instance
segmentation. However, it �ts well the targeted problem. Indeed, the problem is similar to a
segmentation where signal has to be separated from noise. As a consequence, when properly
feeding a trained Mask R-CNN network with noisy samples containing characters, one obtains

2. https://github.com/matterport/Mask_RCNN
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Confidence
Mark

Figure 6.3 – The output of Mask R-CNN may be used in two ways. The segmentation can be
drawn (left) and further processed by an Optical Character Recognition (OCR), or the Mask
R-CNN classi�er can directly infer the sample content (right) and propose some display and
con�dence information.

lists of labels (i.e. characters recognition), as well as their bounding boxes (characters local-
ization) and binary masks representing the content of the original clean sample. The setup
of the classi�cation branch allows to be language-independent and to add classes other than
characters.

Two strategies can be employed to exploit Mask R-CNN components for the problem. The
�rst idea is to draw the output masks of Mask R-CNN segmentation (Figure 6.3 left-hand side)
and request an OCR to retrieve characters from the masks. A second possibility is to make use
of the classi�cation faculty of Mask R-CNN (Figure 6.3 right-hand side) and obtain a list of
labels without using an OCR engine. The second method using the classi�er of Mask R-CNN
proves to be better in practice, as shown in Section 6.3.2.

The training strategy is to initialize the training process using pre-trained weights [Mah+18]
for the MS COCO [Lin+14] dataset, made available by the authors of Mask R-CNN. First, the
weights of the backbone are frozen and the head is trained to adapt to the application. Then,
the weights of the backbone are relaxed and both backbone and head are trained together until
convergence. This process is done to ensure the convergence and speed up training.

6.3 Experimental Results

6.3.1 Experimental Setup

The experimental setup is de�ned as follows: the eavesdropped display is 10 meters away
from the interception antenna. A RF attenuator is inserted after the antenna. It ranges from 0
dB to 24 dB to simulate higher interception radius and generate a wide range of noise values.
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(a) (b) (c)

Figure 6.4 – Three samples (left, middle, right) displayed at di�erent stages of the intercep-
tion/denoising pipeline. From top to bottom: the reference patch displayed on the screen; the
patch after rasterization (raw patch); the patches denoised with Block-Matching 3D (BM3D),
autoencoder and Mask R-CNN.
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Compromising emanations are issued either by a VGA display, a DP-to-DVI cable or an HDMI
connector. The interception system is depicted in Figure 6.1: the antenna is bilog, the SDR
device automatically recovering parameters [De +18] is an Ettus X310 receiving with a 100
MHz bandwidth to recover the compromised information with a �ne granularity [Kuh13].
The host computer running post-processing has a linux operating system, an Intel®Xeon®W-
2125 Central Processing Unit (CPU) and an Nvidia GTX 1080 Ti Graphics Processing Unit
(GPU). The host computer rasters the compromising data using the CPU while the proposed
learning-based denoiser/classi�er runs also on the GPU.

6.3.2 Performance Comparison Between Data Catchers

The purpose of the exposed method is to analyze compromising emanations. Once a signal
is detected and rasterized, intercepted emanations should be classi�ed into compromising or
not. Figure 6.4 illustrates the outputs of di�erent implemented denoisers. More examples are
available at 3. It is proposed to assess the data leak according to the ability of a model to re-
trieve original information. A ratio between the number of characters that a method correctly
classi�es from an intercepted sample, and the true number of characters in the corresponding
clean reference is used as a metric.

The quality assessment method is the following. First, a sample containing a large num-
ber of characters is pseudo-randomly generated (similar to dataset construction). The sample
is displayed on the eavesdropped screen and EM emanations are intercepted. The proposed
denoising/retrieval is applied and the obtained results are compared to the reference sample.
The method using Mask R-CNN produces directly a list of retrieved characters. Other meth-
ods, implemented to compare the e�ciency of the proposal, use denoising in combination with
the Tesseract [Smi07] OCR. Tesseract is a well performing OCR engine, retrieving characters
from images. It produces a list of characters retrieved from a denoised sample. As the output
of Tesseract is of the same type as the output of Mask R-CNN classi�cation, metrics can be
extracted to fairly compare methods.

An end-to-end evaluation is used measuring the quality of characters classi�cation. A F-
score (see Section 3.5.2) is computed. For simpli�cation and not use an alignment process, a
true positive is chosen here to be the recognition of a character truly existing in the reference
sample.

3. https://github.com/opendenoising/extension
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Denoiser OCR F-Score precision recall
Raw

Tesseract

0.04 0.20 0.02
BM3D 0.13 0.22 0.09

Noise2Noise 0.17 0.25 0.12
AutoEncoder 0.24 0.55 0.15

RaGAN 0.24 0.42 0.18
UNet 0.35 0.62 0.25

Mask R-CNN 0.55 0.82 0.42
Mask R-CNN Mask R-CNN 0.68 0.81 0.57

Table 6.1 – Character recognition performance for several data catchers using either denoising
and Tesseract, or Mask R-CNN (Mask R-CNN) classi�cation. Mask R-CNN classi�er outper-
forms others methods with a 0.68 F-score on the test set.

Table 6.1 presents the results of di�erent data catchers on a test set of 12563 patches. All
denoising methods are tested using Tesseract, and compared to Mask R-CNN classi�cation
used as OCR. Tesseract is �rst applied to raw (non-denoised) samples as a point of reference.
BM3D is the only expert-based denoising solution tested. Noise2Noise, AutoEncoder, RaGAN
and UNet are di�erent deep learning networks con�gured as denoisers. As shown in Table 6.1,
Mask R-CNN classi�cation outperforms all other methods. The version of Mask R-CNN using
its own classi�er is better than the Tesseract OCR engine applied on Mask R-CNN segmenta-
tion mask output. It is also interesting to look at precision and recall scores that compose the
F-score. Both Mask R-CNN methods perform better than other methods for the two indices.
Precision is almost the same for both methods, meaning that they both present the same ratio
of good decision. The di�erence lies in the recall score. The 0.42 recall score of the version
using Tesseract is lower than the 0.57 score of the method using its own classi�er, indicating
that the latter version miss less characters. The main advantage of the Mask R-CNN is that the
processing tasks to solve the �nal aim of textual information recovery are jointly optimized.

Another key performance indicator of learning-based algorithms is inference time (Ta-
ble 6.2). The proposed implementation using Mask R-CNN infers results from an input sample
of resolution 1200×1900 in 4.04s in average. This inference time, although lower than BM3D
latency, is admittedly higher than other neural networks and hardly real-time. Nevertheless,
the inference time of Mask R-CNN includes all the denoising/OCR process and provides a
largely better retrieval score. In the context of a continuous listening of EM emanations, it
provides an acceptable trade-o� between processing time and interception performance. The
optimization of the inference time could be considered as a future work with the recent ad-
vances in accelerating neural network inference [Zha+16; He+18].
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Denoiser OCR Inference Timing (s)
Raw

Tesseract

0.19
BM3D 21.8

Autoencoder 1.15
Mask R-CNN 4.22
Mask R-CNN Mask R-CNN 4.04

Table 6.2 – Inference time for several data catchers using Tesseract or Mask R-CNN classi�-
cation as OCR. Input resolution is 1200× 1900 and it is processed using a split in 28 patches.
Mask R-CNN classi�er is slower than the autoencoder but still faster than BM3D.
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6.4 An Opening to Eavesdropped Natural Images

In this manuscript, we focused on textual images, when evoking eavesdropped images. As
evoked in Chapter 3, the properties of textual images are di�erent from those of natural images.
To go further on the restoration and interpretation of eavesdropped images, we propose in this
section a dataset made of natural eavesdropped samples and their clean references. Dubbed
Natural Interception Dataset (NID), the dataset is publicly available on GitHub 4.

First, the acquisition process of the Natural Interception Dataset (NID) dataset is detailed.
Discussions on the noise corrupting the dataset follow.

6.4.1 Dataset Construction

The NID is a dataset of natural eavesdropped images. The underlying data is made of
Berkeley Segmentation Dataset (BSD) [Mar+01] samples. Using the protocol described in the
following, we obtained the eavesdropped counterpart of all BSD68 samples as well as this of
424 BSD432 samples out of the original 432.

Building a supervised dataset of eavedropped samples is complicated due to the impaire-
ments evoked in Section 2.3. First, it is complicated to know the position of the desired image
part in the eavesdropped reconstructed image. Second, the image is noisy by nature which
makes di�cult any correlation or corner detection technique. Identi�cation markings like QR
codes are also di�cult to detect for noisy/reference pairing.

We use a method for building the dataset which is close but not equal to the one used in
Section 6.2.2 to contruct the dataset of eavesdropped text images. The dataset is contructed
in two phases. First, the images are displayed on a screen and eavesdropped with the same
experimental system as the one of Figure 2.4. The images are jointly displayed with a QR
code. This QR code enables pairing noisy and reference images since each image as its own.
A cross sight is also drawn and used to retrieved the position of the data of interest in the
eavesdropped image. Indeed, as can be seen on the top-right part of Figure 6.5, such sight still
appears clearly in eavesdropped samples. The QR code cannot be used for this purpose since its
content changes and no corner is always visible, depending on the encoded value. The image
cannot be used either since the sharpness of its corner depends on its original content.

Second, the images are post-processed. The cross sight is �rst retrieved. The QR code be-
ing positioned directly on the right-bottom quarter, created by the sight, is cropped and inter-
preted. The top-left corner of the image is always positioned at the same position with respect

4. https://github.com/opendenoising/NID
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Displayed Eavesdropped

Noisy QR Code

Figure 6.5 – Contruction of NID, a natual eavesdropped supervised dataset. A reference sample
is displayed on a screen jointly with a QR code and a cross. The screen is eavesdropped and the
image reconstrcuted. The cross is detected, the QR code cropped for reading and identi�cation
and the noisy image extracted.

to the sight. It can thus be cropped once the sight identi�ed. The BSD dataset contains both
portrait and landscape samples. A measure of standard deviation is then used to de�ned wei-
ther a landscape or portrait crop should be done. Indeed, the part of the eavesdropped sample
that contains image data has a smaller standard deviation compared to the background, which
is noise.

The noisy nature of the eavesdropped images complicates the identi�cation of the cross
sight as well as the reading of the QR Code. Even repeating the procedure several times per
BSD image, it has been impossible to collect 8 reference/clean image pairs out of the 432 of
the training set. For the potential users to be informed, these 8 images are identi�ed and listed
on the NID GitHub repository .

6.4.2 Does a Gaussian Denoiser Transfer to Eavesdropping?

In the previous section we proposed the NID. It is made of eavesdropped natural images.
An interesting study would be to train ToxicAI, the direct interpretation proposed earlier in
this chapter, on this dataset. We leave this study as a future work but we conduct in this section
experiments to understand deeper the noise content of NID.

When looking at Figure 6.6, the appereance of the NID samples let us think that the noise
corrupting the samples is something close to an Additive White Gaussian Noise (AWGN). An
human would then accordingly select a Gaussian denoiser to address this corruption. We show
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Figure 6.6 – Three NID samples and their references.

in the following that a Gaussian denoiser, applied as is, cannot remove the eavesdropping cor-
ruption. Also, we demonstrate that the poor performances of denoisers developed for Gaussian
on eavesdropped text images in Chapter 4 do not come from the type of original content.

In Chapter 4, we compared di�erent architectures on various types of noise. To serve this
comparison, we trained from scratch and under equal conditions the di�erent algorithms and
evaluate them on the corruptions they were trained for. Instead, we choose here to train, using
our OpenDenoising tool, two instances of an only architecture using two di�erent datasets and
observe how the obtained models transfers when evaluating on the other evaluation set. The
two datasets are NID, noisy by nature, and BSD corrupted with AWGN.

For the experiments, we �x the denoising architecture to the one of Denoising Convolu-
tional Neural Network (DnCNN) [Zha+17], with L = 20 layers. We choose this architecture
since it is has proven e�cient on AWGN removal. We do not apply data augmentation. The
�rst dataset is made of BSD samples corrupted by an AWGN with σ = 50, its standard devia-
tion. The second dataset is the above-presented NID. As we mentionned earlier, 8 BSD samples
are missing in the training set of NID. To be consistent, we also removed the 8 missing samples
from the Gaussian corrupted training dataset. For training, we use patching with size p = 40
for both datasets. The training last Nepochs = 100, the initial learning rate is lr = 10−3 and is
divided by 10 every 30 epochs. An Adam optimizer is applied following an Mean Square Error
(MSE) loss function. The best model is selected during training based on the Peak Signal to
Noise Ratio (PSNR) obtained on the validation set. For evaluation, we use the entire images
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Training
Evaluation AWGN σ = 50 Eavesdropping

AWGN σ = 50 25.57/0.71 9.68/0.40
Eavesdropping 6.51/0.16 16.29/0.52
No Denoising 14.15/0.15 9.27/0.25

Table 6.3 – PSNR (dB) and SSIM measures for two DnCNNs. The models are trained on a dataset
corrupted by AWGN and by eavesdropping. The evaluation is conducted for both models on
the two corruptions. Metrics on the noisy sets are given as a reference.

of BSD68 accordingly corrupted and measure the performances using PSNR and Structural
Similarity (SSIM).

Table 6.3 presents the results of the evaluation of the two trained models on the two cor-
rupted evaluation sets. The metrics computed on the noisy sets are given as a reference. We
observe from this tab that a denoiser trained for AWGN does not operate well when applied
as is on eavesdropping samples. In fact, the model trained on AWGN obtains an average PSNR
of 9.68dB on the eavesdropped evaluation set while its score was 25.57dB on its own evalu-
ation set. regarding SSIM, the denoising results in a progressiion of 46%. However, the index
value is still limited with a value of 0.4. The conclusion is the same on the opposite way,
a denoiser trained on eavesdropped samples cannot restore AWGN-corrupted samples. The
model trained on eavesdropped images obtains an average PSNR of 16.29dB on the eaves-
dropped evaluation set while its score drops to 6.51dB on the AWGN evaluation set. Applying
a denoiser for eavesdropped samples on AWGN-corrupted samples even degrades the image
quality.

Figure 6.7 displays visual results of applying the two models on the evaluation sets, for
two images. The �rst column shows the noisy versions of the two images. The second column
displays the images denoised using the model trained for AWGN removal. The third column
presents the images denoised using the model trained for eavesdropping corruption removal.
Finally, the clean images are given as reference. This �gure shows that the eavesdropping cor-
ruption is poorly removed, even when using the model trained accordingly. It also con�rms
that it is not possible to transfer a model, learned on a denoising corruption, to another cor-
ruption. In fact, the images denoised by the model that was not trained for this corruption
have a poor quality. As an example, on the second image, corrupted with AWGN and denoised
with the model for eavesdropping corruption, the train is not visible after denoising.

These experiments bring three majors conclusions. First, it is not possible to transfer di-
rectly a denoiser trained on a corruption A to the removal of a corruption B. Second, the
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Figure 6.7 – Visual results of the experiments on NID. The denoising models are trained on
a dataset corrupted by AWGN and by eavesdropping. The evaluation is conducted for both
models on the two corruptions.
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eavesdropping noise cannot be simulated using an AWGN distribution. Finally, the results of
Table 6.3 suggest that the DnCNN architecture designed for AWGN does not perform well
on eavesdropped image removal, even with according training. In fact, we observe that the
∆P SNR (denoised PSNR - noisy PSNR) is 4.4dB lower for eavesdropping, compared to AWGN.
It must be noted that the initial eavesdropped samples have a worst quality with an average
PSNR of 9.27dB compared to the 14.15dB of the AWGN dataset.

Finally, a second case study is conducted. It aims at evaluating how a gaussian denoiser
extend to the removal of eavedropping corruption. Two conclusions are drawn from the ex-
periments. First, a model trained for AWGN cannot be used as is on eavesdropped samples.
Second, when properly trained, the DnCNN architecture brings the same denoising ratio on
AWGN and eavesdropping corruption.

6.5 Conclusions

This chapter has presented how an EM side-channel attack can be automated, from data
retrieval to data interpretation, by employing deep learning methods. The employed experi-
mental setup for demonstrating fully automated information extraction is based on the Mask
R-CNN network and on the eavesdropping of textual information. The �nal setup is capable
of recovering 57% of a leaked textual information from a standard screen.

This chapter shows that taking some assumptions on image content, the information inter-
ception process can be fully automated until semantic extraction. Such an automation opens
for future work on automated audit and countermeasures.
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CHAPTER 7

Conclusion

As shown throughout this document, Electro Magnetic (EM) compromising emanations
are a threat to the con�dentiality of Information Processing Equipments (IPEs) that handle
sensitive information. Analyzing a side-channel, an attacker may have access to con�dential
information. Due to voltage changes, video signals transmitted through cables and connectors
are subject to EM side-channel emanations. The transmitted images may be recovered from
this side-channel but reconstructed images are strongly corrupted. At the same time as the
research on enhancing EM side-channel attacks progresses, Deep Learning (DL) has revolu-
tionnized image restoration and interpretation. In this context, this document has proposed
studies to evaluate the interest of image processing and DL to reinforce the restoration and
interpretation of eavesdropped images.

These studies demonstrate several elements. State of the art restoration and interpretation
methods do not directly transfer to eavesdropped images. In fact, the corruption contained in
these images is hybrid, because of the origins of the corruption (noise, interferences, informa-
tion overlap), and does not follow simple parametric distributions. However, it is di�cult to
separate the di�erent contributions of that hybrid corruption. While using a gradual removal
strategy has proven its e�ciency on mixtures of simple parametric noises, eavesdropping noise
cannot be removed based on an usual parametric noise using such method. Training learning
based image restoration with custom data, it is nevertheless possible to remove part of this
complicated corruption. Finally, it has been proven that DL can automate the interpretation of
eavesdropped images containing textual information. With an automated synchronization of



the interception process, this is a step further towards fully automated EM emanations exloi-
tation.

The contributions presented in this thesis are among the �rst published on the use of image
processing to enhance and automate the interpretation of images reconstructed from EM side-
channel emanations. In addition to providing promising results, several implementations are
provided open source on GitHub.

7.1 Research Contributions

To progress on the interpretation of eavesdropped images, Chapter 2 has given an overview
of the state of the art rastering techniques as well as on the origins of the hybrid noise gen-
erated by the eavesdropping process. Given these �ndings, Chapter 3 has introduced image
processing features likely to be used for eavesdropped image restoration and interpretation.
The three main contributions proposed in this manuscript rely on these preliminary chapters
and are summarized in this section.

7.1.1 Benchmarking of Image Restoration Algorithms

Chapter 3 has highlighted the complexity of fairly comparing methods evaluated in di�er-
ent conditions. To solve this issue, the OpenDenoising tool has been proposed in Chapter 4.
OpenDenoising benchmarks image denoisers and aims at comparing methods on a common
ground in terms of datasets, training parameters and evaluation metrics. Supporting several
languages and learning frameworks, OpenDenoising is also extensible and open-source.

The second contribution of the chapter is a comparative study of image restoration in
the case of a complex noise source, including eavesdropped images. Three major conclusions
arise from the comparative study. First, the di�erence in terms of performance between expert-
based and learning-based methods rises as the complexity of the noise grows. Second, the rank-
ing of methods is strongly impacted by the nature of the noises. Finally, Multi-level Wavelet
Convolutional Neural Network (MWCNN) proves to be the best method for the considered
real-world interception restoration task. It slightly outperforms Denoising Convolutional Neu-
ral Network (DnCNN) and RED30 while being substantially faster, in inference mode.

These results show that restoring an image from a complex noise is not universally solved
by a single method and that choosing a denoiser requires automated testing.
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This chapter has led to the public release of the OpenDenoising benchmark tool 1.

7.1.2 Mixture Noise Denoising Using a Gradual Strategy

Chapter 2 and Chapter 3 have suggested that the corruption generated by the eavesdrop-
ping process is a sequential mixture of several primary corruptions.

Chapter 5 introduces a gradual image denoising strategy called NoiseBreaker. Noise-
Breaker iteratively detects the image dominating noise using a trained classi�er with an ac-
curacy of 93% and 91% for grayscale and RGB samples, respectively, when primary noises
are known and parametrized. Under the assumption of grayscale sequential noise mixtures,
NoiseBreaker performs only 0.95dB under the supervised MWCNN denoiser without being
trained on any mixture noise. Neither the classi�er nor the denoisers are exposed to mixture
noise during training. NoiseBreaker operates 2dB over the gradual denoising of [LSJ20] and
5dB over the state of the art self-supervised denoiser Noise2Void. When using RGB samples,
NoiseBreaker operates 5dB over [LSJ20] while Noise2Void underperforms. Moreover, this pa-
per demonstrates that making noise analysis guide the denoising is not only e�cient on noise
type, but also on noise intensity.

This chapter has demonstrated the practicality of NoiseBreaker on six di�erent synthetic
noise mixtures. Nevertheless, the NoiseBreaker version proposed in the chapter has not per-
mitted to conclude on the e�ciency of the method to restore eavesdropped images. Con-
sequently, it is not possible to validate the hypothesis of the sequential composition of the
eavesdropping corruption.

7.1.3 Direct Interpretation of Eavesdropped Images

Handling data while ensuring trust and privacy is challenging for information system de-
signers. Chapter 6 presents how the attack surface can be enlarged with the introduction of
deep learning in an EM side-channel attack. The proposed method, called ToxicAI, uses Mask
R-CNN as denoiser and it automatically recovers more than 57% of characters, present in the
test set. In comparison, the best denoising/Optical Character Recognition (OCR) pair retrieves
42% of characters. The proposal is software-based, and runs on the host computer of an o�-
the-shelf Software-De�ned Radio (SDR) platform.

This chapter has led to the public release of two datasets of eavesdropped samples:

1. https://github.com/opendenoising/opendenoising-benchmark
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• a dataset of eavesdropped images made of text characters and their references 2,
• a dataset of eavesdropped natural images, based on Berkeley Segmentation Dataset

(BSD), dubbed Natural Interception Dataset (NID) 3.

7.2 Prospects – Future Works

The work presented in this document opens opportunities for future research on eaves-
dropped image restoration and interpretation. This section proposes research directions to go
deeper using our proposed methods, but also more general research directions.

7.2.1 Signal Detection in Eavesdropping Noise

In Chapter 2 we explained why we study the application of image processing techniques to
eavesdropped images. We then hypothetised that leveraging such methods, it could be possible
to relax the required precision when setting up the raster process that transform the 1D signal
into an image.

To continue in this direction it would be interesting to design a signal detection method in
eavesdropped images. In fact, we hypothetize that when the interception system reconstructs
an image from a signal that contains no information (no screen emanations or nothing dis-
played on the screen), the reconstruction should be composed of pure noise. Once a signal
mixes to this pure noise (content on the screen), the recontructed image ditribution should
deviate. Identi�ng these two cases would enable predicting whether a screen with potential
compromising content is present in the area. Such problem may be solved creating a custom
dataset and using a binary classi�er predicting whether there is signal or not in an image.

7.2.2 Fine-Grain Modeling of the Eavesdropping Corruption

We proposed in Chapter 2 a list of the contributing elements to the strong hybrid corrup-
tion generated by the eavesdropping process. While questionning the content of this hybrid
corruption, we did not give a �ne-grain modeling.

Following the previous point on signal detection in noise, the same data could be used to
model the noise generated by the side-channel. In fact, when no screen data is contained in the
reconstructed image, an illustration of the noise distribution is accessible. The modeling of the

2. https://github.com/opendenoising/interception_dataset
3. https://github.com/opendenoising/NID
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other part of the corruption seems more complicated since it depends on the characteristics
of the data to be eavesdropped.

Additionally, leveraging learning algorithms, modeling the eavesdropping corruption us-
ing Generative Adversarial Networks (GAN) could also be a promising direction. Once a gener-
ative model is trained, it would be possible to generate training datasets for further restoration
and interpretation methods.

7.2.3 Interpretability of Eavesdropped Images

In Chapter 6, we presented ToxicAI as proof of concept on the e�ciency of learning algo-
rithms on interpretation of eavesdropped images. ToxicAI is designed to retrieve characters
in eavesdropped images. This contribution introduces a custom metric that consists in mea-
suring the number of character retrieved in an image instead of using classical metrics like
Peak Signal to Noise Ratio (PSNR) or Structural Similarity (SSIM). This metric is a �rst step
in measuring the interpretability of eavesdropped images. However, this metric is limited to
textual content.

A future work could consist in developing new methods to assess further the interpretabil-
ity of eavesdropped images. As an example, a progressive tree testing could be proposed. From
the root to the leafs, each node represents a test on the information extracted from the input
image. The deeper the process goes, the deeper the knowledge extractable from the image and
the higher the interpretability. The interpretability of eavesdropped images is a crucial pa-
rameter since it enables assessing the potential compromise of detected emanations. Knowing
such measure would enable �ner countermeasures to avoid sensitive information di�usion.

7.2.4 Extension to Other Noisy Data

Throughout this manuscript, we have worked with noisy data. In particular, the eaves-
dropped images that motivated our studies are corrupted by complex noises. There are other
domains that deal with noisy images because of their acquisition conditions or sensing tech-
nologies. Among these domains medical images and spatial imaging seems related to our work
because of their high corruption levels. Adapting our proposed methods to these applications
may be a promising direction. Also, we hypothesize that the diversity of the corruption, con-
tained in the two datasets we propose (NID in particular), may make our methods applicable
directly to other complex problems. As an example, we have experienced good results at de-
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tecting text on poor quality security camera images, using ToxicAI. This transfer faculty may
be interesting for domains where it is complicated to gather large supervised datasets.

7.2.5 Embedding of Proposed Methods

The eavesdropping restoration and interpretation experiments of that manuscript have
been conducted o�ine, i.e. the eavesdropped images are acquired and interpreted later. When
auditing sytems, an operator looking for risk of compromising emanations has to be mobile.
In that context, the embedding of our proposed solutions is an important future work.

NoiseBreaker: Chapter 5 proposed NoiseBreaker, a gradual denoising method for sequen-
tial mixture noise removal. NoiseBreaker is made of two parts. First, a classi�er determines
what is the dominant primary noise in an image to be restored. Then, the denoiser trained
to remove the according primary noise is applied to the image. The process is iterative and
operates until no noise is detected anymore. The memory and computation footprint are not
studied in the chapter. However, the use of several primary denoiser implies keeping them in
memory. Furthermore, the principle of an iterative algorithm means running several denoisers
sequentially. These points open opportunities for the optimisation of NoiseBreaker.

First, primary denoisers have state of the art architectures for simplicity. Conducting a
design study, e.g. using OpenDenoising benchmark, would enable reducing the number of
parameters of the architectures, and then the memory they require. We introduced class re-
�nement to target more precise corruptions, i.e. several denoisers address the same noise but
with di�erent parameter ranges. Increasing the number of primary denoisers reduces the noise
parameters ranges that each denoiser is responsible for. A relief of the number of parameters in
the architecture of each denoiser could be considered under such context which would lighten
NoiseBreaker.

ToxicAI:Chapter 6 introduced ToxicAI, an information retrieval method for eavesdropped
images. ToxicAI uses the default architecture of Mask-RCNN which contains a ResNet101 of
more that 44 millions parameters. This architecture while giving good results is heavy in terms
of memory and computations, at inference time. A study may be conducted on the impact of
replacing the back-end of ToxicAI by a lighter architecture, like e.g. a MobileNet.
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APPENDIXA

French Summary

A.1 Contexte

La tendance récente consiste à rendre les données numériques disponibles à tout moment
et en tout lieu, ce qui crée de nouvelles menaces pour la con�dentialité. En particulier, si l’on
considère les données hautement con�dentielles, là où les informations imprimées étaient pro-
tégées physiquement et n’étaient accessibles qu’aux personnes autorisées, les données sont
aujourd’hui numériques. Les données sont échangées et consultées en utilisant des systèmes
d’information (SI) et leurs a�cheurs vidéo correspondants. Si les principaux e�orts de sécu-
rité se concentrent aujourd’hui sur le côté réseau des systèmes, il existe d’autres menaces de
sécurité.

Un canal auxiliaire est un chemin de données non intentionnel en opposition avec le
canal traditionnel. En particulier, les canaux auxiliaires électro-magnétiques (EM) sont dus
aux champs émis par les câbles et connecteurs vidéo lorsque leur tension interne change. Ces
canaux auxiliaires sont dangereux car ils propagent des données non chi�rées en dehors du
système physique. Ces émissions peuvent être corrélées à une information con�dentielle. Un
attaquant recevant le signal et connaissant les protocoles de communication peut accéder illé-
galement aux informations originales traitées par le SI. Dans ces conditions, l’attaquant peut
reconstruire l’image a�chée sur l’écran attaqué connecté au SI. Il a été démontré que le con-
tenu d’un écran peut être recontruit à des dizaines de mètres [DSV20a]. Depuis les exploits
des pionniers [Van85], de nombreux travaux ont été publiés sur la reconstruction d’images
à partir d’émanations EM par canal auxiliaire, et ce domaine de recherche est toujours dy-



namique [Lav+21]. Les travaux de l’état de l’art menés sur ce sujet ont principalement porté
sur l’amélioration de la reconstruction d’un point de vue du traitement du signal.

Récemment, le domaine du traitement d’images a été révolutionné par l’apparentissage
machine et surtout l’apprentissage profond. Ces algorithmes, qui apprennent des tâches à par-
tir de données, ont dépassé les performances des algorithmes experts de l’état de l’art sur
plusieurs tâches de vision par ordinateur. En particulier, l’une des tâches qui a béné�cié des
algorithmes d’apprentissage est la classi�cation sémantique du contenu des images. Dans cette
tâche, les algorithmes de l’état de l’art sont aujourd’hui capables d’automatiser l’interprétation
des images. Cependant, ces méthodes d’interprétation sont conçues pour des images naturelles
non corrompues. La restauration d’images est la tâche qui consiste à supprimer les altéra-
tions des images. La restauration d’images a également beaucoup béné�cié des algorithmes
d’apprentissage. En e�et, les algorithmes récents surpassent les anciens algorithmes de l’état
de l’art, tant sur les performances objectives que subjectives. Cependant, les algorithmes de
restauration d’images de l’état de l’art se concentrent sur des corruptions bien dé�nies, qui
suivent une distribution paramétrique, régie par quelques paramètres.

Les images reconstruites à partir des émanations EM sont fortement corrompues pour
plusieurs raisons. Il y a d’abord une perte de données et des interférences inhérentes au pro-
cessus d’émission/réception EM. Il existe également des défauts dans la synchronisation de la
reconstruction, lors du passage du signal 1D à une image. En�n, les défauts du matériel du
système d’interception introduisent des erreurs. Il en découle trois questions que nous étu-
dions dans ce manuscrit : Quel est le type de corruption généré par la reconstruction
d’émanations EM ? Peut-elle être réduite à une composition de bruits aux distribu-
tion paramétriques ? Comment les méthodes actuelles de restauration d’images se
comportent-elles sur une image interceptée ?

L’audit des systèmes d’information traitant des données con�dentielles est actuellement
réalisé par des experts. Une fois le système d’interception en place, l’expert évalue la com-
promission de l’équipement audité, en s’appuyant sur son expérience. Ce protocole d’audit
prend du temps et est sujet à la perception humaine. Vient alors une autre question que nous
étudions dans ce manuscrit : Peut-on utiliser l’apprentissage profond pour automatiser
l’interprétation sémantique d’images interceptées ?
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A.2 Objectifs et contributions de cette thèse

L’objectif principal de cette thèse est d’analyser comment les techniques d’apprentissage
profond peuvent être appliquées aux images interceptées et si elles peuvent automatiser
l’interprétation de ces images. Bien que la reconstruction d’émanations EM et le traitement
d’images par apprentissage profond soient deux domaines très étudiés, leur utilisation con-
comitante est une avancée récente.

Après avoir passé en revue les travaux fondamentaux sur l’interception et l’interprétation
d’images bruitées, nous proposons un ensemble d’expériences et de contributions pour étudier
la faisabilité de l’exploitation automatique des images d’interception.

Trois contributions principales sont proposées dans ce document. Elles sont parmi les pre-
mières études des émanations EM d’un point de vue traitement d’image. En conséquence,
cette thèse est l’une des premières tentatives d’application de l’apprentissage profond pour
l’automatisation de l’exploitation d’images d’interception. Les trois principales contributions
de cette thèse sont brièvement présentées ci-dessous.

A.2.1 Comparaison d’algorithmes de restauration d’images

Comparer équitablement les débruiteurs est devenu compliqué avec l’utilisation d’algorithmes
d’apprentissage. En e�et, les algorithmes peuvent être entraînés et évalués sur di�érents en-
sembles de données, ce qui rend la comparaison injuste sans ré-entraînement. C’est un prob-
lème lorsqu’on cherche des méthodes pour un nouveau système. L’outil proposé, nommé
OpenDenoising, évalue les débruiteurs d’images et vise à comparer les méthodes sur un ter-
rain commun en termes de jeux de données, de paramètres d’apprentissage et de métriques
d’évaluation. Supportant plusieurs langages et outils d’apprentissage, OpenDenoising est
également extensible et open-source.

La deuxième contribution du chapitre est une étude comparative de la restauration
d’images dans le cas d’une source de bruit complexe. Les expériences de cette étude compar-
ative sont utilisées comme étude de cas pour l’outil proposé. Plusieurs conclusions sont tirées
de l’étude comparative. Premièrement, il existe une di�érence en termes de performance entre
les méthodes basées sur l’expertise et celles basées sur l’apprentissage. Cette di�érence aug-
mente avec la complexité du bruit. Deuxièmement, le classement des méthodes est fortement
in�uencé par la nature des bruits. Ces résultats montrent que la restauration d’une image cor-
rompue par un bruit complexe n’est pas universellement résolue par une seule méthode et que
le choix d’un débruiteur nécessite des tests automatisés.
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Ce chapitre a conduit à la publication de l’outil OpenDenoising 1. Ces travaux ont été
présentés lors de la conférence internationale IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP) en 2020 [Lem+20c].

A.2.2 Débruitage graduel de mélanges de bruit

Les chapitres préliminaires suggèrent que la corruption générée par le processus
d’interception EM est un mélange séquentiel de plusieurs corruptions primaires. En con-
séquence, le chapitre 5 introduit une stratégie graduelle de débruitage d’image appelée Noise-
Breaker. NoiseBreaker détecte itérativement le bruit dominant de l’image à l’aide d’un classi�-
cateur entraîné avec une précision de 93 % et 91 % pour les échantillons en niveaux de gris et
rouge-vert-bleu (RVB), respectivement. Dans l’hypothèse de mélanges de bruits séquentiels en
niveaux de gris, NoiseBreaker obtient une performance de 0, 95dB en dessous du débruitage
supervisé utilisant MWCNN sans avoir été entraîné sur un quelconque mélange de bruits. Ni le
classi�cateur, ni les débruiteurs ne sont exposés au mélanges de bruit pendant l’entraînement.
NoiseBreaker opère 2dB au dessus du débruitage graduel de [LSJ20] et 5dB au dessus de l’état
de l’art du débruitage auto-supervisé Noise2Void. Lorsqu’il utilise des échantillons RVB, Noise-
Breaker a une performance supérieure de 5dB à celle de [LSJ20] alors que Noise2Void est moins
performant. De plus, cet article démontre que l’utilisation de l’analyse du bruit pour guider le
débruitage est e�cace non seulement sur le type de bruit, mais aussi sur son intensité.

Ce chapitre démontre l’aspect pratique de NoiseBreaker sur six di�érents mélanges de
bruits synthétiques. Néanmoins, la version de NoiseBreaker proposée dans le chapitre n’a pas
permis de conclure quand à l’e�cacité de la méthode pour restaurer des images interceptées.
Par conséquent, l’hypothèse de la composition séquentielle de la corruption d’interception
n’est pas validée.

Ce travail a donné lieu à une présentation lors du workshop IEEE 22nd International Work-
shop on Multimedia Signal Processing (MMSP) en 2020 [Lem+20a].

A.2.3 Interprétation directe d’images interceptées

Ce travail est présenté dans le dernier chapitre de contribution du manuscrit. Le début
du manuscrit étudie l’applicabilité de l’apprentissage profond pour restaurer des images in-
terceptées. Ce dernier travail se concentre sur l’interprétation et étudie son automatisation
sur des images textuelles. L’introduction de l’apprentissage profond dans une attaque de type

1. https://github.com/opendenoising/opendenoising-benchmark
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canal auxiliaire EM est étudiée. La méthode proposée utilise Mask R-CNN comme débruiteur
et récupère automatiquement plus de 57% des caractères présents dans le jeu de test et ce
pour une large gamme de distances d’interception. La proposition est logicielle et s’exécute
sur l’ordinateur hôte d’une plateforme radio-logicielle prête à l’emploi.

Ce chapitre a conduit à la di�usion publique de deux ensembles de données d’images in-
terceptées :
• un jeu de données d’images synthétiques d’interception composées de caractères de

texte et de leurs références 2,
• un jeu de données d’images naturelles interceptées, basé sur BSD, nommé NID 3.
Ce travail a été présenté lors de la conférence Conference on Arti�cal Intelligence for Defense

(CAID), en 2019 [Lem+19] et lors de la conférence IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP) en 2020 [Lem+20b].

A.3 Plan du Manuscrit

Le chapitre 2 présente ce qu’est une interception électro-magnétique et en quoi elle con-
stitue une menace pour la con�dentialité des système d’information utilisant des écrans. Les
caractéristiques de l’interception sont étudiées. En particulier, le lien est fait entre les corrup-
tions trouvées dans les images et leur origine physique. En�n, des arguments sont donnés qui
motivent l’étude du traitement d’images pour améliorer l’interprétation des images intercep-
tées.

Le chapitre 3 donne une dé�nition du bruit dans une image. Les principales distributions de
bruit dans les images sont détaillées, ce qui ouvre la voie à l’introduction de compositions plus
complexes de ces distributions. Le chapitre passe ensuite en revue l’état de l’art des méthodes
de restauration et d’interprétation d’images. Une distinction est faite entre les algorithmes
experts et ceux basés sur l’apprentissage. L’avancée en termes de performance permise par
ces derniers est discutée. Des métriques d’évaluation et d’optimisation ainsi que des jeux de
données sont présentés pour l’évaluation de la qualité des images et de la classi�cation. En�n,
la terminologie des algorithmes d’apprentissage ainsi que des discussions sur leurs forces et
les questions ouvertes pour notre étude de cas sont proposées.

Le chapitre 4 propose un outil extensible et open-source pour évaluer les algorithmes de
débruitage équitablement. Ensuite, une étude comparative de l’état de l’art des débruiteurs est

2. https://github.com/opendenoising/interception_dataset
3. https://github.com/opendenoising/NID
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présentée. Cette étude comparative apporte également des premières réponses sur la suppres-
sion du bruit d’interception dans les images.

Le chapitre 5 présente NoiseBreaker, une méthode progressive de débruitage d’images qui
s’attaque à la suppression du bruit de mélange séquentiel. Les travaux connexes de l’état de
l’art sont exposés avant de détailler la méthode proposée qui s’appuie sur une stratégie itéra-
tive. Le bruit dominant est détecté avant d’être supprimé. La méthode est comparée à l’état de
l’art avant d’être discutée dans une étude d’ablation.

Le chapitre 6 aborde l’interprétation directe d’images interceptées en proposant ToxicAI.
Les travaux connexes sont présentés avant de dé�nir l’architecture de ToxicAI. La construction
de l’ensemble de données personnalisées, open-source, d’écrans interceptées contenant des
caractères, utilisé pour former ToxicAI, est détaillée. Ensuite, des expériences sont menées sur
la proposition et les résultats sont comparés à l’état de l’art. En�n, un jeu de données open-
source d’images naturelles interceptées est proposé pour étendre ToxicAI.

Le chapitre 7 conclut le manuscrit. Tout d’abord, les questions adressées dans le document
sont rappelées et les contributions sont résumées. En s’appuyant sur les principes proposés
dans ce document, des directions de recherche pour le futur de l’interprétation des images
interceptées sont proposées.

La �gure A.1 illustre l’organisation de ce document. Cette �gure met en évidence les liens
entre les chapitres présentés ci-dessus.
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Chap. 3 Interprétation
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Figure A.1 – Structure générale du document. Les chapitres sur l’état de l’art sont a�chés en
blanc, tandis que les chapitres de contribution sont en gris.
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Titre : Exploitation d’Images Interceptées Basée Apprentissage Profond

Mot clés : Interception, Emanations Electro-Magnétiques, Apprentissage Profond, Débruitage

Résumé : La tendance récente est de rendre les
données numériques disponibles à tout moment
et en tout lieu, ce qui crée de nouvelles menaces
de confidentialité. Les données sont échangées
et consultées à l’aide de systèmse d’informa-
tion (SI) et de leurs écrans. Un canal auxiliaire
correspond à un chemin de données non inten-
tionnel en opposition avec le canal traditionnel.
En particulier, les canaux auxiliaires électro-
magnétiques (EM) sont dus aux champs émis
par les câbles et les connecteurs vidéo lorsque
leur tension interne change. Il a été démontré
que le contenu d’un écran peut être recontruit
à des dizaines de mètres à partir des émana-
tions par canal auxiliaire. Jusqu’à aujourd’hui,
les travaux menés de l’état de l’art sur la re-
construction d’images, à partir d’émanations

EM, se sont principalement concentrés sur un
point de vue traitement du signal.

Récemment, le domaine du traitement
d’image a été révolutionné par l’apprentissage
profond. Ces algorithmes ont dépassé les per-
formances des algorithmes experts de l’état de
l’art. Dans ce manuscrit, il est montré que
les méthodes par apprentissage profond pour
la restauration et l’interprétation d’images
peuvent être appliquées aux images recons-
truites depuis l’interception d’émanations EM.
Le manuscrit étudie la corruption impliquée
par l’interception et démontre que cette cor-
ruption est complexe. Le manuscrit propose des
expériences et des contributions sur l’applica-
tion des techniques par apprentissage profond
à la restauration et à l’automatisation de l’in-
terprétation des images interceptées.

Title: Deep-Learning Based Exploitation of Eavesdropped Images

Keywords: Eavesdropping, Electro-Magnetic Emanations, Deep Learning, Denoising

Abstract: The recent trend of processing is to
make digital data available anytime anywhere,
creating new confidentiality threats. Data is ex-
changed and consulted using Information Pro-
cessing Equipments(IPEs) and their according
Video Display Units (VDUs). A side-channel
corresponds to an unintended data path in op-
position to the legacy channel. In particular,
Electro Magnetic (EM) side-channels are due
to fields emitted by video cables and connectors
when their inner voltage changes. It has been
shown that the content of screen can be recon-
tructed from tens of meters using side-channel
emanations. Until today, the work conducted
on state of the art of image reconstruction, from

EM emanations has focused on a signal process-
ing point of view. Image processing has recently
been revolutionnized by Deep Learning (DL).
These algorithms have overpassed the perfor-
mances of state of the art expert algorithms.
In this thesis, we show that DL methods for
image restoration and interpretation can suc-
cessfully be applied to images reconstructed
from EM emanations. The manuscript studies
the image corruptions implied by eavesdrop-
ping and demonstrates that these corruptions
are complex. The manuscript proposes experi-
ments and contributions on the application of
DL techniques to eavesdropped image restora-
tion and interpretation automation.
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