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FOREWORD

This thesis was performed under the joint supervision of the Institute of Physics of
Rennes (IPR-France) and the Institute of Condensed Matter and Nanosciences of Louvain-
la-Neuve (IMCN / UCLouvain-Belgium). The first part of the thesis (29 months), which
is related specifically to the development of the STARGATE instrument to study the
spectrum of cation species was carried out in UCLouvain(Belgium) under the supervi-
sion of Clément Lauzin and Xavier Urbain. This work was then continued by the
postdoctoral researcher Anthony Roucou.

The second part of this thesis (18 months) oriented around the absorption spectroscopy
of ions for astrophysics applications took place in Université de Rennes (France) in the
team of Laboratory Astrophysics of the IPR under the supervision of Abdessamad
Benidar and Robert Georges. In both institutes the work was performed in collabo-
ration with other experimentalists and with the support of a mechanical and electronic
workshop. This work was funded by the ’Fonds spécial de la recherche (FSR, Uclouvain)’
and ’Allocation de Recherche Doctorale de la Région Bretagne (ARED)’
This thesis led to the publication of two peer reviewed articles listed below and at-
tached at the end of the manuscript:

1. Published article in Review of scientific instruments 92, 033307 April 2021:
— Title : STARGATE : a new instrument for high-resolution photodissociation

spectroscopy of cold ionic species
— Authors: R. Bejjani, A. Roucou, X. Urbain, K. Moshkunov, G. Vanlancker, C.

Lauzin

2. Published article Chemical Physics Letters 774, 138606 July 2021:
— Title : The rotationally resolved symmetric 2OH excitation in H2O-CO2 ob-

served using pulsed supersonic expansion and CW-CRDS
— Authors: A.S. Bogomolovab, A. Roucou, R. Bejjani, M. Herman, N. Moazzen-

Ahmadi, C. Lauzin
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This thesis work was also presented in different national and international conferences
as a poster or an oral presentation listed below and ordered by publication type, and date:

1. Poster presentation

(a) METAMORPHOSE:
— Title : The production and the study of ionic clusters
— Authors: R. Bejjani, X. Urbain and C. Lauzin
— Location-Date Louvain-la-Neuve-Belgium (23 May 2018)

(b) IMCN PhD student day:
— Title : The development of an ultra-sensitive spectrometer to study cold ionic clusters
— Authors: R. Bejjani, X. Urbain and C. Lauzin
— Location-Date Louvain-la-Neuve-Belgium (25 May 2018)

(c) JSM-Creteil2019: Molecular Spectroscopy Days:
— Title : Instrumentation for Fourier transform incoherent broadband cavity enhanced

absorption spectroscopy of astrophysical anions
— Authors: R. Bejjani, L. Biennier, R. Georges, A. Benidar
— Location-Date Paris-France (21-23 May 2019)

(d) The 26th Colloquium on High-Resolution Molecular Spectroscopy (HRMS):
— Poster presentation 1:
— Title : Finding the signature of astrophysical anions using Fourier-Transform Incoherent

Broadband Cavity Enhanced Absorption Spectroscopy (IBB-CEAS)
— Authors: R. Bejjani, L. Biennier, R. Georges and A. Benidar
— Poster presentation 2:
— Title : Homemade instrument to study ions by high-resolution photdissociation spec-

troscopy
— Authors: R. Bejjani, X. Urbain, A. Roucou, K. Moshkunov, C. Lauzin
— Location-Date Dijon-France (26-30 August 2019)

2. Oral presentation

(a) Young researchers day (Specmo):
— Title : Development and characterization of an ionic complexes source for high-resolution

photodissociation spectroscopy
— Authors: R. Bejjani, X. Urbain, D. Dedouaire, C. Lauzin
— Location-Date Lille-France (22 May 2017)

(b) 25th international conference on high resolution molecular spectroscopy:
— Title : Production, and study of ionic clusters by photodissociation spectroscopy
— Authors: R. Bejjani, X. Urbain and C. Lauzin
— Location-Date Bilbao-Spain (3-7 September 2018)

(c) Ph-day 2019 (Université de Rennes 1):
— Title : High resolution spectroscopy of jet-cooled ionic species for atmospheric and

astrophysical interest
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— Authors: R. Bejjani, A. Benidar, X. Urbain, C. Lauzin
— Location-Date Rennes-France (23 April 2019)

(d) 3M Nantes Doctoral School Day 2019 - At the heart of the matter:
— Title : Fourier Transform incoherent broadband cavity enhanced absorption spectroscopy

of astrophysical anions
— Authors: R. Bejjani, A. Benidar
— Location-Date Nantes-France (27 June 2019)
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D diameter v velocity
P0 initial pressure v̄ mean velocity
T0 initial temperature vs speed of sound
ρ0 initial volumetric mass vs,0 initial speed of sound
n0 initial density v⊥ transverse velocity
µ dynamic viscosity vp most probable velocity
Pthroat nozzle throat pressure v// radial velocity
Tthroat nozzle throat temperature v∞ velocity limit of the jet
P ∗ critical pressure Sv velocity ratio
T ∗ critical temperature S∗ throat diameter
ρ∗ critical volumetric mass µref reference dynamic viscosity
µ∗ critical dynamic viscosity Tref reference temperature
Re∗ critical Reynolds number Sµ Sutherland constant
v∗ critical velocity γ specific heat ratio
Pe nozzle exit pressure cp specific heat capacity/mass unit at constant pressure
Te nozzle exit temperature cv specific heat capacity/mass unit at constant volume
ρe nozzle exit volumetric mass δ dimentionless distance number
P local pressure d distance
T local temperature k Boltzmann constant
Tt translational temperature Re Reynolds number
T// radial temperature M Mach number
T⊥ transverse temperature Kn Knudsen number
Tv vibrational temperature λ0 mean free path
Tr rotational temperature σ collisional cross section
ρ local volumetric mass s entropy
n local density Q heat quantity
V volume Mn molar mass
S section XT sonic region distance limit
S∗ throat section XM Mach disk position
Se exit section DM Mach disk diameter
R ideal gas constant δ0 boundary layer of Laval nozzle after correction
r ideal gas constant per mass unit δ1 correction of the boundary layer of Laval nozzle
Pb chamber pressure rc throat radius after correction
Tb chamber temperature ru Laval nozzle radius before correction
ρb chamber volumetric mass rw Laval nozzle radius after correction
nb chamber density L isentropic core diameter
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f repetition rate τ time decay
ψ pumping duty cycle Leff effective length
V voltage Reff effective reflectance
γse secondary electron emission coefficient c celerity
n0 initial density Tc cavity transfer function
A saturation ionization energy w0 laser waist
B constant related to the excitation and ionization energies z position
Ue electrical potential energy B′′ rotational constant
qe charge D′′ centrifugal distortion
F force A′′ spin orbit constant
Ex electric field p and q λ-doubling parameters
σsb Stefan-Boltzmann constant
ε emissivity
Br Richardson constant
J current density
Cf correction factor
Wf work function
ne number of electrons
θ angle
Ek kinetic energy
m mass
TOF (a enlever) time-of-flight
ni number of ions
S/N signal-to-noise ratio
QV volumetric flow rate
Ra Radius
DC(aenlever) direct current
RF (aenlever) radio-frequency
I(x) wavelength intensity
ν wavelength
α absorption coefficient
A(ν) wavelength absorbance
n(ν) chamber pressure
T transmittance
R reflectance
F finesse
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INTRODUCTION

Space and terrestrial observatories have led to the discovery of an interesting variety of complex
molecules in the interstellar medium [1] and in different planetary atmospheres [2], which could lead to
the understanding of different phenomena like star formation, or a better knowledge of the molecular
composition of the universe which is not simply composed of single atoms or simple ionic species, as it
was still thought a few decades ago. The main goal of Laboratory Astrophysics is to progress in our un-
derstanding of the Universe through theoretical and experimental research. One of the major objectives
of this discipline is to determine the nature and abundance of molecules in various astrophysical environ-
ments (planetary atmospheres, interstellar clouds, circumstantial envelopes). Achieving this goal requires
spectroscopic identification, which presents the advantage to provide information on the temperature of
the different degrees of freedom of the detected species, and allows for remote detection in environments
not amenable to mass spectrometry (interstellar medium, exoplanets, etc).

The list of detected cations is growing regularly [3]. In addition to molecular cations, species even less
abundant were detected, i.e. ionic molecular complexes and anions. The first molecular anion detection
dates back to 2007 [4].

In our solar system, anions and anionic clusters were detected, but only by mass spectrometry
i.e. in Titan’s atmosphere [5] with a mass-to-charge ratio (m/z) going up to 10000 and with tentative
assignment of only a part of the observed molecular anions [6]. In Enceladus protonated water clusters
were detected with additional peaks corresponding to the addition of sodium atoms. This detection took
place in the E-ring of Saturn [7] and was assigned to the emission of plumes of water taking place at the
surface of Enceladus. The laboratory determination of reliable spectral data in the gas phase is the first
essential step towards the discovery of any new astrophysical species. For what concerns ionic molecular
complexes, many detections have been performed in our atmosphere [2, 8] between 70 and 100 km) by
mass spectrometry, with a m/z ratio most corresponding to different species such as H+-(H2O)n with
n ranging from 1 to 20. The anions such as CO−3 , HCO−3 , Cl− and OH− were also detected at this
altitude. No direct spectroscopic detection of those species has yet been achieved, partly due to the lack
of laboratory reference measurements. In addition, ionic complexes and anions are believed to play an
important role in the chemistry of the atmosphere through elementary chemical reactions involving few
molecules [2]. Since the detection of anions and clusters in the earth’s atmosphere, the mechanism of
their formation was intensively studied both theoretically and experimentally [9, 10, 11, 12], but reliable
detection of other similar species, as well as the determination of their molecular structures, rely on future
high-resolution spectroscopic studies, as for example the high resolution study of the ionic complex [CO2-
H2O]+ that was only studied by photodissociation spectroscopy at low resolution [13]. A large number
of radicals and ions are unstable under normal conditions of pressure and temperature, complicating the
characterization of their properties. Yet, they play a key role in the physical chemistry of astrophysical
environments. Their characterization relies on developed new techniques capable of producing these
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species under certain conditions like in a supersonic expansion.
In addition to astrophysics/atmospheric detection, ionic complexes present an interest in other fields.

From a molecular physics perspective, ionic complexes are interesting because the intermolecular bond
strength is typically located between that of van der Waals and covalent bonds. Moreover, such species
usually present open shell electronic structure and interesting couplings between the different degrees of
freedom. The study of molecular complexes and clusters of systematically increasing size allows studying,
molecule per molecule, the transition between the gas and the condensed phase, which is relevant from
a chemical point of view. The motivations for studying these species are therefore (i) to allow their
identification; (ii) to confirm their suspected importance in the chemistry of different atmospheres and
astrophysical environments; (iii) but also to study in detail non-rigidity, solvation and chemical reactivity
at the molecular level [2, 14, 15].

This thesis aims at developing competitive instruments and an experimental methodology to study
astrophysical and relevant atmospherical ionic molecular species by high-resolution, rotationally resolved
spectroscopy, and mass spectrometry. Which will make possible the detection of large anion carbon chains
(i.e. C−4 , C−6 , C−8 , ...C−n ) and cationic molecular complexes (i.e. [CO2-H2O]+, H+

3 -Kr). Due to space
charge effects and to the weakly bound nature of ionic complexes, the density of the targeted species
produced in the laboratory is extremely low. Great efforts are therefore required on both sides, on the
optimization of the production of ionic complexes and on the sensitivity of the used spectroscopic tech-
niques. This research work was partly conducted at the Université catholique de Louvain (UCLouvain)
and partly at the Université de Rennes 1 (UR1). The complementary expertise of the two research teams
was used to tackle those challenges.

The development of the instrument dedicated to the spectroscopic characterization of anionic carbon
chains was undertaken at UR1 by Fourier Transform Incoherent Broadband Cavity Enhanced Absorption
Spectroscopy (FT-IBBCEAS), while the investigation of the ionic species (molecular ions, small clusters,
or ion complexes) took place in UCLouvain by means of photodissociation spectroscopy. Even if several
examples exist in the literature, the production of such charged species in sufficient concentration to
record their spectroscopic signature is very challenging. In this work we have chosen to use a supersonic
jet expansion coupled to different ionization techniques like the electric discharge [16, 17]; or the use of an
electron gun that showed some efficiency to produce both cationic and anionic complexes, and offers the
possibility to partly tune the ionization energy by adjusting the acceleration potential of the electrons.
Neumark’s group, among others, has used this method to produce a large variety of negatively charged
species [18] including long anionic carbon chains [19], C−n with n = 4, 6, 8.
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The first chapter will be focused on supersonic jet expansion, used intensively in both laboratories.
Different equations and theorems will be recalled. The jet expansion will be treated by combining
mechanical/thermodynamical and statistical approaches to derive the variation of different key quantities
i.e. pressure, temperature, density and velocity. The difference between planar and axisymmetric jets
will also be recalled as well as the difference between a so-called free-jet and a jet produced by a de Laval
nozzle.

For the spectroscopic characterization of charged clusters/complexes, the STARGATE (Spectroscopy
of Transient Anions and Radicals by Gated and Accelerated Time-of-flight Experiment) apparatus we
developed at UCLouvain is based on the photodissociation of mass selected complexes and the detection
of fragment ions. This experimental approach, in addition being a background-free method, also helps
to overcome the challenges mentioned before, that is to say (i) low density, through extreme detection
sensitivity (a single ion can be detected), and (ii) the avoidance of spectral overlap of different species,
through mass selection prior to any light absorption. The second chapter is thus dedicated to the
description of this technique. We will start by introducing the STARGATE instrument with its different
functionalities. Each part of the instrument will be detailed and compared to other methods used in
the literature. We will present the results obtained by recording a spectrum obtained by monitoring the
charged fragments as a tunable laser is scanned. At the end of the second chapter, we will present the
photodissociation spectrum of N2O+ recorded with a dye laser. This measurement was used to optimize
the different experimental parameters and characterize the performance of the experimental setup.

The third chapter will be dedicated to the description of the instrument developed at UR1 to charac-
terize anionic species. The goal is to determine the spectral signature of unstable species (radicals, ions)
in the visible and near-infrared region. The approach selected in this work combines an ion source based
on a planar discharge in a uniform supersonic flow, and a high-sensitivity spectrometer. The coupling of
a broadband light source to a high finesse optical cavity will be described, as well as the performances of
the planar nozzle in terms of temperature and density. First spectra of the overtone absorption spectrum
of acetylene and methane at ambient and cold temperatures will be presented that helped to evaluate the
performance of the experimental setup, by determining the effective interaction length, the reflectivity of
the mirrors, the resolution that could be attained and the sensitivity of the instrument.
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Chapter 1

SUPERSONIC EXPANSION

In this thesis we used the supersonic jet expansion technique for the production of the desired species.
This production is coupled to two different sensitive characterization methods, the photodissociation
spectroscopy (chapter 2) and the Fourier transform cavity enhanced absorption spectroscopy (chapter 3).
In fact, an efficient production of these species in terms of density (1015 - 1017 particles/cm3) and low
temperature (10 K - 70 K) in the gas phase is required even with the implementation of extremely sensitive
characterization techniques. The motivation for cooling the molecules is threefold: (i) to promote partial
condensation in order to produce clusters if desired, (ii) to reduce spectral congestion and to simplify
the recorded spectral signature in order to simplify its analysis, (iii) and to reach a high level of state
selectivity by cooling internal degrees of freedom, with large populations in the molecular states of interest
which can enhance the signal-to-noise ratio.

Many sophisticated techniques to cool a gas are mentioned in the literature. Laser-cooling [20] relies
on the fact that when an atom absorbs and re-emits a photon its momentum changes. For an ensemble
of particles, their thermodynamic temperature is related to the variance in their velocity. That is, more
homogeneous velocities among particles corresponds to a lower temperature. Laser cooling techniques
combine atomic spectroscopy with the above-mentioned mechanical effect of light to compress the ve-
locity distribution of an ensemble of particles, thereby cooling the particles. An interesting example of
the literature is the one of alkali dimers that are created from laser-cooled alkali atoms using photo-
association [21]. Another method is the Feshbach resonances [22]. Briefly, it can occur upon collision of
two slow atoms, when they temporarily stick together forming an unstable compound with short lifetime
(so-called resonance); for more details the reader could refer to [23]. Another method is the one of buffer
gas cooling. This method is more commonly implemented than the previous ones, and generally it is
done by the circulation of a cryogenic fluid between the two walls of a doubled walled cryogenic cell.
The cell is filled with helium gas thermalized with the cell wall. The gas sample is cooled by collisions
with the helium buffer gas before it condensates on the walls of the cell. This method is, however, less
used than the technique of the supersonic jet expansion given the significant condensation on the walls
and the resulting uncertainty on the measured concentration [24]. An example from the literature is the
combination of mass spectrometry, cryogenic ion traps, and laser spectroscopy to interrogate individual
conformations of peptides and proteins [25]. Another example is the one of the recent study by Changala
et al., they have recorded the infrared spectrum of C60 in the gas phase [26].

Supersonic jet expansion has played a major role in chemical physics research [27]. This technique
was pioneered by Levy and co-coworkers in the 70s [28, 29]; this method also contributed to the winning of
eleven Nobel prizes [30], and became very popular in many fields of physical sciences such as spectroscopy,
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Chapter 1 – Supersonic expansion

chemical dynamics, fluid mechanics, and surface studies [31]. A jet is a flow generated by a difference of
pressure between both sides of a suitable orifice that can be a pinhole, a confining flow nozzle, a slit or
multi-nozzle assembly, which leads to an ejection speed characterized by a high Mach number. The flow
can be constrained to expand through a convergent-divergent duct, called de Laval or more frequently
Laval nozzle, before to expand freely in the low-pressure chamber. These two methods, free jet or Laval
nozzle jet will be discussed and compared in terms of density and temperature.

To start, dimensionless numbers as Reynolds and Mach number are introduced along with their
corresponding flow regime and nature. Then the case of an isentropic expansion is treated using a
thermodynamic approach, and then a statistical approach. The definition of the Maxwell-Boltzmann
velocity distribution is also introduced. Attention is paid to the determination of the evolution of the
temperatures during the isentropic expansion side to side with the description of the effects of the nozzle
design on the expansion. A comparison between a planar and a coaxial nozzle in terms of pressure,
temperature, and density evolution for different carrier gases will also be carefully done. This chapter
will be therefore a theoretical introduction to the two production methods used in this thesis.
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1.1. Fast cooling in an adiabatic expansion

1.1 Fast cooling in an adiabatic expansion

1.1.1 Advantage of cooling for absorption spectroscopy
Figure 1.1 shows the simulation of the absorption spectrum of the isotopologue 18O12C17O which has

a density ratio 10,000 times lower than the main isotopologue 16O12C16O. We added to the simulation a
noise equal to ± 0.5 on the absorbance. At ambient temperature the 18O12C17O band is below the noise
threshold and also eclipsed by the dense spectrum of CO2 (Iso1). On the other hand, at a temperature of
70 K, the high rotational states are depopulated and the CO2 spectrum becomes less congested. Therefore
the 18O12C17O band concentrates its intensity in a reduced number of rovibrational transitions leading
to a more important signal-to-noise ratio. This effect is all the more marked the lower the temperature.
This simple figure therefore illustrates the interest of supersonic cooling for absorption spectroscopy.

Noise level

Figure 1.1 – On the left, cold spectrum of 16O12C16O in grey and 18O12C17O in red (70 K). On the
right, room temperature (300 K) spectrum of the same species. The absorption noise level is set to ±
0.5. This figure shows the interest of cold temperature measurements for low abundance species.

1.1.2 Adiabatic expansion
In order to understand the advantage of the fast cooling in an adiabatic expansion, we start this

chapter by considering an example of an isolated system as illustrated in Figure 1.2, composed of a
reservoir containing a gas at high pressure. The gas can flow through an orifice of diameter D into a
low-pressure chamber. In the reservoir, the pressure is P0, the temperature T0 and the initial density is
equal to ρ0, while the background chamber has the physical parameters Pb, Tb and ρb. If the difference in
pressure between the two compartments is not zero, a flow will be generated with a velocity v composed
of a radial or transverse velocity v// parallel to the direction of the flow and a transverse velocity v⊥
perpendicular to it as we are dealing with the case of an axisymmetric flow. Such a configuration gives
rise to two distinct families of global particle motions, defined as effusive and isentropic expansion,
respectively, with very different characteristics.
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Pump
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v
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D

Figure 1.2 – Schematic representation of the physical system composed of a gas reservoir, and a vacuum
chamber at low pressure. The gas expands into the vacuum chamber through a hole of diameter D

As a reminder, cP and cV are the specific heat capacity per mass at constant pressure and volume
respectively and specific heat ratio γ = cP /cV . If we assume that the fluid used in this study is considered
as an ideal gas. The ideal gas law allows writing P/ρ = rT where r = R/Mn with R the ideal gas constant
and Mn the molar mass of the gas:

We consider an initial state (p0, T0, ρ0) and a final state (pb, Tb, ρb) we obtain Equation 1.1

(
ρb
ρ0

)
=
(
Tb
T0

) 1
1−γ

(1.1)

By introducing the final particle density nb such that Pb = nbkTb, where k is Boltzmann’s constant,
using the equation of an ideal gas and rearranging the expression, the relations that describe the general
isentropic process are given by Equation 1.2 :

Pb
P0

=
(
ρb
ρ0

)γ
=
(
n

n0

)γ
=
(
Tb
T0

) γ
γ−1

(1.2)

Using these equations, we can predict the final temperature and density in this case below:

(a) T0 = 291 K

(b) n0 = 4.85× 1025 number of particles/m3

(c) P0 = 420 Torr

(d) Pb = 0.13 Torr

If we consider the use of argon adiabatic expansion, the temperature evolves down to Tb = 11.64 K
and the density evolves down to nb = 2.06 × 1013 number of particles/m3. Therefore, we can conclude
that the adiabatic expansion of a gas, makes it possible to reach extremely low temperatures, close to 1
K and even lower in certain cases [32].
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1.1. Fast cooling in an adiabatic expansion

1.1.3 Supersaturation
A question could arise, reaching for such low temperatures will not lead to a change of the sample

gas phase, leading to condensation? The fast cooling of the jet (rate of dT/dt ≈ -108 K/s), leads to
the supersaturation of the expanded gas preventing is condensation. As illustrated in Figure 1.3 plotted
for a supersonic expansion of pure argon, during its adiabatic expansion the gas penetrates very deeply
into the solid phase with a typical pressure which is several orders of magnitude above its pressure of
saturated vapour at this temperature. The gas is therefore highly supersaturated, which means that the
density of the gas is much higher than that obtained by probing a sample of gas at equilibrium in a static
cryogenic gas cell maintained at the same temperature. Equation 1.2 one can plot the evolution of lnP
versus lnT as following :

lnP = γ

γ − 1 lnT + ln( P0

T
γ
γ−1

0

) (1.3)

This equation gives a linear curve characterized by a slope γ
γ−1 , and a y-intercept equal to ln( P0

T

γ
γ−1

0

)
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Figure 1.3 – The equilibrium curves of argon are plotted in a P, T diagram using a logarithm scale.
The reservoir conditions are 291 K and 420 Torr. The adiabatic expansion brings the gas to 11.64 K and
0.13 Torr. The gas phase is conserved due to the rapid cooling of the adiabatic expansion.
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Chapter 1 – Supersonic expansion

1.2 Dimensionless numbers
Dimensionless numbers are important to define the regime and the initial conditions of the flow and

these numbers are calculated and used in Chapter 2 (Section 2.3.3) in order to correctly model the free
supersonic jet and in Chapter 3 (Section 3.1.2) to correctly model the uniform supersonic jet expansion
using a Laval nozzle.

1.2.1 Reynolds number
The Reynolds number Re of the jet represents the ratio of inertial and viscous forces. It characterizes

the nature of the flow regime, namely laminar, transient, or turbulent, whatever the nature of the fluid.
We can calculate this number using Equation 1.4 where µ as the dynamic viscosity:

Re = ρvD

µ
(1.4)

If Re < 2000 viscosity forces are dominant and the flux is laminar. If 2000 < Re < 3000 the flux is
inertial, it means the flow is still laminar but in a transition phase. If Re > 3000 the flow is turbulent,
and due to the agitation factor the cooling of the species in the jet is less efficient. Later in section 1.7.5,
we calculate the Reynolds number for the two sources used in this thesis. We show as well the evolution of
the different physical quantities of interest (density, velocity and viscosity). Different regimes (turbulent
or laminar) could be identified in different zones of the jet.

1.2.2 Mach number
If we consider a compressible fluid, we can calculate the speed of sound vs. It is defined as the

propagation velocity of a disruption of pressure in the fluid and it represents the pressure-density relation
for the fluid [33]. In the case of an isentropic expansion of an ideal gas, vs can be calculated by using
Equation (1.5).

vs =

√
∂P

∂ρ
=
√
γPρ−1 =

√
γrT (1.5)

Mach number represents the ratio of the velocity of the flow and the speed of sound. It measures the
amount of thermal energy that was transformed adiabatically into kinetic energy. When all the thermal
energy has been converted into kinetic energy then Mach tends towards an infinite value because the
speed of sound tends to 0 as the temperature tends to 0 K. This explains the need to produce flows with
very high Mach numbers. The Mach number is expressed as a function of the speed of sound vs as shown
in Equation 1.6:

M = v

vs
(1.6)

For M < 0.3, the compressibility effects are negligible. For M = 0.3, the compressibility of the studied
gas increases dramatically and must be taken into account because it affects the mass flow expressed
by ρvV in which S is the passage section. The volumetric mass collapses when the Mach number tends
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1.2. Dimensionless numbers

towards high values. Therefore, to maintain a constant mass flow for an increasing Mach number above 1,
that is to say above the speed of sound, it is necessary for the gas to increase its passage section S. This
explains the divergent profile diameter of the Laval nozzles. Upstream the throat, the flow is subsonic
(M < 1), sonic at the throat (M = 1) and supersonic downstream M > 1.

1.2.3 Knudsen number
The mean free path is the length that a particle can travel before encountering a collision with a

second particle. It is defined by:
λ0 = kT0√

2Pσ
(1.7)

with k = 1.38× 10−23J. K−1 the Boltzmann constant and σ the collisional cross section.
The Knudsen number is a commonly used number for identifying the flow regime in terms of conti-

nuity. It is defined by the ratio of the MFP and the nozzle diameter D :

Kn = λ0

D
(1.8)

Two cases are to be distinguished at the position of the throat, depending on the relative size of the
nozzle diameter D, nozzle throat or slit width, compared to the mean free path λ0 of the molecules under
stagnation conditions. If Kn > 1, the beam is called effusive and the gas molecules can travel a distance
greater than D without undergoing any collisions. The Maxwell-Boltzmann velocity distribution of the
gas molecules does not change when the gas passes through the nozzle from the gas reservoir into the
vacuum chamber. Under such conditions, the effusive beam does not lead to any cooling effect. In the
opposite case, if Kn < 1, the molecules undergo a large number of collisions when they pass through
the nozzle to expand into the vacuum chamber, at least during the first stage of the expansion. The
molecules exchange energies and the velocity will have a Maxwell-Boltzmann distribution, different than
the one of the reservoir. The effect of heat transfer is minor, the flow is treated as isentropic.

Regime Knudsen number Equations
Continuous regime Kn < 10−2 Euler

Creeping flow 10−2 < Kn < 10−1 Navier-Stockes
Transient regime 10−1 < Kn < 10 Boltzmann

Free molecular regime Kn > 10 Boltzmann

Table 1.1 – Definition of the different flows regimes using the Knudsen number as a reference. The
appropriate corresponding equations used to describe each flow regime are also mentioned in this table.

An example from the literature [34], shows the evolution of the Knudsen number, and Mach number
with respect to the distance from the nozzle in the case of slit jet expansion. As displayed in Figure 1.4,
Kn starts from values as low as 10−2 which is the case of a continuous flow and attains a value of 0.125
just before the shock wave which corresponds to a creeping flow, on the other hand, the Mach number
attains values up to 17 which indicates an important enthalpy conversion.
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Chapter 1 – Supersonic expansion

Figure 1.4 – On top the impact pressure measurement by a pitot tube is shown. The flow parameters
have been extracted from the measurements relative to the plane of symmetry : Knudsen number on the
left and the Mach number on the right.

In the case of the source at UClouvain consists of a jet of argon atoms with:

1. D = 1 mm.

2. Pthroat = 2 bar

3. Tthroat = 220.15 K

4. σ ≈ 1.58× 10−20 m2

Equation (1.8) gives λ0 ≈ 9.2 × 10−7 m and Kn ≈ 4.61 × 10−3. The flow undergoes a lot of collisions
at the nozzle throat; this configuration gives also rise to an isentropic expansion. Then the pressure of
the chamber decreases along with temperature which cause the Kn number to increase to values higher
than 10 giving rise to a free molecular regime.

In the case of the source at Rennes consists of a jet of argon atoms with:

1. D = 1 mm.

2. Pthroat = 0.4 bar

3. Tthroat = 220.15 K

4. σ ≈ 1.58× 10−20 m2

Equation (1.8) gives λ0 ≈ 9.2×10−7 m and Kn ≈ 9.2×10−4. The flow undergoes a lot of collisions at the
nozzle throat; this configuration gives rise to an isentropic expansion. Then the pressure of the chamber

40



1.2. Dimensionless numbers

decreases to Pb = 10−4 mbar along with the temperature which cause the Kn number to increase and
that the flow reaches a creeping flow.
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Chapter 1 – Supersonic expansion

1.3 Isentropic equations
Supersonic cooling is based on the thermodynamic properties of the isentropic expansion of a fluid.
Let’s Consider the expression of the entropy variation per unit of mass ds of a system of particles

given by Equation 1.9 that is composed of internal and external variations of entropy.

ds = δes+ δis = δQ

T
+ δis (1.9)

Where δQ is the quantity of heat per unit of mass exchanged between the system and its surroundings.
In our case we assume an isentropic expansion. Indeed for a reversible transformation, δis = 0 leading
to δQ = Tds. In the case of the production of charged species, due to the plasma discharge the heat
produced is communicated to the gas between the tank and the outlet. For jets without the production
of plasma, δQ = 0 (adiabatic expansion).

The equation that reflects the conservation of energy per unit mass is resolved in Appendix A, we
recall the resulting formula for its importance to describe the jet from a thermodynamical point of view:

cPT0︸ ︷︷ ︸
[1]

= cPT︸︷︷︸
[2]

+ 1
2v

2︸︷︷︸
[3]

(1.10)

cPT0 cPT+

Pump

x direction

vx
0 vx0 v

fv(vx) fv(vx)

Reservoir

Figure 1.5 – Schematic representation of the conversion of a part of the thermal energy of the gas
in the reservoir into kinetic energy in the expansion in the vacuum chamber, after undergoing a high
number of collisions which is represented in green. On the other hand, in the jet, the thermal agitation
is super reduced. It is therefore necessary to mark two points 1. Speeds have increased in the laboratory
referential 2. Speeds have considerably decreased in the gas referential 1. and 2. are the two key points
of a supersonic flow. A reduction in the distribution of velocities along the instrument’s axis vx and an
increase in the flow velocity, v. The width of the velocity distribution of the supersonic beam narrows
during the expansion into the vacuum chamber.

The term [1] of Equation A.15 represents the thermal energy associated with the motion of the
particles in the reservoir, the term [2] is the thermal energy of particles for the gas in expansion in the
vacuum chamber and the last term [3] is the kinetic energy associated with the directed motion of the gas
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1.3. Isentropic equations

particles in the expansion Thus the stagnation enthalpy, characterizing the regions where the gas velocity
is zero on average, corresponds to the internal energy fraction capable of being converted into kinetic
energy. This setting in motion of the fluid results in a drastic decrease in translational temperature.

This thermodynamic property is crucial in our study since the decrease in temperature is advantageous
to reduce the congestion in the measured spectra, and to amplify the signal-to-noise for a better analysis
of the obtained gases spectra. When all the internal energy has transformed into kinetic energy, we can
establish the following relation by assuming that the temperature T , tend to 0 K:

v∞ =
√

2cPT0 (1.11)

Equation 1.11 allows us to estimate the speed limit v∞ of the used gas. Therefore, we can conclude
that the higher the temperature of the tank, the greater the maximum achievable speed that could be
attained.

In order to characterize the flow in expansion from a thermodynamics point of view. Equation A.15
that describes well isentropic expansion can be used to express T, P, ρ and v in term of the Mach number
M . For a perfect gas, cP = γR/(γ − 1) and the square of the sound velocity v2

s = γRT . Substituting for
cP and v2

s into Equation A.15 gives Equation 1.12 :

v2
s,0

γ − 1 = v2
s

γ − 1 + u2

2 (1.12)

Introducing M = v/vs into Equation 1.12 and rearranging gives Equation 1.13

v2
s,0

(
1

γ − 1

)
= v2

s

(
1 + γ − 1

2 M2
)

(1.13)

Finally, by using v2
s = γRT and the Equation 1.2 that makes the relation between pressure, density and

temperature. These isentropic equations for temperature, pressure, volumetric mass and velocity are
obtained and given respectively below as a function of the Mach number:

T0

T
= 1 + γ − 1

2 M2 (1.14a)

P0

P
=
(

1 + γ − 1
2 M2

)γ/(γ−1)
(1.14b)

ρ0

ρ
=
(

1 + γ − 1
2 M2

)1/(γ−1)
(1.14c)

v = vs,0

√(
2M2

2 + (γ − 1)M2

)
(1.14d)

The expansion of the high-pressure reservoir into the vacuum chamber takes place using a nozzle. It
is an energy converter able to accelerate the gas up to supersonic speeds. Among others, the geometry
of the nozzle could be circular, planar, conical, convergent-divergent or other geometries. A study in the
literature [35] and more recently [36] compared the different geometries and it could be interesting for
the reader. A simple circular nozzle will be considered in our experiment at Louvain-la-Neuve. The main
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difference between the simple circular nozzle with the de Laval nozzle is that in the case of the simple
convergent nozzle the beam is not confined by walls at the exit of the nozzle (i.e. there is no divergent
part after the throat). Without the well calculated divergent profile of the Laval nozzle after the throat,
the produced jet is said to be "free". At the smallest section of the nozzle M = 1 we can calculate the
throat initial conditions , P ∗, ρ∗ and T ∗ that are called critical pressure, density and temperature of the
flow [37]. Injecting M = 1 into the equations of temperatures, pressures and volumetric mass ratios of
Equations 1.14, gives Equation 1.15

: P
∗

P0
=
(
ρ∗

ρ0

)γ
=
(
T ∗

T0

) γ
(γ−1)

=
(

2
γ + 1

) γ
γ−1

(1.15)

In the case of the expansion of a monatomic gas (γ = 5/3) and a diatomic gas (γ = 7/5) with the
conditions used at UCLouvain a pressure in the reservoir of P0 = 2 bar, according to Equation (1.15),
Pb must be well smaller than 0.49 bar and 0.53 bar respectively and in our experiment it is equal to
Pb = 10−5 mbar. Under this condition, the flow will expand supersonically in a region that is limited by
the interaction of the flow with the residual molecules present in the vacuum chamber. As we will see
in the next section, these interactions create discontinuous regions so-called shock waves (section 1.7.1
beyond which the beam becomes again subsonic.
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1.4 Velocity distribution
A fundamental property of all supersonic jets is that the different degrees of freedom of the molecules

are in a none equilibrium state [38]. Later in section 1.6, we are going to define the translational, rotational
and vibrational temperatures that corresponds to the different degree of freedom of the molecules. In this
section we are going to develop the Maxwell-Boltzmann’s theory of gas kinetics applied to the classical
ideal gas. This approach will allow us to make the link between the notion of statistical distribution and
temperature. This approach will give us an idea on the distribution of the velocity inside the reservoir and
then after the expansion. To determine the velocity distribution of a supersonic expansion, we have to
take in consideration the static gas in the reservoir and then we have to consider the effect of the expansion
of this distribution. Therefore, in this section 1.4 we will first describe mathematically the distribution
of the velocity in the reservoir for v̄ = 0 and then this distribution is calculated for different seeding
gases and for different temperatures. Secondly, we will calculate the distribution of velocities during the
expansion after the nozzle exit. In this part of the jet, velocities tend to have a certain organization and a
motion with nearly equal velocities. To better understand, a schematic representation of Equation A.15
is given in Figure 1.5, based on Figure 1.2, in which we show the two different corresponding estimated
distributions. The distribution fv(vi) of a velocity component vi[m/s] in i-direction for a static gas is
given by Equation 1.16. The reader can refer to Appendix D.

fv(vi) =
√

Mn

2πRT exp
[
−Mnv

2
i

2RT

]
(1.16)

As we can see from the equation, the velocity distribution depends on the molar mass of the gas we are
using and the temperature of the reservoir. Noble gases from the 18th group of the periodic table are used
as seeding gas for the supersonic expansions for their efficiency of cooling and of reducing heating due
to their inert nature that prevents reactions with the precursor molecule. These gases are monatomic,
thus the absence of the rotational and vibrational energies, it is much easier to reduce just one degree of
freedom which is the translational temperature.

The FWHM of the Gaussian distribution is proportional to the temperature of the reservoir and to
the mass of the molecules.

During the expansion from the high-pressure reservoir to the low-pressure chamber, the molecules
undergo a very large number of collisions in the outlet channel and then in its outer vicinity. The density
of the gas and the frequency of the collisions will gradually decrease as it moves away from the orifice
and also the frequency of the collisions. A fundamental property of all molecular supersonic jets is the
difference between the different temperatures at a non-equilibrium state, which increases with distance
to the nozzle. Since the number density decreases with expansion (proportional to the distance−2 for
the case of a axisymmetric jet and to the distance−1 for the case of a planar expansion) the difference
between the different temperature (translational and rotational) is correlated with the rarefaction. It
must be emphasized, however, that large differences are attained easily in laboratory free jets under
modest rarefaction [39]. Unlike the case of an effusive jet in which the thermodynamic properties remain
intact, the molecules exchange energies in the area of high collisions and cool down during the expansion.

Thus, relating to the Equation A.15, when the beam expands, the transformation of the thermal
energy into kinetic energy will induce a narrowing in the distribution with a gain of a certain velocity v
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that depends essentially on the used seeding gas. We can represent the distribution of the velocities for
argon for different Mach numbers [40].

fv(vx) =
(
Mn

RT0

) 3
2
(

1 + γ − 1
2 M2

) 3
2

v3
xexp

−[( Mn

2RT0

) 1
2
(

1 + γ − 1
2 M2

) 1
2

vx −
(γ

2

)1/2
M

]2
(1.17)

An example of the change of the velocity component distribution fv(vx) of the gas particles in the
x-direction is illustrated for argon for different Mach numbers by the curves plotted in Figure 1.6.
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Figure 1.6 – The Maxwell-Boltzmann velocity distribution of argon in the reservoir compared to the
distribution of the jet for different Mach numbers. The maximum velocity is almost reached for M = 1.
The full width at half maximum (FWHM) represents the translation temperature Tt of the gas.

We can conclude that in the reservoir, the molecular velocity distribution for a particular direction
is maximum at velocity equal to zero, since the probability for the motion in the forward direction is
the same as in the opposite direction. So, the Maxwell-Boltzmann distribution gives a symmetric bell-
shaped curve that depends on the nature of the gas used and its temperature. When the gas expands
supersonically the distribution keeps its bell shape. However, the distribution gets narrower when the
Mach number is getting higher as illustrated in Figure 1.6. That corresponds to the cooling of the gas
induced by the isentropic expansion. Unlike the traditional cooling methods where the gas stays at v0 ≈ 0,
the increase of M due to the isentropic expansion induces a shift of the maximum of the distribution to
higher velocities since the gas flows in a particular direction, and the decrease of the temperature induces
a decrease of the FWHM. We can observe that the maximum velocity that could be attained is already
reached for M = 5.

Helium ≈ 1765 [m/s] Neon ≈ 760 [m/s] Argon ≈ 560 [m/s] krypton ≈ 388 [m/s]

Table 1.2 – Maximum velocities for different gases during the expansion if the reservoir is at 300K
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1.5 Seeded expansion
During an isentropic expansion, the cooling is more efficient for a monatomic gas (γ = 5/3) than for a

diatomic gas (γ = 7/5). It is due to the fact that atoms do not store energy in rotational and vibrational
degrees of freedom contrary to molecules. The seeding technique consists in using a gas mixture that is
composed of a low concentration (≤ 10%) of the studied molecules mixed with a high concentration of
a carrier monatomic gas, like helium or argon [41, 37]. The small concentration of the molecules only
affects the gas velocity and the Mach number, which are mostly determined by the carrier gas. The
isentropic expansion allows decreasing Tt of the monatomic carrier gas forming a so-called "cold bath".
The collisions between the molecules and the carrier gas particles will allow a more efficient cooling of
the considered molecules. It is also shown in the literature that the translational temperature of different
molecules could be cooled differently using different carrier gases and it becomes more efficient if the
molar mass of the seeding gas is close to the one of the studied gas [42]. A publication showed that
using helium as a seeding gas is more efficient than argon to cool down the vibration of CN radicals [43].
On the other hand, the seeding gas parameters influence the jet nature, the beam could be less or more
divergent and have a low or a high velocity. These two properties are important for some applications.
Thus, the divergence of the jet should be taken into consideration because it will influence the density of
the transmitted gas through the skimmer.

1.6 Decoupling of the molecular different degrees of
freedom

The important decrease of the gas density induced by the supersonic expansion causes an out-of-
equilibrium state of the gas molecules. This imbalance is related to different molecules energies each
associated to different temperatures : translational, vibrational and rotational presented as Tt, Tv and Tr
respectively and they are assumed to be independent [44]. The translational temperature is divided into
radial and transverse temperature T// and T⊥. These temperatures are associated with the radial and
transverse-velocity components v// and v⊥ of the molecules that are defined with respect to streamlines.
In steady state, these streamlines represent the trajectories of the molecules in the flow. The evolution of
the temperatures in the vacuum chamber can be described briefly by using the Sudden Freeze Quitting
Surface Model [45]. According to this model, two regions can be defined after the nozzle exit : a
continuous region characterized by a Knudsen number below 10−2 and a free-molecular region giving a
Knudsen number higher than 10. These regions are separated by a surface called the quitting surface
and the passage from the continuous region of the free-molecular region is sudden.

In the continuous region located just behind the nozzle exit, the distribution of v⊥ and v// narrows
equivalently during the isentropic expansion, due to the many molecular collisions present in the contin-
uous region. These narrowing effects induce a translational cooling, both T// and T⊥ decrease and an
equilibrium state is finally reached such as T// = T⊥. The collisions allow exchanging energy between
the cooled translational degree and the other degrees of freedom, and then Tv = Tr = T// = T⊥. The
model assumes that the region is continuous and isentropic, i.e. continuous region in Figure 1.7.
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Then, at a certain distance from the nozzle exit the collisions become so rare that v// stops nar-
rowing, and v// freezes at a quitting surface and only v⊥ continues to decrease under natural geometric
segregation. The thermal equilibrium between the degrees of freedom is broken, and Tv > Tr > T// >
T⊥. The regime is now discontinuous, out of equilibrium and the beam is a free molecular beam. A
schematic representation of the evolution of the velocities distributions along the beam path is given in
Figure 1.7.

Figure 1.7 – Schematic representation of the evolution of translational velocities distributions v// and
v⊥ along the beam path. According to the Sudden Freeze Quitting Surface Model.

In practice, the different temperatures are not determined by the same method. T// could be de-
termined by using the technique of time-of-flight (TOF) measurement [46]. For example, from a TOF
distribution of a gas composed of 100% argon, the velocity distribution of argon in x-direction such as
represented in Figure 1.6 can be obtained. This distribution illustrates well the narrowing of the v//
distribution. One can define a quantity called the velocity ratio Sv = v

vp
as the ratio of the mean velocity

v̄ of the gas and the most probable velocity vp of molecules.
An empirical estimation of S is obtained from FWHM ∆v// of the distribution and the velocity of

the gas v. This empirical expression is given by Equation (1.18):

Sv ≈ 1.66 v̄

∆v//
(1.18)

There is also an empirical expression of T// given by Equation (1.19)

T// ≈ 2.5 T0

Sv2 (1.19)

T// and Sv have been calculated from the distributions in Figure 1.6 for different Mach numbers as
represented in Table 1.3.
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M = 0 M = 5 M = 10 M = 25 M = 50
Sv [//] 0 5.18 9.27 23.1 46.2
T//[K] 298.15 27.77 8.67 1.4 0.35

Table 1.3 – Speed ratio Sv and radial translational temperature T// of Ar gas in supersonic expansion
for different Mach numbers M . The results are based on the velocity distributions in Figure 1.6 and
calculated from the empirical expression of Sv and T// given by Equation (1.18) and Equation (1.19).

1.7 Free jet expansion

1.7.1 Flow structure
The under-expanded condition of a jet [47] is assured by the expansion of the gas from a high pressure

on the nozzle exit into a lower pressure chamber. It creates a state of pressure imbalances that leads to
a process to reach equilibrium. This process takes place out of the nozzle by forming an expansion fan
of the nozzle lip to balance the jet pressure with the chamber pressure. The expansion waves, however,
reflect on the free boundaries as weak compression waves leading to generate shock waves. The gas within
the jet continues to expand by decreasing its pressure and increasing its Mach number. Therefore, shock
waves are discontinuity regions in a fluid across which the flow parameters (the velocity, the temperature,
the density and the Mach number) are strongly variable over a distance of the order of a few local mean
free path.

Different types of jets could be obtained depending on the pressure ratio (P0/Pb). A moderately
under-expanded jet is characterized by the diamond or "X" pattern which is observed due to regular
reflection of the oblique shock.

When the driving pressure ratio becomes very high, a normal shock also called as Mach disk appears
to increase the jet pressure to an adequate value, because the flow attains a very low pressure during
expansion that cannot be balanced with the ambiance by just an oblique shock. The Mach disk is a shock
wave perpendicular to the direction of the flow with a nearly flat form.

If the pressure ratio is further increased, which is the case of our experiment, the resulting jet is
termed as extremely under-expanded jet Figure 1.8. In this case shock cell pattern disappears and the
jet becomes entirely single shock cell structure with a barrel shock, terminated by a Mach disk. Inside
this cell, supersonic flow further expands to high Mach numbers. These two shocks define three regions
for the flow regime. First, the so-called cooling zone located just downstream the nozzle exit. That is
the zone where number of collisions take place to cool the molecules and relatively monochromatize their
velocities. The second region is the so-called zone of silence located downstream of the cooling zone, it
extends from XT that limits the sonic region to XM . The flow in that zone contains fewer collisions.
In the zone of silence, the flow is supersonic (M >> 1) because the gas velocity was increased by the
collisions in the cooling zone and the velocity of sound is nearly equal to zero. The zone of silence
represents the interesting area in order to benefit from the free molecular flow regime (molecules can be
treated as isolated ones). Since that is an isentropic area, the equations given in section 2.4 well describe
the behaviour of the gas. Finally, beyond the Mach disk the flow is subsonic (M < 1) because of the
randomization of the molecules velocities induced by collisions with the residual gas.
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Chapter 1 – Supersonic expansion

Figure 1.8 – Schematic illustration of the flow structure of an axially symmetric supersonic free jet,
with the different zones that are labelled. A supersonic expansion cone is formed thanks to the gas
expansion from the high-pressure gas reservoir P0 into the vacuum chamber through the nozzle. A region
located just behind the nozzle exit called the cooling region makes the transition from the continuum to
the free molecular flow. Shock waves called the Mach disk and the barrel shock limit an isentropic region
so-called the zone of silence. Figure is adapted from [37].
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1.7. Free jet expansion

1.7.2 Mach disk location and diameter

For a pressure ratio P0/Pb = 29.4 to P0/Pb = 915.6 for air, the following correlation is suggested to
predict the location of the Mach disk (XM ) [48]

XM

D
= ( 1

j + 1γM
2
e

Pe
Pb

)
1
j+1 (γMe)j−1 (1.20)

In this equation Me and Pe are the Mach number and the pressure at the exit of the nozzle in our
case Me = 1, Pe = 10−5 mbar and j takes the value of 0 for 2-D flows and 1 for axisymmetric flows.
The pressure ratio in our experiment is in the order of 108 which does not fit into the conditions of the
equation but if we try it for an approximation we will find XM = 6.4 m which is considered high.

In order to better visualize and understand the dependence of the Mach disk position on the chamber
pressure, the evolution of XM/D for a range of the pressure ratio Pe

Pb
= [1 : 25] is presented in Figure 1.9

for different diameters of the nozzle.
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Figure 1.9 – Evolution of the distance XM/D between the nozzle exit and the Mach disk location with
respect to the pressure ratio.

In order to estimate Mach disk diameter (DM ), an empirical relation was proposed [49] for a sonic
orifice as shown in Equation 1.21:

DM

D
= 0.31(P0

Pb
− 5.0)0.5 (1.21)
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1.7.3 The evolution of the Mach number in the expansion
The dimensionless distance δ = x/D is of paramount importance when one wants to characterize

the different parameters of the jet. The Mach number M(δ) evolves during the expansion due to the
change in the downstream distance x of the flow velocity v(δ) and the local speed of sound vs(δ). The
expressions of the evolution of the centreline Mach number for an axisymmetric jet and for a planar jet
is given by empirical expressions [46] and works only for a free not-adapted jet.

M = (δ)
γ−1
j

n=3∑
n=0

( An(δ)n ), for δ > 0.5

M = 1.0 + a2(δ)2 + a3(δ)3, for 0 < δ < 1.0

(1.22)

In these two equations, j is equal to 1 in the case of an axisymmetric expansion, and to 2 for a planar
expansion. a2, a3, An are adjustment parameters that depend on γ. The values of the adjustment
parameters are given in the following table (table 1.4) for different γ from reference [46]:

j γ A0 A1 A2 A3 a2 a3
1 5/7 3.232 −0.7563 0.3937 −0.0729 3.337 −1.541
1 7/5 3.606 −1.742 0.9226 −0.2069 3.190 −1.610
1 9/7 3.971 −2.327 1.326 −0.311 3.6092 −1.950
2 5/3 3.038 −1.629 0.9587 −0.2229 2.339 −1.194
2 7/5 3.185 −2.195 1.391 −0.3436 2.261 −1.224
2 9/7 3.252 −2.473 1.616 −0.4068 2.219 −1.231

Table 1.4
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Figure 1.10 – Evolution of the Mach M number along the centreline of the supersonic jet with respect
to the ratio of the distance downstream of the nozzle exit and the nozzle diameter x/D.
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1.7. Free jet expansion

1.7.4 Evolution of the quantities: T/T0, P/P0 and ρ/ρ0 parame-
ters and characteristic velocities in the jet expansion:

Since the thermodynamics properties of the jet depends on the Mach number as mentioned in Equa-
tions 1.14 the evolution of the ratios T/T0, P/P0 and ρ/ρ0 along the centreline of the jet can be represented
(Figure 1.11) for both axisymmetric and planar jet expansion. The temperature of the jet will tend to
0 with moving away from the nozzle exit along the centreline of the jet. Then, by using the equation
of the velocity u of the gas in the isentropic expansion from equations 1.14 for T → 0 we can isolate
the maximal velocity umax reached by the beam in the supersonic expansion. While the beam speed
increases, the speed of sound decreases to tend to 0. The evolution of the beam speed ratio v/vmax and
the speed of sound ratio vs/vs,max are therefore, represented in Figure 1.12.
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Figure 1.11 – Evolution of the temperatures, pressures, and density ratios T/T0, P/P0, ρ/ρ0 with
respect to δ = x/D for an axisymmetric and a planar configuration.
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v/vmax

vs/vs,max

Figure 1.12 – Evolution of the ratio of jet velocity v/vmax and sound velocity vs/vs,max along the
centreline of an axisymmetric supersonic jet with respect to δ = x/D.

1.7.5 Evolution of the Reynolds number in the jet expansion:
Considering the case of the free jet expansion used in this thesis, argon was used as a carrier gas

which is characterised by a volumetric mass density ρ0 = 1.7835 [kg/m3] in the reservoir, a dynamic
viscosity of µ = 2.1017 × 10−5 [kg/m.s] at room temperature (296 K). The gas expands through the
axisymmetric nozzle reaching a sonic speed at the throat. The diameter used at UCLouvain is equal to
D = 0.5 × 10−3 [mm] and at UR1 D = 0.08 × 10−3 [mm].

Using Equation 1.15 we can find the following quantities for M = 1 at the throat of the nozzle:

1. The density (ρ∗) :
ρ0

ρ∗
= (1 + γ − 1

2 )
1

γ−1 (1.23)

Equation 1.23 gives ρ∗ = 1.1584 [kg/m3]

2. temperature (T∗) :
T0

T ∗
= 1 + γ − 1

2 (1.24)

Equation 1.24 gives T ∗ = 220 K

3. The speed of the jet (v∗) is equal to the speed of sound for M = 1; therefore, using equation 1.5
and by replacing the corresponding temperature by T ∗ = 220 K, we find v∗ =

√
γrT ∗ = 277.32

[m/s]
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1.7. Free jet expansion

4. The dynamic viscosity depends on the temperature, and the empirical equation that can be used
to find the viscosity for different temperatures is given by :

µ = µref ( T

Tref
)3/2Tref + Sµ

T + Sµ
(1.25)

Using data from CRC handbook and data in the NIST online database : µref = 55.8 × 10−6

[kg/m.s)] Tref = 1000 K and Sµ = 164.2 K we obtain for T ∗ = 220 K µ∗ = 1.7595 × 10−5

[kg/m.s)]

Using these quantities, we can calculate Reynolds number using equation 1.4 at the throat: Re∗ =
16000 > 3000 the flow is turbulent at the beginning of the expansion. Figure ?? shows the evolution of
the Reynolds number for the source used in UCLouvain.
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Figure 1.13 – The evolution of the flow regime from a turbulent flow to Laminar flow with respect to
the Mach number for the source used at UCLouvain. The flow is turbulent at the beginning and tends
to be laminar for higher Mach number.

Considering the source of Rennes, the only difference is the diameter size giving the evolution of the
Reynolds number as follows:

Later in the CFD simulations for both sources, the flow will be considered laminar. The reason is
that turbulent flows are harder to solve. The simulation results are therefore an approximation for the
measurement of the physical quantities. Experimental characterization is then made by spectroscopic
means, giving the exact values of the physical quantities.

One can refer to Figure 1.10 in order to estimate the distance for different Mach numbers for the
planar source and the axisymmetric source.
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Figure 1.14 – The evolution of the flow regime from a turbulent flow to Laminar flow with respect to
the Mach number for the source used in Rennes.

1.8 Uniform supersonic jet expansion
While free jets are formed by simply expanding gas through an orifice into a vacuum chamber, the

production of a uniform expansion is more involved. To do so, a specific geometry of the nozzle needs to
be designed known as perfectly adapted Laval nozzle. It is a convergent-divergent duct that is pinched
in the middle, having an asymmetric hourglass shape. It is widely used in some types of steam turbines
and rocket engine nozzles. This duct is also used in supersonic jet engines [50]. The application of this
technique for kinetics studies at low-temperature is well known and begun in the aerodynamics laboratory
in Meudon [51]. To generate uniform flows, the pioneers of the CRESU technique (a French acronym
standing for cinétique de réaction en écoulement supersonique uniforme, or reaction kinetics in uniform
supersonic flow) studies have developed a method of profiling Laval nozzles for rarefied jets [52].

Unlike the case of the free jet, the Laval nozzle jet is dominated by the high number of collisions
promoting chemistry. Another advantage relatively to the free jet is that the density is higher and can
attain values of the order of 1016 − 1017cm−3, which is important in our case; the higher the density the
higher the signal-to-noise is when doing spectroscopic measurements. The uniformity of the jet in terms
of temperature and density could be maintained at the heart of the flow over several tens of centimetres.

In the laboratory, this type of nozzle is designed in terms of throat size, profile and length of a
certain backing to chamber pressure ratio to generate a uniform supersonic flow for a specific density
and temperature for the given carrier gas. Strictly speaking, finding the profile of this type of nozzle
is a question of solving Navier-Stockes equations (see Appendix A). Although this approach is far too
complex, other approximations could be done (and explained in the next section).
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1.8. Uniform supersonic jet expansion

As already explained, the Mach number of the jet M is an appropriate and important number to
define the flow in each section of the nozzle, and the logic is similar to the one of an axisymmetric nozzle.
The difference is that the final Mach number of the Laval nozzle is fixed and tends to be constant at the
exit of the nozzle. The Mach number is related to the area ratio between nozzle throat(S∗) and exit (Se)
by this equation [53]:

Se
S∗

= 1
M

[( 2
γ + 1)(1 + γ − 1

2 M2)](γ+1)/[2(γ−1)] (1.26)

The quality of the flow at the nozzle outlet depends crucially on the profile of the divergent part but
also the pressure ratio between the chamber and the tank. If this ratio is not suitable, shock waves could
form in the jet and the uniform flow will be destroyed.

The profiling of Laval nozzles is done in two stages [52]:

1. The isentropic nucleus of a fluid considered ideal is calculated using cylindrical symmetry (zs, ru)
[51]. The resulting equations are solved by the method of the characteristics according to [54].

2. The second stage consists of using the calculated profile of the isentropic nucleus as a start and
initial condition in order to find δ1, the displacement thickness of the boundary layer of the jet.δ1 is
important to find by how much the wall of the nozzle should be moved to maintain an unchanged
uniform flow in the jet.

The coordinates of the nozzle (zw, rw) are then obtained. The boundary layers are resolved by adding
a displacement thickness δ0 to the profile of the isentropic nucleus:

zw = zs (1.27)

rw = ru + δ0 (1.28)

For a good quality flow, the boundary layer δ0 should be very thin compared to the size of the
diameter of the isentropic core devoted as L, because the boundary layer is turbulent and slows down
the gas. If the boundary layer is too large compared to the isentropic core so the latter will gradually
shrink and the flow is denatured. It is therefore necessary to minimize this ratio δ0/L which is linked to
the number of Reynolds Re characterizing the flow by the equation:

δ0

L
= 1√

Re
(1.29)

We therefore seek to maximize the Reynolds number without reaching a turbulent flow (Re < 3000) to
obtain a uniform laminar flow (refer to Figure 1.14). It requires a high-pumping capacity and this is
why the chamber used in the IPR is equipped with two parallel root pumps with a maximum pumping
capacity of 15000 m3h−1 to achieve temperatures as low as 20-10 K.
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Figure 1.15 – The representation of the Laval nozzle profiling method: For the determination of the
exit radius ru,exit, the latter is related to the flow velocity and to the debit of the flow as a function of
the Mach number at the nozzle exit. Since the flow rate is conserved in all the sections of the nozzle,
by imposing the Mach number at the exit of the nozzle, we obtain the value of ru,exit as a function
of the nozzle throat diameter and Mach number at the exit of the nozzle. The length of the nozzle is
determined by the arbitrary choice of a certain parameter and it is then calculated to find for which
length the uniformity is conserved. A too short nozzle length may open too much the angle of divergence
of the nozzle profile, possibly leads to the separation of the boundary layer while choosing a too long
length risks the preponderance of the boundary layer over the isentropic core of the jet, a compromise is
needed.



Chapter 2

STARGATE APPARATUS:
SPECTROSCOPY OF TRANSIENT ANIONS

AND RADICALS BY GATED AND

ACCELERATED TIME-OF-FLIGHT

EXPERIMENT

2.1 Introduction
Action spectroscopy has witnessed a tremendous development in several scientific directions since

the first studies in atomic and molecular physics combining the sensitivity of mass spectrometry and
tunability of laser radiation [55, 56]. After these pioneering works, ionic cluster spectroscopy has started
with the works of Schwartz [57] and the important contribution of Y. T. Lee [58, 59, 60]. Since then this
track has been expanded by many other [61, 62, 63, 64]. Over the years several improvements have been
reported for every part of a typical action spectrometer, i.e. the ion source, the mass spectrometer and the
light source. The supersonic beams[65] and electrospray[66] have been implemented for ion production.
A variety of mass spectrometers has been used as the quadrupole mass filter, the time of flight-mass
spectrometer (TOF-MS) and the use of Fourier-transform ion cyclotron resonance (FT-ICR). Several
continuous and pulsed light sources were also used as dye lasers, OPO, free electron and Kr+ lasers
and synchrotron radiation. Variations on the measured quantity were reported including the counting
of electrons [67], fragmentation products [62], products of light-induced bimolecular reactions [68] or
recently the inhibition of complex formation [69]. This last example has led to the measurement of the
high-resolution spectra of numerous molecular cations including C+

60 [70] and CH+
5 [71] in the infrared.

In parallel the measurement of photo-electronic spectra of neutral molecules [72] and anions [67], has
been the subject of important developments to retrieve information on the ionization threshold [73], the
cation structure [74] and transition states in chemical reactions [75]. Finally, such techniques were also
applied to study biological molecules such as peptides or glucans [76, 77, 78].

In this chapter we report the experimental development of a photo-fragmentation spectrometer which
aims at measuring spectral properties of positively or negatively charged molecules and/or of ionic com-
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plexes. We start by citing briefly the different parts of the STARGATE instrument (Section 2.2. Then
each part of the instrument is detailed, including the ion source (Section 2.3) which is composed of
a supersonic jet expansion source coupled to an ionization mean. Then, the TOF-MS is described
in section 2.4 and finally the details regarding the photodissociation setup in section 2.6. The ap-
plication of high resolution photodissociation spectroscopy is discussed using the rotationally resolved
Ã2Σ+(002) ← X̃2Π3/2(000) rovibronic band of N2O+ as a reference, where the vibrational quantum
numbers v1,v2,v3 are indicated in parentheses. Besides giving access to the rotational temperature of the
cations, these spectra allowed us to evaluate the required measurement time and achievable signal-to-noise
ratio. Finally, ongoing developments and ideas to improve the quality of our set-up are discussed.
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laser

Doubled Dye

Fund. Dye
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Figure 2.1 – Design of STARGATE TOF-MS (bottom) with (1) source of ionic compounds, (2) skimmer,
(3) TOF mass spectrometer, (4) electrostatic lens, (5) pulsed 2D deflector, (6) differential pumping tube,
(7) laser and ion beam interaction region, (8) 90◦ cylindrical energy analyser and (9) MCP detector.
Optical bench (upper part) with pulsed dye oscillator and dual amplifier associated with a frequency
doubling BBO crystal and pumped by a Nd:YAG laser, (10) prism separating the second harmonic
doubled Nd:YAG laser (307-327 nm) used for photodissociation spectroscopy from the fundamental dye
beam (614-654 nm) used for the frequency calibration of the spectra, (11) hollow cathode (Ne/Mn) and
(12) temperature-regulated vacuum solid state etalon. The calibration atomic Ne lines are measured
from the helium filled hollow cathode (Ne/Mn), the ionic photofragments are detected by the MCP
detector, the power of the laser and the Fabry Perot interferometer (solid state etalon) are measured by
a photodiode (13) and a pyroelectric detector (14), in combination with an oscilloscope (Agilent DSO-X
3104A). Items (1), (3) and (5) are all connected to a digital delay generator, the associated chronograph
is displayed in Figure 2.2. The photodissociation spectra are recorded from the oscilloscope connected to
a computer via USB. A Labview© interface controls the scan of the pulsed dye laser, the transfer of the
averaged data from the oscilloscope to the computer, and the integration of the time gated signal.
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2.2 Instrument layout
STARGATE instrument is presented in Figure 2.1. It is essentially composed of a pulsed supersonic

expansion coupled to ionization mean (electric discharge or electron gun)(1). The jet goes through a
skimmer(2), which allows for differential pumping and spatial selection of a part of the expansion. Ions
are then accelerated and enter the TOF-MS indicated as item 3. The heart of the TOF-MS includes a
single unit able to perform acceleration, bunching, gating of the ionic beam and while re-referencing it to
the ground potential. The ions are focused (4) and deflected using a pulsed deflection unit (5). A second
differential pumping tube (6) is implemented. The interaction with a pulsed dye laser at a right angle is
performed inside a biased cell before the ions enter an energy analyser (8). The ions are then detected
using a micro channel plate stack(MCP, Photonics APD-TOF) and the mass spectra are recorded using
a digital oscilloscope (Agilent Technologies DSO-X 3104A, 1 GHz). The timing of the various elements
are controlled using a multi-channel digital delay generator (Model 577 - BNC) and pulses are generated
from Behlke push-pull high voltage (HV) switches supplied by high-voltage DC power supplies (FUG). A
chronograph of the STARGATE instrument is presented in Figure 2.2. This figure details the duration
and the relative timing of the pulsed jet, the two steps of the gating bunching of the ion beam, and the
mass selection with the pulsed deflector.
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Figure 2.2 – Chronograph for applied voltages to study cations using STARGATE. The time scale origin
is defined as the rising slope of the pulsed molecular jet valve trigger (black). The two steps of the gating
bunching of the ions separated by 40 ns (red and green) and the mass selection of the pulsed 2D deflector
(blue) are represented. The time scale origin used for the mass spectrum of N2O+ measured with the
MCP detector at tTOF = 22.4 µs (orange) is defined from the beginning of the TOF corresponding to
the gating (L = 1.5 m with a kinetic energy of 1 keV). In addition, a dye laser pulse of 5 ns duration
interacts with the ions after 1 m in the drift tube for photo-dissociation spectroscopy (' 15µs for N2O+)

SIMION® is used for a prior prediction of the voltages that are needed to be applied to manipulate the
ions. In fact, in the following sections we will present the simulation for each part of the instrument. In
section 2.3.2 we will show the simulation of the electric fields and the trajectory of the electrons produced
by the discharge plates and the electron gun. In section 2.4 the different functions of the unit (gating
bunching re-referencing) are tested. In sections 2.4.4 and 2.4.5 we will show the simulation for the ion’s
trajectory following the implemented ion optics. Finally, in section 2.6.1 we describe the new idea of the
energy analyser coupled to a biased cell.
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2.3 Source of ions

2.3.1 Pulsed supersonic jet expansion
Two valves operation modes are commonly used in order to produce supersonic beams: continuous

and pulsed. As demonstrated in the first chapter devoted to supersonic jet expansion, achieving low
temperatures (or high Mach numbers) in an axisymmetric jet requires large values of the pressure-
diameter product, P0D. Since the mass throughput of the nozzle is proportional to P0D

2, pumping
considerations will ultimately determine the cooling attainable for a given nozzle diameter D. Cooling
is essential :(i) to promote partial condensation, (ii) to simplify the recorded spectra, (iii) to increase
the density of molecules on few quantum states and hence to increase the signal-to-noise ratio (S/N).
In the case of a continuous beam that pumps loads can be very large due to the large flux of molecules
leaving the nozzle. A practical solution is to employ a pulsed supersonic expansion, thereby reducing
the duty cycle and the pumping requirements considerably. Pulsed beams are particularly useful for our
application which involves a pulsed laser as we can adapt the gas pulse repetition rate ν to the one of
the laser, for a minimum gas pulse duration δt. The pulsed regime is produced by implementing a valve
with an actuating mechanism. Reducing the pumping requirements comes from reducing the duty cycle
and it is defined by equation (2.1)

ψ = δt

∆t × 100% = fδt× 100%. (2.1)

where the width of the ideal rectangular-shaped pulse is δt, the time interval between two successive
pulses is ∆t, and the repetition rate is f .

If we decide to minimize the pulse duration δt, we need to note that there exists a minimum opening
time of the valve needed to maintain the full development of the supersonic expansion [79]. Equation
(2.2) gives the dependence of the pulse duration of the nozzle diameter D and the velocity of sound in
the reservoir vs,0

δt ≥ 4D
vs,0

(2.2)

For example, the minimum opening time for helium and argon could be calculated for the parameters
below, the velocity of helium and argon in the jet are already calculated in the first chapter:

(a) D = 1 mm

(b) For helium : vs,0 = 1016 m/s

(c) For argon : vs,0 = 321.5 m/s

The minimal duration of the pulse is 3.9 µs and 12.4 µs respectively for the full development of the
supersonic flow. For now, no mechanical design exists for a pulsed valve to open and close within this
limited time.

In the literature numerous pulsed valve designs have been described, and some are commercially
available. Three types of pulsed valves are commonly distinguished by their actuating mechanism and
they are mainly characterized by their opening time duration : current loop, solenoid and piezoelectric
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valves. Examples of each valve type are often cited :

- The Jordan valve (based on the pulsed valve developed by Gentry and Giese [80]) is composed
of two metal strips through which high opposite currents pass creating a magnetic repulsion and then,
opening the valve as shown in Figure 2.3. That design allows minimum opening times of 80 - 150 µs
FWHM for pressure in the vacuum chamber of about 10−5 mbar and could operate up to 1 Hz [81]

Figure 2.3 – Principle of operation: (a) The valve is closed with the flexible bar resting on the O-ring.
(b) After the application of the current pulse
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- The Even-Lavie valve [82] is an electromagnetic actuated device that is composed of a solenoid
creating a magnetic field in order to lift a plunger to open the valve. The design produces gas pulses
of minimum opening time of 25µs FWHM for a pressure in the vacuum chamber lower than 10−5 mbar
for a repetition rate from 1 Hz to 500 Hz. This valve is based on a more commonly used solenoid valve
called the Parker General Valve [83] whose minimum opening time is 300 µs FWHM. The source used
by Even-lavie in which the valve is used is detailed in Figure 2.4

Figure 2.4 – Even-lavie valve cross section along with all the mechanical parts. Figure from reference
[82].
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- Finally, different piezoelectric transducer (PZT) valves were developed [84, 85, 86, 87]. Among
the piezo valves two categories were studied : the piezocantilever valve [85] shown in Figure 2.5 and the
piezo-disk-activated plunger [84, 86] shown in Figure 2.6.

Figure 2.5 – a) Photo of the inside of the cantilever piezovalve, with the relevant dimensions indicated.
The O-ring is glued to the back side of the piezo, which forms the vacuum seal to the nozzle hole.
The nozzle to seal distance can be carefully adjusted with three set screws as indicated. The piezo free
cantilever length is about 5 to 6 mm. The length of the cantilever can be easily adjusted by moving the
clamp. b) Photo of the closed valve which has an outer body diameter of 44 mm. c) Photo of the piezo
valve body mounted in a heatable holder on a standard ISO160 vacuum flange. An electrically isolated
skimmer is also attached to the holder
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The piezocantilever valve was developed and characterized by M. Janssen [85] and marketed under
the name "Amsterdam Piezo Valve". It can operate in pulsed mode at repetition frequencies up to 5 kHz
and give pulse length as low as 7 µs FWHM for a pressure of about 6 × 10−6 mbar inside the vacuum
chamber . That valve is composed of a cantilever in piezoelectric ceramic located near the nozzle input.
Applying a voltage allows the deflection of the cantilever and then opens the nozzle input. It seems to be
an effective technique for producing pulsed beams, and its use could be appropriate for the production
of ionic complexes in future work.

An older kind of PZT valve was developed in particular by D. Proch and T. Trickl in 1989. They
have studied a piezoelectric disk that flexes when a voltage is applied to it [84]. It allows it to generate
minimum pulse lengths between 150 µs and 250 µs FWHM with the upper limit for the repetition rate
of 1 kHz.

Table 2.1 gives the characteristics of the valves used in the literature.

Valve name Type Minimum opening time Frequency
Jordan valve Current loop 80-150 µs up to 1 Hz
Even-Lavie Solenoid 25 µs 1-500 Hz

Amsterdam valve Piezocantilever 7 µs up to 5 kHz
Proch and Trickl Piezoelectric disk actuator 150-250 µs up to 1 kHz

Table 2.1 – Different valves used in the literature, their working principle, minimum opening time and
operating frequency.

In this work, a piezoelectric valve based on the one designed by D. Proch and T. Trickl was used. In
fact, we decided to use this valve because a prototype was already operational in the laboratory. Building
a complete scientific instrument without having to change and optimize the ion source allowed our team
to save time and go straight to the results. We will be working on the development and testing of other
valves in the near future. The assembly drawing is given in Figure 2.6, and photographs of the top part
of the valve and a schematic representation with the dimensions of the piezoelectric actuator are given.

The piezoelectric actuator of the pulsed valve is a bimorph actuator manufactured by Physik Instru-
mente (PI) (model P-286). It is composed of a piezo disk in ceramic (PZT) and a metal disk (passive
layer) that are stacked one on top of the other. By applying a voltage, the inverse piezoelectric effect [88],
allows to change the shape of the piezoelectric material. That causes the deflection of the metal substrate
that is proportional to the applied voltage and then, a gas pulse can pass. In our case, we will couple this
type of valve with an electric discharge in order to ionize the gas pulse as it will be detailed in section
2.3.2. A standard home-made nozzle of different replaceable diameters (250, 500 or 1500 µm) has been
used with a repetition rate of 30 Hz matching the one of the dye laser. A minimum opening of 200 µs
has been measured as shown in section 2.3.3. A maximum repetition rate of 1 kHz has been obtained for
the 500 µm orifice. The piezo disk is controlled by 0.3-1.0 kV pulses generated by a home-made push-pull
switch whose rise time has been damped by adding a resistor in series. The fine-threaded aluminium
plunger is screwed to the piezo disk, and may be tightened and tuned while operating under vacuum.
The pulsed duration is controlled by the multi-channel digital delay generator and it is limited by the
physical properties of the piezo.
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Figure 2.6 – a) Profile view: Assembly drawing of the piezoelectric valve from reference [84]. (1) Valve
body; (2) front plate; (3) nozzle plate; (4) threaded piece of tubing (mounting hole for nozzle plate),
welded into the front plate; the total number of mounting holes is four; (5) holding the rod for disk
translator; a total of four of these rods are welded into the front plate at equal intervals on a circle of
45.0 mm diameter; (6a) vertical adjustment nut for plunger; (6b) plastic nut; (6c) plunger (with slit for
screwdriver on top); (6d) lock-nut; (6e) Viton gasket (0.7 mm thick); (6f) sealing o-ring; inner diameter:
1.5 mm, width: 1.5 mm; (7a) ring supporting the disk translator; (7b) o-ring; inner diameter 38.0 mm,
width 2.0 mm; 8: coaxial feed through with MHV connector (Ceramseal); (9) gas inlet; 10: hole for M3
screw drawn 22.5◦ out of true position; a total of eight holes are equally spaced on a circle of 62.0 mm
diameter; 11: mounting hole for valve (M3) (four holes). For clarity, parts (4), (5), (6), (8), (9) and the
disk translator are not hatched. Parts (1), (2), (3), (4), (5), (7a) and (9) are made of stainless steel, parts
(6a), (6c),and (6d) of aluminium;
b) Top view of the home-made valve copied from the original design.

A schematic of the home-made switch is presented in Figure 2.7 using LTspice software.
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Figure 2.7 – Electric circuit of the switch used to control the piezoelectric element.

The description of the working principle of the switch is as follows:

1. A 5V power supply is connected to DC-5V to activate the switch.

2. A negative high voltage is connected toDC-HV that goes from (0-1000V DC) that defines the dis-
charge voltage. A TTL input positive signal is connected to a TTL pulse generator(30Hz/5V/100µs)
and the output high voltage OUT-HV is connected to the piezo.

3. While the TTL-IN signal is 0, the n-channel mosfet T1 is OFF so the transformer is not opera-
tional therefore T2 is OFF ; theOUT-HV voltage grounded throughR6 andR7. In consequence,
there is no high voltage on the piezo and gas is not flowing.

4. When the TTL-IN signal is 5V: T1 is ON, the current is limited by R1 passing through L1 and
L3 of the transformer (TY-146P) increase, inducing a current in L2 and L4 that charges the gate
of the Mosfet T2. T2 is now ON. A current flows through T2’s N-channel and R5 to charge the
piezo, when the voltage on the piezo is high enough to bend the ceramic, the gas is flowing.

5. When TTL-IN passes to 0V again: T1 is OFF, the current passing through L1 and L3 decrease
inducing a reversed current in L2 and L4. The reversed current discharges the gate of T2. T2 is
then OFF. The current stops flowing to the piezo and because of the presence of the two resistors
R6 and R7 connected to the ground , the voltage on the piezo decreases. When the voltage on
the piezo is low enough, the ceramic goes back to its initial position and the gas stops flowing. D1
acts as a reverse voltage protection of the gate of T2.

6. As the piezo is recharging through R5 (1.3kΩ) and discharging through R6+R7(160k) , the time
to recharge and discharge are different (fast recharge / slow discharge)

7. To have an electrical circuit that is able to recharge and discharge faster than the initial circuit
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a short cut of R5 is done, and a voltage divider (R8=511 Ω and R9= 551 Ω) was connected
between OUT-HV and GND, while the piezo was connected to OUT-HV/2 (between the two
511 Ω resistors). In this configuration we had to double the DC-HV- negative high-voltage input
because of the division by 2 of the OUT-HV. In this situation the piezo is charging through the
resistor of 511 Ω and discharging through the other resistor of 511 Ω connected to the ground.
As a result, approximately, the same charging and discharging time constant was obtained. An
improvement should be done to obtain a better push-pull timing and it could be done by using a
Behlke switch as the one used for the time-of-flight switches described in section 2.4.3.
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2.3.2 Ionization methods
State-of-the-art

Plasma is believed to make up more than 99% of the known matter in the universe [89]. Also, the
stars are all in this state. Plasma is defined as a quasi electrically neutral gas, containing charged particles
and neutrals which exhibit a collective behaviour [90]. It contains electrons, neutrals, electronically and
vibrationally excited species, ions, radicals and atoms. It is classified into two types. (1) Thermal plasma
that is in thermodynamic equilibrium, the electron and ion temperatures are the same and could attain
values as high as 3000 K to 5000 K. (2) On the other hand, there is the non-thermal plasma. It has a
low enthalpy which makes its study simpler. This type is also known as cold plasma as the electrons is
much hotter than the ions and it is the case of gas discharges which are the subject of this section. In the
laboratory, plasmas are produced by using different methods. Generally, electrons and ions are created
during this process.

In this thesis the technique, we used is the electron impact ionization (EI); it consists of bombarding a
gas with electrons ejecting ions and radicals, or using a field ionization technique to make a gas discharge
which ionizes the molecules by a strong external electric field explained in the following section. One of
the EI techniques is the glow discharge. It is the result of a potential difference of 10 to 60 kV between
electrodes that are at ≈ 50 cm apart will lead to a "high-voltage glow discharge" if the space between
the electrodes is filled with a gas at pressure between 10−1 and 10−3 torr [91]. It is then important to
introduce Paschen’s law. It is an equation that gives the breakdown voltage necessary to start a discharge
or electric arc, between two electrodes in a gas as a function of pressure and gap length [92]. The equation
is as following:

V = BPd
ln(APd)−ln[ln(1+ 1

γse
)]

In equation 2.3.2, the Paschen law, V is the breakdown voltage in volts, P is the pressure in pascals,
d is the gap distance in meters, γse is the secondary electron emission coefficient, A is the saturation
ionization in the gas and B is related to the excitation and ionization energies. These last two constants
are determined experimentally and found to be roughly constant over a restricted range of the electric
field to pressure ratio (E/P ) for a given gas. For example, for air with an E/P between 450 and 7500
V/(kPa.cm), A = 112.50 V/kPa.cm and B = 2737.5 V/kPa.cm [93]. An example of the Paschen curve is
shown in Figure 2.8.

From Figure 2.8 we can conclude that with a constant gap length, the voltage necessary to arc across
the gap decreases as the pressure is reduced and then increases gradually, exceeding its original value.
With a constant pressure, the voltage needed to cause an arc decreases as the gap size is reduced but
only to a point. As the gap is reduced further, the voltage required to cause an arc begins to rise and
again exceeding its original value. For a given gas, the voltage is only a function of the product of the
pressure and gap length.

Many other techniques exist in the literature; like the photoionization, in which in place of using a
beam of electrons, a beam of photons is used to ionize the particles. The energy of the electromagnetic
radiation is inversely proportional to its wavelength. In the case of large molecules, whose ionization
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Figure 2.8 – Paschen curves for different gases, using the expression 2.3.2 for the breaking voltage as a
function of Pd from reference [93]

potential is generally between 15 and 6.1 eV, the radiation used is therefore in the vacuum ultraviolet
known as VUV radiation between 83 and 177 nm. Operating in this range of wavelengths imposes
considerable technical difficulties like generating the VUV radiation and finding the specific adapted
windows. A recent work of F.Gunzer et al. detailed the photoionization and photodissociation in mass
spectrometry for the visible and UV range of the spectrum [94]. Compared to EI sources the efficiency of
the photoionization sources is not high but, on the other hand, the energy of the incident photons can be
controlled very precisely using laser technology. Therefore, photoionization could be a powerful means of
measuring ionization potentials.

An alternative to the use of photoionization in mass spectrometry is the thermal ionization, which
consists of providing the necessary thermal energy to remove an electron from an atom or a molecule. The
inconvenient is that the ionization potential of most elements are far too high. Therefore, this method is
restricted to a few metals. It could also be combined with the impact of a focused pulsed laser on a solid
which could be then thermally ionized [95].

Another ionization method is ion bombardment. It consists of the collision of an accelerated ion with
a neutral molecule which may result in the ionization of the latter. Penning ionization consists of using
species as the rare gases that possess a neutral metastable excited states, which could ionize a neutral
gas by a process known as Penning ionization:

He∗ +M → He+M+ + e−
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An interesting application of Penning ionization in the literature is the ionization provided by the
intersection of excited rare gas atoms produced in a pulsed jet discharge and another supersonic expan-
sion containing the targeted molecule or a carefully chosen precursor. The advantage of this method is
to maintain a low electronic and vibrational temperature [96]. We can also mention chemical ionization:
a molecule could be ionized following a chemical reaction with an ion. This technique is the second most
used technique and there is a lot of examples in the literature[97] finally there are other interesting tech-
niques that are not limited for gas phase precursors like electrospray ionization, fast atom bombardment
of a surface and the matrix-assisted laser desorption ionization(MALDI) [98]. In this work we chose as
gaseous ionization mechanism the electron - impact (EI) ionization technique which is commonly used
because of its relative simplicity. In addition, coupling of the EI ionization with a supersonic beam source
gives rise to an efficient production of ionic species. Two methods were tested. The first method which
is the electric discharge is explained in the first subsection that follows. Most of the spectra recorded in
this work were done using this method, the ionization takes place in the early part of the expansion i.e.
close to the nozzle exit, where three-body and two-body collisions can lead to the production of colder
ions and complexes. This method consists of using two polarized metallic rings separated by an insulator.
In general, to classify gas discharges we have to differentiate between two categories,(1) DC discharges
based on direct current under the influence of a static electric field :

1. Glow discharge [91]

2. Corona discharge [99]

3. Hollow cathode [100]

and (2) AC discharges, the alternating current discharges are under the influence of a time-varying,
periodic electric field :

1. Dielectric barrier [101]

2. Radio frequency (RF) [102]

3. Microwave [103]

The second method consists of forming ions in the collision-free part of the expansion (i.e. the zone of
silence) by bombarding the neutrals with electrons. It requires the use of an electron gun as described in
the second subsection.

Direct current electric discharge driven by an external field

A gas discharge is mainly an electric current across a volume of gas. It starts when an atom or
molecule in the gas phase is subject to the influence of an external electrical field. The mechanism of
this gas breakdown can be the result of the few electrons that are emitted from the electrodes due to the
omnipresent cosmic radiation, or more likely, by sharp edges. When a difference of potential is applied,
the electrons are accelerated toward the positive potential by the electric field created between the two
electrodes. As a result, the electrons collide with the neutral atoms or molecules. Since the electrical
potential energy Ue is the voltage V multiplied by the charge qe

Ue = qeV (2.3)
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And the force on the charge qe is calculated via:

F = −dUe
dx

= −qedV
dx

= −qeEx (2.4)

Here, Ex is the electric field and F is the Coulomb force. Ions of charge q, thus, will respond to the
applied voltage, to create an electric current to form what is called a discharge current. Inelastic collisions
with the electrons in the discharge can lead to excitation and ionization.

1. Elastic collisions : e− +M → e− +M

2. Excitation : e− +M → e− +M∗ if the kinetic energy of the incident electron is greater or equal
to the minimum energy required for excitation

3. Ionization : e−+M → 2e−+M+ if the kinetic energy of the incident electron is greater or equal
to the minimum energy required for ionization

The elastic collisions maintain the kinetic energy without any change of internal energies and are the
dominant collisions.

The excitation/de-excitation are responsible for the glowing of the discharge as shown in Figure 2.9.
An excitation reaction requires an electron kinetic energy of a few to many eV. Therefore the reason

a discharge glows is because once the neutral is excited, it will relax back to its ground state. During
this process, it releases the energy difference in the form of a photon, and if the energy gap coincides
with a visible wavelength, the photon is visible. The discharge of neon usually gives a bright orange
while a discharge in argon is deep purple as shown in Figure 2.9. Furthermore, some states are more
stable than others, some atoms stay in their excited state for a relatively long time due to the lack of
dipole-allowed transitions to lower states, and these are called metastable. At sufficient kinetic energy,
a free electron may cause an electron to detach from the neutral resulting in a second free electron
and an ion. The ionization energy for this reaction is usually between 10 to 20 eV. New electrons are
then accelerated and can in turn collide with other neutrals giving rise to new electrons and ions. This
avalanche process makes the discharge a self-sustaining plasma. An electric discharge consists of applying

Figure 2.9 – Discharge glow image using an expansion of pure argon
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a high-voltage difference between two electrodes as shown in Figure 2.10. This ion production method was
first demonstrated experimentally in 1951 [104]. Y Endo et al. [16] designed a pulsed discharge conical
nozzle for producing van der Waals complexes containing short-lived open-shell species. The same pulse
discharge nozzle (PDN) design was also used by D. Osborn et al. [18] in order to form negative ions
and negative ion clusters. PDN can also be used as a pulsed discharge positive ion source. For instance,
slit-jet PDN was coupled to the technique of cavity ring-down spectroscopy (CRDS) in order to study the
visible absorption spectra of the cold, free, gas-phase naphthalene (C10H+

8 ) and acenaphthylene (C12H+
10)

cations [105]. Another example is the combination of slit supersonic expansions with pulsed electric
discharge for high-resolution IR studies of jet-cooled molecular radicals like methyl radical [106].

Figure 2.10 – Schematic representation of basic plasma processes in a glow discharge reproduced from
[107]. The application of a potential difference between electrodes causes the breakdown of the gas into
electrons and cations. The electrons can induce secondary electron emission. The new emitted electrons
can collide with gas molecules to cause excitation (followed by de-excitation and then, light emission) or
ionization.

In practice, in our design, the nozzle is the inner anode which it is grounded, and another metal
stainless steel ring of 3 mm diameter is the outer electrode that acts as a cathode on which a negative
DC voltage is applied typically between 0.8 and 1.4 kV. As illustrated in Figure 2.11, the electrode is
surrounded by two circular 10-mm-thick Teflon insulators with a diameter opening equal to 3 mm. The
results and the influence of the voltage and the polarization of the discharge are shown in section 2.5.

The quite low thermal conductivity and electrical conductivity of Teflon allow the insulators to resist
high temperatures of the produced electrons. A first indication of the production of the pulsed glow
gas discharge is the light produced by the excitation - de-excitation processes present in the plasma. A
higher voltage is initially required to ignite the discharge then the voltage is lowered by observing and
controlling the produced ions in real time. The discharge tends to be more stable after 10 to 15 minutes
of operation, whatever the operation parameters are.

The produced electrons and cations can make new excitation and ionization processes to give rise to
a so-called glow discharge. The discharge can operate in a rare gas (e.g. Ar or He), in a reactive gas
(e.g. N2, O2 or H2) or in a mixture of these gases. In order to cause the ionization of elements, the
kinetic energy of the incident electron Eelec must be equal to or greater than the energy required for the
ionization EI . Table 2.2 gives the ionization energies of various atoms and molecules.
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Supersnic 
jet expansion

Supersnic 
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Figure 2.11 – a) The supersonic jet expansion can be ionized by applying a negative voltage (-800 to
-1400 V) on the circular electrode (in blue (a)) enclosed in Teflon insulators fixed on the valve. The
plunger (in orange (a)) is fixed to the flexing disk of piezo material (in green (a)). b) The SIMION®

simulation of the two electrodes showing the electric field lines in red. c) Photo of the insulators and the
negatively charged cathode.

Gas EI [eV] Ionization process
Ar 15.7 Ar → Ar+ + e−

He 24.5 He→ He+ + e−

N2 15.6 N2 → N+
2 + e−

24.5 → N+ +N + e−

O2 12.5 O2 → O+
2 + e−

20 → O+ +O + e−

CO2 14 CO2 → CO+
2 + e−

H2O 12.6 H2O → H2O
+ + e−

Table 2.2 – Ionization (EI) energies of various atoms and molecules. From reference : [108, 109]

Electron gun

Electron beams are being used in a large number of scientific instruments [110]. The role of the
electron gun is to ionize molecules by EI. Electrons are produced and lensed to efficiently interact with
the area of interest in the jet.

Preliminary computer simulations using SIMION®, played an important role in the design and the
optimization of the electron gun. It is basically composed of the cathode to produce the electrons by
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thermionic emission from a throated tungsten filament, and of focusing lateral electrodes to accelerate
and focus the electron beam in the area of the intersection with the supersonic jet expansion. An anode is
placed to collect the electrons and can also be used for the acceleration of the electrons. The thermionic
emission may be understood using Stefan-Boltzmann’s law. The latter expresses that for the power P
radiated from the surface of a hot filament depends on the surface area S, the temperature T of the
filament, the temperature T0 of the environment. The relation is given by Equation 2.5 [111]:

P = εσsbS(T 4 − T 4
0 ) (2.5)

with the Stefan-Boltzmann constant σsb = 5.6×10−8 W/m2K4 and the emissivity ε ≈ 0.35 for a tungsten
filament at high temperature (i.e. in the order of 2000 K). If T >> T0, then T0 may be neglected.
Assuming a voltage V and a current, I, are applied to the filament and assuming that the radiated power
is equal to P = IV Equation 2.5 can be written as Equation 2.6:

T = ( IV

εσsbS
)1/4 (2.6)

The thermionic emission of electrons from the tungsten filament can be described by the current density
emitted from the filament and is given by the Richardson-Dushman equation i.e. Equation 2.7 [111]:

J = BrCfT
2e−Wf/kbT (2.7)

with the Richardson constant Br multiplied by a material correction factor Cf that gives BCf ≈ 60
A/cm2K2 for tungsten, the work function Wf ≈ 4.54 eV for tungsten, the Boltzmann constant k =
8.617× 10−5 eV/K. Giving a numerical example, if we apply a current of I = 10 A and a voltage V = 30
V on a tungsten filament with a surface area of roughly S = 10 cm2, the temperature of the filament would
be about T = 1978 K. The current density emitted from the filament would be then J = 63.5 mA/cm2.
If the 10−2 cm2 filament is heated during t = 1 s, the magnitude of the charge is q = J ×S× t = 0.635 C
and then, the total number of emitted electrons is about ne = q/e ≈ 3.96× 1018. The emitted electrons
can collide with species of the jet and then, induce an EI ionization of the gas. Some current is applied
on the filament to emit electrons and on the appropriate voltages are applied to the filament and the
electrodes focusing the electron beam in a particular direction, as first tested by SIMION® simulations.
A schematic representation of a cross section of our electron gun and a picture of the actual set-up are
given in Figure 2.12, and some of the electron gun most important dimensions in Figure 2.13.

A barrier to the production of a directed electron beam is the presence of a cloud of electrons that
surrounds the filament, induced by the heating of the filament. That excess of charged particles is called a
space charge region. That region induces forces that increase the divergence of the electron beam. In order
to take into account this effect, the emission electrodes are inclined at the so-called Pierce angle which is
equal to 22.5° with respect to the outer edge of the cathode (Figure 2.14). That shape of electrodes allows
an optimal focusing of the beam of electrons [111]. The emitted electrons are then accelerated toward the
anode. Between the cathode and the anode, the electrons could meet gas particles that pass through the
electron gun unit in a direction perpendicular to the electron direction. The collisions occur in a volume
delimited by grids. Figure 2.14 shows a schematic overview of the ion source and a SIMION® simulation
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Figure 2.12 – On the left a Solidwork design of the cross-section of the home-made electron gun along
with its different parts and on the right a photo of the electron gun operating in vacuum. The filament
is radiating and therefore emitting electrons that are accelerated and focused into the jet expansion.

Figure 2.13 – Solidworks drawing for the electro gun and some of its important dimensions.

of the electron beam with the optimized voltages. The energy of the emitted electrons could be changed
by varying the potential difference between the electrodes. The electron-gun showed the ability to better
form negatively charged ions and clusters, than the discharge as shown in section 2.5.
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+V

Pierce angle = 22.5°

Figure 2.14 – a) Schematic representation and (b) SIMION® simulation of the electron beam produced
by the tungsten filament and focused by Pierce emission electrodes and collected by the anode. The
simulation showed the ability to focus the electron beam in the region of the intersection with the jet
expansion for a maximum ionisation.

2.3.3 Characterization of the pulsed supersonic jet expansion

Determination of the valve performances in terms of pulse duration and rep-
etition rate

The gas pulse properties, as its duration and its repetition rate are controlled by a series of important
experimental parameters. (i) The TTL pulse signal which controls the opening duration and the repetition
rate of the valve, (ii) the plunger tightening which could be adjusted while operating under vacuum and
by screwing precisely the plunger in a way that it touches the nozzle with no leaks if it is not electrically
supplied, but can open easily for voltages between 100 V and 700 V. The testing of the valve performance
in terms of the minimum opening duration and maximum frequency is carried out using three methods.
The first method consists of measuring the duration of the drop of the potential of the DC discharge of
an argon pulsed jet. In fact as the pulsed valve opens, the pressure between the polarized electrode and
the grounded nozzle rises and ignite a discharge which leads to a drop of the voltage applied. A cartoon
of the time profile of the voltage at the discharge electrode is shown in Figure 2.15.

The drop of the electrode voltage magnitude is a measure of the voltage drop across the resistor
of the power supply that could be measured using an electric probe as presented in Figure 2.15. This
current accurately maps out the actual gas density for different pulse duration which is controlled using
the multi-channel digital delay generator. The discharge current is maintained throughout the duration
of the gas pulse and it is turned off as the valve closes. The results are shown in Figure 2.16.

Another technique to determine the shortest possible pulse is by detecting the light from the glowing
discharge of ionized argon signal by a photodiode. The light that could be visible is emitted during the
gas discharge at the nozzle exit. Indeed, as already mentioned in section 2.3.2, excitation-de-excitation
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Figure 2.15 – The bottom trace displays a schematic of the voltage if measured using a HV probe when
the valve is not operating. The top trace displays the voltage measured at one of the discharge electrodes
when the pulse gas is applied. Arrow "a" divided by the resistor of the power supply is a measure of
the discharge current. Applied voltage -600V subtracted by "a" is the measure of the discharge voltage.
Arrow "b" is the corresponding time of the opening time of the valve.

processes take place in addition to ionization processes during the discharge. Therefore, photons are
emitted with a particular frequency ν that depends on the gas and the discharge energy imposed by the
potential of the electrode. The recorded signal is shown in Figure 2.16.

These two measurements give an idea of how the valve responds in term of opening time if we impose
a certain duration for it. As we can observe in these two figures both signals agree and we can conclude
that we are limited to a minimum opening time of approximatively 250 µs. The amplitude of the signal
depends basically on the flux of charged species which in turn is proportional to the effective diameter.
For longer opening time the effective diameter is larger allowing the amplitude of the signal to be higher.
In this measurement we used a high voltage to ignite the discharge as fast as possible so that it could
match the opening time of the piezo (1 kV).
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Figure 2.16 – On the top figure, the DC voltage discharge signal is plotted with respect to
the time. On the bottom figure, the signal from the photodiode detecting the discharge
radiation is plotted against time.

Characterization of the valve repetition rate

The frequency response of the valve is controlled and defined by the frequency imposed by the pulse
generator. We started the tests by choosing a frequency of 1 Hz for different applied voltages on the
piezo. We realized that the valve could operate for frequencies going from 1 Hz to 1 kHz. The tightening
of the plunger depends on the desired frequency. In order to test the limits of our valve, the frequency
is fixed to 1 kHz and the voltage is set on 600V and as we can see from Figure 2.17 and by detecting
the light emitted by the discharge using a photodiode, the valve is able to operate on frequencies up to
1 kHz.

The plunger tightening was then optimized to operate on frequencies between 30 and 60 Hz. But,
another question could be asked, how much voltage we should apply for an optimized signal for a certain
frequency. The answer is shown in Figure 2.18. We concluded that (i) the higher the frequency, the
larger the current needed by the valve to open. (ii) For increasing voltages the pressure in the chamber
goes higher to attain a maximum value before going down until the next pulse.

One problem we noticed with this valve design is the rebound of the plunger after each pulse. This
effect is detected while operating on low pressure with high tightening of the plunger, or at low frequencies
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𝛅t

Figure 2.17 – Maximum repetition rate achieved by the valve, the signal is recorded using two methods,
in black is the signal of the photodiode and in red is the signal of the DC current drop (both signals were
rescaled for a better representation)
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Figure 2.18 – The pressure in the chamber for two different voltages 200V in red and 250V in black. In
this figure we observe the need to operate for frequencies between 30 and 60 Hz and for a voltage around
250 V.

and when a higher voltage is applied to the piezo.

Optical characterization of the jet

An interesting optical method to visualize the jet produced by different nozzle diameters was done
during this thesis. In this way we can have an idea about the experimental parameters that could lead
to shock waves before the extraction. The shock waves are not desired in our experiment because it is a
consequence of a compression of the gas that is known to heat it up, therefore heat up the molecules. The
difficulty is to find a method to produce visible and analysable images of the shock waves. Optical probing
systems such as Schlieren [112, 113], Shadowgraph [41, 112, 114] and Mach-Zehnder interferograms [115]
have been used in different studies that involved supersonic expansions.
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In this section, a brief explanation of the operation of the different imaging beam techniques (Schlieren,
shadowgraph, Mach-Zehnder) is given. Then, the Michelson interferometer mounted and used in the lab-
oratory is presented. The Schlieren and shadowgraph techniques are both based on the linear dependence
of the index of refraction n of gas to the gas density ρ (n− 1)= cρ, with c the so-called Gladstone-Dale
coefficient [112]. When parallel light rays cross perpendicularly a 1-D flow with a non-uniform density in
x-direction, the rays are refracted and deflected at an angle θ that is proportional to the first derivative
of the density :

θ ∝ ∂ρ

∂x
(2.8)

Campargue studied the skimmer interference problems and visualized the free jet expansion using
Schlieren technique [116], an example of his work is presented in Figure 2.19.

Figure 2.19 – Helium free jet zone of silence shown with (bottom) and without skimmer (top) in the
region of the expansion. The experimental conditions are presented on the right of the two figures. The
example is from reference [116].

The transmitted light gives the image on a screen where bright spots are the culmination of the light
rays and the shadows correspond to the location of the rays divergence. Being a rise in density, the
shock waves will appear as a shadow on the screen. The divergence or convergence of the light rays is
proportional to ∂θ

∂x and then, by Equation (2.8) the illumination in a shadowgraph is proportional to the
second derivative of the density ∂2ρ

∂x2 . For a Schlieren image the same principle as for the shadowgraph is
also in application but the refracted light is intercepted by focusing via a lens the transmitted light on
a razor blade. The latter allows blocking the light that was deflected by the regions in the flow where a
change of density appeared, as for example a shock wave. The dark regions are then more visible on the
screen and in that configuration since the illumination of the Schlieren image is proportional to the first
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derivative of the volumetric mass ∂ρ
∂x . The difference between the two methods is shown in Figure 2.20.

a) Schlieren 

b) Shadowgraph

Figure 2.20 – Comparison between a shadowgraph and a Schlieren image from reference [117].

A schematic diagram is represented in Figure 2.21.
We attempted to apply the Schlieren technique for characterizing the jet in a vacuum. The absence of

signal was attributed to a lack of contrast and the low density of the jet. On the other hand, measurements
were done using the reservoir at a high-pressure P0 and by visualizing the expansion at the atmospheric
pressure and not at the vacuum pressure. In order to compare the structure of the jet produced by nozzles
of different diameters, each of 5 nozzles with 100 µm, 250 µm, 300 µm, 500 µm, 1500 µm diameters were
tested using argon and helium as test gases in the reservoir for different pressures P0 (2 bar, 3 bar, 4
bar).

For the experiment a He:Ne laser (wave length λ̃ = 633nm) was used with a spherical mirror of focal
length equal to 1.5 m. The transmitted light is projected using a lens L (D = 25.4 mm, F = 50 mm) to
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2 x focal length

Camera

Razor blade

Point light
source

Spherical mirror

Testing area

Figure 2.21 – Schematic representation of the Schlieren optical system, reproduced from [112].

illuminates a screen. A camera allows taking pictures/videos of the image on the screen. Small videos of
the jet in a continuous mode were taken for each case and an image processing was done via MATLAB©
software. In fact, two images were selected from a video, a reference one, where the jet is not present and
another one where the jet is present. Two methods were used. In one case, just a difference between the
two images was done and in the other case, a grayscale of the two images was done and then, a grayscale
image of the difference between the two images was obtained to enhance the contrast. An example of
photo of the jet in expansion in air atmosphere (Pb = 1 bar) through a nozzle of diameter equal to 500
µm using argon to fill the reservoir at a pressure of P0 = 4 bar and another test in which the reservoir
was maintained at a pressure of P0 = 3 bar is given in Figure 2.22. In this figure, we show first that
the Schlieren optical system is relatively easy to implement for visualizing supersonic jets. For a higher
pressure we observed the formation of shock waves, but this happened for the case of an expansion of
4 bar of argon into atmospheric pressure. We could not obtain significant contrast when measuring an
expansion in vacuum (10−5 mbar). This may be due to the low density contrast, indeed the optical
system should be more sensitive, but due to lack of time the measurements stopped here.
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56.6 mm 56.6 mm

a)
1)

b)

c)

2)

b)

c)

a)

Figure 2.22 – 1) Corresponds to the case of a pressure of 3 bar in the reservoir and 2) correspond to the
case of a higher pressure of 4 bar. a) corresponds to the direct measurement of the signal, b) corresponds
to the image in grayscale and c) corresponds to the addition of RGB colours. b) and c) were done using
Matlab© in order to enhance the contrast. The enhanced contrast obtained using the image processing
allows us to observe a succession of shock waves. The diameter of the used nozzle is equal to 500 µm and
it is represented in blue.

A recording of an interference pattern, so-called interferogram, can be used to visualize the shock
waves produced by the supersonic expansion. The interferogram can be generated by using a Michelson
interferometer [118]. A schematic representation of the used Michelson interferometer is given in Figure
2.23 a.. Assume a coherent red light source (wave length λ̃ = 633 nm), a He:Ne laser, that illuminates a
plane mirrorM1. The mirror reflects the light perpendicularly to its initial direction and, before the light
reaches the interferometer. Two lenses L1 (D = 5 mm, F = 10 mm) and L2 (D = 2.7 mm, F = −50 mm)
allows increasing the waist of the beam while keeping a well-collimated beam, with D and F the diameter
and the focal point of the lenses. Then, the light passes through the aperture of a diaphragm and a beam
splitter oriented at 45 degrees with respect to the incident beam splits the light. A part of the light is
reflected towards plane mirror M2 and another part is transmitted towards plane mirror M3. The beam
splitter is assumed to be ideal i.e. it gives 50% reflection and 50% transmission of the intensity, and the
mirror to be uniform. Then, the two waves emerging from the beam splitter are reflected on mirrors
M2 and M3, and come back to the beam splitter where they are recombined. The beams are coherent
and will produce interference fringes. Finally, a third lens L3 (D = 25.4 mm, F = 50 mm) projects the
beams on a screen. The produced image can be recorded using a camera that is placed near the screen.
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-

Figure 2.23 – Schematic representation of the Michelson interferometer adapted in order to observe
the shock waves of the supersonic expansion.

Constructive and destructive interference fringes can be observed.
The objective is to place the vacuum chamber between the beam splitter and the mirror M3 in order

to cross the supersonic jet with one of the light beam just behind the nozzle exit. Indeed, this light beam
passes through a first view port (Viewport 1), it crosses the supersonic jet just at the exit of the nozzle,
it passes through a second viewport (Viewport 2) and then it will reach mirror M3. Then, it is reflected
towards the chamber and it is recombined at the beam splitter with the other light beam. This other
beam will be the reference one of the interferogram. The shock waves that are density disturbances induce
interference fringes shifts. From the produced interferogram, the fringe shifts could be measured and give
the refractive indexes. From the indexes, a density distribution of the supersonic flow could be obtained,
as illustrated by J. Winckler [115]. Naturally, interferogram also allows visualizing the geometric features
of the supersonic jet, showing the produced shock waves.

Unfortunately, such a method has not allowed to obtain significant results. The main reason would be
the instability and the vibrations due to the vacuum system and the poor isolation between the vacuum
system and the expansion chamber.

In order to illustrate the type of perturbation caused by a jet in an interferogram, an air spray and
a flame were placed just behind the lens L3 and perturbed the interferogram. Photos of the perturbed
interferograms are presented in Figure 2.24.
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Figure 2.24 – Photos of the interferogram produced by Michelson interferometer represented in Figure
2.23 before and after the application of an air spray (a.), and before and after the application of a flame
(b.) both placed just after the lens L3.

Flow simulations

Computational fluid dynamics (CFD) simulations is a powerful tool to predict the fluid flow properties
in our supersonic jet expansion. Ansys fluent is one of the famous commercial CFD software packages,
and it is based on a finite volume method approach. The Ansys fluent solver uses cell-centred finite
volumes in which the flow variables are stored at the centre of the mesh elements. This solver, offers
several solutions approaches like density-based and pressure-based methods. The numerical equations
used in fluent are Navier-Stokes equations developed in Appendix A which include the continuity and
momentum equations. In this section, analysis of the nozzle used for the experimental setup is carried out.
It is important to verify the minimum temperatures that we can attain and to optimize the geometries of
the nozzle and the discharge parts that can influence the jet expansion. Firstly, the processing, the initial
conditions and the used equations are presented. Secondly, velocity, temperature and pressure profiles of
the nozzle are calculated. The supersonic source was modelled. The shape of the nozzle coupled to the
two insulators and to the discharge electrode were used as shown in Figure 2.26.

Mesh was created of unstructured trigonal elements. A higher density is adopted near the nozzle
and on the axis of symmetry. A part of the meshing is presented in Figure 2.26. For the processing
of the nozzle, 2D and double precision settings were used while reading the mesh. In the following,
the details for the problem set (Table 2.3) and the solution parameters (Table 2.4) are presented. The
solution is considered converged after 3500 iterations and the order of scaled residuals was below 10−3.
The conditions of temperature and pressure at the inlet correspond to the conditions for a shocked jet.
Therefore Mach number is equal to 1. P ∗ is the pressure at the pinhole is calculated via :

P ∗ = P0/(1 + γ − 1
2 )

γ
γ−1 = 2.43 atm (2.9)
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Figure 2.25 – Representation of the area in which the jet was simulated, formed by the nozzle coupled
to the discharge electrode and insulators as indicated. The surface used for the simulation is represented
in green.

Figure 2.26 – Mesh Fluent view, showing the density and the precision in the areas close to the nozzle
and to the axis of symmetry. The nozzle diameter is equal to 500 µm.

The temperature at the nozzle (T ∗)is calculated via

T ∗ = T0/
1 + γ

2 = 220 K (2.10)
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These equations were already explained in the first chapter.

General Solver type: Density-based
Models Energy equation: On

Viscous model: Laminar
Materials Density: Ideal gas

cp = 520.64 J/kg.K
Viscosity: Sutherland

Thermal conductivity = 0.0158 w/m.K
Molecular weight: Argon = 39.948 g/mol

Boundary conditions Inlet pressure = Pressure far field = 2.43 atm
Inlet temperature = 220 K
Outlet pressure = 10−8 atm
Outlet temperature = 300 K

For initialization purpose only

Table 2.3 – Problem setup used in the simulation.

Solution controls Courant number = 5
Time: Steady

Space: axisymmetric
Methods: Implicit least squares cell based

Solution initialization Hybrid
Relative to cell zone

Run calculation No. of iteration 3500

Table 2.4 – Solution parameters used in the simulation.
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Mach number, temperature and density profiles

in the following the contour plots that were obtained:

1. Mach number: As expected for a supersonic nozzle, the Mach number magnitude is equal to 1
at the throat section of the nozzle. This condition is known as shocked flow condition as discussed
in chapter 1. The velocity at the nozzle exit is approximately equal to 525 m/s. Figure 3.9 shows
the contour and the xy plots of Mach number. Mach number reaches 8 close to the outlet. We
can also observe two relaxation due to the geometry of the plates used for discharge that disturbs
the jet, but the effect is not affecting much cooling process.

Figure 2.27 – Top panel: contour plot of Mach number. Bottom panel: Mach number evolution along
the jet axis.

2. Temperature: Figure 2.28 shows the contour plot and the xy plot of the temperature of
the jet along the axis of propagation. The temperature is maximum at the inlet (T∗ = 220 K)
and decreases gradually until the outlet. We observe a small shock wave at 0.015 m where the
temperature reaches 50 K followed by a second gas expansion that cools down the gas. The
magnitude of temperature at the outlet is less than 10 K.
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Figure 2.28 – Top panel: Temperature contour plot. Bottom panel: Temperature plot along the x
direction.

3. Density: The density is maximum at the inlet, it decreases dramatically downstream the nozzle
exit. This density is lower in a free jet expansion than the one of a uniform jet expansion (Figure
2.29).
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Figure 2.29 – Top panel: Density contour plot. Bottom panel: Density plot along the x-direction. The
y-axis (density) is in logarithmic scale in order to visualize the density variation.

In conclusion, the simulations of the flow through the nozzle and the plates used for the discharge
at the exit of the nozzle, showed the ability to produce a cold jet that can reach temperatures as low as
10 K. The variation of the temperature along the axis of propagation could be a way to measure spectra
at different temperatures. Another parameter that we have to take in consideration is the temperature
that is generated when the discharge is operational. The question that is important to our study : can
we still reach low temperatures if the source was heated? The cooling of the gas is progressive and we
should also reach low temperatures at a certain distance from the nozzle. To make sure we did additional
simulations as follows:
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Adding heat from the discharge

The simulation consisted of setting a temperature of the walls at 700 K which is a little bit exag-
gerated. The choice of this temperature was done so we can make sure that we are able to reach low
temperature even for extreme discharge heating. The results are shown in Figure 2.30 for Mach number
contour plot and xy plot. In Figure 2.30 we show the temperature contour plot and xy plot.

Figure 2.30 – On the top the contours of the static temperature magnitude is presented. On the bottom
the plot of the temperature evolution on the axe during the jet expansion is presented.

As a result, we were able to reach temperatures as low as 40 K at a distance of 30 mm from the
nozzle.
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2.4 Home-made time-of-flight mass spectrometer
The next step in the characterization of our supersonic beam is to infer its chemical composition.

Therefore, a time-of-flight mass spectrometer was built. In this section we start by a short review of
mass spectrometry. Then, we describe our design in detail with its different characteristics, as the ability
to produce bunched packets of mass selected ions and to produce a photodissociation spectrum. The
first scientist to establish the principle of mass spectrometry was Joseph Thomson. He developed an
apparatus for separating atoms by their mass and was able to show the existence of stable isotopes of
neon in 1912 [119]. Nevertheless the first invention of the modern mass spectrometer is often attributed
to Arthur Jeffrey Dempster in 1918 [120]. This spectrometer, a magnetic analyser, was used to detect
selectively ions produced by electronic impact, using the modulation of the potential of an electrostatic
accelerator to guide them to a collector after a 180-degree deflection. This method was improved by F.W.
Aston, who was Thomson’s assistant, by constructing the first mass spectrometer with a separation of
ions according to their speed, for which he received a Nobel Prize for this work [121]. Another type of
mass analysers is the quadrupole mass spectrometer. As the name implies, it consists of four cylindrical
rods parallel to each other, having a certain geometry and it is able to separate ions with respect to
their mass-to-charge ratio by applying a DC and a RF electric field on the rods. It was also used for
photodissociation spectroscopy [122][123].

On the other hand, the first-time-of-flight mass spectrometer was the idea of Stephens in 1946 and
it was set up by Cameron and Eggers in 1948 [124, 125]. In 1955, Wiley and McLaren published a
seminal paper on time-flight mass spectrometry [126], by proposing a time focusing of ions with the
same mass to charge ratio by a dual ion acceleration region to increase resolution. Notable time-of-flight
mass spectrometers were then brought by B.A. Mamyrin and his collaborators in 1972 [127] via the
introduction of a reflectron to correct the kinetic energy distribution of ions and dramatically increase
mass resolution. Then in 1989 J.H.J. Dawson and M. Guilhaus [128] implemented an extraction of ions
in a tube orthogonal to the source flow in order to increase the frequency of the ion extraction. Time-
of-flight mass spectrometry is a very rich instrumental field and has rapidly evolved during the past 20
years in various disciplines. In practice, time-of-flight mass spectrometry (TOF-MS) allows separating
ionized species, according to their mass-to-charge ratio m/z [129]. When a kinetic energy Ek is given to
all the produced ions by applying an acceleration potential V via electrodes, ions with different m/z will
have different velocities as they travel a certain distance d in so called the drift tube to finally reach the
detector.

The ions with the same ratio m/z form a packet in the drift tube and have a corresponding time of
flight t. There are two well-known formulas that apply to time-of-flight analysis and calibration. One is
the formula for the kinetic energy:

Ek = 1
2mv

2 (2.11)

Which is solved by replacing v by d/t, the mass-to-charge ratio is calculated for each ion by using Equation
(2.12).

m

z
= 2Ekt

2

d2 (2.12)

It is important to keep a constant homogeneous applied energy Ek, in order to lower the energy
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Figure 2.31 – Schematic representation of a linear TOF mass spectrometer from reference [130]. Ions
of various mass-to-charge ratios are accelerated with energy Ek via electrodes and travel a distance d in
a drift tube. The ions of same m/z form packets and each packet corresponds to a time of flight t to
travel the distance d. A detector allows the ion packets to be detected at the end of the drift tube.

spread given to ions. Indeed the energy spread affects the resolution which will be discussed in the next
subsection 2.4.2. As the energy and the drift tube length are held constant, they could be combined into
a single term C and the t is the difference between the initial time t0 and the time when the ion hits the
detector tf . The basic formula to find the corresponding mass will become :

m = C(tf − t0)2 (2.13)
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2.4.1 Mass calibration
To make the conversion of measured time-of-flight mass, the values of C and t0 must be determined.

In other words, a reliable mass determination of ions requires a quadratic calibration of the m/z scale.
The calibration is done by injecting a well-known gas into the spectrometer to obtain their corresponding
time-of-flight. An example representing the calibration of a time-of-flight spectrum of a mixture of N2O

and H2O expansion is shown in Figure 2.32:

Figure 2.32 – Time-of-flight spectrum of an expansion of N2O and H2O.

Below in table 2.5 we can find a list of ten peaks with their corresponding time-of-flight t values. In
order to calibrate one needs to find two peaks and attribute these peaks to two masses. In the example
above (Figure 2.32), we can predict and assign the peak at 17.40 µs to NO+ and the peak at 21.03 µs
to N2O+. If one made a mistake in assigning the two masses that will serve to calibrate the spectrum,
it is easy to pick another two masses and keep trying to finally attribute all the peaks to logical masses.
Now that we have these two masses we can start the calibration by numerically resolving the quadratic
Equation 2.14 that gives the plot of the mass in function of time so we can find on this plot the mass of
each corresponding time:

m

z
= a(t− b)2 (2.14)
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Peak number TOF [µ s]
1 17.40
2 21.03
3 24.85
4 29.63
5 32.50
6 34.28
7 36.23
8 38.60
9 40.00
10 41.80

Table 2.5 – The important peak present in the spectrum of Figure 2.32 with their corresponding
time-of-flight

As a result, we obtain the plot of the mass in function of time as follows (Figure 2.33):

NO+

N2O+

Figure 2.33 – Quadratic curve fitting of the mass-to-charge ratio with respect to the time of flight.
The equation of the fitting is m/z = 0.1015(t − 0.3805)2. The coefficient of determination of the fit is
r = 0.99908. The two masses used to calibrate the spectrum are also presented with their corresponding
TOF and mass.

Therefore, an accurate measurement of flight time will give an accurate mass value for a given energy
and drift tube of length d. We can then attribute each peak to its mass value and identify the ten peaks
in Table 2.6 as following:
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Peak number Chemical formula T-O-F [µ s] mass/charge [uma]
1 NO+ 17.40 30
2 N2O+ 21.03 44
3 (N2O)(H2O)+ 24.85 62
4 (N2O)+

2 29.63 88
5 (H2O)(N2O)+

2 32.50 106
6 (NO)(N2O)+

2 34.28 118
7 (N2O)+

3 36.23 132
8 (NO)(N2O)+

3 38.60 162
9 (N2O)+

4 40.00 176
10 (H2O)(N2O)+

4 41.80 194

Table 2.6 – The assignment and the identification of the ten peaks to their corresponding mass/charge
ratio.

2.4.2 Definition of the resolution for a time-of-flight mass spec-
trometer

In TOF-MS ions with the same ratio m/z are detected at the end of the drift tube with a spread ∆t
in arrival times [129]. That temporal distribution is mainly caused by the spatial distribution and kinetic
energy distribution of the ions after their ionization. The spread limits the mass resolving power Rp that
is defined by Equation 2.15 according to IUPAC [131].

Rp = m

∆m (2.15)

With ∆m the Full Width of the peak at Half its Maximum height (FWHM) associated to the ion of mass
m in the mass spectrum. In order to express the resolution with respect to flight time t Equation 2.12 is
used to obtain the time derivation of mass m, as yielded by Equation 2.16.

dm

dt
= 2z 2Ekt

d2 (2.16)

By considering a finite variation of mass dm = ∆m and time dt = ∆t and substituting for ∆m from
Equation 2.16 into Equation 2.15, the mass resolution is given by Equation 2.17.

Rp = t

2∆t (2.17)

Where t is the most probable time of flight of the distribution and ∆t is the full width at half maximum
(FWHM) of the peak measurement.
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2.4.3 Ion separation, gating, bunching, and re-referencing
The photodissociation spectroscopy technique requires a high photofragments signal. The ion optics

should be highly efficient to ensure an efficient interaction between the particles and the laser beam.
Therefore, efficient overlapping requires a high resolution mass spectrometer coupled to an adapted ion
optics to keep the beam aligned and collimated. C. J. Dedman, E. H. Roberts, S. T. Gibson, and B. R.
Lewis [132] have proposed a new instrument able to produce well-defined ion packets having the smallest
time spread ∆t at the point of the interaction with the dissociative laser for a relatively simple scheme.
The set-up consists of a single unit able to do multiple functions. It is able to accelerate the ions and to
separate them according to their m/z ratio, and to gate the produced ions in order to select a dense and
well defined single packet. The most important part is the bunching of the ions for a higher resolution.
Finally, this unit is able to do a ground potential re-referencing of the ions before exiting the unit. This
section describes the design that was developed and optimized in this thesis and which was inspired by the
work of C. J. Dedman et al. [132]. The design was first modelled, the ions trajectory was then simulated
to check the geometrical and operating parameters. Then the design was fabricated and then tested on
the instrument. The unit is presented in Figure 2.34 and it is composed of a succession of electrodes made
from aluminium. The unit is divided into two parts, the first is composed of six electrodes that apply a
gradual acceleration to the ion beam, explained in section (Acceleration, and ions separation). The
second part consists of two electrodes shaped as two cups able to gate bunch and re-reference the ion
beam at ground potential explained later in section (Ions gating) and (Ion beam re-referencing).

Figure 2.34 – a)The solidworks design of the TOF unit with the x and y dimensions, the acceleration
electrodes are separated by resistors of 100 kΩ each. The first and the last electrodes are at ground
potential. The ions are accelerated between the first and the 6th electrodes, the latter have a potential
of 1 kV. b) Photo of the unit attached to the stainless steel that hold the skimmer which is also in the
photo
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Acceleration, and ion separation

if we apply a difference of potential 4Va between two parallel electrodes, an electric field ~Ea which
direction is from the highest positive to the lowest negative potential is created. Ions of total electric
charge q = ze where e is the elementary charge exposed to this electric field parallel to the direction of
their propagation will be accelerated. As illustrated in Figure 2.35 cations coming from the left electrode
which is positively polarized will gain a kinetic energy Ek = q4V passing to the negative electrode. In
order to introduce the ions and then to extract them after the acceleration, The two electrodes should
have a hole in the middle. The hole will affect slightly the distribution of energies if the diameter is large
as the higher potential will be in the middle and will slightly change when the ions are passing away from
it. In our home-made spectrometer, the acceleration electrodes are assembled in a tube and connected

Figure 2.35 – a) Typical capacitor where equipotential lines of value Va are represented by dashed
red lines. Electric fields of value ~Ea are represented by blue vectors. Cations inside the capacitor are
accelerated in the direction of the black arrow which correspond also to the direction of the electric field.
b) Two electrodes with a hole in the center. The only difference is that the potential lines and the electric
field are slightly curved in the area of the hole. The electric field can accelerate the cations in the direction
of the electric field through the two holes of the electrodes.

via resistors of 1kΩ which play the role of potential dividers helping to produce a smooth gradient of
potential. The electrodes present successive potentials of 0 V, −200 V, −400 V, −600 V, −800 V and
−1000 V so the cations gain progressively a kinetic energy of Ek = 200 eV from one electrode to the next
one for a total kinetic energy of 1 keV exiting the final electrode. Ions of different mass-to-charge ratios
m/z will gain the same energy. Therefore, they will gain different velocities v according to the Equation
2.18. The greater m/z, the smaller is v.

v =
√

2Ek
m/z

(2.18)

This assembly is placed at 4 cm after the grounded skimmer. Another design was implemented later
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during this thesis and it will be described later in the perspectives section. The electrodes that were used
in this unit are like the one represented in Figure 2.36 with its dimensions, and have these dimensions to
allow them to be fixed in the tube after the skimmer and these electrodes have a triangular shape to allow
a better pumping of the tube and the unit. In Figure 2.36 we can see the design of one electrode and
then the acceleration scheme composed of the set of the six electrodes which are separated by ceramic
insulators of 2 mm and connected via resistors (each having a resistance of 100 kΩ. The acceleration unit
is represented in the schematic illustration in Figure 2.37, (the first six electrodes in red).

Figure 2.36 – The solidworks design of the electrodes used for the acceleration with its dimensions.
The electrode is represented in red in Figure 2.37.

Figure 2.37 – The representation of the unit where we can find in red the acceleration electrodes and
the positive ions in green. The ions gain gradually a kinetic energy to finally reach the electrode at −1000
kV. The rest of the unit is explained in the following sections
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Ions gating

Following the acceleration, the ions enter the gating unit. It is composed of two electrodes shaped as
two cups, and separated by insulators as presented in Figure 2.34 with all the dimensions. This unit is
designed to select physically a defined packet of all species produced during the expansion and to define
a starting time for the time-of-flight of the separated accelerated masses over the TOF drift tube length.
The choice of the ionic source and its optimization are important, because the selected packet should
contain as many ions as possible. Therefore, we maximize the number of photofragments later in the
experiment, and the signal-to-noise ratio will be eventually improved. In addition we require that these
ions have a limited lateral dispersion which is assured by the use of an electrostatic lens detailed in section
2.4.4.
As shown in Figure 2.39, gating is performed using two pairs of electrodes forming two gates. The first
gate is located at the exit of the acceleration before entering the two cups and at the exit of the unit.
When a pair is at the same potential as the beam, the gate is open. When one element of each pair is at
a different potential, a strong electric field results in the deflection of all the ions from the beam axis and
the gate is said closed. As shown in Figure 2.38, following the acceleration electrodes, the ions enters the
gating electrodes represented in blue. Then, two high-voltage switches operate to (i) close the first door
in order to select a packet of ions (ii) open the second gate to let the packet fly inside the drift tube.
The two switches operations are simultaneous and operate at a time t1. t1 is set as the start time for
the time-of-flight of each m/z ion in the selected packet. The ions are finally detected at a time t2 that
is shorter for lower masses than higher masses. Therefore the TOF of each mass will be equal to t2 − t1
and a mass spectrum is obtained.

Figure 2.38 – The solidworks design of one gating electrode shaped like a cup with the relevant
dimensions. The electrode is represented in blue in Figure 2.39

Practically we are using two fast high-voltage switches (Behlke HTS 61-01-GSM) in order to flip the
potential of the two cups from −1 kV to ground potential or to a positive value. The characterization of
the timing of the two switches is essential to know the limitations of our system. Therefore, we measure
the voltage on the output of the switches that are connected each to one cup of the gating unit. Using an
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Figure 2.39 – The representation of the unit where we can find in blue the gating electrodes that each
form a pair with the neighbour red electrode. Gating is performed when at t1 the cations in green are
inside the two cups and the potential of the two cups is switched to ground. The result is that the first
gate is closed by creating an intense electric field with the electrode at −1kV, the second gate is opened
and the selected packet of ions could travel to the detector to arrive at a time t2, the cations are in blue
at this time. The time of flight is measured by calculating t2 − t1.

oscilloscope, we can measure the variation of the voltage of the switches output. The results are shown
in Figure 2.40. We concluded that the rising time of the two switches is ≈ 200 ns. This value is higher
than the one in the article of Dedman [132] because they used another home-made switch adapted to
their experimental set-up. It allows to switch from a high positive/negative voltage to a negative/positive
voltage. A resistor of 330 Ω is added at the output to dump the overshoot and the ringing of the signal
(LC circuit), at the cost of increasing the rising time (200 ns instead of 20 ns). A test was performed and
there was no difference for the obtained resolution with or without the resistor.
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Figure 2.40 – The characterization of the rising time of the switches. In black the rising time of the
switch that controls the voltage on the electrode of the first gate switching from a negative value of the
potential (-1 kV) to a positive value (400 V). In red the second switch rising time is represented. It flips
from -1 kV to 0 V. Both rising times are close to 200 ns.

Ion beam bunching and enhanced resolution results

As mentioned in the preceding section, in order to obtain a higher density of the ions when interacting
with the laser, axial bunching and compressing (spatially and temporally) of the ions is crucial. Bunching
is performed by creating a gradient of potential inside the two cup-shaped electrodes. Indeed, if we apply
the gating to a selected packet of the jet but, instead of switching to 0 V both of the electrodes, the
first one is switched to a certain tunable positive voltage to give a slight push to the ions having slightly
lower energies and/or coming from further away from the exit of the bunching unit. These ions start to
catch up with the ions ahead after exiting the unit. This tunable gradient is used to bunch the ions at
the crossing point with the laser beam. Figure 2.41 explains the bunching process and show the voltages
used in this thesis. Bunching the ions at a certain position and the choice of the difference of energy 4E
to compress a packet of ions of length l at energy E over a drift length L is given by Equation [132] :

4E = 2El
L

(2.19)

As discussed later in section 2.6.1 this bunching process introduces a small energy spread for the ions. If
the distance between the TOF unit and the interaction with the laser beam is equal to L = 1.72 m and
the length of the packet is l = 86 mm the difference of energy required is equal to 4E = 100 eV for a
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beam energy of E = 1000 eV.

Figure 2.41 – The representation of the gating and bunching unit where we can find in blue the gating
electrodes that each form a pair with the neighbour red electrode. Bunching is performed when at t1 the
cations in green are inside the two cups and the potential of the first cups is switched to a positive value
(100 V in our case), the second cup is switched to ground potential to open the gate. The result is that
at the position of the interaction with the laser, the cations represented in blue are axially bunched.

A comparison between the bunched and unbunched signals is presented in Figure 2.42 for N2O+. Ions
were produced from a pure expansion of N2O (stagnation pressure P0 = 5 bar) and an electric discharge
(V = 850 V). The gating selects a time slice of the ion beam (∆t =1.25 µs, i.e. the TOF of N2O+ through
the gating unit) having a kinetic energy of 1 keV (vN2O+ = 66 km/s) which is compressed to ∆t = 80 ns
(FHWM), allowing observing the 14N15N16O+ isotopologue present in natural abundance in the gaseous
sample (0.8%). A resulting MRP of R = 140 was calculated in the time domain from R = tN2O+/2∆t.
The bunching thus improves the MRP and the signal-to-noise by a factor 15 and 8, respectively. Our
design comes with a loss of MRP of a factor 2 compared to the one reported by Dedman et. al. [132].
We can also see in Figure 2.42 that the bunched signal arrives faster than the unbunched one, as a result
of the relative gain in velocity after using a voltage to push the slowest ions in the gated packet, which
gives slightly more kinetic energy to all ions in the bunch.
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Figure 2.42 – Comparison between the N2O+ m/z bunched (red) and not bunched (black) spectra, the
x-axis is the time of flight after the gating. The bunching and the associated improvement of the MRP
allow the 14N15N16O+ isotopologue to be observed.

Another advantage of this unit is the decoupling of the TOF calibration from the source initial
conditions. In other words, the TOF of each ion will not change if we tune the opening time of the
source or if we change the ionization voltage or the distance between the nozzle and the skimmer. It may
influence the temperature and the selection of different products from the jet which will be discussed
later in section 2.6.6.
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Ion beam re-referencing

Following the gating and bunching, the ion beam should propagate inside the drift tube to finally
reach the detector. To allow the propagation of the beam the drift tube should be maintained at the
same potential of the beam, −1 kV in our case. To simplify the electrical design of the ion optics, it is
more convenient to re-reference the ion bunch to ground potential. To do so, the potential switches to 0
V while the ions are inside the two electrostatic gates. in other words, by rapidly changing the potential
the two cups from the beam potential to ground, ions within the two cups which have entered at the
beam potential leave it at ground potential, but with unchanged kinetic energy.

SIMION® preliminary simulations

The voltages applied, the drift tube length and the timings are chosen according to preliminary
simulations using SIMION® software. First we will start by representing the geometry of the unit, a
SIMION® sectional view of the design is given in Figure 2.43:

+ion
source

Skimmer

1 2 3 4 5 6 7 8 9

Gate 1 Gate 2Acceleration
y

x

Figure 2.43 – SIMION® sectional view of the unit before switching. Electrodes are represented by brown
squares and numbered from 1 to 9. The applied potential before and after the switching is described
in the text. The red lines represent the equipotential lines. The oblique dashed line corresponds to the
skimmer placed before the unit. The initial conditions of the ions are detailed in the text. The drift tube
follows this unit and it is not represented in this figure.

The simulation details are given in the following:

1. Particles initial conditions: A beam of argon is considered, a packet of 500 particles of charge
q = 1 and mass m = 40 amu, with a filled circular position distribution along the +y-direction
starts at x=0 (on the entrance of the skimmer) with a radius equal to 3 mm. The velocity of the
ions is set to be equal to vx = 0.55 mm/µs with a standard deviation σx = 0.01 mm/µs.

2. Acceleration: The electrodes responsible for the acceleration are numbered from 1to 6. A gradient
of potential is applied on these electrodes as represented in Table 2.8:
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Number of electrode Voltage
1 0 V
2 -200 V
3 -400 V
4 -600 V
5 -800 V
6 -1000 V

Table 2.7 – Potential applied on the acceleration’s electrodes.

3. Before switching: The two pairs of electrodes [6,7] and [8,9] form two electrostatic gates each.
Before switching the first gate [6,7] should be open to allow the entrance of the ions inside the two
cups formed by electrodes [7,8], so the potential of the electrode [7] is set to the same potential
of electrode [6] which is equal to -1000 V. In addition the second gate [8,9] is said to be closed.
Electrode [9] is grounded while electrode [8] has a potential equal to -1000 V.

4. After switching: Now that the ions are inside the two cups [7,8], the potential of these two
electrodes is switched from [-1000 V,-1000 V] to [100 V,0 V]. Therefore the second gate is open
and the first gate is closed. Switching electrode [7] to a positive potential [100 V] allows creating a
gradient of potential inside the two cups to apply the bunching and to give a push to the ions that
are a little late. Table 2.8 represents the applied voltages before switching (t1) and after switching
(t2)

Number of electrode Voltage t1 Voltage t2
7 -1000 V 0 V
8 -1000 V 0 V
9 0 V 0 V

Table 2.8 – Potential applied to the bunching electrodes.
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The simulations helped to verify the working principle of the bunching and of the mass spectrometer.
In the following we will show some results of various simulations. First we will start by representing in
Table 2.9 the mass resolution of TOF distribution with and without bunching associated with different
lengths of drift tube for different masses, with t the most probable time of flight and ∆t the FWHM of
the distribution.

L = 1200 [mm] L = 1300 [mm]
Bunching No Bunching Bunching No Bunching

m = 2[amu], v = 2500 [m/s] 1857 335 3000 347
m = 16[amu], v = 880 [m/s] 525 111 679 114
m = 17[amu], v = 860 [m/s] 978 124 1557 118
m = 18[amu], v = 830 [m/s] 557 108 847 121
m = 40[amu], v = 550 [m/s] 587 69 708 72

L = 1400 [mm] L = 1500 [mm]
Bunching No Bunching Bunching No Bunching

m = 2[amu], v = 2500 [m/s] 4233 358 3653 324
m = 16[amu], v = 880 [m/s] 1078 118 1446 122
m = 17[amu], v = 860 [m/s] 1447 73 1066 137
m = 18[amu], v = 830 [m/s] 1487 108 1394 130
m = 40[amu], v = 550 [m/s] 1371 92 453 92

L = 1600 [mm] L = 1700 [mm]
Bunching No Bunching Bunching No Bunching

m = 2[amu], v = 2500 [m/s] 2928 356 1085 293
m = 16[amu], v = 880 [m/s] 1656 126 1096 130
m = 17[amu], v = 860 [m/s] 616 141 634 146
m = 18[amu], v = 830 [m/s] 1581 123 906 127
m = 40[amu], v = 550 [m/s] 584 79 667 79

Table 2.9 – Mass resolutions Rp of our simulated unit with and without bunching for different masses
and lengths of drift tube.

As we can observe, the optimal length of the drift tube (i.e. the length that gives the highest
enhancement of mass resolution with the bunching with respect to without the bunching) changes from
one mass to another. Therefore, if we compare the ratio of the resolutions with and without the bunching
for each mass and each length, L = 1400 mm seems to give the best result with a means of resolution
ratio of 14.9 (for the mass of 40 amu).
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An example is given in Figure 2.44 for Ar+ ions with a length of a drift tube of 1600 mm. The length
of the drift tube that was used in this thesis was 1600 mm, using what already existed in the laboratory,
changing the drift tube length should be considered in future development to ensure that we are working
with the highest resolution of the unit.

Figure 2.44 – TOF distribution of argon ions measured at the detector with bunching (black) and
without bunching (green). The histograms are fitted in red with a Gaussian function enabling us to find
the FWHM that can be used to find the resolution. FWHM without bunching ≈ 0.3 µs. FWHM with
bunching ≈ 0.03 µs.

We can observe that the TOF for ions is longer without the bunching than with the bunching. That
is explained by the additional energy gained by the bunched ions due to the potential gradient from
100 V to 0 V applied on the electrodes of the bunching unit. The mass resolution R can be calculated
from Equation 2.17 for the two distributions. As a result, we obtain R = 584 and R = 79 with and
without bunching, respectively. Therefore, the mass resolution is enhanced by a factor of 7.4 thanks to
the bunching. The values of the potentials of the experimental setup and the length of the drift tube
are chosen according to this preliminary simulation. The values are then adjusted in real time because
it must be taken into account that SIMION® considers instantaneous switching which is not the case in
our apparatus.
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2.4.4 Electrostatic lens

An electrostatic lens is a system that assists the transport of charged particles [133]. It is analogous
to an optical lens which can guide and focus the light in an optical instrument, the electrostatic lens
is used to focus the charged particles and to ensure a maximum overlapping of the ionic beam and the
laser for an efficient photodissociation. Different types of ion’s guiding lenses exist. In this thesis a
cylindrical electrostatic lens, also known as einzel lens, was used. It is composed of three electrodes with
the same design as those used for the acceleration as shown in Figure 2.45. Thus, having three electrodes,
the middle one is polarized using a voltage of 650 V and the two other electrodes are grounded. The
electrodes are separated by ceramic insulators. This configuration gives rise to a symmetric lens (which
is the case of a lens that does not change the energy of the beam [134].

Figure 2.45 – The Solidworks© generated figure of the electrostatic lens used in the setup and the
corresponding applied voltages.
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2.4.5 Two dimensional deflector

Beam alignment

A proper beam alignment requires adding to the ion optics a 2D deflector to keep a good alignment
of the propagation of the ions on the axis of the instrument. It is formed by two pairs of steering plates
made of aluminium. On each pair, a voltage is applied to align vertically and horizontally the ion beam.
In fact one of the plates of each pair is polarized and the corresponding applied voltage could be tuned,
the second plate is grounded. The deflector conception is shown in Figure 2.46.

Figure 2.46 – The Solidworks© generated figure of the deflector. The blue plates are the active
electrodes one of them is grounded and the second one is polarized. The voltage used is tuned during the
experiment for a maximum signal.

To understand how the ions are deflected, we assume a two-dimensional deflector as illustrated in
Figure 2.47.

VS

+Va/2

-Va/2

Figure 2.47 – Schematic representation of the deflector (left) that is composed of two parallel metal
plates of length L between which a potential difference Va is applied. The plates are separated by a
distance d. Ions come from a source with an initial potential of Vs and the difference of potential Va
deflects their trajectory of an angle θ that gives a deflection vertical distance of z0.

113



Chapter 2 – STARGATE apparatus: Spectroscopy of Transient Anions and Radicals by Gated
and Accelerated Time-of-flight Experiment

The kinetic energy of an ion of a charge q at potential Vs is given by Ek = 1
2mv

2
x = −qVs. vx is

the velocity of the ions in the x-direction having a mass m. Between the two electrodes the ions are
accelerated in the z direction by the influence of the electric field Ea. Thus we can write :

m
dvz
dt

= qEa (2.20)

By isolating dvz and after integration of the Equation 2.20 we obtain the velocity vz as following in the
Equation 2.21:

vz = q

m
Eat (2.21)

Then in order to obtain the angle of deflection θ we replace time by t = x
vx
, so we can write:

tan(θ) = vz
vx

= Va
2Vs

L

D
(2.22)

Therefore, the voltages applied to the plates and their dimensions are the factors that influence the
direction of the ions and so the fact the ions can stay aligned along the instrument axis.

In this thesis the dimensions of the deflector are L = 20 mm and Dd = 26 mm and the ions have a
positive charge. For example, for a deflection of 1 degree the energy of the particles before entering the
potential zone is equal to 1 keV, thus the difference of potential which needs to be applied between the
plates is Va = 480 eV.
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The first mass selection of ions

The same deflector is able to perform a first mass selection. In fact, by pulsing the potential value
of the electrode of one of the pairs, the non-selected ions change direction and collide with the chamber.
The mass selection is performed by time-gated deflection using short voltage pulses (typically ' 1 µs).
70 V is found to be sufficient to deviate the undesirable ions using a Behlke push pull high voltage (HV)
switch (risetime of 20 ns) and the multi-channel digital delay generator. A second pair of plates ensures
proper vertical alignment. A comparison of the full m/z spectrum obtained from pure N2O gas injection
with that measured with mass selection applied to select only N2O+ is presented in Figure 2.48.
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Figure 2.48 – a) The m/z spectrum measured with continuous deflection from N2O gas injection and
electric discharge (in red) is compared with b) the spectrum measured with a pulsed deflection of 1 µs
to select only N2O+ (in black).
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2.4.6 Pumping capacity

Skimmer

A skimmer is used in order to extract the molecules from the isentropic core of the free jet and inject
them into a secondary chamber maintained at very low pressure. A detailed study of the effect of the
skimmer geometry on the jet and on the extracted gas can be found in the literature [116]. Briefly, the
skimmer should be long and thin enough in order to reduce or eliminate a reverse flow and which could
interfere with the jet leading to the destruction of the expansion and heating up the gas. The external
angle of the skimmer is also an important parameter to take into consideration. The angle should be
calculated taking into account the Mach number of the flow. The ideal angle corresponds to the case
where the oblique shock waves (the formation of which is induced by the presence of the skimmer) are
attached to the lips of the skimmer. An overestimated angle leads to the detachment of the oblique
wave. As a consequence, a detached shock wave is located upstream of the opening of the skimmer,
causing the gas to heat up before it enters the skimmer. The internal angle showed no importance for
low reservoir pressure. The ionized gas pulse expands towards a conical skimmer of 2 mm diameter.
The skimmer allows the operator to select spatially part of the jet. Moreover the vacuum quality is
ensured by using three turbo pumps (Pfeiffer ATH 2300M, Balzers 4306, Pfeiffer HiPace 700 Plus) and
two stages of differential pumping using the skimmer and a pumping tube indexed as items (2) and (6)
in Figure 2.1, respectively, to finally reach 10−7 mbar in the area of the interaction of the ion beam with
the laser, the energy analyser and the MCP detector. This allows also to minimize the ion recombination
or any warming up by colliding with the residual gas. A solidworks design of the skimmer and a detailed
dimensions of skimmer are detailed in Figure 2.49

Differential pumping tube

A differential pumping tube is added before the interaction region. The main purpose of this tube
is to maintain a constant low vacuum of 10−7 mbar inside the chamber. The dimensions of the tube are
chosen in a way to ensure an optimum conductivity. the conductivity depends on the radius (Ra) and
the length of the tube (L). The Poiseuille equation, is a physical law that gives the pressure drop in an
incompressible and Newtonian fluid as following:

4P = 8µLQV
πRa4 (2.23)

in which 4p is the pressure difference between the two ends, µ is the dynamic viscosity and QV is the
volumetric flow rate. Indeed, in order to make the tube more effective, using a small radius is the solution.
But, using a small radius limits the radius of transmission of the ionic beam that is why the solution is
to use a longer tube of a length equal to L = 50 mm and a radius of Ra = 8 mm as shown in Figure 2.50
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Figure 2.49 – The solidworks dimensions details of the skimmer.
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Figure 2.50 – Drawing representation of the differential pumping tube along with its dimensions.
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2.5 Results of mass spectrometry

STARGATE instrument is designed to produce different ionic species, negatively or positively charged.
First we show that the production of different species can be controlled by changing different parameters,
like the back-pressure, the gas mixture, the discharge voltage and the distance between the nozzle and
the skimmer. Then, we will discuss the method used to measure experimentally the beam divergence.
Finally, in section 2.5.3 we will discuss how each parameter influences the production of different ions.

2.5.1 Mean free path

The mean free path introduced in the first chapter is an important parameter. In fact, using the
mean free path formula (Equation 1.7) we can estimate the percentage of the ions that will arrive at
the detector. The probability (Pr(n, l, σ)) so the number of ions ni arrives at the detector located at a
distance l is equal to :

Pr(ni, l, σ) = e−σnil (2.24)

It is assumed that ni for argon is equal to 2.7 × 1012 particles/mbar. The pressure in our drift tube is
equal to 5 × 10−6 mbar so the number of ions is assumed to be equal to ni = 5.4 ×1010 particles. σ is
the cross-section, for an argon atom σ = 6.33 ×10−16 cm2 and the length of the drift tube is equal l ≈ 2
m. We obtain a probability of Prob = 0.99. We can conclude that the pressure in the chamber is low
enough to have a good transmission of the particles through the drift tube to reach the detector. Figure
2.51 shows the logarithmic plot considering argon atoms for different chamber pressures.
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Figure 2.51 – The logarithmic plot of the transmission probability of the particles for a distance l = 2
m when considering argon ions for different chamber pressures.
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2.5.2 Beam divergence
The ion beam diameter was evaluated by limiting the area of detection with a hole and placing the

detector at the laser-beam interaction location. The deconvolution of the surface obtained by integrating
the ion signal and deflecting the ion beam in the perpendicular directions (x and y)allowed to estimate the
diameter to be equal to 10±1 mm as shown in Figure 2.52. The differential pumping tube (8 mm)(section
2.4.6) placed just before the laser interaction area thus limits the ion beam diameter. This ion beam
characterization was achieved with the first acceleration scheme. We could still be losing a small fraction
of the ions at the tube locations but it did not prevent the observation of cold ions neither of a sufficiently
large S/N ratio. In addition, the spatial size perpendicular to the TOF axis is optimized in real time by
monitoring the ion signal and tuning the voltage of the electrostatic lens. Future improvements of the
set-up could include a slightly larger tube diameter and/or the placement of the tube before the deflector
and/or the improvement of the pumping capacity.

Figure 2.52 – The results of the test carried out to measure the beam spatial diameter. It is an
important parameter to evaluate the overlap between the laser and the ion beam. The signal was recorded
for different voltages of the deflector that made possible the scanning of the ionic beam.
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2.5.3 Mass spectrometric analysis.
A supersonic expansion coupled to one of the ionization methods already explained in section 2.3.2,

could give different products depending on many parameters of the source and initial conditions.

Pressure and nozzle diameter influence

The first two parameters are back-pressure and nozzle diameter. In fact, as explained by Morse [79],
the total number of binary collisions occurring during the expansion is proportional to P0D which could
be a direct measurement of cooling. Meanwhile, the total number of three body collisions occurring
during the expansion is proportional to P 2

0D. Thus, the higher the pressure is, the more clustering effect
could take place. We can choose to maintain a constant value of pressure, thus a larger diameter will
mean more cooling and thus the promotion of chemistry and reactions could also give clusters or other
complexes. Morse suggests that to enhance the cluster production the pressure should be increased while
the diameter of the nozzle is maintained constant. We tried to verify the effect of these two parameters
on the mass spectra and we obtained two results. The first result shows two spectra, both measured
using a mixture of argon bubbling in water to carry a certain percentage of H2O. The back-pressure of
the first measurement was 2 bar and 3 bar for the second measurement. We can see in Figure 2.53, that
an increase of pressure from 2 bar to 3 bar enhanced the production of larger masses of water protonated
clusters. Not surprisingly, we observe that the monomer has almost the lowest percentage relative to
higher masses for a high stagnation pressure. For both conditions the production of protonated water
clusters with a number n between 4 and 6 is the most abundant in these source conditions.
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Figure 2.53 – A plot to show the difference between the products of a jet with a back-pressure equal
to 2 bar (black) and 3 bar (red). The chamber pressure is maintained at 5 × 10−5 mbar, The discharge
voltage is equal to -350 V.
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Another experiment is done, but this time to characterize the nozzle diameter effect on the products
of the expansion. By using the same mixture, the minimum voltage is used for the discharge for both
measurement and by doing a measurement for two different diameters, the result is shown in Figure
2.54. As we can see from Figure 2.54, the higher the diameter, the higher the signal of the bigger masses

Ar+

H(H2O)+

H(H2O)2+

H(H2O)+
H(H2O)5+

H(H2O)3+ H(H2O)4+

H(H2O)6+ H(H2O)7+
H(H2O)8+

H(H2O)9+H(H2O)10+

Figure 2.54 – Two plots showing on top the result of a jet using a nozzle of a diameter of 0.5 mm and
on the bottom the result using a larger diameter of 1 mm.

(clusters/complexes). The most intense peak is the one of argon in the spectrum on top. A small peak
at the mass of 80 m/z may correspond to the dimer of argon produced in small quantities. On the other
hand, the formation of water clusters increased using a larger diameter.
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Applied voltage

The voltage of the electric discharge has a direct influence on the production of clusters. As shown
in Figure 2.55 the higher the voltage is (with no current limitation) the higher will be the current and
the discharge will therefore heat up the source. In addition, the higher is the voltage, the higher is the
energy of the electrons responsible for the ionization, which leads in some cases to the dissociation of the
molecules/complexes. We observe better results in terms of clusters production using the lowest possible
discharge voltage and a limitation of the discharge current. I have to mention that the discharge needs
some time to stabilise. A higher voltage is required to ignite the discharge, then the user could observe in
real time the products on the time-of-flight spectrum measured by the oscilloscope and tune the voltage
accordingly. Higher voltage can be required, in particular: if helium is used as carrier gas instead of

H(H2O)n+
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n=3
n=4n=5
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n=7
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n=10
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O2+

Figure 2.55 – Results of the test using two extreme voltage values. The result of applying a voltage of
-350 V is shown in black and the result for applying a voltage of -1000 V is shown in red. A jet of Argon
bubbling in water was used for a back-pressure of 3 Bar, a chamber pressure of 5 × 10−5 mbar and a
nozzle diameter of 500 µm.

argon, the ionization potential of helium being higher than the one of argon, the energy of the electrons
to ionize the gas, and hence the discharge voltage, should be higher. The result concerning the electron
gun follows the same logic as the one of the electric discharge.
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Seeding gas

As already explained in the first chapter, the seeding gas has a great effect on the products that result
from the source. In order to verify the statement, an experimental measurement was carried out using a
jet of a mixture of N2O in argon, then in helium then a jet of pure N2O. The result is shown in Figure
2.56 The figure shows that the seeding gas plays an important role and it could make great difference if

Expansion of N2O

10% seeded in helium Pure N2O

10% seeded in argon 
Ar+

N2O+

NO+

O2+

(N2O)n+
H(H2O)(N2O)n+

n=2
n=3

n=2

n=3

(NO)(N2O)n+

n=2

n=4
n=3

Figure 2.56 – The result of using a jet of 10% of N2O seeded in argon (black), a jet of pure N2O red
and a jet of 10% of N2O seeded in helium blue. Back-pressure = 3 bar, chamber pressure = 5 × 10−5

mbar and the diamter is about 500 µm. The discharge voltage is equal to -350 V for the case of argon as
a seeding gas and pure N2O, and it is equal to -450 V in the case of helium as a seeding gas.

the production of clusters is desired or if the production of clusters is not desired. The decision depends
on the species that we want to study in the end.
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Distance nozzle-skimmer

Another important parameter that should not be neglected, is the distance between the nozzle and
the skimmer. In the case of a supersonic expansion, the temperature of the jet evolves, decreasing with
the increase of the distance from the nozzle (before the shock waves that heat up the jet again due to
the large number of collisions and the repression of the jet). Therefore, it is believed that the products
will change if the distance of the probing by the skimmer is changed. In later sections we show the
dependence of the skimmer position on the rotational temperature of the molecules (section 2.6.6). A
test was done to confirm the statement by measuring the mass spectrum of N2O seeded in Helium for
different nozzle-skimmer distances, and the results are shown in Figure 2.57.

Figure 2.57 – The influence of changing the distance nozzle-skimmer on the products of a jet of N2O
seeded in Helium. The shorter distances (15 mm) enhance the production of lower masses (NO+), while
longer distances enhance the production of bigger masses (N2O+)/(N2O+)2.

We conclude from this last test that the distance nozzle-skimmer is important and one needs to
control this distance to control the temperature and the production percentage of the desired charged
complex/cluster. Other parameters could play an important role but will not be tested in this thesis,
those are the nozzle temperature or the post ionization that could be done in the region behind the
skimmer.
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Production of clusters, cations and anions

large clusters of H(H2O)+
n up to n = 38 are depicted in the panel a). These complexes were produced

by the expansion of argon bubbling in a water reservoir using a nozzle diameter of 1.5 mm, and are
presented in Figure 2.58. This series stops at n = 38 but since the detection efficiency decreases with
the mass (lower velocities), larger clusters could be present. Note that the MCP front was negatively
biased to -2.1 kV, providing up to 3.1 keV kinetic energy at impact on the MCP. In panel b) we show
the formation of pure N2O+

n and mixed [H2Om −N2On]+ hydrated clusters formed from N2O and water
contamination in the gas injection pipes. The first steps of nucleation are clearly visible but also the
competition between the different routes of nucleation. Anions have also been measured by switching
the polarity of the ion optics using the electron gun for ionization of N2O+ and replacing the MCP
stack with a channel electron multiplier (Sjuts KBL 25 RS) with its funnel at ground potential, and are
presented in panel c) of Figure 2.58. These three panels illustrate the versatility of STARGATE in terms
of molecular targets that could be studied. It also provides evidence of an efficient cooling which will be
further demonstrated in Section 2.6.6.
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Figure 2.58 – a) Production of H(H2O)+
n ionic clusters up to n = 38 from argon bubbling in water with

a backing pressure of 2 bar using a nozzle of 1.5 mm of diameter with an average pressure of 10−5 mbar in
the jet chamber and the valve operating at 30 Hz. b) Production of (N2O)+

n (n = 1− 5), (N2O)·(H2O)+
n

(n = 1 − 2), (H2O)·(N2O)+
n (n = 1 − 4) and (NO)·(N2O)+

n (n = 1 − 4) ionic clusters from N2O and
residual water in the gas line. c) Production of anions using the electron gun with N2O at a backing
pressure of 3 bar.
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Other interesting spectra were measured using different mixtures, for example, the spectra of a
mixture of CO2 seeded in helium and bubbling in water for a back-pressure of 4 bar and a discharge
voltage equal to 400 V. The result is shown in Figure 2.59. The mass spectrum indicates that these
conditions led to the formation of a large number of mixed clusters while injecting carbon dioxide. More
attention is required to this result if a future target containing CO2 is studied.

Figure 2.59 – The production of [(CO2).(H2O)]+, (CO2)+
2 and other interesting complexes using a jet

of CO2 seeded in helium.
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2.6 Photodissociation spectroscopy
The guiding principle of photodissociation spectroscopy is that a spectrum is obtained by the mea-

surement of the photofragment signal as a function of exciting wavelength [135]. Photodissociation
spectroscopy is an action spectroscopy scheme. The action in this case is the dissociation of the ion by
the photon. The photon needs then to be sufficiently energetic. In the UV/Vis region, absorption of a
single photon can be sufficient to induce dissociation. This method takes then advantage of the sensitivity
of the mass spectrometry techniques to record ion signal. Different mechanisms can occur as shown in
figure 2.60:
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Figure 2.60 – Schematic representation of electronic dissociation through different mechanisms: a)
direct dissociation, b) Herzberg type I predissociation c) Herzberg type II predissociation d) two photon
dissociation process. This Figure is adapted from reference [136].

On the left of figure 2.60, panel a), the absorption of a photon in the UV/Vis couples the lower
state to a dissociative state giving a broad unresolved spectrum. Panel b) represents a predissociation
mechanism known as Herzberg type I predissociation. Indeed it corresponds to the case of the electronic
spectrum of N2O+ observed in this thesis shown later in this section. A non-radiative transition occurs
from state (2) to (3) which is a dissociative state. Another type of predissociation is shown in panel c)
which corresponds to Herzberg type II predissociation. The molecule AB lies on the upper state higher
than the dissociation threshold but a barrier exists. The molecule overcomes the barrier via tunnelling
or redistribution of internal vibration energy. Panel d) corresponds to a schematic for a two-photon
dissociation process. The energy transferred to the molecule by the first photon undergoes some form of
redistribution before the arrival of the second photon. The second photon is then absorbed and initiates
the dissociation. A direct transition from state (1) to state (3) would result in a unresolved broad band
spectrum, using state (2) as an intermediate allows mapping the ro-vibrational levels of state (2) resulting
in a more detailed spectrum [136].

Dissociation spectroscopy by multiple infrared photons has been extensively used as well to charac-
terize vibrational transitions in a wide variety of molecules and ions [137]. In fact, when the laser photon
is resonant with an IR transition of some mode of the ion, a photon absorption event will excite the ion to
an upper state, if the ion is reasonably large (ei : H2O-CO+

2 ) rapid intramolecular vibrational relaxation
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(IVR) disperses this energy among several low-frequency modes. A second photon can then excite again
the same mode, and after a number of such absorptions with sufficient laser power, the ion will undergo
dissociation. One IR photon dissociation (v 0.1 eV) is sufficient to induce photodissociation in some
cases of intrinsically weakly bounded ions [137]. One of the biggest advantages of UV/Vis/IR photodis-
sociation spectroscopy lies in the fact that it is an essentially background free technique. Fragments are
formed only when an absorption event occurs. In this work we optimised the instrument using N2O+

following the photodissociation mechanism illustrated in Figure 2.60. In the future the set-up will be
considered to study ionic van der Waals complexes such as H2O-CO+

2 following the IRPD (single photon)
photodissociation mechanism as illustrated in Figure 2.61.

(A-L)+v’’

v’

VdissV hν

A++ L

Intra- Intermolecular

Δt

Figure 2.61 – Schematic representation of infrared dissociation. One or more infrared photon are
absorbed exciting the ion to an upper state, after a certain duration the energy is redistributed and if
this energy is higher than the binding energy, the complex is dissociated.

Practically, as mentioned before, photodissociation spectroscopy consists of integrating the ionic
fragments signal generated by light absorption of a mass selected ion as a function of the wavelength of a
light source, in our case a pulsed dye laser (30 Hz, 0.6 mJ/pulse and 5 ns duration from Continuum ND
6000) pumped by a Nd:YAG laser (Continuum Powerlite Precision II). For this kind of measurements
to be background free, a selection on the ions has to be performed before and after interaction with the
laser. In our case, we perform a mass selection, a kinetic energy shift at the location of the ion-laser
interaction and an energy analysis. In section 2.4.5 we already detailed the pulsed deflection unit we
implemented for the first mass selection. Section 2.6.1 presents the selective energy shifts of the ions
produced by the photodissociation and the associated cylindrical energy analyser; and in section 2.6.2 we
check the spatial and temporal overlap of the laser with the ions.

2.6.1 Kinetic energy selection
While the first mass selection selects species before the interaction with the laser, other species can

result from the collisions of the selected ions with the residual gas in the drift tube. A second selection
is performed by a 90° electrostatic deflector after the laser interaction to select the fragments of the
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photodissociation and to exclude the remaining parent ions and fragments produced by collisions with
residual gas. A double-focusing 90° electrostatic deflector adapted from the design of H. Kreckel et
al. [138] has been implemented for the selection of the fragments depending on their kinetic energy.
The deflector design is presented in Figure 2.62. It consists of two cylindrical electrodes which could
be polarized and serve to deflect the trajectory of ions depending on the difference of potential that is
applied on them. The potential difference 4V that is necessary to guide an ion with energy Ebeam on
the designated center radius R0 between the cylindrical electrodes can be calculated by equating the
electrostatic force and the centrifugal force as :

4V = 2Ebeam
Ra0

× (Ra2 −Ra1) (2.25)

In this equation (Ra2 − Ra1) is the distance that separates the two electrodes of the deflector having
respectively the two curvature radius Ra1 = 107.5 mm and Ra2 = 89.5 mm. An electric potential is
additionally applied to the laser interaction region by a large cylindrical electrode surrounded by grounded
electrodes. This bias cell represented in the left corner of Figure 2.62 a) aims at increasing the kinetic
energy difference between fragments of the photodissociation process, and other fragments or parent
molecules.
For example, if N2O+ has an energy of 1 keV before the bias cell, the fragments NO+ produced by collisions
in the TOF have the same velocity as N2O+ but a different mass, and their kinetic energy can be calculated
to be 680 eV. By polarizing the central electrode (-250 V) of the electrostatic lens surrounding the laser
interaction area (Figure 2.62 b)), the photodissociation fragments NO+ are produced from accelerated
N2O+ having an energy around 1250 eV. With an initial kinetic energy of 852 eV, these fragments are
decelerated by leaving the electrostatic lens area to reach a kinetic energy of 602 eV in the 90° electrostatic
deflector. This resulting energy is therefore lower than that of the fragments NO+ (680 eV) generated
outside the interaction region. These fragments can thus be differentiated by tuning the voltages applied
on the 90◦ deflector accordingly. In Figure 2.62 b), trajectories of N2O+, NO+ produced by collisions
outside the bias cell and NO+ photofragments are represented in blue, red and black, respectively. One
can notice in this simulation made using the SIMION® software that all species do not reach the detector
except the NO+ photofragments. We noticed that a similar effect can be observed by switching the
voltage to +250 V and tuning the voltage applied on the deflector accordingly.
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Figure 2.62 – a) The 90° electrostatic deflector is represented with the bias cell surrounding the laser
interaction region. b) SIMION® simulation performed for the selection of the NO+ photo-fragments
(m = 30 uma, ENO+ = 602 eV) represented in black, by excluding the non-dissociated N2O+ parent ions
having a larger kinetic energy represented in blue (m = 44 uma, EN2O+ = 1 keV) and NO+ fragments
resulting from collisions with the neutral residual gas in the drift tube represented in red (m = 30 uma,
ENO+ = 680 eV). The positive and negative electric equipotential lines are represented in green and blue,
respectively, with an increment of 30 V. The voltages applied in the simulation are -250 V for the middle
electrode and ±V = ±135 V for each plate of the deflector. The initial energy of the photo-fragments
is ENO+ = EN2O+ ×mNO+/mN2O+ = 852 eV with EN2O+ = 1250 eV in the middle of the electrostatic
field generated by the electrostatic lens.

Measurement of the energy spread of the beam

The 90° deflector is also able to measure the energy spread of the ionic beam. In fact, due to the
influence of different values of the applied electric field while bunching and gating, the beam is assumed
to have a certain distribution of energy. In order to find and calculate this spread and as explained
before, the voltage applied to the two cylindrical electrodes can be used. The voltage applied on the two
electrodes controls the ionic kinetic energy that is allowed to go through the deflector and to be finally
detected (Equation 2.25). The method consists of scanning a certain range of voltages on the deflector
while monitoring the signal of the ions on the detector. The result is shown in Figure 2.63

Using equation 2.25 and the voltages that we measured experimentally we can find the energy spread
of the beam as shown in Figure 2.64 that was calculated to be 100 eV.
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Figure 2.63 – Results of the test done to evaluate the energy dispersion of an argon ion beam. The
test was done by measuring the signal on the detector for different voltages on the deflector.

Figure 2.64 – The representation of the beam energy dispersion.

2.6.2 Temporal and spatial overlap of the N2O+ ion beam with
the pulsed dye laser

The S/N of a photodissociation spectrum depends, for the S part, on the amplitude of the NO+

signal which is integrated and averaged at each frequency step of the laser. The photodissociation signal
thus requires maximizing the overlap of the mass-selected ions with the laser pulse in the time and spatial
domain. The time delay of the pulsed gas injection is thus synchronized with the laser pulse by monitoring
the photodissociation fragments on the MCP detector. The overlap of the pulsed laser with the bunched
N2O+ beam has been evaluated in order to check if the MRP of the TOF-MS (R=140) is large enough,
i.e. ∆t small enough compared to the laser pulse duration (≈ 5ns). The time delay between the laser
and the bunched ion beam has been scanned using the multi-channel digital delay generator. Figure 2.65
presents the NO+ fragments generated from N2O+ as a function of this delay, with the laser tuned at the
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Q branch frequency of the Ã2Σ+(002) ← X̃2Π3/2(000) rovibronic band where the vibrational quantum
numbers (µ1, µ2, µ3) are indicated in parenthesis and the electronic states provided by the usual X̃, Ã,
B̃ order followed by 2S+1|λ|L+S . This scan displays a Gaussian profile of 105 ns FWHM, for a typical
laser pulse duration of 5 ns. Nevertheless, most of the ions interact with the laser. Indeed, considering a
speed of 66 km/s for an ion of 44 amu (tTOF ' 22 µs, E = 1 keV), a 105 ns dispersion corresponds to an
ion bunch length of 6.9 mm which is very close to the diameter of the pulsed laser beam estimated to be
' 6 mm at the interaction region.
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Figure 2.65 – Laser interaction time profile measured from the NO+ photo-fragments by tuning the
time delay between the N2O+ ion bunch and the laser pulse. The measurements are depicted in black
squares and are fitted by a Gaussian profile presented in red. The laser frequency was fixed to the top of
the Q branch frequency of the Ã2Σ+(002) ← X̃2Π3/2(000) rovibronic band (30908.5 cm−1). The origin
of the x-axis is arbitrary.
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2.6.3 Application to the high resolution spectroscopy of N2O+,
the Ã2Σ+(002)← X̃2Π(000) vibronic band in N2O+

To evaluate the performances of our spectrometer in terms of frequency accuracy, measuring time,
S/N ratio and rotational temperature, the rotationally resolved photodissociation spectrum of N2O+

corresponding to the Ã2Σ+(002) ← X̃2Π3/2(000) rovibronic band (Figure 2.66) has been measured
several times for different experimental conditions in the UV range by monitoring the appearance of
ionic fragments (NO+) as a function of the laser wavelength. This band has indeed been used to evaluate
the performances of several spectrometers based on different action type of measurements [139, 140, 62].
To use refined molecular parameters of the Ã2Σ+(002) state in the evaluation of our spectrometer, we
started by measuring and analysing the Ã2Σ+(002) ← X̃2Π3/2(000) and Ã2Σ+(002) ← X̃2Π1/2(000)
rovibronic bands of N2O+.

Figure 2.66 – Potential energy curves of N2O+ as a function of the N-NO distance RN-NO from reference
[141]. The blue curves are the electronic states involved in the predissociation path shown by the red
arrows arrows.

We chose the N2O+ cation because it has been extensively investigated in the literature through
lifetime measurements [142], optical emission[143, 144, 145, 146, 147, 148], photoelectron [149, 150] and
photodissociation studies [151, 152, 153, 154, 155, 156, 157, 158, 159, 160]. The photodissociation of
N2O+(Ã2Σ+(002)) in the 30885-30940 cm−1 range has been experimentally characterized in previous
studies[143, 157, 161] with the following predissociation process :

N2O+(X̃2Π(000)) exc.−−→ N2O+(Ã2Σ+(002)) diss.−−−→ NO+(X1Σ+) + N(4S)
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The Ã2Σ+(002) ← X̃2Π3/2(000) rovibronic band has already been recorded at high
resolution [152, 143] and is one of the most intense in the 30500-32500 cm−1 (307-327 nm)
spectral range covered by our frequency doubled pulsed dye laser operating with DCM.

We have used here the convention by Herzberg[148, 149], with v1 corresponding to
the higher frequency N–N σ+ stretch, v2 to the π bend and v3 to the lower frequency
N–O σ+ stretch, and not that of Callomon et al. [143]. The spectroscopic parameters
of the X̃2Π3/2(000) ground state have been taken from the work of Fellows et al. [145]
(B′′ = 0.411601(16) cm−1, D′′ = 0.2072(61) × 10−6 cm−1, A′′ = −132.3551(11) cm−1,
γ′′ = −0.01424(22) cm−1, p = 0.1385(74)× 10−2 cm−1 and q = −0.485(54)× 10−4 cm−1).
Those of the Ã2Σ+(002) upper state have been firstly taken from Frey et al. [152] and
improved from analysis of the two intense bands presented in Figure 2.67. A total of
290 line assignments corresponding to 161 blended lines have been fitted with a standard
deviation of 0.037 cm−1 by least squares methods with PGOPHER [162]. The fitted
molecular constants are compared with previous studies in Table 2.10. Comparing with
Callomon et al. [143], Frey et al.[152] and Herburger et al.[149], our study allowed to
determine the vibronic energy transition Ã2Σ+(002)← X̃2Π3/2(000) instead of the band
head position. A similar analysis also presented in Table 2.10 was published very recently
by Igosawa et al. [140]. Although their measurements present an accuracy similar to
ours, our molecular parameters determination is improved by using the merged blended
lines option of PGOPHER. This option takes into account the relative intensities of the
transitions in the frequency determination of the merged lines. This improved treatment
allowed us to determine the quartic order centrifugal distortion term D′. As detailed
hereafter, the Ã2Σ+(002) ← X̃2Π3/2(000) band is used to test the absolute calibration
of our measurements, to determine the rotational temperature of the ion beam and to
infer the required measurement time to reach a specific signal-to-noise ratio. In the rest
of the section, the spectra are compared with the rovibronic simulation calculated with
PGOPHER software [162] using the parameters of Fellows et al. [145] for the ground
state and of Table 2.10 for the Ã2Σ+(002) state.
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Figure 2.67 – The photodissociation spectrum (black) has been measured from the interaction of the
N2O+ beam with a frequency doubled dye laser (0.6 mJ/pulse) for an average of 30 counts per laser step.
The simulation (red) was performed with the PGOPHER software[162] using the parameters of Fellows
et al. [145] for the X̃2Π1/2,3/2(000) ground state and those of Table 2.10 for the Ã2Σ+(002) state. A
temperature of 300 K and a Voigt lineprofile have been considered for the simulation, with Gaussian and
Lorentzian contributions of 0.2 cm−1 and 0.1 cm−1 (FWHM), respectively.

Table 2.10 – Rovibronic parameters (in cm−1) for the Ã2Σ+(002) excited state. The rotational constants
of the X̃2Π ground electronic state have been fixed to the values of Fellows et al.[145]. Numbers in
parentheses represent 1σ standard deviation in units of the last significant digits.

Parameters Ref. [143] Ref. [152] Ref. [149] Ref. [140] This work
v0 30844.3(1) 30844.27(10)a
B′ 0.4290(5) 0.42893(10) 0.4279(8) 0.42891(2) 0.428883(24)
D′ × 107 1.69(38) 1.6 0.0 1.9 1.89(17)

a Value subtracted by 0.1 cm−1 (Doppler shift) and standard deviation was calculated from the
wavenumber calibration (section 2.6.5 for details).

2.6.4 Effect of the bias cell

The effect of the bias cell on the photodissociation spectrum of N2O+ has been studied.
The improvement of the S/N by setting the central electrode of the bias cell to -250V (DC
on) instead of 0V (DC off) is presented in Figure 2.68 a) for the Ã2Σ+(002)← X̃2Π3/2(000)
band. The time-of-flight spectra, recorded for the same laser frequency are also presented
in Figure 2.68, with the bias cell at 0 V in panel c) and -250 V in panel b). On these
panels the black traces correspond to the absence of light and the green and blue traces
are recorded with the laser on. One can clearly notices in panel b) the separation of the
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photodissociation fragments from the other fragments produced from collisions in the drift
tube. This results in a S/N improved by a factor 4 in the photodissociation spectrum and
a removal of the collisional background. The presence of ions generated outside of the
laser interaction, observable at 6.5 µs, in panel b), is due to a still too large aperture at
the exit of the 90◦ deflector (hole diameter of 12 mm). These residual ions can be rejected
by the selection of a judicious integration time window. The combination of the bias cell
and the choice of integration time window ensures thus a background free measurement.
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Figure 2.68 – (a) Q branch region of the Ã2Σ+(002) ← X̃2Π3/2(000) photodissociation spectrum of
N2O+, from bottom to top measured with the bias cell at 0 V (DC off), at -250 V (DC on) and simulated
using the PGOPHER software. Blue and green mass spectra of the panels b) and c) are the NO+

fragments measured at the maximal intensity of the Q branch for the bias cell on and off, respectively.
The mass spectra measured without UV laser are presented in black in panels b) and c).

The 2D pulsed mass selection allows to time select the peak of N2O+, but the peak
associated to the TOF of N2O+ still contains minor quantities of NO+ and N+

2 produced
before the pulsed deflection and having the same velocity as N2O+ and so the same TOF.
The voltage applied on the switched deflector (70 V) changes the trajectory of NO+ and
N+

2 from the one of N2O+, before entering the differential pumping tube. Experimentally,
we have checked that decreasing the deflector voltage increases the NO+ and N+

2 signals
and decreases the N2O+ one. This indicates that the combination of the pulsed deflection
and differential pumping tube allows to exclude most of the NO+ and N+

2 but not entirely.
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Another case, could be the production of NO+ and N+
2 in the area between the deflector

and the differential pumping tube (pressure = 10−6 mbar) and before the last chamber
(pressure = 10−7 mbar). These ions generated for a distance estimated to be 10 cm have
the same direction of N2O+, And they are not filtered prior to the differential pumping
tube. The two cases are illustrated in Figure 2.69.

Figure 2.69 – Illustration of the two zones that are responsible of the apparition of NO+ and N+
2 in

the photodissociation signal. In red and yellow we can observe the illustration of the trajectory of these
ions from zone (i) and in purple the trajectory of these ions already produced in zone (ii).

Concerning the second energy selection, the hole of the end plate of the 90° deflector
allows to select ions with a resolution of ± 35 eV (estimated from SIMION simulation).
When the bias cell is off with the 90° deflector voltages tuned for 680 eV, ions with
680±35eV are selected, including NO+ produced from photodissociation (680 eV) and
collisions (680 eV), while N+

2 is excluded (636 eV). When the bias cell is on with the 90°
deflector voltages tuned for selecting ions with a kinetic energy of 602 eV, the ions with
602±35 eV are selected, including NO+ from photodissociation (602 eV modified with
the bias cell) and some N+

2 produced from collisions outside the bias cell (636 eV), NO+

produced from collisions are excluded (680 eV). Which explains later the apparition of
a parasite peak on the signal of photodissociation assigned to residual N+

2 that follows
a longer trajectory and arrives after the photo-fragments peak. We could check these
hypotheses and decrease the N+

2 signal for future measurements by adding the differential
pumping tube before the 2D deflector. We could also increase the pumping capacity to
decrease the residual pressure and also reduce the diameter of the differential pumping
tube. The apparition of the parasite peak could be observed in Figure 2.68.
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2.6.5 Calibration of the frequency scale

The absolute frequency of the photodissociation spectra was calibrated using Ne lines
[163] measured from a hollow cathode. This optogalvanic spectrum and the photodissoci-
ation spectrum were simultaneously measured. While the photodissociation spectra have
been measured with a frequency doubling BBO crystal in the 307-327 nm spectral range,
the atomic Ne lines of the hollow cathode have been measured using the fundamental laser
beam (614-654 nm). The absolute calibration of the frequency scale has been performed
using three neon lines (640.40177 nm, 650.83255 nm, 653.46872 nm) with a standard de-
viation of 0.06 cm−1.
In addition to the absolute calibration, a complementary Fabry Perot interferometer al-
lowed to check the linearity of the laser frequency scanning using a solid state etalon
presented in Figure 2.70. This interferometer has been designed using an invar ring of
1.99 mm separating two 50:50 beamsplitters enclosed in a thermostatically controlled vac-
uum chamber (313.0±0.1 K). The resulting Fabry Perot cavity has also been characterized
with the fundamental laser beam (614-654 nm) with a free spectral range of 2.507 cm−1

and a finesse of 4.4. The residuals of a linear fit performed on the interferences maxima
allowed us to check the linearity of the laser frequency scanning with a standard deviation
to linearity of 0.014 cm−1 and a maximum local deviation value of 0.04 cm−1. To achieve
this linearity, the etalon had to be placed in vacuum and its temperature stabilized. The
stability in temperature is on the order of 0.1°C.
In addition, a Doppler effect arising from a slight deviation from the perpendicular ar-
rangement between the laser and the ion beam has been estimated using a rooftop mirror
for a double pass of the laser beam through the ion beam. The double pass spectrum has
been reproduced with a linear combination of the single pass spectrum with itself shifted
by 0.2 cm−1. A frequency shift of ±0.1 cm−1 has been thus estimated for each path, this
corresponds to a tilt of 0.9◦ from a perpendicular configuration. Besides this effect which
can be corrected by subtracting 0.1 cm−1 to the frequency scale, the cumulative errors
from relative (≤0.04 cm−1) and absolute (0.06 cm−1) calibrations results in an estimated
accuracy of 0.1 cm−1 on the calibrated frequency scale.
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Figure 2.70 – Fabry Perot etalon composed of: 1) KF fitting for etalon evacuation, 2) external chamber
diam. 2′′, 3) 1′′ wedged window, 4) 50:50 beamsplitters AR coated for 400-700 nm, 5) invar ring of 1.99
mm long, 6) PVC spacer to maintain the position of the stainless steel enclosure in the vacuum chamber,
7) 1.5′′ wedge windows and 8) stainless steel enclosure. The exploded view of the etalon and its content
is presented below.

2.6.6 Rotational temperature

The background free measurement allowed us to measure the selected rovibronic band
of N2O+ produced from the electric discharge in pure N2O (P0 = 5 bar) with a S/N = 200
and an acquisition average of 30 laser shots per frequency step (this represents one second
per frequency step and a time of acquisition of ' 10 minutes for each spectrum presented
in Figure 2.73.

The rotational temperature can be obtained from a fitting procedure using the PGO-
PHER software, as well as the Gaussian linewidth and the baseline offset. Experimentally
the rotational temperature can be tuned in a certain range by probing different parts of
the ion beam using different ion extraction timings and distances between the nozzle and
the skimmer. The lowest mean rotational temperature for a pure N2O expansion (P0 =
3 bar) is 110±4 K and has been obtained using a distance of 1 cm between the skimmer
and the nozzle. A maximum mean 305±10 K has been obtained by adding a delay of 12
µs between the gas injection and the gating. The higher temperature can be obtained by
selecting the start/late part of the jet. These two spectra are presented in Figure 2.73. It
was possible to lower the rotational temperature down to 40±3 K by using a gas mixture
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of 1% N2O with 99% Ar and a backing pressure of P0 = 5 bar while probing the last
part of the expansion. This spectrum presented in Figure 2.71 has been measured with a
S/N = 20 for 30 shots per frequency step.
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even for long trapping times. We were able to reach a higher S/N equal to 200
compared to 166 and a temperature lower by nearly one order of magnitude than the
one they reported by Igosawa et al. for N2O+ using a cryogenic storage ring [140], even
for long trapping time. In addition, the bias cell is only used by our team that allows a
totally background free measurement which enhances the sensitivity of the detection.
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Figure 2.71 – Photodissociation spectrum (black) measured from a gas mixture of 1% N2O with 99%Ar
(P0 = 5 bar). The simulation (blue) have been done using the PGOPHER software [162] for Trot = 40
K.
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2.7 Perspectives

2.7.1 Extraction scheme

First we have to mention that a lot of effort was spent during this thesis by A. Roucou
a post-doctoral researcher in the same group, to ameliorate the instrument. One of the
upgrades is the use of an extraction scheme directly after the skimmer. In fact, the
first acceleration scheme inspired from Dedman et al. [132] consisted in a series of six
aluminum ring electrodes connected via 100 kΩ resistors to produce a smooth gradient of
acceleration potential. In order to enhance the signal-to-noise ratio the ionic signal must
be enhanced. For that purpose a different extraction scheme has been implemented that
is composed of a conical electrode polarized at -700 V placed 1 cm after the aperture of
the grounded skimmer in order to accelerate the ions immediately after the expansion.
A succession of two pairs of electrodes at -2 kV and -1 kV allows accelerating the ions
on a shorter distance and forming an electrostatic lens. This second design allowed us to
improve the ion signal by at least a factor 30 while keeping a low rotational temperature.
The second design has thus been set up permanently. The new design is shown in Figure
2.72 along with the associated SIMION® simulations.

Figure 2.72 – a) The first acceleration scheme inspired from Dedman et al. [132] b)The second accelera-
tion scheme. c) Before switching, the gating process simulation from SIMION® on the second acceleration
scheme. d) After switching, the first part of the unit is at +400 V to close the first gate and bunch the
ions at the end of the TOF. The second part of the unit is switched to 0 V to let the ions enter the
drifting tube.
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The gating process and the second acceleration scheme is simulated using SIMION®,
using 150 particles of m = 44 amu with a charge + e in an initial circular distribution
(radius of 1.5 mm and v = 550 m/s). The two cup-like electrodes are initially at the
acceleration voltage (-1 kV) and a last grounded electrode stops the ion beam reflected
in the unit. Similar to the first design, the first part of the unit is switched to +400 V
to close the first gate and bunch the ions at the end of the TOF. The second part of the
unit is switched to 0 V to let the ions enter the drifting tube. This new design allowed
the measurement of the spectra shown in Figure 2.73.

3 0 8 9 0 3 0 8 9 5 3 0 9 0 0 3 0 9 0 5 3 0 9 1 0 3 0 9 1 5 3 0 9 2 0 3 0 9 2 5 3 0 9 3 0 3 0 9 3 5

 T r o t =  3 0 5  K

No
rm

aliz
ed

 NO
+  sig

na
l

W a v e n u m b e r  / c m - 1

 T r o t =  1 1 0  K

Figure 2.73 – The photodissociation spectra (black) have been measured from the interaction of the
N2O+ beam with a doubled dye laser (0.6 mJ/pulse) by probing different parts of the ionic beam using
different ion extraction timings and distances between the nozzle and the skimmer. An average of 30
counts per laser step allowed to reach a S/N = 200 for each spectrum. The simulations has been done
for each measured spectrum using the PGOPHER software [162] for Trot = 305 K (red) and Trot = 110
K (blue)

.

Different temperature could be obtained by selecting starting or the ending of the jet
as shown in Figure 2.74

We can thus map the temperature contour of the supersonic jet by probing different
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11

305 K

2

110 K

Figure 2.74 – Probing different zone of the jet giving two different temperatures (1 = 305 K 2 = 110
K) as shown in the spectra in previous Figure 2.73.

positions and this could be done in a few days.
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2.7.2 Quadrupole mass filter

Another improvement could be the use of a quadrupole mass analyser to replace the
TOF spectrometer. It consists of a set of four parallel conductive rods on which an
RF and a DC voltage are applied in order to select the desired ion from the source.
Figure 2.75 shows the quadrupole that we already have. The details on the functioning
could be found in [164]. Efforts were done to simulate the same geometry and to find the
necessary power supplies and RF generator to make this quadrupole functional. Using the
quadrupole could result in a higher signal-to-noise ratio and it could be useful to detect
higher masses with higher resolution than the TOF mass spectrometer, while working
with slower ions.

stable

unstable

Figure 2.75 – A picture of the quadrupole filter available in our lab. A schematic of the rods is
represented, along with the voltages applied and resulting in a stable trajectory and other unstable
trajectories defined by the voltages applied (U is for the DC voltage and V0 is the amplitude of the RF
signal. Adapted from [122].
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2.7.3 Photodissociation spectroscopy of [H2O-CO2]+

Future work of STARGATE will be dedicated to the study of ionic clusters like [H2O-
CO2]+ by IR photodissociation (IRPD) spectroscopy. The plan is to measure the spectral
signature of such complex in the near infrared, determine charge distribution and for larger
species solvation structure. The charge distribution depends on physical and chemical
properties of constituent molecules such as the ionization potential. Y. Inokuchi et. al.
[13] measured the IRPD spectra of [H2O-(CO2)n]+ in the 1100-3800 cm−1 region at low
resolution. Figure 2.76 shows the IRPD spectrum of this cluster. This spectrum was
measured at low resolution using an IR pulsed laser. The appearance of an absorption
band of CO2 indicates that the [H2O-(CO2)n]+ ion has an ion-molecule form H2O+—–
CO2. The result is reasonable because the ionization potential of H2O (12.62 eV) is lower
than that of CO2 (13.78 eV).

Figure 2.76 – IRPD spectrum of the [H2O-CO2]+ ion, reproduced from [13].

147





Chapter 3

THE FOURIER TRANSFORM INCOHERENT

BROADBAND CAVITY ENHANCED

ABSORPTION SPECTROSCOPY

(FT-IBB-CEAS) INSTRUMENT

Astrophysicists have long suspected the presence of negative ions in interstellar space,
their detection was made possible only recently [165], with the first spectroscopic charac-
terization in the laboratory of several carbon chain anions [166] and subsequently their
detection in various environments (black carbon star IRC+10216, the Taurus molecu-
lar clouds 1 TMC−1(CP), pre-stellar cloud L1544 and the protostellar object L1521F)
through telescope observation [167]. Our incentive for studying anionic carbonic chains
C−x (x= 3, 4, 5,...) has been their relevance to astrophysical observations after the de-
tection of different molecular anions [168]: C4H−, C6H−, C8H−, C3N−, C5N− and CN−.
The astronomical detection of these anions was possible thanks to the laboratory char-
acterization of their rotational spectra. Except for C5N−, whose identification in space
was based on high-level ab initio calculations [169]. In the absence of permanent dipole
moment, these carbon chain molecules remain inaccessible to detection methods based
on rotational spectroscopy commonly used in radio-astronomy. Visible and near-infrared
spectral domains, characteristic of rovibronic transitions, represent an alternative for the
identification of such species. In this thesis new apparatus has been developed to record
their near infrared absorption spectra. In the first part of this chapter we will explain the
approach we used for the production of the molecular ions based on an electrical discharge
in a uniform supersonic flow produced by a planar Laval nozzle. The planar geometry
is chosen to increase the optical path in the probed absorption region by a factor of 10
compared to an axisymmetric geometry.
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The second part of this chapter will focus on the Fourier transform incoherent broad-
band cavity enhanced absorption spectrometer (FT-IBB-CEAS) we have coupled to the
supersonic flow to record the near infrared (NIR) spectrum of the produced ions. We are
targeting electronic transitions of these anionic species. The electronic states of C−3 and
C−4 are reproduced in figure 3.1 from NIST data [163]:
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Figure 3.1 – Electronic structure of C−3 and C−4 produced using data from [163] .

Absorption experiments have been performed,both in matrices and in the gas phase to
record the spectra of these species, but until now scientists couldn’t record the rotational
resolved spectra of these species. An example of an absorption spectrum of the A 2Σ+

g

←− X 2Πg and B 2Σ+
u ←− X 2Πg electronic transition of C−4 in a 5 K neon matrix [170]

(Figure 3.2):
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Figure 3.2 – Absorption spectrum of C−4 in a 5 K neon matrix [152].

One of our objectives is therefore to record the absorption spectra covering the region
from the visible to the near-infrared. First, we will start by validating the functioning
of the instrument by measuring the spectrum of a neutral molecule like acetylene and
methane that have relatively weak overtone transitions in this region. Then, spectra of
radicals and ions will be measured to test the production of such species and the sensitivity
of the whole instrument, and at the end we look forward to record the absorption spectrum
of cold anions which will be a challenge due to the difficulty of their production and the
need of ultra sensitivity for the detection.
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3.1 Uniform planar discharge Nozzle

Figure 3.3 – Photo of the cold ionic source.

3.1.1 Conception of the Laval nozzle

Due to space charge effects, the density of anions produced in the laboratory is ex-
tremely low, even in a free supersonic jet expansion. In order to tackle this challenge,
a novel ion source has been developed in IPR based on an electric discharge in a uni-
form supersonic flow. The gas flow is characterized by a planar geometry and expands
through a slit throat where the discharge is initiated. The planar geometry is chosen so
as to increase the optical path length through the cold gas by a factor of 10 compared
to the more conventional axisymmetric geometry. This new planar nozzle is based on a
convergent-divergent nozzle geometry so called Laval nozzle. It is shown in Figure 3.4.
The calculation of the profile was performed by A. Benidar and the source is composed
of (from right to left of the central drawing of Figure 3.4):

— A reservoir at high pressure having the dimensions of 60 x 100 x 45 mm.
— A converging section where the gas accelerates to reach a sonic speed at the nozzle

slit throat and starts to cool down by the intermediate of two body collisions.
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— At the very end of the converging part, three copper electrodes (brown), are in-
stalled to generate an electric field capable of ionizing the gas.

— A diverging part equipped with a set of polarized electrodes. These electrodes are
arranged according to a precisely calculated geometric divergent profile. This set
plays the role of a double guidance, aerodynamic for gas flow and electric Radio-
frequency for the ionic particles.
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Figure 3.4 – Schematic of the source designed at IPR. The reservoir is made of polyoxymethylene(POM),
the discharge electrodes are made of copper, the electrodes profiling the divergent part of the nozzle are
made of aluminium , the surface of which is coated by a deposit of a carbon film in order to prevent the
detachment of the electrons. The conditions to obtain a uniform expansion are also listed.

This source is mounted in a vacuum chamber evacuated by root pumps with a max-
imum pumping capacity of 15000 m3h−1. Using a thin slit throat aperture of about 100
µm yields to a stagnation pressure of about 300 torr. An efficient rotational/vibrational
cooling of the molecules is expected. In one hand, such cooling is crucial to reduce the
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spectral congestion caused by different species absorbing at wavelengths close to the ab-
sorbing wavelength of the ions of interest. On the other hand, cooling is necessary to
magnify the recorded signal of the ions. This is particularly relevant for anions that are
usually produced in low concentration. The Laval nozzle is a great tool to produce a
uniform expansion over a certain range. Gas density being higher for a longer duration
in a contained space promotes collisions could lead to promote chemistry and to form
different species.

Planar versus axisymmetric geometry

In certain well defined pressure conditions corresponding to the so-called "adapted
regime", a Laval nozzle produces a supersonic expansion characterized by a uniform tem-
perature and density. The isentropic core is not divergent (absence of Doppler line broad-
ening due to convective motion of the fluid) and the density remains stable and sub-
stantially greater than that of a free jet expansion. However the cold isentropic core is
surrounded by warmer shear layers. The choice of a planar geometry for the nozzle aims
at increasing the absorption path length of the probe laser beam through the cold part of
the flow but also at reducing the relative contribution of the shear layers. Figure 3.5 shows
the difference between a drawing of an axisymmetric Laval nozzle and a planar Laval noz-
zle. Calculations using Ansys Fluent fluid simulation software performed by A. Benidar,

Figure 3.5 – An example of two geometries, on the left an axisymmetric profiled Laval nozzle and on
the right a planar profiled nozzle. Both require a convergent part and a divergent calculated profile to
generate a uniform supersonic beam expansion.

as shown in Figure 3.6, are performed in order to compare the flow temperature trans-
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verse profile of the two geometries. The axisymmetric geometry exibits a strong radial
temperature gradient while the planar geometry is characterized by an almost constant
temperature in the perpendicular direction of the flow. Therefore, the use of a planar
supersonic expansion reduces the gradient of temperature in the perpendicular direction
of the flow.
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Figure 3.6 – CFD Contour plot of a cross section of the supersonic flow produced by a Laval nozzle
working in its adpated regime. Left: axisymmetric Laval nozzle. Right: Planar Laval nozzle. The laser
probing zone is indicated by a red arrow.

3.1.2 Computational Fluid Dynamics (CFD) simulations

In this section, analysis of the Laval nozzle performances is carried out numerically
by computer simulation using the CFD software ANSYS FLUENT. The software solves
numerically the Navier-Stokes equations. The processing, the initial conditions and the
used equations are listed in Table (3.1). Velocity, temperature and pressure profiles of
the nozzle are calculated with the help of this computer simulation approach. In a first
step, a computational mesh is constructed from unstructured trigonal elements. In order
to obtain a converging solution, a higher mesh density is adopted near the confining
electrodes constituting the divergent part of the Laval nozzle, as well as near the area
close to the thin nozzle throat. This is justified by the fact that flow gradients are more
important in these areas. The meshing is presented in Figure 3.7. For the processing
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Figure 3.7 – Adopted meshing to run the CFD simulations. The red arrows indicate the outlet regions.

of the nozzle, 2D and double precision settings were used while reading the mesh. The
solution parameters are presented in Table 3.2, while the residuals are presented in Figure
3.8. The solution is considered as converged after 1000 iterations and the corresponding
order of scaled residuals was lower than 10−4.

Figure 3.8 – Scaled residuals of the continuity, energy, x-velocity and y-velocity equations.
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General Solver type: Density-based
Models Energy equation: On

Viscous model: Laminar
Materials Density: Ideal gas

cp = 520.64 J/kg.K
Viscosity: Sutherland

Thermal conductivity = 0.0158 w/m.K
Molecular weight: Argon=39.948 g/mol

Boundary conditions Inlet pressure = 14.2 torr
Inlet temperature = 300 K
Outlet pressure = 0.03 torr
Outlet temperature = 300 K

For initialization purpose only

Table 3.1 – Initial conditions used in the simulation.

Solution controls Courant number = 5
Time: Steady
Space: Planar

Methods: Implicit least squares cell based
Solution initialization Hybrid

Relative to cell zone
Run calculation No. of iteration 1000

Solution steering
Supersonic + use FMG Initialization

Table 3.2 – Solution parameters used in the simulation.
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Mach number, temperature and densiy profiles

In the following the contour plots that were obtained:

1. Mach number: As expected for a supersonic nozzle, the Mach number magnitude
is equal to 1 at the throat section of the nozzle. This condition is known as choked
flow condition, as discussed in chapter 1. The velocity at the nozzle exit is approxi-
mately equal to 525 m/s. Figure 3.9 shows the contour and the xy plots of the Mach
number. Mach number reaches approximately 6 and remains constant for some cen-
timetres to finally reach the outlet. A photo of an adapted jet of argon was recorded
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M

Figure 3.9 – Left top: Contours of the Mach number. Bottom left: Mach number evolution on the jet
axis. Top right: photo of a plasma jet of argon obtained in adapted flow conditions.

using the electric discharge to visualise the jet. In fact, as already explained in the
second chapter, when a discharge takes place the electronic excitation-de-excitation
of the argon atoms results in a purple like color. The obtained light shows that the
jet is well collimated and the uniformity persists over a long distance downstream
the nozzle exit. This absence of divergence is interesting because it allows to obtain
a higher density compared to a divergent free jet expansion.
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2. Temperature: The temperature is maximum at the inlet, then decreases until the
exit of the nozzle and remains constant (uniform) downstream the nozzle exit. This
temperature distribution along the flow axis gives the possibility to probe different
temperature inside the divergent part of the nozzle. The temperature magnitude is
minimal inside the nozzle divergent part and is equal to 17.6 K then reaches 25 K
at the exit of the nozzle and stays uniform.

Figure 3.10 – Top panel: Temperature contour plot. Bottom panel: Temperature plot along the x
direction.

3. Density: The density is maximum at the inlet, it decreases dramatically until the
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exit of the nozzle and then remains relatively constant (uniform) downstream the
nozzle exit. This density is higher than in a free jet expansion. The magnitude of
density is around 0.001 kg/m3 or 1.5 × 1016 particle/cm3 at the nozzle exit.

Figure 3.11 – Top panel: Density contour plot. Bottom panel: Density plot along the x direction. The
density axis is in logarithmic scale in order to better visualise the density variation.

In conclusion, flow simulations corresponding to this new Laval nozzle design reveals
the ability to produce a cold and uniform jet very different from free jet expansion:

1. Well defined jet temperature and density
2. Relatively high jet density (approx 1016 particle/cm−3 for a low stagnation pressure

(200 torr)
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3. Physical parameters free of gradients

The simulations allow a clear visualisation of the isentropic core and the shear layers.
The size of the isentropic core is about 3 mm which is larger than the probing laser spot
(1-2 mm), we are therefore able to probe the isentropic core without being disturbed by
the shear layers. Moreover, the laser beam can be positionned at different places in the
divergent part, which is a convenient way to probe different flow temperature. Last but
not least, the CFD simulations reveal that the discrete nature of the electrodes forming
the divergent part of the nozzle does not deteriorate the quality of the flow. The CFD
simulations confirm that the Laval nozzle produces uniform low temperature and high
density flows. Fortunately, they do not reveal the presence of oblique shock waves which
could heat up and re-compress the flow (see Chapter 1). The isentropic core is large
enough to be probed by laser spectroscopy without being disturbed by the boundary
layers. Finally, the electrodes of the divergent part of the nozzle do not seem to have
an impact on the quality of the flow. These first conclusions must now be confirmed
experimentally.
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Non-adapted Laval nozzle.

The following figures (3.12 and 3.13) show what happens when helium or nitrogen is
used as carrier gas in a Laval nozzle initially designed to be operated with argon. For
these calculations, the pressure and the temperature were set at identical values at the
nozzle throat regardless of the gas. However, due to different mass and/or specific heat
ratio, the static pressure of the helium/nitrogen jet at the nozzle exit is higher than the
one of the vacuum chamber. As a consequence, the jet expands further once reaching the
vacuum chamber and never reaches a uniform regime. The flow is said non-adapted.

a)

d)c)

b)

Figure 3.12 – a) CFD simulation showing the contour plot of the temperature of a jet of helium
expanded in a nozzle designed to operate with argon. b) Static temperature plot along the nozzle axis
showing a strong variation. c) CFD simulation of Mach number. d) Photo of the jet visualized with a
plasma of helium which explains the light blue color. Helium has a different mass and viscosity producing
a different jet structure than argon.
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a) b)

c) d)

Figure 3.13 – a) CFD simulation showing the contour plot of the temperature of a jet of nitrogen
expanded in a nozzle designed to operate with argon. b) Static temperature plot along the nozzle axis
showing a strong variation. c) CFD simulation of Mach number. d) Photo of the jet visualized with
a plasma of nitrogen which explains the red light color. Nitrogen has a different specific heat ratio, its
molar mass is different from the one of argon and also its viscosity producing a different jet structure.

163



Chapter 3 – The Fourier Transform Incoherent Broadband Cavity Enhanced Absorption
Spectroscopy (FT-IBB-CEAS) instrument

3.1.3 Ions optics

In order to increase the ion density in the interaction zone of the supersonic jet with
the optical beam probe, we incorporated an ion guiding system in the divergent part of
the nozzle. To this end, a series of electrodes has been distributed along the divergent
part of the nozzle according to a geometric profile obtained from aerodynamic calculations
(see Figure 3.14). As explained previously, such a profile was calculated as to produce a
uniform supersonic flow.

A Radio-frequency (RF) and a direct current (DC) voltages are applied to the electro-
static system to manipulate and focus the charged species in the central part of the flow.
The system is more efficient in the absence of a buffer gas, the ions can be handled with
extreme precision and in a well understood manner using electric fields. In the case of a
jet of higher pressure regime (0.1 to 10 torr), collisions with gas molecules increasingly
dominate the behaviour of ion movement. It becomes much more difficult to control their
movement over large distances, especially in the presence of strong dynamic gas effects.
Under such pressure conditions, a multi-polar radio-frequency system is needed to ensure
an efficient transmission and controlled guidance of the ions. The ions are produced in a
high voltage (600-800 V) discharge at the nozzle throat and are then driven by the flow
to be submitted to the electrostatic field created by the electrodes of the divergent part of
the nozzle. Phase-shifted RF potentials are applied to adjacent electrodes, while a certain
DC gradient is applied along the axis of the ion guiding system (Figure 3.14).

Figure 3.14 – Photo of the electronics controlling the polarisation of the electrodes, along with a
schematic of the electrodes.
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SIMION® simulation

A SIMION® simulation is essential to know exactly the values of the potentials and
of the radio-frequency to be applied in order to obtain an optimal lensing of the ions, in
what follows the details of the simulations are described. The simulation includes the two
high voltage electrodes forming the ion source discharge. The voltage applied on the first
electrode (1) on the left is set to −240 V and the second electrode (2) is set to ground
potential (Figure 3.15). These two electrodes are separated by a distance of 4 mm. The
set of equally spaced electrodes (3) is used to decelerate and to concentrate the ions on
the axis of the flow. A DC voltage gradient of -28 V on the first electrode and 27 V on the
last electrode of the series concentrates the ions at a point located 30 mm downstream
from the electic discharge. This focal point can be changed by tuning the voltages applied
on the electrodes of the set of electrodes (3). A RF voltage is also applied to the set (3).
Following the testing of different frequencies, the optimal frequency is chosen to be equal
to 1.1× 106 Hz with a peak to peak voltage equal to 300 V. On the other hand the particles
used in this simulation are divided into three groups: (i) positive ions with a mass of 40
UMA (argon) represented in blue, (ii) negative ions having a mass arbitrary fixed to 36
UMA represented in red, and (iii) electrons represented in black. All the particles have an
initial circular distribution with a filled radius of 1 mm. The average speed is defined to
be equal to 0.6 mm/µs (600 m/s) because the carrier gas is considered to be argon whose
limit velocity is close to 600 m/s. All the ions are assumed to be produced between the
two discharge electrodes (1) and (2). The result of the simulation is shown in Figure 3.15.
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1 2

3

Figure 3.15 – SIMION® simulation of the trajectory of the ions. The anions are represented in red.
The electrons in black and the protons in blue.
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Comsol simulations

The previous simulation gives an idea about the electric fields that should be applied,
but it does not take into account the action of the supersonic flow on the ion trajectories.
For this, a more complex simulation is needed. To start, we present in the following table
(table 3.3) the data used in the model:

Name Value[unit] Description

VD 200[V] Discharge voltage

f0 1.2[MHz] RF frequency

VPP 100[V] RF peak-to-peak voltage

BGMM 0.04[Kg/mol] Background gas molar mass

BGP 13.332[Pa] Background gas pressure

BGT 80[K] Background gas temperature

BND 1.2071e22[m3] Background number density

POT0 0[V] Potential position 0

POT1 15[V] Potential position 1

POT2 -15[V] Potential position 2

POT3 -100[V] Potential position 3

ICD 0.02[m] Diameter of the isentropic flow

BGV 540[m/s] Background gas velocity

CN 1[charge] Charge number

ISP 0 [m/s] Initial speed of particles

NPVS 3[particles] number of particles in velocity space

Bias 200[V] Bias potential

Table 3.3

The design of the ion guiding system was developed by computer modelling calcu-
lations using the Comsol software to evaluate the performance of this system and to
optimize the different parameters. The Particle Tracing module was used to study the
trajectory of the charged species in the flow. The electric fields resulting from the DC
and RF electric potentials applied to the electrodes determine the trajectory of the ions.
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Parameters such as temperature, jet velocity and density play an important role and are
of course taken into account.

1. The RF potential of 100 Vpp at a frequency of 1.2 MHz is applied to the electrodes
of the ion guiding system making it possible to produce in the flow a radial electric
field able to confine the charged species on the axis of the flow and preventing the
ions (positively or negatively charged) from recombining on the walls of the system.
Figure 3.16 shows the design of the different electrodes, used for discharge and for
the ion optics along with the values of the electric fields created by the application
of the RF voltage.

Figure 3.16 – Comsol representation of the electric fields and the value of the potential on the electrodes
following the application of the RF voltage.

2. A tunable DC potential along the axis is also applied, allowing the creation of a
potential well capable of slowing down the charged species and also to affect their
trajectories. In our model, the applied DC voltage has a value of -15.65 V on the
first electrodes and then changes gradually to reach 29.71 V on the last electrode.
Electric fields resulting from the application of the DC voltages are shown in Figure
3.17.

168



3.1. Uniform planar discharge Nozzle

Figure 3.17 – Comsol representation of the electric fields and the value of the potential on the electrodes
following the application of the DC voltages.

3. The combination of the two fields resulting from the DC and RF applied potential
gives rise to one single field on the axis of propagation (x) of the flow. Figure 3.18
shows the potential on the electrodes in green and the resulting well of potential on
the x-axis of propagation.
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Figure 3.18 – Comsol representation of the plot of the potential resulting from the two applied DC and
RF voltages. In blue, the profile of the total electric potential on the axis of the flow is represented. In
green, the value of the electric potential on the level of the electrodes is represented.
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4. Prior to the simulation, we define (i) the initial conditions of the ions (their mass,
charge and distribution) and (ii) the conditions of the buffer gas (temperature, speed
and density). The ion beam initial conditions (at the exit of the throat) are listed
in Table 3.3 and the distribution of the initial velocity is set to be a hemispherical
distribution. Figure 3.19 shows the result of the simulation without applying the
electric potentials:

Figure 3.19 – Comsol simulation representation of the ions trajectory of Ar+ ions seeded in argon gas
in the absence of voltages on the electrodes.
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5. The application of the RF and DC voltages results in the confinement of the trajec-
tory of the ions by the electric fields created by the electrodes. The ions converge
towards the axis of the propagation. The focal point could be then used as a probe
axis for the laser beam. The size of this focal point must be as small as possible
and be comparable to the diameter of the laser beam so that the interaction is op-
timized. This increases the local density of the charged species inside the optical
cavity which in turn promotes the sensitivity of the spectroscopic instrument. The
results are shown in Figure 3.20.

Figure 3.20 – Comsol trajectory simulation of Ar+ seeded in argon after applying the DC and RF
voltages on the electrodes. A focusing effect is obtained around 30 mm away from the nozzle throat.
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3.2 High-sensitivity absorption techniques

The required sensitivity to achieve direct absorption spectroscopy of ions produced in
low density can only be reached by increasing the pathlength of interaction between light
and molecules through the use of resonant optical cavities. In particular, the development
of cavity enhanced spectroscopic techniques led to several interesting studies of ions as
reviewed by Linnartz [171]. Recently, the combination of Fourier-transform spectroscopy
and incoherent broadband cavity-enhanced absorption spectroscopy in the near IR [172]
demonstrates the usefulness of this approach for high resolution molecular spectroscopy,
in particular when small sample volumes are required like the investigations of isotopic
or dangerous samples, electric or plasma discharges (ions sample), flames, or chemical
sources like flow tubes in a steady state. Before starting the detailed description of these
techniques let us start with some basics. For years laser-based spectroscopy has been
considered as a powerful means for the detection and the study of atoms and molecules.
In particular absorption spectroscopy is widely used for the precise quantification of the
concentration of atoms and molecules. Its basic principle is based on the Beer-Lambert
law. Consider the spread of a monochromatic light beam of known intensity I0(ν) in a
isotropic homogeneous medium of length L. It is a question of measuring the transmitted
light intensity I(ν) by a photodetector after crossing this medium for a certain frequency
ν. Absorption is related to attenuation of light by Equation 3.1:

I(ν) = I0(ν)exp(−α(ν)L) (3.1)

In which α(ν) [cm−1] is the absorption coefficient, it is also commonly expressed in molar
quantities α(ν) = C × ε(ν), in which C is the concentration and ε is the molar extinction
coefficient of the absorbing species. The product of α and the distance of interaction L
is called "absorbance" expressed as A(ν) = α(ν)× L and it is the normalized loss of light
intensity per pass through the medium. α(ν) is obtained using Equation 3.1 as follows:

α(ν) = − 1
L
ln( I(ν)

I0(ν)) (3.2)

and it can also be expressed as a function of σ(ν) [cm2/molecules] the absorption cross-
section for a transition between two energy levels, N , the number of molecules per cm3,
S(T )is the intensity of the total absorption per molecule for a certain temperature T and
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φ(ν − ν0) which represent the normalised profile of the absorption line as follows:

α(ν) = N × σ(ν) = N × S(T )φ(ν − ν0) (3.3)

The absorption coefficient Equation 3.3 states that for a higher SNR we should have:

1. A high concentration.

2. A high absorption.

3. An important interaction length.

It is important to find the sensitivity of the measurement. Therefore, to assess the sensi-
tivity, the minimum detectable absorption coefficient αmin(ν) can be found by Equation
3.4:

αmin(ν) = I0(ν)− I(ν)
L× I0(ν) = 4I(ν)

L× I0(ν) (3.4)

From Equation 3.4, increasing the sensitivity is equivalent to decreasing αmin(ν). It
can be achieved either by increasing the length of the optical path L or by reducing the
noise level of the detected intensity4I(ν). Many noise sources can contribute to the term
4I(ν), we can enumerate:

1. The fluctuations of the source I0(ν)

2. Electronic noise of the electronics of the detection

3. Interference fringes due to the formation of parasite cavities in the optical path

In order to find the detection limit one needs to find the minimum measurable concen-
tration denoted as nmin(ν). From the Equation 3.3, nmin(ν) is written as:

nmin(ν) = αmin
σ(ν) (3.5)

In general, conventional absorption techniques use sources having a certain bandwidth
so the spectrum contains several frequencies [173]. The principle of superposition [174]
implies that each frequency of the spectrum of the source can be considered independent.
Thus, after crossing the medium considered, the total intensity results from the sum of
the intensities associated with each frequency. The absorption spectrum is obtained either
by using a dispersive element (a diffraction grating or a prism) or by Fourier transform
spectroscopy, the case of this thesis. This latter technique is called multiplexed because it
allows the detection of a wide range of frequencies at the same time. Typical spectrometers
using sources of incoherent light have a minimum detectable absorption coefficient varying
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between 10−4cm−1 to 10−5cm−1 for an optical path varying between 10 cm to 100 cm [175].
To increase the length of the optical path, several techniques were developed. Initially
appeared the optical multi-pass cells: like White cell [176] and Herriot cell [177]. Multi-
pass cell allows an optical path length equal to a hundred times the physical length of
the cell, up to several hundred meters. Coupled to a multi-pass cell, infrared Fourier
transform spectrometers can reach a minimum detectable absorption coefficient of the
order of 10−7 cm−1 [178]. Tests were done in the laboratory at IPR using a white cell
scheme, the results and the details will be developed later in section 3.4.

After the development of high reflectivity dielectric mirrors (99.99%) the optical cav-
ities start to appear. Through, compared to multi-pass cells, resonant cavities present
two important advantages: a much higher interaction length which can be up to some
hundreds of meters for medium finesses to ten kilometres, moreover using a cavity has the
advantage of using a reduced sample volume. The light will enter the cavity through one of
the cavity mirrors and exits through the other. The high reflectivity of the mirrors restrict
the light from exiting and trap it in the cavity for a much longer time, thus for a much
longer effective length. This is the basic concept behind cavity based methods and it can
reach a much smaller detectable absorption coefficient relatively to the multi-pass cells.
In this section we will start by describing two different techniques used and developed
based on the augmentation of the optical path using high finesse cavities so called cavity
absorption spectroscopy methods. The first method is time-dependent and called Cavity
ring-down Spectroscopy (CRDS). The second method is intensity-dependent and called
Cavity Enhanced Absorption Spectroscopy (CEAS) and their variants. In the following
we will explain briefly the two methods, then we will develop the method used in this
thesis which is intensity-dependent and based on using an incoherent broadband source
and a Fourier transform detection. The method is called Incoherent Broadband Cav-
ity Enhanced Absorption Spectroscopy (FT-IBBCEAS). Figure 3.21 shows the different
techniques that lays on the cavity-enhanced absorption spectroscopy.
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Cavity-enhanced absorption spectroscopy

Intensity dependentTime dependent

Cavity ring-down Phase shift

λ Dispersionλ Interferometryλ Dispersion

Figure 3.21 – Classification of cavity-enhanced absorption approaches and detection schemes, the size
of the arrow indicates the weight of occurrences of type of approach in the literature (reproduced from
[179]).

3.2.1 Cavity Enhanced Absorption Spectroscopy CEAS

CEAS is based on measuring the transmitted intensity through the optical cavity, the
absorption is calculated directly from the losses of the intensity (see Figure 3.22). CEAS
is experimentally less complicated than the techniques described in Appendix C. In fact,
it requires a simpler optical alignment, it does not require fast electronics nor an acousto-
optical modulator. Combined to a broadband light source, this method can measure
with an important sensitivity the absorption spectrum of the gas inside the cavity. As
for the CW-CRDS, the major difficulty in the CEAS lies in the injection of laser light
into the narrowest cavity modes width (of the order of kHz). It is therefore essential
to optimize the injection of the cavity, which requires different solutions depending on
the characteristics of the laser source. In addition, the stability of the transmitted signal
depends on the laser source, unlike CRDS where the decay time is in principle independent
of source noise. Indeed, the signal is often affected by a larger level of noise caused by
the frequency filtering of the cavity which converts the frequency fluctuations of the laser
into amplitude fluctuations, which requires the accumulation of a higher number of scans
[180]. The CEAS approach involves several steps. The first is the mode matching of
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Figure 3.22 – Sketch of the IBB-CEAS principle, a schematic visualisation leading to understand the
transmitted intensity I

the input laser to many different cavity modes, which means the TEM00 and also higher
order transverse modes. The second is to record a series of laser frequency scans where
the scan rate is rapid enough to suppress interference effects at any given frequency.
Finally, slightly changing the mirror position during the scan, to shift the mode spectrum
on successive laser scans [181]. Another difference from the CRDS scheme, is that to
extract the absolute absorption, the cavity loss in the absence of the absorber must be
known. Equation 3.6 gives the absorption coefficient at a given laser frequency(ν) and
the intensity (I0) in the absence and (I) in the presence of an absorber:

α(ν) = T

L
× (I0(ν)

I(ν) − 1) (3.6)

The transmission in function of the finesse of the cavity is calculated using Equation 3.7

T = 1− 2F
π
αL (3.7)

In which F is the finesse of the cavity and the effective length could be written as Leff =
2FL/π. The Equation 3.7 states that in order to calibrate the absorption scale the
finesse have to be found first. This calibration is done using a precise concentration of

176



3.2. High-sensitivity absorption techniques

the absorber gas in the cavity. Another technique is called OF-CEAS, it consists of re-
injecting in a laser source a part of the constructive field of the high finesse cavity at each
coincidence of the laser frequency and the TEM00 of the cavity. The optical retro-injection
so-called Optical-Feedback, is possible in the case of a V cavity using three high reflective
mirrors placed in V position. This technique is characterized by a high precision, a fast
response time and a high sensibility [182].

3.2.2 Incoherent Broadband Cavity Enhanced Absorption Spec-
troscopy IBB-CEAS

The techniques described before, such as continuous wave absorption spectroscopy and
cavity ring-down spectroscopy permit high resolution measurements with high sensitivity,
but these techniques lack the ability to cover broadband spectral ranges in a relatively
short acquisition time. Broadband cavity enhanced absorption spectroscopy is able to
overcome this problem by measuring the broadband spectrum of a light source after the
transmission through an optical high finesse cavity. In fact, an optical cavity is transparent
for particular frequencies, even if excited with thermal, totally incoherent light. This is
the superposition principle [183], the eigenmode structure of an optical cavity exclusively
depends on its geometry, and is based on wave interference in the frequency domain (and
not in the time domain), which are generally interpreted in terms of cavity resonances.
The eigenmode structure is an inherent feature of the cavity and mode formation is
independent of the coherence time of the excitation light. Practically, the measurement
principles of IBB-CEAS could be described by considering the optical fields entering at
different times into the cavity and interfering together after 1, 2, 3... round trips inside the
cavity, resulting in uniformly spaced transmission resonance at frequencies ν = qc/2nL in
which q is a positive integer.

These frequencies correspond to constructive interferences inside the cavity. If we
consider a cavity of a certain length L with two high reflective mirrors that have the
reflection r and transmission t amplitude coefficient, the corresponding transmitted field
is written as following:

E(ν) = E0(ν)t2exp(−iφ(ν) + α(ν)L)
2

∞∑
n=0

r2nexp(−iφ(ν)− α(ν)L)n (3.8)

In this Equation 3.8 E(ν) and E0(ν) are respectively the transmitted field and the incident
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field of the laser beam, n is an integer, α is the absorption coefficient of the species inside
the cavity and φ(ν) represents the phase shift of the field after a round trip in the cavity,
given by Equation 3.9:

φ(ν) = 2Lk(ν) = 2νL
c

(3.9)

As mentioned before c is the speed of light and k is the wave vector amplitude.

The transmitted light

In the case of a high finesse cavity the transmission through the cavity is calculated
using the cavity transmission function described in details in [174]. In order to find the
transmitted intensity I(ν) through the cavity we start by calculating the modulus of the
square of the field Equation 3.8: I0(ν) = |E0(ν)|2 and by considering mirror transmission
T = |t|2 and the effective reflectivity R = |r|2. Reffν = R(ν)exp(−α(ν)L) is introduced
with the Airy function Fairy given by :

1
Fairy(ν) = 1 + 4Reff (ν)sin2(φ(w)/2)

(1−Reff (ν))2 (3.10)

Using Reff and airy Equation 3.10 we can find the equation for the transmitted intensity
as following:

I(ν) = I0(ν)T
2exp(−α(ν)L)

(1−Reff (ν))2 Fairy(ν) (3.11)

The ratio I(ν)/I0(ν) defines the transfer function of the cavity Tc(ν). Which of a maximum
of a mode the Airy function is maximum and equal to 1 and for weak absorption (αL� 1)
a first order development of the ratio gives :

Tc w
T 2

(1−R)2 (1 + αL
R + 1
R− 1) (3.12)

For this type of incoherent source, the transmitted intensity for a free spectral range(FSR)
is the product of the integral of the transfer function (Equation 3.12) and the power density
of the source. For frequencies in between resonances in which sine function is not close to
0, Tc drops and low transmission can occur. This is the case of destructive interferences
of the circulating wave, a result for a non-resonant configuration of the cavity. On the
other hand, at resonance (sin(kL) = 0), the transmission is high due to the build up
of a large intracavity field by constructive interference. For a broadband source it is

178



3.2. High-sensitivity absorption techniques

possible to calculate the low resolution cavity transmission, which can simply become the
average transmission over several cavity modes. Therefore, the analytical solution of the
transmission of the cavity is obtained by integrating the airy function ( Equation 3.10)
for a FSR that could be written as following:

Tc,BB = T 2exp(−αL)
1−Rexp(−αL))2 ×

1
2π ×

∫ 2π

0

1
1 +msin(x)2dx (3.13)

Tc,BB is the transmission of the cavity, m = 4Reff (λ)/(1 − Reff (λ))2 and x = φ(ν)/2 so
the Equation 3.13 becomes:

Tc,BB = T 2exp(−αL)
1−R2exp(−2αL) (3.14)

Again in the case of low absorption (αL� 1) and with a high reflectivity coefficient the
Equation 3.14 becomes:

Tc,BB w
T 2

1−R2 (1− 1 +R2

1−R2αL) w T 2

2(1−R)(1− F

π
αL) (3.15)

F is the finesse (Appendix D).If we assume that T ≈ 1−R which is the case of no losses
due to diffraction or diffusion on the mirror, the Equation 3.15 becomes:

Tc,BB = T

2 (1− F

π
αL) (3.16)

Equation 3.16 leads to finding the effective length Leff in the case of a IBB-CEAS setup.
It will be crucial later to find the absorption coefficient associated with the use of this
setup also. So to start with the effective length, its is given by Equation 3.17 as following
:

Leff = FL

π
= L

1−R (3.17)

So in this case the effect of the absorption is amplified by a factor equal to F
π

The injection of the cavity by a spatially incoherent source involves necessarily the
excitation of several transverse modes. However, it does not affect the function of the
transmission of the cavity (Equation 3.14). Indeed, for each transverse mode is associated
a resonance comb quite similar to that associated with the TEM00 mode, all these modes
have the same FSR.

In order to have a precise calculation for the transmission we have to take in consider-
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ation that the surface of the mirrors is not homogeneous, therefore not the same reflection
coefficient R(ν) which is the case in this thesis as the used mirror has a reflectivity over a
broad region of the spectrum (between 660 nm to 1250 nm) and the spectrum represents
different values of R depending on the wavelength. As a result the transverse modes do
not present the same losses. So for each transverse mode, we can associate the same
expression of transmission of the cavity Tc,BB but with using the different correspond-
ing value of R(ν). So, the transmission through the cavity can be written as a sum of
different functions Tc,BBm,n (where (m,n) represents the order of the excited transverse
modes) each associated with a different reflectivity value (Equation 3.18. We can not
write a single cavity transmission function containing the effective reflectivity even for
low absorptions.

Tc,BB(ν) =
∞∑
m,n

am,nTc,BBm,n(ν) =
∞∑
m,n

T 2
m,nexp(−α(ν)L)

1−R2
m,nexp(−2α(ν)L) (3.18)

in which am,n are the projection of the incident beam on the different transverse modes.
Therefore it is recommended to have a beam collimated with a small diameter inside the
cavity, because the modes that are close to the center of the mirrors will have higher
effective interaction length Leff .
Equation 3.16 shows that the average cavity transmission could never be higher than T/2
which could be reached when there is no loss in the mirror and with the absence of the
absorber inside the cavity. In fact the loss of the incident light intensity is one of the
limitations in IBB-CEAS techniques. According to the transmission coefficient of the
mirror T , a fraction T of the light is trapped inside of the cavity, which can partially be
leaking in the forward direction and the other half in backward direction.

In figure 3.23, we compare the transmissions of a CEAS cavity (Tc) normalized to 1
for α = 0 and the transmission calculated with the Beer-Lambert (BL) law for the same
effective lengths. A minimal difference between BL and Tc is observed for small values
of the absorption coefficient. The more the absorption becomes important, the more the
gap increases between the curves reflecting the fact that the Beer-Lambert law is not
suitable for the calculation of transmission of a CEAS cavity. Note also that for strong
absorptions, the transmission signal of the CEAS decreases slower than that relating to the
Beer-Lambert law. Which represents an interesting property for CEAS since it indicates
that we have access to a wider range of the absorption coefficient values that could be
measured. On the other hand, Fiedler et al., recognized the existence of interference
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Figure 3.23 – Cavity transmission for a resonant CEAS in black and direct absorption over the same
effective pathlength in red.

in the cavity produces transmission peaks at well defined resonance frequencies and the
difference is that they based their derivation in the time domain. They considered simply
a monochromatic light and they based the calculation on the superposition principle in
the time domain in the cavity as illustrated in Figure 3.22. In addition, they assumed
that the dielectric layers of the mirrors do not absorb light. (1 − R) is due to imperfect
mirror reflectivity and the cavity is subject to (1− Lo) losses per pass.

The intensity of the transmitted light through the cavity, I, can then be described
by the sum of the intensities after an even number of reflections in the cavity. In this
equation Iin is the intensity of the incident light.

I = Iin(1−R)(1− Lo)(1−R) First pass
+ Iin(1−R)(1− Lo)R(1− Lo)R(1− L) ×(1−R) + ...+ Second pass
+ ......

+ Iin(1−R)(1−R)RnRn(1− Lo)2n+1 nth pass
= Iin(1−R)2(1− Lo)

∑
R2n(1− Lo)2n

Since R and L are smaller than one this geometric series converges and the Equation 3.19
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becomes:
I = Iin

(1−R)2(1− Lo)
1−R2(1− Lo)2 (3.19)

For an empty resonator the losses are equal to 0 therefore Lo = 0, thus we can define I0

as I0 = Iin(1−R)/(1 +R) (not to confuse I0 with Iin)

The absorption coefficient

Finding the absorption coefficient using IBB-CEAS technique consists of recording for
the same experimental scheme the transmitted signal with then without the absorbing
sample. We define s as the ratio between the two signal and it could be written as
following:

s = Tc,BB(α)
Tc,BB(0) = (1−R)2exp(−αL)

1−R2exp(−2αL) (3.20)

This last equation, leads to find the absorption coefficient α(ν) and it could be written
as following:

α(ν) = − 1
L
ln(

R2 − 1 +
√

(R2 − 1)2 + 4s2R2

2sR2 ) (3.21)

After a Taylor development of the first order of the Equation 3.21 that is, taking (1−R)
as a new variable for the expansion gives:

α(ν) = (1− s)(1−R)
sL

(3.22)

The error on finding α is relatively low for low absorptions and it could be around only
about 10−3as demonstrated by [173] so this equation is suitable for IBB-CEAS applica-
tions. Fiedler et al [184], obtained the absorption coefficient by using different approach
in the the time domain as explained previously in section 3.2.2 and he obtained using
Equation 3.19 the expression of losses which is equal to (1 − L = exp(−αd)) due to
Lambert-Beer absorption which in turn is equal to the ratio of the measured intensities,
without and with losses I0/I :

(1− L) = ±
√

1
4(I0

I

(1−R2)
R2 )2 + 1

R2 −
1
2
I0

I
(3.23)
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which if we apply the Lamber-Beer law we obtain the absorption coefficient α as following:

α = 1
d
|ln( 1

2R2 (
√

4R2 + (I0

I
(R2 − 1))2 + I0

I
(R2 − 1))| (3.24)

this expression of α in Equation 3.24 could be approximated for low losses and for high
reflective mirror to give Equation 3.25

α ≈ 1
d

(I0

I
− 1)(1−R) (3.25)

An example for α as a function of I0/I is shown in Figure 3.24 for three different
reflectivities R:

Figure 3.24 – Absorption coefficient α as a fucntion of I0/I for an optical cavity of length d = 10 cm
and for different reflectivity.

Sensitivity of IBB-CEAS

According to Fiedler et al. the sensitivity of IBB-CEAS can be easily compared to that
of a conventional single pass absorption spectroscopy. If we approximate that I0−I

I0
≈ I0−I

I

we can express the minimum absorption coefficient αmin by the following equation:

αmin = 1
d

(1− Imin,single
I0,single

) = 1
d

(1− Imin
I0

)(1−R) (3.26)
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In this equation, Imin,single and Imin are respectively the minimum detectable intensities
smaller than I0,single and I0. In addition, this equation indicates that this method is
(1 − R)−1 times more sensitive than a conventional single pass absorption method. Per
example if we consider a cavity having mirrors of reflectivity R = 0.99 this already
correspond to an enhancement factor equal to 100 in comparison to a conventional method.

Advantages, disadvantages of IBB-CEAS

A major limitation of the IBB-CEAS technique lies in knowing the precise reflectiv-
ity of the mirrors that determine the accuracy of absorption measurements of the target
species. This precision could be limited also because of the contribution of the various
transverse modes having different coefficients for different reflection intensity. Addition-
ally, this technique offers a sensitivity 10 to 100 times lower than that reached with systems
using CRDS and CEAS with monochromatic sources [185, 184, 173]. This sensitivity is
achieved by averaging several spectra. Therefore, another inconvenient is that in order to
achieve the best performance, the IBB-CEAS technique requires data acquisition times
much longer than those offered by CRDS technique that could be done in seconds. How-
ever, systems employing this technique exhibit great simplicity, compactness, robustness
and also a relatively low cost. Thus the IBB-CEAS method can compete with other
techniques in certain applications where neither great sensitivity nor short measurement
times are required. Furthermore, as mentioned in the introduction of this section, the
absorption detection using IBB-CEAS technique is intensity dependant which exhibit
different consequences cited as following:

— A calibration is required prior to the measurement in order to measure absolute
absorption cross-sections.

— The mirror reflectivity for each wavelength is required over the entire range used
for measurement.

— The measurement of Iin and I0 should be measured to have ideal idea about the
intensity fluctuation and eliminate it, but it is not always simple to do such mea-
surement especially if a laser of high spectral power density is used.

— Longer integration time are required due to the limited detection sensitivity.
The spectral resolution is limited by the density of eigenmodes of the cavity which in
the case of this technique is high, so the limitation comes from the detector we are
using. The details are explained in the section 3.2.5. We have to note also that in IBB-
CEAS spectroscopy, as opposed to CRDS there is no upper limit for strong absorptions,
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saturation effects at very strong absorption are not considered [184]. However, some
important practical advantages of IBB-CEAS which can be best described as a hybrid
method between CEAS and conventional absorption spectroscopy, beside the advantages
in term of sensitivity, compactness and robustness, the experimental setup is simple and
does not requires much of the sophisticated electronics (feed-back loop, gates ... etc). This
method could be also implemented over a broadband spectrum at one time which could
be advantageous if we need to detect different bands for the same molecule or different
molecules.

3.2.3 The light source choice

The choice of the light source is important because it will define the operating band
of the spectrum, the light density, the spatial and temporal distribution in the cavity and
whether the coupling can be effective or not. Listed hereafter are the different parame-
ters of the light source that should be taken in consideration for a successful setup of a
broadband cavity-enhanced spectroscopy technique.

1. Broad unstructured emission spectrum: A broadband source is of great interest to
cover a wide spectral range in order to detect as many absorption bands as possible.
However, rigorous filtering of the wavelengths outside the high reflectivity range of
the cavity is essential to suppress the detection of unwanted frequencies contribution
in the measured spectrum. It is preferable that the emission light is smooth and
unstructured, so that the spectral intensity fluctuation will have less negative effects
on the measurements.

2. The source should have a high spectral brightness: a large number of photons per unit
area and time favours the coupling between a broadband source and high reflectivity
mirrors. The smaller the emitting area for a specific output power the better are
image properties but working on increasing the spatial coherence through spatial
filtering is accompanied by a reduction in intensity [Wm−2].

3. A stable source with low spectral noise is also of great importance. In fact, large
spectral intensity gradients can be difficult to account for, even if the light source
has only small fluctuations in intensity. The source needs a warm-up time before
operating, otherwise the spectral potential will drift and the output intensity changes
significantly.

4. And finally, good mechanical an practical attributes like robustness, compactness,
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low maintenance, low cost and long life are key advantages for broadband CEAS
and could influence the choice of the light source.

In the following section are summarized the most important light sources used in the
literature to be coupled to IBB-CEAS.

Arc lamps

A xenon arc lamp is a type of gas discharge lamp. The light is produced by ionizing
xenon gas at high pressure. Arc lamps produce a white light continuum covering the
vacuum UV to the near infrared [172]. The most common Xenon arc lamps covers the
region between 750 and 1000 nm and to a less extent around 475 nm. Most Xe-arc
lamps have a diffuse distributed light emission which depends on the wattage rating of
the bulb. Higher power lamps are not necessarily more appropriate for broadband cavity
applications. Fiedler et al. 2013 [184] ’ISAS Berlin’ used a xenon lamp with a luminosity
of 18 W cm−2sr−1nm−1 at 400 nm to measure the absorption spectrum of molecular
oxygen at 1000 mbar in a static cell at room temperature and the absorption spectrum
of gaseous azulene between 628 nm and 670 nm. The advantage cited by their article is
the high spectral brightness. On the other side they encountered one disadvantage with
the intensity fluctuations of their source. Another example is the one of Ashu-Ayem et
al. 2012 [186]. They used IBB-CEAS to analyse the gas phase composition of their
chamber, more precisely the absorption spectrum of I2 (iodine) using a xenon arc lamp at
75 W. The advantage was the broad spectral region covering the visible region (400 nm
to 800 nm), the disadvantage cited in their article was the high energy consumption of
their light source. Different manufacturers are producing different arc lamps for different
power, therefore, different brightness, and that could be couple to a collimation optics.

Halogen lamps

Halogen lamps are gas filled incandescent lamps containing a tungsten filament and
a small amount of a halogen, such as iodine, that vaporize on heating and redeposits
any evaporated tungsten particles back into the filament. Halogen lamps emit a smooth
continuous spectrum from the near UV to the near IR. The advantage of halogen lamps
over Xe lamps is the absence of lines and their price. However, the size of the emission
and also their brightness make them less suitable for broadband CEAS. An example from
the literature is the one of J. E. Thompson and H. D. Spangler [187]. They used a 250
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W tungsten-halogen lamp (model TH-2). The technique was used to make quantitative
measurements of Rayleigh scattering by carbon monoxide between 570 nm and 590 nm
by integrated cavity output spectroscopy. A more related reference is the recent article of
Prakash et al. 2018 [188], they used near-infrared incoherent broadband cavity enhanced
absorption spectroscopy to measure the absorption spectra of methane, butane, ethane
and propane in the wavelength region between 1100 nm and 1250 nm. They used a
Tungsten-Halogen lamp from spectral products (ASBN-W-075B). Beside the advantage
of low cost and easy use, this type of light sources requires a system of cooling to maintain
the lamp at a certain temperature, beside the disadvantage of coupling efficiently the light
to the cavity.

Light emitting diodes(LED)

Light-emitting diode (LED) is a semiconductor device that emits light when an electric
current is applied and passes through it. High power color/white LEDs are efficient, com-
pact, long lived and generally inexpensive. LEDs which are sufficiently bright for CEAS
are available in the spectral range from the near infrared to the near UV. Being sensitive to
temperature fluctuations they require an adequate temperature and current stabilization.
LED spectra typically shift towards longer wavelength when the temperature increases
[189]. The first application of LEDs for IBB-CEAS was demonstrated by Ball et al. [185],
they used three different commercial LEDs as the light source: The ELJ-660-225B array
and the similar SHPL-660-45 array (Roithner Lasertechnik, Austria) and the green LED
(LXHL-LM3C, Lumileds Lighting, USA), each for different region of the spectrum. The
light was first coupled into a 200 µm diameter, 0.22 NA fiber optic and then re-collimated
and gently focussed into the cavity using a fiber collimator. Another example from the
literature is the one of Wu et al. 2008 [190]. They used a high power blue LED (LXHL-
LR3C, Lumileds Luxeon). It requires 3 W of electrical power and provide a radiometric
power of 340 mW for the measurement of NO2 absorption spectrum. In this article they
mentioned the advantage of the high brightness and low power consumption of such light
source.

Supercontinuum laser sources

In supercontinuum (SC) sources, the broadband spectrum is emitted by pumping a
certain length of a highly non-linear micro-structured photonic crystal fiber (PCF) with
short pulses from a seed laser having a high repetition rate. The advantage of using this
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kind of sources is the high power density (up to several mW per nm due to high collimated
fiber output). In addition, the spectrum is very broad; it typically extends from the blue
region of the spectrum around 400 nm to the near-IR around 2.5 µm for a pump having a
wavelength close to 1060 nm [191]. A major inconvenience is the optical feedback into the
PCF, which makes the operation using an optical cavity difficult due to the strong back
reflection on the back mirror of the cavity. The SC sources are known for their high power
but also for their relatively high fluctuations. Langridge et al. were the first to use a SC
source coupled to a broadband cavity in 2008 [192], for the quantitative measurement
of NO2 and NO3. Additionally, others like Ruth et al. 2005 implemented an interesting
approach to create continuum radiation for the IBB-CEAS, which consists of generating
supercontinuum radiation inside the cavity without the use of a PCF, this method is not
simple to implement but it results in a notable enhancement of the coupling efficiency.
Another example in the literature that has shown the importance of using this light source
for the advantage of having a high power density and a broadband wavelength coverage
was demonstrated by Chandran et al. 2016, [193], by using an open-path configuration
explained in the following section 3.2.4 in order to measure NO3 and aerosol extinction in
northern china. The disadvantage they mentioned in their work was the instability of the
source during long acquisition periods and its high cost. Figure 3.25 resumes the different
used sources and the date of their implementation.
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Figure 3.25 – Timeline of the different light sources used in the literature, reproduced from [194].
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Comparative studies could be interesting to be discussed, a study done by C.
Kaminski et al. 2009 [195] showed that the performance of a SC source is better in
term of baseline noise and accuracy of the measurement compared to a white LED of 1
W, while the LED stayed advantageous in term of price and compactness. Other studies
like the one of Denzer et al. 2011 [196], compare the performance of two near-IR super-
luminescent (SLEDs) that usually combine beam divergence and power density with the
low temporal coherence of a conventional LED [197]. The latter study showed that the
optical power from the SC source between 1600 nm and 1700 nm was four times higher
than the total optical power incident on the cavity from the used SLEDs. In addition, a
significant sensitivity improvement in a 4 min acquisition time was observed using the SC
source. Table 3.4 summarize the different light sources along with the most important
advantages and disadvantages. In conclusion, in this thesis the choice of the light source
was a commercial supercontinuum laser described in details in section 3.3.

Source Advantages Disadvantages

Xenon lamp High spectral brightness Intensity fluctuations
and a broadband emission and high energy consumption

LED High brightness Sensitive to temperature
and low power consumption and current fluctuations

narrow full width at half maximum (FWHM)
SC source Ultra-high spectral brightness Unstable in a long

and a broader band emission acquisition periods and costly

Table 3.4 – Reported light sources used in IBBCEAS, along with their advantages and disadvantages.

3.2.4 Cavity consideration

Optical resonators have acquired a growing interest since their invention, for their role
as a key element for laser action, for the investigation of coherent radiation properties,
and for all purposes that require control and enhancement of laser light. For almost all
the electromagnetic spectrum, the physics of resonators has been well investigated with
the experimental realization of very-high-quality-factor/finesse cavities, disclosing a large
number of possible configurations [198, 199]. The most common reported geometry of
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a cavity for IBB-CEAS measurement is the conventional linear mirror cavity formed by
two highly reflective mirrors separated by a specific distance which is used in this thesis.
Other interesting approaches could be found in the literature like the configuration of the
V-shaped cavity used in OF-IBB-CEAS, created by folding a conventional linear cavity
about its center with the addition of a third mirror. One major advantage is the possibility
of using cavities of arbitrarily high finesse as needed to increase the sensitivity of physical
measurements [200]. The term optical feedback (OF) describes the phenomenon whereby
light entering the laser facet perturbs the free running condition of the laser, this could
be used to couple efficiently the laser beam to the cavity [201]. Two other configurations
are just to mention : the end-coated fiber cavity, or fiber Bragg gratings (FBGs) used
as reflectors [202]. Another interesting approach is the use of prism cavity as explained
hereafter.

Prism cavity

One of the most important parameters in IBB-CEAS is the bandwidth that it is able
to cover. Using a broadband source and an adapted detection can help covering a broad
spectrum region. The only limiting experimental factor of the spectral coverage is the
high reflectivity range of the mirrors. Lehmann and Johnston [203] introduced in 2008
in case a supercontinuum source is available, a high finesse cavity based on retroreflector
prisms with Brewster angle alignment. These prisms are made from fused silica with
a reflectivity higher than 99.99% at 1064 nm. Depending on the prism material, large
regions can be covered with high effective reflectivity. The experiment was carried out by
recording the transition of molecular oxygen at 14529 cm−1 and the fifth overtone of the
acetylene C-H stretch at 18430 cm−1. The reader can find the experimental details and
how the two prisms are aligned in their published work [203]. These prisms are designed
so that the beam is incident to the air interface at an angle greater than the critical angle.
The implementation is well described but still difficult to put in place because of the need
of precise angles based on specially designed mechanical holders. Another inconvenient is
the high price of these prisms.

Off-axis linear cavity used in IPR

The high-reflectivity mirrors (HRMs) are mounted on an optical breadboard placed
inside a large vacuum chamber. The chamber is isolated using rubber to minimize the
vibrations coming from the roots pumps. The two plano–concave HRMs have a radius
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of curvature of 1 m and a reflectivity higher than 99.85% on the range of wavelengths
extending from 620 nm to 1120 nm (Laser mirrors 153136 from the Layertec catalog). The
mode matching was not done properly but the signal was maximized as described in the
following section 3.3. Two alignment modes can be used for optical cavities. The first one
is the on-axis alignment. Indeed, like a Fabry–Perot, the cavity acts as a spectral filter
with transmission peaks spaced by the free-spectral-range (FSR). However, fixing the laser
wavelength at the exact transmission peak requires complicated active-locking techniques.
In our case we used the off-axis alignment. It is often introduced to suppress coupling
noise when narrow-linewidth lasers are used. The reason of this off-axis geometry results
in the excitation of an extremely dense mode spectrum so that the interaction between
the laser and the cavity can be considered always resonant. This dramatically reduces
the typical amplitude noise associated with the resonant behaviour of optical cavities.
This can be adjusted by slightly changing the incident angle of the input beam. More
information on on-axis and off-axis configurations are given in reference [204].

3.2.5 Detection using a Fourier Transform (FT) spectrometer

In terms of detection, the transmitted light can be either directly focused onto a
monochromator with a CCD detector or can be injected into an interferometer. In the
case of using a dispersive approach [205, 206], the light leaking out of the cavity can be
injected into a monochromator. A reflective grating is used to disperse the light. Its
slit width, the groove density of the grating and the distance between the injection point
and the CCD detector, determine the spectral resolution that could be between 0.1 nm
and 1 nm in the UV-VIS range. Although the detection over a wide wavelength range is
rapid, the resolution and the sensitivity are still limited in comparison with the detection
using an interferometric approach. In our case we use an interferometric approach [172,
207]. In fact, the light transmitted through the cavity is imaged into a Fourier-transform
spectrometer. The latter relies on the use of a Michelson interferometer to measure the
light spectrum. Light then undergoes constructive or destructive interferences depending
on the relative distance travelled by the light in the two sides of the interferometer. The
result is the apparition of interference pattern on the output. The interference signal
is converted into an electrical signal by a single-channel detector, and a digital interfero-
gram is obtained by means of an analog-to-digital (A/D) converter. Finally, the spectrum
information is reconstructed after performing the Fourier transform on the recorded inter-
ferogram. The spectral resolution is determined by the maximum path length difference
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caused by the two interfering beams, and limited by the size of the aperture. The intensity
at the detector is the sum of the interference patterns of all the spectral components. For
more information on the working principle the reader could refer to the article of A. Libert
et al. [208]. The advantage of using this approach is the high sensitivity and resolution
that could be reached. IPR is equipped with a Bruker IFS 125 HR interferometer whose
maximum resolution is around 0.00185 cm−1. The disadvantages are the long acquisition
time required to record the spectra and the instrument is not compact and it is costly.
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3.3 IBB-CEAS using a supercontiuum laser coupled
to a high finesse cavity and a Fourier transform
spectrometer, for the characterization of cold acety-
lene and cold methane

3.3.1 Experimental setup

In this section, we describe in details the experimental setup consisting of the cold
source of molecules described in the first section 3.1 coupled to the optical technique
IBB-CEAS. A preliminary result was obtained, we were able to measure the spectra
of acetylene and methane at both ambient and low temperatures. The experimental
apparatus of IBB-CEAS is schematically shown in Figure 3.26. The choice of our light
source is a supercontinuum laser (YSL Photonics SC-Pro) shown in Figure 3.27

Laser’s most important feature is its broadband spectrum that extends from 400 nm
to 2400 nm. The laser power is tunable with a maximum power of 6 W, the manual
advices to work using 90% to 100% of the total power to insure a relatively stable signal.
A simple experimental test done in the laboratory showed that the fluctuation of the laser
is minimal for higher power used which verifies the manual. The laser operates with an
internal repetition rate that goes from 0.1 MHz to 25 MHz. In fact the modulation depends
on the region that we want to study, each modulation rates is beneficial to study different
frequency ranges. Figure 3.28 shows the emission spectrum of the supercontinuum laser
given by [209] and the different emission spectra for different modulations measured in
the lab. Figure 3.28 is the result of a test done to characterize the effect of the modulation
on the emission spectrum of the laser beam. As we can see for a modulation ≈ 5 MHz
we have a better signal in the visible area. On the other side, using a modulation of 25
MHz enhances the signal close to the pumping laser wavelength (around 1064 nm). The
choice depends on the spectral region of the absorber.

The light is injected into the vacuum chamber using the original micro structured fiber
optic so called photonic-crystal fiber (PCF). The fiber has a length of 1.5 m with a built
in collimator at its end. The colimated supercontinuum light passes through an adapted
sealed window. It is a commercial window sold by wThorlabs shown in Figure 3.29. The
wedged aspect is chosen to insure that the light will not interfere due to parallel faces.
The window is B-coated for a maximum transmission of wavelength between 650 nm and
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Figure 3.26 – Experimental setup of the FT-IBB-CEAS. It consists of a supercontinuum laser injected
into the vacuum chamber using a fiber optic with a built in collimator at the end. The basic elements of
this setup are: (1) adapted window, (2) optical filter, (3) two planar mirrors, (4) and (5) two achromatic
lenses, (6) optical cavity, (7) iris. The transmitted light is coupled to the Fourier transform spectrometer.
(8) planar mirror, (9) concave mirror, (10) spectrometer aperture, (11) beam splitter, (12) fixed mirror,
(13) moving mirror and (14) detector. The signal is then analysed using a computer. The cavity length
is L = 23 cm, and the supersonic expansion diameter is 10 cm which correspond to the interaction length
for a single passage of the light. The planar cold jet of molecules is represented in blue.

1050 nm corresponding to our region of study. Figure 3.30 shows the reflectance of the
window (devoted as number 1 in Figure 3.26) in function of the wavelength. The average
reflectance corresponding to the relevant spectral region marked in grey is ≈ 0.05% in
average. In order to have a stable injection of the laser light to maintain the vacuum
inside the chamber, a small stainless steel optical feedthrought was fabricated and sealed
using a KF-40 hinge clamp. The mirror was fixed and sealed using an o-ring and six
screws to press the mirror on it (Figure 3.31).

The bandwidth of the light is narrowed using an optical filter to correspond to the
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Figure 3.27 – YSL Photonics SC-Pro
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Figure 3.28 – On the left, the emission spectrum given by the product manual sheet and on the right
the emission spectrum of the laser with a power set to 50% for different modulation values.

bandwidth of the optical cavity. It is difficult or even impossible to find a single optical
filter capable of covering more than 100 nm and at the same time completely suppressing
wavelengths outside its range. For this reason, a series of filters were used depending on the
spectral range of interest. By using two conventional plane mirrors we were able to direct
the laser light and center it on the optical axis of the cavity. The first optical alignments
showed that we slightly lost the signal after pumping the chamber. The reason was clear,
when the chamber is pumped the optics slightly change their position. Therefore, two
controlling steering motors (Figure 3.32) were added to one of the mirrors. The x and y
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Figure 3.29 – Photo of the wedged window used for the injection of the laser light into the vacuum
chamber, taken from Thorlabs

Figure 3.30 – The reflectance of the window given by Thorlabs and reproduced.

positions of the mirror can thus be modified from the outside after that the vacuum has
been established inside the chamber.

Two achromatic doublets lenses were used, with respectively a focal length of f1 = 150
mm and f2 = 30 mm, both operating in the range between 650 nm and 1050 nm. These
two lenses are designed to limit the chromatic and aberration effects. In fact, as our laser
source is broadband and presents different wavelengths, the achromatic lenses are able to
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Figure 3.31 – The conception assembly of the mechanical part used to introduce the light into the
vacuum chamber and the KF-40 hinge clamp attached to it.

Figure 3.32 – Photo of the two motors fixed on the mirror, making it easy to control and steer the
mirror in the x and y direction with a simple controller outside of the chamber

focus all the wavelengths on the same plane. The position and the focal lengths of the two
lenses were chosen precisely to ensure a maximum coupling of the light with the cavity.

The following element which is the most important is the cavity, explained in the
following section 3.3.2.

197



Chapter 3 – The Fourier Transform Incoherent Broadband Cavity Enhanced Absorption
Spectroscopy (FT-IBB-CEAS) instrument

3.3.2 Mode matching

To achieve a good signal-to-noise ratio (S/N), it is important to match the first order
mode of the laser beam, that is supposed to be Gaussian, with the one of the cavity. The
laser mode is directly linked to the shape of its propagating ray which is characterised
by two parameters as described in Appendix D. As a reminder, the parameter are w
and R, the half width of the beam and the radius of curvature of the wavefront of the
beam, respectively. Mode matching consists to adapt these two parameters to the cavity
resonant modes. The cavity is characterized by its waist size, its position, and its Rayleigh
range. Our objective is to have a minimum divergence of the laser beam to couple the
light effectively to the Fourier transform spectrometer. In the following, we will start
characterizing the laser beam at the output of the fiber optic (Section 3.3.2). Following
this first step we will characterise our cavity and finally using the ABCD formalism we
will find the approximative position of the lenses, their focal lengths and the position of
the laser beam relatively to the cavity position.

Laser beam properties

First we will start by finding an approximation of the beam waist position z(waist)
relatively to the output of the optical fiber and diameter w0. Therefore, a simple experi-
mental setup has been installed. As a reminder, the laser source being a supercontinuum
laser with a broadband spectrum, each wavelength leads to a specific waist w0(ν) and
waist position z(waist(ν)) which make the mode matching a little challenging because we
need to couple a maximum of light for a certain range of wavelengths (in our case between
650 nm and 1050 nm). The advantage using a supercontinuum laser is that the beam is
well collimated and the diameter at the exit is approximatively equal to 3 mm at 70%
power of the laser beam. The characterization method consists of measuring the beam
power using a power-meter for different positions from the laser beam. In fact, we first
measured the beam maximum power. To this end, we gradually obscure the beam using
a razor and with a conventional millimeter-scale ruler we measured the power difference
between the initial position (xi) of the razor at maximum power and the final position (xf )
for which the power is divided by two. Therefore, the physical quantity (xf − xi)position
represents the beam half diameter for different positions relatively to the exit of the fiber.
Figure 3.33 represents, in red, the quantity xfxi , symmetrical sketch models the complete
profile of the beam, and in blue, the extrapolation of the two rays using a linear fit. The
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two lines meet at a point considered to be the laser waist position. Therefore the position

Figure 3.33 – The beam diameter relatively to the distance from the fiber output. The details are
explained in the text and the diamonds markers correspond to the different testing positions. The beam
divergence θ is also presented in the figure.

of the waist is at z(w0) = 4535.5 mm. The next step is to find the beam divergence θ, for
this, we can simply resolve the equation :

θ

2 = Arctan(w(z = 0)
z(w0) ) = 3.307× 10−4rad (3.27)

The divergence of the beam and its waist (w0) are related via Equation 3.28:

θ = λ

πw0
(3.28)

Therefore the waist is calculated using Equation 3.28 and it is found to be equal to
w0 = 0.5775 mm. using the beam waist we can find zr = 1.7462 × 103 mm and we can
finally use zr and w0 to model the laser beam using a Gaussian profile (from Appendix
D). Figure 3.34 shows the gaussian fit modelling our laser beam profile. We can conclude
and consider the laser as low divergent, and this is an advantage because it requires less
complicated optical alignment. Now the next step consists on calculating the different
positions of the two lenses for an approximation of the best optical configuration for an
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Figure 3.34 – Gaussian profile of the laser beam where the diameter at the output of the laser is v 3
mm and the waist w0 is approximatively equal to 0.5775 mm positioned at v 4535 mm from the laser
output.

optimal coupling of the laser beam and the cavity.

Cavity characteristics

The cavity considered in this thesis is composed of two spherical mirrors with the same
radius of curvature, R = 1000 mm separated by a distance of 23 cm. The cavity stability
is verified using Equation D.24 from Appendix D which gives:

0 ≤ 0.5929 ≤ 1 (3.29)

The resonant mode of a cavity is a Gaussian mode corresponding to a stationary wave
inside the cavity. For each stationary wave there are several resonant transverse modes
of different orders. In the calculations we tried to ’match mode’ the less divergent mode
which is the TEM00 mode. If we assume a gaussian beam travelling along the z-axis with
a wave number k and an electric field of amplitude E0, the evolution of the electric field
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along the z-axis can be described by the Equation 3.30 [210]:

E(x, y, z) = E0[ w0

w(z)exp(
−r2

w(z)2 )]exp[−i(kz − arctan( z
zr

))]exp[−i kr2

2R(z) ] (3.30)

In this equation, w0 is the beam waist of the resonant mode. It corresponds to the
minimum half width of the beam inside the cavity and it is located at the center because
the mirrors have the same radius of curvature. The quantity zr is the Rayleigh length
characterizing the divergence of the gaussian beam. The detailed equations can be found
in the Appendix D. Using equation zr =

√
(R− d

2)d2 and w0 =
√
zr

λ
π
. The waist inside

the cavity is w0 = 0.251 mm.

ABCD formalism and mode matching

As already shown in the previous sections, the laser beam has a low divergence, which
is advantageous and allows the experimentalist not to worry about the coupling of the
laser beam to the cavity or to the Fourier Transform spectrometer. Thus, by adapting
the beam waist to the waist of the cavity while keeping the beam divergence low, we
can efficiently couple the first order mode of the laser beam to that of the optical cavity
without worrying for other wavelength that should also be somehow coupled because the
laser beam has high spatial coherence. The ABCD formalism is used to describe the
effect of each optical device on a gaussian beam and it is based on the q parameter (see
Appendix D). The propagation of the beam is studied by fixing a position for the first
lens relatively to the laser output which is chosen to be 200 mm. Then the q factor is
calculated taking into consideration the focus parameters of the first lens. To do so we
recall the Equation D.16 from the Appendix D:

q(z) = z + izr (3.31)

The q-parameter of the laser is first calculated to be equal to:

qlaser = i
πw2

(0,laser)

λ
(3.32)

And the final q-parameter which corresponds to the one of the cavity is equal to:

qfinal = i
πw(0,cavity)

λ
(3.33)
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The thickness of the high reflective mirrors is equal to te = 6.35× 10−3 and the refractive
index of the material of the mirrors is nm = 1.457 which allows to calculate the ABCD
matrix of the output of the first mirror of the resonator.

Therefore, we obtained the transfer matrix by multiplying the matrices that correspond
to (i) a refraction of the flat surface of the HR mirror, (ii) a propagation inside the HR
mirror, (iii) a refraction on the curved side of the mirror, and finally a free propagation
reaching the middle of the cavity to match its waist. The matrices are written from the
right to the left and multiplied to obtain the ABCD matrix of this transfer as following:

1 l
2

0 1


 1 0

nm − 1 nm


1 te

0 1


1 0

0 1
nm


Afterwards, we can find the q-parameter, qleft before entering the cavity by applying

Equation D.17 from Appendix D to qfinal. The lengths L1 and L2 respectively (see Figure
3.35) between the first lens ((4) in Figure 3.26) and the second one ((5) in Figure 3.26) and
between the second lens and the first cavity mirror L3, are then calculated, by resolving
the two obtained equations for the q-parameter that correspond to the ray after the first
lens and the ray just before entering the cavity. The details of the calculation algorithm is
given in the Appendix D Equation D.6 which finally gives the result below as illustrated
in Figure 3.35.

Laser output

f1=150 mm f2=30 mm Optical cavity

L1≈200 mm L2≈17.5 mm L3≈350 mm

Figure 3.35 – The representation of the different calculated lengths between different optical components
starting from the output of the laser beam to the exit of the cavity. This figure also illustrates the width
of the beam in the optical system represented by a blue color.

Practically, we started by fixing the optics at the same exact positions that we cal-
culated. Then by monitoring the signal in real-time, we managed to enhance the signal,
hence the coupling to the cavity, by moving the lenses finding the optimal distances ex-
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perimentally. Hopefully, the experimental positions were not that far from the calculated
ones.
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3.4 Results and perspectives

Calibrating the instrument and characterizing its properties is done by measuring the
transmitted spectra through the optical setup. A preliminary measurement was done
using a multi-pass cell (White-cell scheme) and the description of this method is well
known since 1942 [211]. Briefly it consists on coupling the light source to a system of
mirrors as illustrated in Figure 3.36, and then to inject the output of the mirrors into
spectrometer which is a commercial Fourier transform spectrometer (Bruker IFS 125 HR)
in our case. This measurement helped us to validate the coupling of the laser to the
spectrometer.

Interaction distance = 4 m

Figure 3.36 – On the left, a photo of the white cell scheme while operating, the glowing goes to the
discharge of a portion of methane seeded in argon (50%), the parallel mirrors are separated by 10 cm.
The dots on the mirrors corresponds to the laser light. On the right a simple illustration of the path of
the laser light on the mirrors, in this illustration the light undergoes seven reflections before getting out.
In our case the light was able to undergo 39 reflections which correspond to 4 m of interaction with the
cold molecules.

We recorded the absorption spectrum of methane at ambient temperature; by injecting
20 torr of methane into the chamber. Then, using the Laval nozzle, which supposed to
produce molecules at low temperature we recorded the spectrum of the same gas by
injecting methane seeded in argon (50% - 50%). The obtained spectrum (see Figure 3.37
validates the coupling between the supercontinuum light source and the FTs. However,
due to the modest absoption pathlength of 4 m, the S/N is relatively poor. Highlighting
the necessity of using a high finesse optical cavity.

In experimental spectroscopy, researchers developing an instrument should pay atten-
tion to three essential parameters: (1) the spectral bandwidth, (2) the resolution and the
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Figure 3.37 – Top panel: Spectrum of cold methane recorded using the Laval nozzle. Bottom panel:
Spectrum of the same band of methane at ambient temperature. These spectra were recorded using the
White cell scheme and a relatively high gas pressure.

acquisition speed which are related and finally (3) the sensitivity of the instrument.

3.4.1 Spectral bandwidth of the instrument

In our case we are using a cavity that covers wavelengths from 650 nm to 1200 nm.
Two different experimental approaches have been used to record the transmitted signal
through the cavity. The first approach consists in using different optical filters to cover
all the spectrum of the cavity. As already shown in the previous section, the mirrors
reflectivity bandwidth determinates the transmitted spectrum that could be used to record
the absorption of different molecules inside this region. We show in Figure 3.38 the result
of using different filters covering a total bandwidth from approximatively 670 nm to 1130
nm. To our knowledge, there is no filter that can both cover the whole spectral range of
the cavity with a high transmittance and reflect efficiently the filtered wavelengths. Each
filter covers a total bandwidth of 50 nm, for this reason different filters are installed in the
setup and can be switched easily. The reader should keep in mind that the laser should
be tuned differently for visible wavelengths and for the near infrared wavelengths.

The second approach consists in using a Pellin-Broca prism at the exit of the cavity
and prior to the injection into the Fourier transform spectrometer. The prism allows the
spatial separation of the wavelengths that are transmitted throughout the cavity. Indeed,
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88
Figure 3.38 – Transmitted broadband spectrum using different optical filters represented by different
colors covering the region of the reflectivity of cavity mirrors.

each wavelength will take a specific direction. An aperture is located at the entry of the
spectrometer as shown in Figure 3.26 and its diameter could be used for different values.
The latter helps selecting one bandwidth of the transmitted light by playing the role of an
iris and stopping the undesired areas. Figure 3.39, shows the transmitted spectrum using
an adapted Pellin broca prism. The latter is fixed on a rotating support. By rotating the
prism different areas of the spectrum could be selected manually and it is adapted in real
time by examining the signal on the spectrometer.

3.4.2 Resolution and acquisition speed

The resolution is an important parameter that is fixed by the spectrometer and limited
by he absorption linewidth of each molecule. A number of factors are responsible for the
broadening of the spectral lines. Briefly, homogeneous line broadening are well described
by Lorentzian profiles, whereas inhomogeneous line broadening are described by Gaussian
profiles. However, inhomogeneous as well as homogeneous broadenings are both present
in normal experimental conditions in laser spectroscopy. A spectral line undergoing ho-
mogeneous and inhomogeneous broadening effects is usually well represented by a "Voigt"
profile, which is a convolution of a Lorentzian and a Gaussian profile and it will be used
in this work to fit the measured absorption lines.
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Figure 3.39 – Transmitted broadband spectrum using a Pellin-Broca prism that also covers the region
of the reflectivity of the mirrors.

The full width at half maximum of Doppler broadened line (δνD) is given by [212]:

δνD = 7.16× 10−7ν0

√
T/Mn (3.34)

ν0 is the atomic transition frequency in cm−1, δνD is proportional to
√
T/Mn so it is

reduced for heavy molecules at low temperatures.
For acetylene, chosen as test molecule, the FWHM Doppler broadening is equal to

0.0235 cm−1 at 300 K and 0.0096 cm−1 at 50 K A first test consisted of recording the
infrared spectrum of a mixture of 2% of acetylene seeded in argon using two different
instrumental resolutions of 0.01 and 0.02 cm−1. The gas mixture was injected into the
vacuum chamber through the planar Laval nozzle. The two recorded spectra are shown
in Figure 3.40. The linewidth is about 0.02 cm−1, making useless a higher instrumental
resolution. Such a broad absorption line is unexpected at low temperature and somewhat
confusing. This seems to indicate that a large amount of hot gas is unfortunately being
probed.
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Figure 3.40 – Absorption line of jet-cooled acetylene around 9632 cm−1 recorded with an instrumental
resolution of 0.02 cm−1 (red curve) and a resolution of 0.01 cm−1 (black curve).

A second test was carried out to study the effect of the velocity of the FT spectrometer
scanner on the recorded spectra. The scanner velocity is directly related to the acquisition
rate and working in jet conditions requires increasing the acquisition rate as much as
possible in order to limit gas consumption. Several acquisition rates of 5, 7.5, 10, 15 and
20 kHz were tested. For 15 and 20 kHz the signal is deformed and its amplitude is weaker
than the one recorded at lower acquisition frequencies. The acquisition rate was then set
at 10 kHz, which is a compromise between the amplitude of the signal and the time of
acquisition. The detector used in this thesis is apparently slow and can be replaced in
the future for faster scans. The different detectors that are givin in the data sheet are
represented in Figure 3.41, in our case we used SiD510.
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Figure 3.41 – Representation of the different detectors, giving their efficiency for different region in the
electromagnetic spectrum.

A third test was devoted to the influence of the number of co-added scans on the
S/N . The S/N was extracted from the acetylene jet spectrum recorded at 0.02 cm−1

resolution and plotted in function of the number of co-added scans (see Figure 3.42). As
expected, the S/N increases approximately as the square root of the number of scans and
remains constant after approximately 700 scans. This limit corresponds to the influence
of non-random spectral fringes which cannot be eliminated by accumulation of spectra.
About 16 hours are needed to record 700 scans with an acquisition rate of 10 kHz, which
is not realistic in jet conditions. Here again, a compromise will be necessary between S/N
and recording time.

We add that from the list of the beam splitters given by the FT manufacturer and
shown in Figure 3.43 we were using the CaF2 which is the most efficient for the UV/VIS/NIR
regions.
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Figure 3.42 – Evolution of the signal-to-noise ratio versus the number of co-added scans measured in
jet conditions with an instrumental resolution of 0.02 cm−1 and a scanning velocity of 10 kHz. Each
point corresponds to the evaluation of the S/N for a certain number of measurements. The result was
fitted using

√
N function.

Figure 3.43 – Beam splitters table, giving the efficiency of different beam splitters for different region
in the electromagnetic spectrum.
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3.4.3 Interference fringes feature and their elimination

A fringing effect is present in the resulting spectrum blurring away spectral lines (see
Figure 3.44). It is caused by the multiple reflections in the optics (not all the optics
used are wedged). Therefore it is important to eliminate these parasitic centerbursts from
the interferogram. Setting these centerbursts to zero in the interferogram suppresses the
fringing effect on the spectrum.
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Figure 3.44 – Fringing effects from both the interferogram (on the left) and spectrum perspective (on
the right). The data processing consists of the removal of the parasitic centerbursts marked by two circles
on the top interferogram. Absorption lines of CH4 molecules are distinguished after the data processing.
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3.4.4 Sensitivity of the instrument

Absorption spectroscopy relies on the measurement of the frequency-dependent atten-
uation of light after its interaction with the sample. As already discussed earlier in section
3.2.2, when working with optical cavities illuminated by a broadband light source it is not
possible to just use the conventional Beer-Lambert law, but we have to use a complicated
equation which takes into consideration the transmission spectrum of the optical cavity
where the need to recall Equation 3.26

αmin = 1
d

(1− Imin,single
I0,single

) = 1
d

(1− Imin
I0

)(1−R) (3.35)

In this equation, R is the cavity mirrors reflectivity provided by the manufacturer and its
value is given in the plot in Figure 3.45. Knowing the theoretical minimum reflectivity
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Figure 3.45 – Plot of the calculated reflectivity of the cavity mirrors.

(Rmin =0.9993) and maximum reflectivity (Rmax =0.9999) the minimum and maximum
theoretical finesse could be therefore calculated as following:

Finessemin = π

√
Rmin

1−Rmin

= 4486.4

Finessemax = π

√
Rmax

1−Rmax

= 31414
(3.36)

Which gives a theoretical effective length Leff equal to Finesse×2d
π

between Leff,min =
656.9101 m and Leff,max = 45991 m which depends on the absorption region.
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Experimental

Figure 3.46 – Comparison between the simulation of the absorption band at 9650 cm−1 of 0.1 torr
of acetylene at room temperature for an interaction length of 600 m and the corresponding measured
spectrum. Number of scans is equal to 600.

In order to determine the experimental sensitivity of the instrument, it is therefore
necessary to determine experimentally the reflectivity of the mirrors. To this end, we
recorded the absorption spectrum at room temperature of a well known amount of acety-
lene (0.1 torr) (Figure 3.46), for a resolution of 0.02 cm−1, after 600 scans using a filter
and at ambient temperature. This band lines intensities iH are known from the HITRAN
database and by employing the following equation used by O’Leary et al., [213]:

R = 1− NdiH∫
( I0(ν̃)
I(ν̃ − 1)dν̃

(3.37)

In this equation N is the density (molecule × cm−3) of acetylene in the cavity. it could
be calculated via the ideal gas relation giving 3.2 × 1015 molecule/cm3.

d = 23 cm is the cavity length, iH is the HITRAN 2008 database lists line intensities
[1/(cm.molecule.cm−2)] as the integral of the absorption cross-sections at a temperature
of 296 K.

Finally taking into consideration the most intense absorption peaks the experimental
determination of the mirror reflectivity is given in Figure 3.47. The mean value of the
mirrors reflectivity is calculated to be equal to R = 0.9957. The calculated reflectance
corresponds to the manufacturer data but showed an important local fluctuation, more
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measurements are needed if this data will be used to correct the final obtained spectra
which is not our case in this thesis.
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Figure 3.47 – Mirrors reflectivity between 9550 cm−1 and 9720 cm−1.

From this recording, a minimum experimental absorption coefficient of αmin equal 4.1
× 10−8 cm−1 was obtained by considering an interaction length of 600 m, a reflectivity
of 0.9957 and an acquisition time of 12 hours. For a relevant comparison, the obtained
sensitivity of our spectrometer is only compared with instruments based on the combined
use of a supercontinuum laser and a Fourier transform spectrometer. To our knowledge,
only three groups used these two techniques. A. Ruth et al. [172] reported a 10 hours
measurement at 688 nm (14500 cm−1) and at a resolution of 0.05 cm−1 using a longer
cavity length of 89 cm than the one we used (23 cm), covering a small spectral region
(662 +-50 nm), unfortunately they don’t provide any value of αmin. In a second article,
the same group [214] mentions a spectrum recorded at a resolution of 0.12 cm−1 during
60 min leading to a value of αmin equal to 6.45 × 10−8 cm−1 at 7000 cm−1, which is
comparable to our instrumental sensitivity (αmin equal to 4.1 x 10−8 cm−1 measured at
a resolution of 0.02 cm−1, recording time was 12 hours). W. Denzer et al. [215] recorded
spectra between 1.5 and 1.7 µm using both supercontinuum laser and superluminescent
LED (SLED). In the former case, they reported a sensitivity of αmin equal to 4 x 10−9

cm−1 for an acquisition time of 4 min for a cavity length of 25 cm. Using the SLED,
they reported a sensitivity of αmin equal to 2 x 10−8 cm−1, but at much lower resolution
of 4 and 16 cm−1. The third setup is reported by A. Libert et al. [208], they were able
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to obtain a sensitivity of αmin equal to 6.5 x 10−8 cm−1, cavity length was set to 88 cm,
they used a resolution of 0.015 cm−1 to record a spectrum between 12600 cm−1 and 13600
cm−1 during 10 hours, which is slightly better sensitivity than the one of our experimental
setup. For comparison, Venable et al. [216] reported the highest sensitivity of 5 x 10−10

cm−1 using a longer optical cavity of 4.5 m with 1 min acquisition time and a resolution
of 0.3 cm−1 but using a CCD spectrometer and measuring a single spectral point at 662
nm. Considering the full absorption spectrum would provide a lower detection limit.
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The same study was performed using room temperature methane in the range be-
tween 1100 cm−1 and 1140 cm−1 where the mirrors reflectivity is slightly lower (see Fig.
methane), therefore giving a smaller interaction length of 500 m (versus 600 m for the
former region investigated using acetylene).
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Figure 3.48 – Comparison between the simulation of the absorption band at 11250 cm−1 of a con-
centration of 0.3 torr of methane for an interaction length of 500 m and the corresponding measu red
spectrum. the number of scans is equal to 600 scans.
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3.4.5 Jet cooled spectra of acetylene and methane

Our initial objective was to record the cold spectra of molecules using the home-made
planar Laval nozzle. However, due to a lake of time and for the sake of simplicity, we
decided to operate the Laval nozzle in non adapted conditions. The stagnation conditions
were chosen so as to produce a strong expansion of argon just downstream of the nozzle
throat, similar to the expansion formed by a slit jet nozzle not equipped with a divergent
section. An injection of 1.5 slm of acetylene seeded in 15 slm of argon fixed the pressure
in the reservoir at 226 torr and the pressure in the chamber at 0.095 torr. The nozzle
throat width was chosen to be 80 µm. The position of the laser beam was set to 30 mm
from the nozzle throat.

Figure 3.49 shows the results for three different pressures in the expansion chamber
while keeping the back pressure constant. A mixture of 10 % of acetylene seeded in argon
was used with a back pressure of 230 torr. The absorption band between 9500 cm−1 and
9800 cm−1 was recorded.
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Figure 3.49 – On the top a photo of the source and the cavity showing the areas of hot gases in red
and cold gases in blue. The lower is the pressure of the chamber, the lower is the concentration of hot
gases. On the bottom the corresponding spectrum for each case is presented. We can see clearly the
contribution of hot gases because of the absorption of higher rotation energy states that are depopulated
at lower temperatures.

In order to evaluate the performances of our optical system we recorded the weak
absorption bands, according to Hitran vibrational notations (0 0 0 0 0 0+g)—>(2 0 1 0
0 0+u) and (0 0 0 0 0 0+g)—>(1 1 1 2 0 0+u) of jet cooled acetylene which are located
between 9500 and 9800 cm−1. The absorption lines of these bands are characterized
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Chapter 3 – The Fourier Transform Incoherent Broadband Cavity Enhanced Absorption
Spectroscopy (FT-IBB-CEAS) instrument

by integrated absorption cross sections of 5×10−24 cm.molecule−1, typically. The best
simulation based on the HITRAN database was obtained for a temperature of 40 K
and a partial jet pressure of acetylene of 0.0022 torr (Figure 3.51). The effective length
corresponding to the length of interaction through the jet flow is equal to 260 m, calculated
by dividing the effective length at ambient temperature by a factor of 2.3 corresponding
to the ratio of the interaction length at ambient temperature and using the nozzle (see
Figure 3.50). From this recording, a minimum experimental absorption coefficient of 7.3
× 10−7 cm−1 was obtained.

The relevant experimental parameters are summarized hereafter:

1. Chamber pressure = 0.095 torr

2. Reservoir pressure = 226 torr

3. Slit width = 80 µm

4. Gas mixture : 1.5 Slm C2H2 + 15 Slm Ar

5. Probed distance from the throat = 30 mm

6. Resolution = 0.02 cm−1

7. Number of scans = 150 scans

Source of planar supersonic plasma

L=0,23m

L=0,1m

Figure 3.50 – Photo of the cavity and the nozzle showing the difference in the interaction length between
a static measurement that corresponds to 0.23 m and a cold jet measurement with 0.1 m of interaction.
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3.4. Results and perspectives
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Figure 3.51 – Absorbance spectrum of cold acetylene recorded using the nozzle in non adapted condi-
tions (red). Simulated spectrum using the HITRAN database (black).

Figure 3.52 shows the comparison between the spectrum at low and room temperatures
of acetylene. The lines intensities cannot be compared because of the lower density during
the expansion relatively to the static measurement. One should measure a static spectrum
at the same density for a relevant comparison.

9560 9580 9600 9620 9640 9660 9680 9700 9720

Wavenumber [cm-1]

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

A
B

S

40 K
300 K

Figure 3.52 – Absorbance spectrum of acetylene recorded at low and room temperatures.
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Chapter 3 – The Fourier Transform Incoherent Broadband Cavity Enhanced Absorption
Spectroscopy (FT-IBB-CEAS) instrument

Another measurement (Figure 3.53) of the weak overtone band of methane at 11285
cm−1 was performed using the following experimental parameters, these band are not
yet assigned and, the absorption lines of these bands are characterized by integrated
absorption cross sections of 5×10−26 cm.molecule−1, typically:

1. Chamber pressure = 0.14 torr

2. Reservoir pressure = 318 torr

3. Slit width = 80 µm

4. Gas mixture : 1.8 Slm CH4 + 20 Slm Ar

5. Probed distance from the throat = 30 mm

6. Resolution = 0.02 cm−1

7. Number of scans = 100 scans

11265 11270 11275 11280 11285 11290 11295 11300 11305 11310

Wavenumber [cm -1]

0.08

0.06

0.04

0.02

0

0.02

A
B

S

Hitran 50K
Experimental

Figure 3.53 – Absorbance spectrum of cold methane recorded using the nozzle in non adapted conditions
(red). Simulated spectrum using the HITRAN database and a temperature of 50 K (black).

The recorded spectrum is not well reproduced by the HITRAN database, therefore
demonstrating the interesting potential of our experimental approach to investigate the
highly excited overtones of methane which are still poorly studied. Another comparison
with a simulation at 100 K (Figure 3.54) showed that the experimental spectrum presents
a lower number of absorption peaks which still need to be understood.
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Figure 3.54 – Absorbance spectrum of cold methane recorded using the nozzle in non adapted conditions
(red). Simulated spectrum using the HITRAN database and a temperature of 100 K (black).





CONCLUSION

This thesis has been devoted to the development of two different instrumental sys-
tems. The first part focuses on the development of STARGATE capable of performing
photodissociation spectroscopy. The second part concerns the instrumentation devel-
opment of the incoherent broadband cavity enhanced absorption spectroscopy coupled
to a Fourier transform spectrometer. Concerning the versatile instrument STARGATE,
the gas injection valve inspired from the work of Proch and Trickl [84] has been asso-
ciated with a skimmer and an electric discharge or an electron gun to produce isolated
molecular ions and cationic complexes. The extraction, acceleration, bunching/gating
and re-referencing of the ionic beam associated with a TOF of L= 1.5 m allowed us to
reach a mass resolution of 140. Two ion mass selections were performed first by a pulsed
parallel plate deflector and secondly by a 90◦ toroidal field deflector, which, when as-
sociated with an energy tagging of the photodissociation fragments, allowed to perform
background free rovibronic spectral measurements of N2O+ (S/N = 200). The molecular
constants in the Ã2Σ+(002) upper state have been improved from the analysis at 300 K
of the Ã2Σ+(002) ← X̃2Π3/2(000) and Ã2Σ+(002) ← X̃2Π1/2(000) rovibronic bands. We
have demonstrated that the rotational temperatures can be tuned from 40 K to 305 K.
The lowest temperature has been obtained using a gas mixture of N2O (1%) with argon
(99%) as a carrier gas, and by gating the beginning of the ion beam pulse. The higher
temperature has been obtained with a pure N2O gas injection and by delaying gating with
respect to the beginning of the gas pulse. This result opens up many perspectives. The
lowest temperatures simplify dense rovibronic spectra and increase the S/N by populating
fewer quantum states. The ability to produce higher temperature ions allows to observe
transitions associated with larger total angular momentum J values and hot vibrational
bands for small molecular ions (3-4 atoms). Thus, additional information on the dynamics
of the molecule can be extracted and additional lines can be assigned to help detecting
molecular ions in relatively hot environments.

Concerning the possible improvements of this setup, the pulsed supersonic expansion
could be improved by reducing the residual pressure in the extraction unit and in the
drift tube, thereby limiting the number of detrimental collisions of the ions with the
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residual gas. Moreover we have noticed a lack of stability in the design of Proch and
Trickl [84] after a few hours of operation with an electric discharge. We thus plan to
build a faster valve based on the design of A. Catanese et al. [217] in a near future,
preferably used in combination with the electron gun. Shorter pulses are promising in
terms of density, temperature and also since only 1.25 µs of the ion beam pulse duration
(for 1 keV N2O+) is selected by the gating bunching unit compared to 200 µs of pulsed
gas injection. Furthermore, following the results of preliminary SIMION® simulations,
the MRP of our simplified TOF set-up could be improved by using shorter cups. The
sensitivity of the spectrometer can be improved further by using a post acceleration of
the ions [218] between the 90° energy analyser and the MCP detector as to increase the
MCP detection efficiency [219].

Concerning the second part of this work, the primary motivation was to produce low
temperature data (10-20 K) of anionic carbon chains of astrophysical interest. For this
purpose, we have developed a new experimental setup that consists of a planar Laval
nozzle source. The source was coupled to a highly sensitive spectroscopic technique,
known as incoherent broadband cavity enhanced absorption spectroscopy (IBB-CEAS).
We used acetylene and methane as test molecules. In order to recapitulate:

1. The cold ionic Laval source was capable of generating a cold (20 - 60 K) and uniform
gas flow with a maximum Mach number equal to 6, with a planar geometry (10 cm)
to increase the interaction length, thus improve the (S/N).

2. The set of electrodes placed at the divergent part of the nozzle, were able to focus
the produced ions at different distances from the throat. It was demonstrated by
numerical simulations.

3. Experimentally, we successfully coupled a broadband source to a high finesse cav-
ity and a Fourier transform spectrometer. The cavity was used to measure the
absorption spectra of gases at ambient as well as at cold temperature.

4. We measured the overtone absorption spectrum of acetylene, around 9540 cm−1

at ambient temperature to determine the effective interaction length (600 m), the
effective mirrors reflectivity in this region (0.9957) and the sensitivity of the in-
strument (αmin = 4.1 ×10−8 cm−1). We also measured the absorption spectrum of
jet-cooled acetylene in the same region. The rotational temperature was evaluated
to be around 40 K. From this recording, a minimum experimental absorption co-
efficient of 7.3 × 10−7 cm−1 was obtained. The result is encouraging and we can
enhance the sensitivity by replacing the detector by a faster one allowing a higher
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number of scans. Our spectrometer is among the best worldwide FT-IBBCEAS
in terms of sensitivity, spectral broadband, and moreover it can be coupled to a
supersonic Laval nozzle to record spectra of species at low temperature (40 K).

5. We also recorded the overtone absorption spectrum of methane at ambient and low
temperature around 11285 cm−1.
For these measurements the resolution was limited to 0.02 cm−1. The reasons behind
these limitations still need to be investigated, it could be due to the radial velocity
of the jet and the thermal agitation of the molecules. In addition, improving the
coupling between the laser and the Fourier transform spectrometer, might be a way
to lift up this limitation.

In terms of perspectives, this experimental instrument will make it possible, in the
near future, to perform spectroscopy of anionic carbon chains. Discharge using a DC
voltage on the electrodes at the throat level of the nozzle is already installed and ready
to be tested. In addition, working in adapted conditions of the Laval nozzle besides using
the ion guiding system will enhance the density of the produced ions in the area of the
jet.
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Appendix A

APPENDIX: FLUID DYNAMICS

There are various mathematical models that describe the motion of fluids. However,
the most complete and accurate description comes from partial differential equations. For
instance, a flow is characterized by the balance in mass, momentum, and total energy
described by the continuity and conservation equations, beside kinetic and internal en-
ergy variation. Navier-Stokes equations are used among others to describe compressible
viscous flows (and in particular high speed compressible flows), while Euler equations are
adapted to model non viscous compressible flows. These equations are recalled to be able
to describe the physics behind the supersonic jet expansion. We will start with some as-
sumption, considering the fluid volumes that are neither too large (macroscopic) nor too
tiny (microscopic). It is therefore a question of studying a mesoscopic volume dV . Two
approaches allow us to go back to the properties of a flow. The first one is the Lagrangian
approach, which consists of studying the evolution of a fluid particle. More precisely, the
fluid is described at each moment by all the physical properties of the fluid particles that
compose it. The velocity is equal to ~v(t)(~r0, t) where ~r0 is the initial position of the particle
and t is the time. Rather than describing the velocity of a fluid particle, which provides
characteristics of the flow as a function of time but never at the same places (the position
of the particle keeps varying). The second is the Eulerian description, which consists in
studying the fluid movement at fixed locations. This time the velocity depends only on
the chosen point ~r and it could be written as ~v(~r, t) where ~r is the position of the particle
in Cartesian coordinates and t the corresponding time. These two methods lead to the
same results but the Eulerian approach is more suitable and easier for fluid mechanics
calculations because we can start by taking in consideration the boundary conditions. We
therefore consider for the next sections a volume of fluid fixed in a Cartesian coordinate
system: dV = dxdydz = dSdl.
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A.1 Mass conservation, continuity equation

The basis of the conservation-of-mass principle for fluid mechanics is that mass can
neither be created nor destroyed within the volume or system of interest. In a supersonic
expansion the mass is conserved if we consider the absence of a certain percentage of
condensation of the gas under expansion. The interpretation of the continuity equation
for mass is the following: For a given closed surface in the system, the change in time of
the mass enclosed is equal to the mass that traverses the surface, positive if matter goes
in and negative if matter goes out.

This equation is one of the master equations used by the CFD calculation software
used in this thesis (Ansys-Fluent). This software is used to simulate the flow produced by
a coaxial free jet expansion (Chapter 2) and the Laval nozzle specially designed for this
thesis (Chapter 3).

dρ

dt
+ div(ρ~v) = 0 (A.1)

This equation is also known as the continuity equation. In a jet expansion the mass
is conserved, the velocity increases at the expense of the volumetric mass density. This
equation is used by the program used to simulate the jet as we will be shown in chapter
2 and 3.

228



A.1.1 Momentum conservation

The procedure for finding the conservation equation as for momentum p follows the
same logic for expressing the continuity equation. The variation of the momentum per
unit of time is equal to the sum of the external forces applied to its section S to which we
add a source term that derives from the Fundamental Principle of Dynamics : d~p

dt
= ∑ ~Fext.

~p = m~v (A.2)

This momentum comes from external forces applied to the volume of the fluid. Thus, in
the integral form, the momentum conservation equation is written as:

d~p

dt
=
∑

~Fext

∂

∂t

∫∫∫
ρ~vdV = − ∂

∂t

∫
ρ~v(~v.~n)dS +

∑
~Fext

(A.3)

There are two types of forces acting on our system:
— surface forces ~fS : contact actions applied by the surrounding fluid, manifested by

(i) the fluid in the reservoir at high pressure that apply a force in the direction of
the jet and (ii) the fluid in the chamber at low pressure that applies a force in the
opposite direction of the jet.
~fS = ¯̄σd~S with σ the stress tensor.

— volume’s forces ~fV : actions from a distance which is linked to external forces; it is
essentially the sum of weight due to gravity, pseudo-forces of inertia and electrical
forces (that could result from ionized gas).

Which gives the equation for conservation of momentum in its Eulerian form that can be
written as:

∂ρ~v

∂t
= −div(ρ~v~v) + div(¯̄σ) + ρ ~fV (A.4)

A.1.2 Energy conservation

Following the first principle of thermodynamics, the total energy conservation for a
closed system is written as :

∂ρE

∂t
+ div(ρE~v) = div(~vσ.~v)− div(~q) + ρ~fv (A.5)
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For a steady flow in a nozzle, the enthalpy H is the sum of the internal energy U and
the work due to external pressure forces that are responsible for the gas motion PV . We
can express the enthalpy per unit of mass h by the sum of internal energy u and energy
per unit of mass P

ρ
which gives:

h = u+ p

ρ
(A.6)

In order to express the variation of the internal energy, we can write:

du

dt
= dh

dt
− 1
ρ

dp

dt
+ p

ρ

dρ

dt
(A.7)

By using the conservation of mass Equation A.1 we obtain:

du

dt
= dh

dt
− 1
ρ

dp

dt
− p

ρ2div(~v) (A.8)

If we consider a non-viscous flow and by neglecting the term related to heat in the energy
conservation equation A.5 from Appendix A, we are able to write:

δ(ρU)
δt

+ div(ρU~v) = −ρdiv(~v) (A.9)

In order to simplify the operation we can use the Lagrangian’s description as follows:

ρ
du

dt
= −pdiv(~v) (A.10)

Thus, the variation of the enthalpy could be written:

ρ
dh

dt
= dp

dt
(A.11)

knowing that d
dt

= δ
δt

+ ~v. ~grad

ρ
δh

δt
+ ~v. ~gradh = δp

δt
+ ~v. ~gradp (A.12)

Assuming a stationary unidirectional flow and that h = cPT = cte

ρvxcP
dT

dx
= vx

dp

dx

ρcP
dT

dx
= dp

dx

(A.13)
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Comparing Equation A.13 to the equation of the conservation of momentum A.4 we
obtain:

ρcP
dT

dx
= −vx

dvx
dx

(A.14)

which gives after integration:

cPT0︸ ︷︷ ︸
[1]

= cPT︸︷︷︸
[2]

+ 1
2v

2︸︷︷︸
[3]

(A.15)

A.1.3 Navier-Stokes model, compressible real fluid

The Navier-Stokes equations mathematically result from the conservation of momen-
tum, the conservation of mass, and the conservation of energy. They arise from applying
Newton’s second law to fluid motion, together with the assumption that the stress in the
fluid is the sum of a diffusing viscous term (proportional to the gradient of velocity) and a
pressure term describing viscous flow. The main difference between them and the simpler
Euler equations is that Navier–Stokes equations model viscosity while the Euler equations
are only valid for inviscid flows.

According to the conservation equations, the laws underlying the Navier-Stokes model
and the approximations inherent to our problem, Navier-Stokes equations are used in the
Fluent modeller that we have used in this thesis to simulate our flows. In the case of a
compressible Newtonian fluid, The Navier-Stokes equation relating pressure P , tempera-
ture T and density ρ is given by:

ρ(∂v
∂t

+ v.Ov)︸ ︷︷ ︸
1

= OP︸︷︷︸
2

+O.(µ(Ov + (Ov)T )− 2
3µ(O.v)I)︸ ︷︷ ︸

3

+
∑

Fext︸ ︷︷ ︸
4

(A.16)

The different terms correspond to the inertial forces (1), pressure forces (2), viscous forces
(3), and the external forces applied to the fluid (4). This equation is always solved together
with the continuity equation by Fluent modelling software. Solving them, for a particular
set of boundary conditions (such as inlets, outlets, and walls), predicts the fluid local
velocity, temperature, and pressure for a given geometry.
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Appendix B

APPENDIX: STATISTICAL PHYSICS

We consider a system in which the particles considered are discernible. The volume
V of the reservoir containing N particles of an ideal gas is fixed and the particles are
assumed to be non-interacting. The system is isolated, thus the number of particles N
and the internal energy E of the gas are fixed. In the absence of interaction the internal
energy of the gas is simply the sum of the internal energies εk of the molecules.

E =
N∑
k=1

εk (B.1)

In the case of monoatomic gases, the degrees of freedom are limited to the translation.
Thus E is the sum of the translational kinetic energies of the particles in the system. The
particles could occupy different discrete energy states with equal probabilities. Each state
i having an energy εi is degenerated gi times and occupied by n particles.
We can write:

N =
r∑
i=1

ni (B.2)

and
E =

r∑
i=1

niεi (B.3)

The Maxwell-Boltzmann distribution corresponds to the most probable distribution. We
therefore look for the values of ni to obtain at the well-known Maxwell-Boltzmann ex-
pression:

ni = gie
α+βε1 = gie

αeβε1 (B.4)

We define eα that could be expressed in function of the number of particles N :

N =
∑
i

ni = eα
∑
i

gie
− εi
kT = eαZ (B.5)
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so we obtain:
eα = N

Z
(B.6)

For state i the number of particles is equal to:

ni = N
gie
−εi/kT∑

gie−εi/kT
(B.7)

The partition function for a system is simply an exponential function of the sum of all
possible energies for that system. It is expressed by:

Z =
∑
i

gie
−εi/kT (B.8)

The quantities gie−εi/kT of this sum are proportional to the number of particles in the cor-
responding energy states as Z/N is a constant. Therefore we can write for a temperature
T :

gie
−εi/kT = Z

N
ni (B.9)

The partition function is important because it permits to find how the particles are
spread over the different energy states at equilibrium. It is important to notice that the
distribution B.7 depends only on the temperature.

If we refer to the last paragraph and if we consider g(ε) the density of the energetic
states and n(ε) the occupied states density we can write:

n(ε) = Ng(ε)e−ε/kT
Z

(B.10)

with
Z =

∫ ∞
0

g(ε)e−ε/kTdε (B.11)

Finding n(ε) requires the knowledge of the density of accessible states g(ε)dε. We can
calculate g(ε)dε if we consider a six dimensional space (x, y, z, px, py, pz) of a volume θ
composed of the volume of the reservoir V and a volume of a sphere having a radius p0

such as p2
0

2m = ε where m is the mass of the particle, thus the volume is:

V ′ = 4
3πp

3
0 = 4

3π(2mε)3/2 (B.12)

We derive the volume of the total space which is the product of the volume of the reservoir
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V and the elementary volume of the sphere dV ′:

dθ = V dV ′ = V 2π(2m)3/2ε1/2dε (B.13)

The number of the accessible states g(ε)dε is proportional to the elementary volume dθ.
The factor of proportionality is 1

h3 where h is the Planck constant.

g(ε)dε = 1
h3 2πV (2m)3/2ε1/2dε (B.14)

From this last equation we can find the partition function:

Z =
∫ ∞

0

2πV
h3 (2m)32ε1/2 × e−ε/kTdε

Z = V

h3 (2πmkT )3/2
(B.15)

And finally we can obtain the expression of the density of the occupied states as following:

n(ε) = 2πN
(πkT )3/2 ε

1/2 × e−ε/kT (B.16)

As we are dealing with a monoatomic gas the energy is equal to the translational kinetic
energy. So the one dimension Maxwell-Boltzmann velocity distribution fv gives the veloc-
ity distribution for identical molecules of molar mass m [kg] of an ideal gas at temperature
T [k].

n(ε)dε = f(v)dv

ε = 1
2mv

2 =⇒ dε = mv × dv

f(v) = mv × n(ε)

(B.17)

which gives
f(v) = 4πN( m

2πkT )3/2)v2e−mv
2/2kT (B.18)

f(v) is the distribution of the norm of the velocities of an ideal gas placed in a reservoir
at a certain temperature T . Figure B.1 shows the different distributions of velocities of
two different gases for two different temperatures. In fact, the distributions get narrower
proportionally to the lowering of the temperature. In other words, if we find a way to
narrow or to have a uniformity of the velocities of the molecules, we can lower their
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temperature. This is the advantage of the supersonic jet expansion used in this thesis
which has the effect of reducing the thermal agitation of the molecules thanks to the
multiple collisions which take place during the expansion of the gas through a small
orifice. Another important parameter is the most probable velocity ~vp, it is defined as
the most common velocity of a certain gas and could be obtained by solving the equation
df(v)
dv

= 0. We find that

vp = (2kT
m

)1/2 (B.19)

We can also find the mean velocity v̄ by solving the following equation:

v̄ =
∫∞

0 vf(v)dv∫∞
0 f(v)dv (B.20)

Which gives:
v̄ = (8kT

πm
)1/2 (B.21)

Finally the mean square speed which is the second-order raw moment of the speed distri-
bution. It is the square root of the mean square speed, corresponding to the speed of a
particle with median kinetic energy:

mv2

2 = 3
2kT (B.22)
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Figure B.1 – Distribution of the modulus of velocities for argon and helium for two different tempera-
tures (250K and 100K). We notice that a lowering of the temperature is accompanied by a reduction in
the width of the distributions and a reduction in the most probable velocity vp which is also presented
in this figure in red. also with the mean velocity v̄ in blue. and The mean square speed v̄2 in green.
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Appendix C

APPENDIX: ADDITIONAL PULSED

SUPERSONIC SOURCE

We have developed in Louvain-la-Neuve a pulsed valve and a nozzle (general valve
Series 9) same as the one used in Canada, in the university of Calgary [220]. In order to
increase the length of the jet’s interaction with the laser, a slotted orifice is used. This
distributes the expansion of gas along the laser beam. The length of the slit is equal to
30 mm, and the width is of 25 m. In order to evenly distribute the gas expansion along
the laser beam, a multi-channel block was used. A diagram of this block is shown in
figure C.1 The diameter of the holes is different to ensure the uniform distribution of the
expanding gas along the orifice. The slot is formed by a pair of adjustable blades that
could be screwed to the block.

30 mm

2 21.51.5 1 1

2 d1 = 15.0 mm

d2  = 40.0mm

d3 1.20  mm

Figure C.1 – On the left, a schematic design of the nozzle. On the right a photo showing the nozzle
and the teflon/ stainless steel pieces used to initiate a discharge and to insure a planar geometry at the
exit of the nozzle.
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RING-DOWN SPECTROSCOPY CRDS

Cavity ring-down Spectroscopy aka CRDS is the name for a highly sensitive method
for direct absorption measurements [221]. This technique is based on the observation of
the exponential decay of the light inside the optical cavity, which can lead to measure the
absorption of the studied species. A typical Cavity ring-down Spectroscopy setup consists
of a cw laser diode, a high finesse optical cavity (length L) and a detection system.

The experimental principle is based on the measurement of a rate rather than a mag-
nitude of an intensity change, this approach is then advantageous and virtually eliminates
the problem of light intensity fluctuations, which are common in conventional absorption
spectroscopy. This combined with the ability of using very long effective lengths gives
CRDS its high sensitivity. Therefore the finesse is an important parameter to be taken
in consideration, it is explained in Appendix D, the higher the finesse is the higher the
interaction length with the studied gas inside the cavity is. Another parameter is the
pulse duration, if it is small compared to the time to return to the cavity which could be
calculated via 2L/c, there is no light interference with it in the cavity. The fraction of the
laser pulse trapped in the cavity will be reflected alternately on each mirror losing at each
reflection a part of its energy. The temporal profile of the observed transmitted signal
is then formed by a succession of pulses whose intensity gradually decreases as shown
in Figure C.2. Furthermore, the spectrum of the laser pulse will decompose into several
modes of resonance of the cavity as discussed in Appendix D. The most important in this
technique is the measurement of the decay time which allows the determination of the
coefficient molecular absorption as a function of frequency ν. To do so we will start by
finding the first fraction of light of intensity I1 transmitted by the cavity and it is written
as following:

I1 = T 2exp(−αL)I0 (C.1)

In this equation T is the transmission coefficient of the mirrors and α is the absorption
coefficient of the species inside the cavity. In fact, after each round trip inside the cavity
the measured intensity will decrease by a factor of Rexp(−2αL), so after a number n of
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Cavity modes

G

Figure C.2 – Time profile of the transmission of a laser pulse after several round trips in a high-finesse
optical cavity. G is the spectral profile of the laser pulse that extends over the cavity modes.

round trips the detected intensity is written as:

In = [Rexp(−αL)]2nI1 = I1exp(−2n(−lnR + αL)) (C.2)

The reflection coefficient R is close to 1 as we are dealing with high reflectivity mirrors,
lnR could be replaced by −(1 − R). The variable n can be also changed to a temporal
variable as t = 2nL/c which corresponds to the time for one round trip of the light inside
the cavity. Which can give:

I(t) = I1exp(−
t

τ
) (C.3)

τ is equal to:
τ = L

c[(1−R) + αL] (C.4)

This quantity represents the exponential decay time of the light inside the cavity. More
precisely it represents the duration for which the initial intensity I1 is divided by e. The
measurement of this duration is the principle parameter in CRDS setup known as the
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ring-down time. To better understand the physics behind this quantity illustrated in
Equation C.4 another more common representation is given by Equation C.5

1
τ

= (1−R) + αL

L/c
(C.5)

In this equation 1
τ
represents the total losses inside the cavity per time unit. The two

terms (1−R) and αL represent respectively the losses on the mirror surface and the losses
due to the absorption of the gas inside the cavity for one round trip. Which leads to the
determination of the absorption coefficient as following:

α = 1
cτ
− 1−R

L
(C.6)

Other important parameters in CRDS setup are the effective length Leff which is equal
to Leff = cτ and it could be presented in function of the finesse as following:

Leff = 2F
π
L (C.7)

In addition, the minimal absorption coefficient that varies between 10−6 cm−1 and 10−10

cm−1. Note that the CRDS setup using a pulsed laser presents different and many
inconveniences due to the large emission spectrum and the relatively bad spatial profile
of the beam. Indeed, it represents different longitudinal and transverse modes which can
influence the decay time relatively to a perfect exponential [222]. A new technique was
then implemented by coupling a monochromatic cw-laser to the high finesse cavity and
the technique is called CW-CRDS. The latter brings an additional difficulty compared to
CRDS with pulsed lasers because it is necessary to inject effectively for a sufficient time
the fine spectrum of the laser (for example of the order of MHz for a laser diode in the
even finer mode of the cavity (≈ 10 kHz). Briefly, the principle [223] is similar to the
one of the typical CRDS as it consists of using a cavity and two highly reflective mirrors.
The injection of the cavity is obtained simply using an acousto-optic modulator which
deflects the beam towards the entrance to the cavity. Thus the modulator plays the role
of an interrupter. The length of the cavity is modulated by applying an electrical voltage
on a piezoelectric fixed on one of its mirrors. The signal is detected by a photodiode.
Typically, CW-CRDS allows a detection dynamic covering 3 to 4 orders of magnitude
(varying from 10−5 cm−1 to 10−9 cm−1). For example, a minimum detectable absorption
coefficient of the order of 2×10−11 cm−1 [224] was obtained by averaging 30000 ring-down
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events per point of the absorption spectrum.
The repetition rate of the decay times is limited by the frequency of modulation of the

cavity in CW-CRDS while in the CRDS with pulsed lasers it depends on the laser used.
The reproducibility of the values of the ring-down times is much better with CW-CRDS
relatively to CRDS with pulsed lasers. This difference is directly related to the stability
of the laser source. Indeed, in the CW-CRDS, the laser is spectrally and spatially stable
whereas a pulsed laser exhibits fluctuations in spectral distribution. Therefore, it’s not
always the same transverse modes and longitudinal that are excited and which induce
different values of time of decline. The spectral width is generally determined by the
width of the laser. The CW-CRDS allows a gain in spectral resolution compared to the
CRDS with pulsed lasers. In the first case, it is of the order of MHz and in the second
case it is of the order of GHz. However, a disadvantage of the CW-CRDS is the limited
availability of laser sources, especially laser diodes in certain spectral regions therefore
limiting the scanning range.
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Appendix D

APPENDIX: GAUSSIAN BEAMS AND

OPTICAL CAVITIES

In this Appendix, we will briefly recall some theoretical basic elements for the treat-
ment and description of the coupling of the light beam into an optical cavity considered
symmetric.

D.1 Transverse cavity modes

To introduce the notion of cavity modes, we need to solve the Maxwell equation in
the framework of the paraxial approximation, considering the propagation of the light in
an isotropic, unloaded and non-magnetic medium. Following these assumptions, we have
the wave equation:

∇2E = 1
c2
∂2E

∂2t
(D.1)

In this equation E is the electric field and c is the speed of light in vacuum ≈ 299792
km/s. Considering a monochromatic wave propagating in the z direction and the field
polarisation n. We can write the solution of the wave equation as:

E(x, y, z, t) = 1
2E(x, y, z)eiwtn (D.2)

In which E(x, y, z) is the scalar field associated to E. The equation D.1 can then be
written as a scalar equation as following :

(∇2 + k2)E = 0 (D.3)

in which the value of the wave vector k is given by k = 2π/λ. If we then take in
consideration the transverse structure of the electric field and its propagation along the
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z axis a solution of the equation D.3 could be written in the form :

E(x, y, z) = ψ(x, y, z)e−ikz (D.4)

By combining both equations D.3 and D.4 and if the second order terms are neglected
because of the paraxial approximation, the equation D.4 becomes:

∂2ψ

∂x2 + ∂2ψ

∂y2 − 2ik∂ψ
∂z

= 0 (D.5)

The solutions of this equation D.5 depends on the choice of the coordinates. If we consider
Cartesian coordinates, the equation D.4 could be written as:

Em,n(x, y, z) = E0
w0

w(z)Hm(
√

2 x

w(z))Hn(
√

2 y

w(z))exp(− r2

w2(z) − iφ(r, z)) (D.6)

in this equation r =
√
x2 + y2 and φ(r, z) = kz− (m+n+ 1)arctan( z

z0
) + kr2

2R(z) . Equation
D.6 expresses the distribution of the electric field as the product of two Hermite polyno-
mials (Hm and Hn), a Gaussian function and a phase term defining the Hermite–Gauss
modes. The indices m and n define the order of the mode, more practically the shape of
the profile in the x and y direction.

Figure D.1 illustrates the distribution of the intensity of the first modes with m nodes
for the horizontal direction and n nodes for the vertical direction. For m = n = 0, we get
a purely Gaussian profile. This mode is noted TEM00) and called fundamental transverse
mode or beam at the diffraction limit. All the others modes (TEMm,n) are higher order
transverse modes.

We distinguish three important parameters which characterize the beam :
1. w0 : The minimum size of the beam at z = 0 so called waist and calculated via

equation D.9. The beam waist is located where the wavefront is plane.
2. w(zr) : The size of the beam at 1/e2 of the maximum intensity calculated using

equation D.7 and we note that the divergence of the beam is characterised by the
variation of w(z) with respect to z

3. R(z) : The radius of curvature of the wavefront calculated using equation D.10
These parameters are written as following:

w(z) = w0

√
1 + ( λz

πw2
0
)2 = w0

√
1 + ( z

zr
)2 (D.7)
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Figure D.1 – Distribution of the transverse mode of the intensity of the first Hermites-Gauss modes
TEMm,n under each photo the value of m,n is indicated. This photo is reproduced from reference [225].

Where zr is the Rayleigh length expressed by:

zr = πw2
0

λ
(D.8)

with w0 the waist of the laser beam written as :

w2
0 = λ

2π
√

[L(2R− L)] (D.9)

R(z) = z[1 + (zr
z

)2] (D.10)

A Gaussian beam can be characterized by the complex parameter q which can be written
in function of R(z) and w(z) as following:

1
q(z) = 1

R(z) − i
λ

πw2(z) (D.11)

We characterize the divergence of the beam by θ, which we obtain by taking the asymptotic
value of w(z); θ = λ/πw0. In equation D.6, the amplitude term indicates that the energy
of the intracavity light is concentrated around the optical z axis and the wave front is
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spherical at great distances (parabolic when approaching the origin, plane in z = 0 and
there is an inversion of the sign of the radius of curvature on both sides of the origin).
This implies that the light overlap perfectly with itself after each round-trip. An example,
is the calculation of the distance required to have an increase of 1% of the half width of
the laser beam w(z) by assuming a He:Ne laser of :

1) Wavelength λ = 633nm

2) The width of the beam at the output of the laser is 2w = 2 mm

zr = πw2
0

λ
= 4.96 m The distance is then computed and it is z = 0.7 m. The laser is thus

considered to be linear and non-divergent as long as short distances are considered.
The resonant frequencies νm,n,q for each mode can be defined as follows:

νm,n,q = c

2L [q + 1
π

(m+ n+ 1)(arcan
√

z2

R2 − z2
− arctan

√
z1

R1 − z1
] (D.12)

The frequency difference between two modes of the same order (m,n), is called Free
Spectral Range (denoted FSR) is then given by:

δν = FSR = c

2ηL (D.13)

η is the refraction index of the intra-cavity medium. In the case of a symmetrical cavity
(R1 = R2 = R), the frequency difference between two different order modes is written :

νm′,n′,q − νm,n,q = c

Lπ
arctan

√
L

2R− L4(m+ n) (D.14)

Moreover the light in an optical cavity will interfere with itself when it overlaps. Which is
possible by imposing on the phase of being a multiple of 2π after a round trip in the cavity.
So the length L separating the two mirrors must be equal to an integer of half the wave-
length. Any frequency being a multiple of this FSR can resonate within the cavity and
therefore will be then transmitted through the cavity. The cavity is thus characterized by
a set of transverse modes of propagation associated with multiple longitudinal orders (in-
dicated by q). Each order being associated with a certain frequency. Note that there are
several possible distributions of the spread of the electric field in a free space. However, an
advantage with Hermite-Gauss modes is that they preserve their profiles when propagat-
ing. As long as the propagation of the field remains dominant in one direction, any other
distribution can be constructed as a superposition of these modes. Obviously, the phases
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would change and therefore the intensity profile would also differ from a superposition to
another. Note also that there are other types of modes called Laguerre-Gaussian modes
and which are obtained by using the cylindrical coordinate system.

D.2 Quality factor M 2

A real laser beam, having several transverse modes, has a waist and a divergence wider
than those relating to an ideal Gaussian beam characterized by a single mode TEM00.
To quantify this difference, a factor denoted M2 can be defined in the following equation
using the divergence θ :

M2 = πw0θ

λ
(D.15)

D.3 Ray transfer matrices

As explained above, a Gaussian beam can be characterised by the radius of curvature
of its wavefront and by the half width of the beam along its propagation axis. The q-
parameter of a Gaussian beam is a complex parameter that gathers these two quantities to
ease the study of the influence of optical devices on the beam. This parameter is defined
by the equation D.11 and we can also write:

q(z) = z + izr (D.16)

Where z is the position along the propagation axis, the origin of this axis is set at the
beam waist position. The ABCD formalism is used to describe the effect of each optical
device on a Gaussian beam and it is based on the q-parameter. Each optical device has its
own ABCD matrix, that represents its influence on the beam. The ones that will be used
in this thesis in order to do the mode matching between the laser and the cavity are the
ones of a free propagation along a distance L in a medium of refractive index n, the one
of a convex lens of a focal length f and the one at the output of the resonator. This third
element is characterised by its thickness te, the radius of curvature of the concave mirror
R and the refractive index of the medium constituting the mirror nm. These matrices
are the ones given in table D.1. If a beam of parameter q goes through an optical device
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described by the ABCD matrix A B

C D


the beam will have a new beam parameter q′ given by

q′ = Aq +B

Cq +D
(D.17)

D.4 Stability of the optical cavity

It is crucial to study the stability of an optical cavity before injecting a light beam
into it, since it reflects the conditions that allow the beam to remain confined as long as
possible inside the cavity. In addition, it is necessary to ensure proper cavity dimensions
to guarantee its stability. This is obtained thanks to the formalism of the matrices ABCD
which was explained above. So the spread of a light beam through several optical elements
becomes simply a multiplication of several matrices. We can then represent an optical
cavity by the matrices describing the trajectory of the light starting from the reflection
on the first mirror characterised by the radius of curvature R1, then a free propagation d
inside the cavity, another reflection on the second mirror characterised by the radius of
curvature R2 and finally another free propagation d and the matrices are multiplied from
the last element to the first element as following:


A B

C D

 =


1 d

0 1




1 0

− 2
R2

1




1 d

0 1




1 0

− 2
R1

1

 (D.18)

We consider r1 and r2 the distance separating a light beam and the optical axis and θ1

and θ2 the angular direction of propagation with respect to this same axis before(1) and
after(2) a passage through the cavity:


r2

θ2

 = ξ


r1

θ1

 =


A B

C D

 .

r1

θ1

 (D.19)
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Optical element ABCD matrix

Free propagation

1 d

0 1


Refraction at a flat interface

1 0

0 n1
n2


Refraction at a curved interface

 1 0
n1−n2
Rn2

n1
n2


Reflection from a flat mirror

1 0

0 1


Reflection from a curved mirror

 1 0

− 2
R

1


Thin lens

 1 0

− 1
f

1


Thick lens

 1 0
n2−n1
R2n1

n2
n1


1 t

0 1


 1 0
n1−n2
R1n2

n2
n1


Single prism

kn d
nkn

0 1
kn



Table D.1 – ABCD transfer matrices of different optical elements. d is the distance, n1 and n2 the
initial and final refractive index, R the radius of curvature of a curved surface, f is the focal length, θ
is the mirror angle of incidence in the horizontal plane, t the center thickness of lens, kn is the beam
expansion factor.

in which ξ is a constant that relate the ray (r2, θ2) to the initial ray (r1, θ1),the equation
D.19 gives:

ξ2 − ξ(A+D) = (AD −BC) = 0 (D.20)

248



It is given that (AD − BC)= 1 and if we assume that a = 1
2(A + D) the equation D.20

becomes:
ξ2 − 2aξ + 1 = 0 (D.21)

Two possible solutions for this equation :

1. e±iφ if |a| ≤ 1

2. e±φ if |a| ≥ 1

if we choose the second solution and after a certain number N of round trip inside the
cavity, we obtain: 

rN

θN

 = ξN


r1

θ1

 = e±Nφ


r1

θ1

 (D.22)

Therefore the condition for the stability of the cavity is :

|A+D| ≤ 2 (D.23)

Which finally gives:
0 ≤ (1− d

R1
)(1− d

R2
) ≤ 1 (D.24)

In the figure D.2 we introduce the stability parameter g which can lead to plot g2 = 1− L
R2

against g1 = 1− L
R1

to show graphically the stability of different configuration of the cavity

D.5 Optical cavity finesse

The finesse of a Fabry-Perot type optical cavity is mathematically defined by:

F = FSR

4ν
= π

√
R

(1−R) (D.25)

where 4ν is the Full Width at Half-Maximum (FWHM) of the transmission peaks of the
cavity. We can define finesse as the number of bounces a beam makes before leaking out
or being absorbed inside the cavity. It is therefore a way to quantify the performance
of the cavity. One of the main factors affecting the smoothness is the reflectivity of the
mirrors, beside other factors like the scattering effect mainly due to the presence of dust
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0 g1

g2
 

Figure D.2 – Stability diagram for a two-mirror cavity. Shaded areas corresponds to a stable configu-
ration. Cavities at points exactly on the line are marginally stable, reproduced from [226].

particles, the microroughness, coating non-uniformity and the transmission of the input
mirror. Moreover, other elements that can affect the finesse like mechanical vibrations
and thermal stability of the cavity. These factors directly influence the number of back
and forth movements of the light inside the cavity. The greater the number of round trips,
the more effects of constructive or destructive interference that a beam will undergo will
be high. The greater the finesse, the greater the intracavity intensity. With dielectric
mirrors having a reflection coefficient R = 99.99%, a finesse of the order of a few tens of
thousands can be achieved. The quality factor Q is given by the resonance frequency over
its linewidth and it is expressed in the following form:

Q = ν

FSR
× F (D.26)
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Figure D.3 – An example of calculated transmission of a cavity having mirror reflectivity equal to 80%
and the finesse equal to 14, assuming a perfect spatial and frequency mode-matching.

Figure D.4 – An example of calculated transmission of a cavity having mirror reflectivity of 90% and
finesse equal to 29.8.
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D.6 Mode matching calculation

The script below compute the position of the lens and the laser relatively to the first
high reflective mirror:

1 %th i s s c r i p t i s to mode match the l a s e r and the cav i ty and by
tak ing the

2 %mirror as a medium that changes the beam waist
3 %
4 % This s c r i p t c a l c u l a t e s a modematching network (made o f two

l e n s e s )
5 % between two beam wa i s t s ( output beam from the l a s e r and beam

matched to the cav i ty )
6 %
7 %
8 % Input parameters :
9 %

10 %
11 % lambda −− wavelength
12 % f1 , f 2 −− f o c a l l enght o f l e n s e s
13 % w0_laser −− l a s e r beam waist rad iu s
14 % L −− d i s t ance from the l a s e r output
15 % L1 −− d i s t ance from l a s e r wais t to the f i r s t ( f 1 ) l e n s .
16 % w0 −− beam waist rad iu s o f beam that matches to the cav i ty (

FSR and ROC of mi r ro r s are requ ied to c a l c u l a t e i t )
17 %
18 %
19 % [ l a s e r beam waist rad iu s ] <−−−−−−−−−L1−−−−−−−−−−> [ f1 ]

<−−−−−−−−−−−L2−−−−−−−−−−−> [ f2 ] <−−−−−−−L3−−−−−−−> [ cav i ty
beam waist rad iu s ]

20 %
21 % returned parameters :
22 % L2 −− d i s t ance between f1 and f2 l e n s e s
23 % L3 −− d i s t ance from f2 l e n s do the cavity ’ s wai s t
24 %
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25

26

27 lambda = 600e−9; % wavelength in m
28 w0_laser = 0.55 e−3;% waist in m
29

30

31 f 1= 0 . 1 5 ; %f o c a l l ength f o r f i r s t l e n s in m
32 f 2= 0 . 0 3 ; %f o c a l l ength f o r second l en s in m
33

34

35 L0 = 4 . 5 5 2 ; %beam waist p o s i t i o n in m
36 L=2∗10^−2; %d i s t anc e from the l a s e r output
37 L1= L−L0 ; %d i s t anc e from input wais t to f i r s t l e n s in m
38

39 %ca l c u l a t e q f o r the l a s e r
40 q l a s e r=1 i ∗ pi ∗w0_laser ^2/lambda ;
41

42 %place here the beam parameters f o r the cav i ty
43 %[ q0 ,w0 , zR , z ]=getBeamParameters (w1 ,w2 , x , lambda ) ;
44

45 % waist s i z e o f the cav i ty
46 R = 1 ; % in m
47 L_m = . 2 5 ; % d i s t anc e between cav i ty mirror in m
48 z0 = sq r t ( (R−L_m/2) ∗L_m/2) ; % Rayle igh range f o r the cav i ty
49 w0 = sq r t ( z0∗ lambda/ p i ) ;% ; cav i ty waist , in the middle o f the

cav i ty or at the mirror
50

51 q f i n a l=(−1 i ∗ lambda /( p i ∗w0^2) ) ^(−1) ;
52 te =6.35e−3;%Thickness o f the output mirror [m]
53 n=1.457;%Re f r a c t i v e index o f the medium in the output mirror
54 Aout=[1 0 ; 0 L_m/2 ]∗ [ 1 0 ; n−1 n ] ∗ [ 1 te ; 0 1 ] ∗ [ 1 0 ; 0 1/n ] ;%

ABCD matrix o f the output o f the f i r s t mirror o f the
re sonnator
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55 q l e f t =(Aout (1 , 1 ) ∗ q f i n a l + Aout (1 ,2 ) ) /(Aout (2 ,1 ) ∗ q f i n a l +
Aout ( 2 ,2) ) ;%q be f o r e the input mirror

56

57

58 q0 = i ∗ pi ∗w0^2/lambda ;
59

60 %f p r i n t f ( ’The input beam has parameters w0=%f mm, z=%f mm.\n ’ ,w0
∗1000 , z ∗1000) ;

61

62 %ca l c u l a t e the f o cus parameters o f the f i r s t l e n s
63 LInt1 = −f 1 ∗( f 1 ∗L1−L1^2+q l a s e r ^2) /( f 1 ^2−2∗L1∗ f 1 + L1^2 − q l a s e r

^2) ;%by knowing L1 we can f i nd L1
64 qInt1 = f1 ^2∗ q l a s e r /( f 1 ^2−2∗L1∗ f 1 + L1^2 − q l a s e r ^2) ;
65

66 %now we run the one l e n s modeMatching us ing the in t e rmed ia t e
wais t and

67 %the second l en s
68

69 [ LInt2 , L3]= GetModeMatchLength ( qInt1 , q0 , f 2 ) ;
70

71 %f p r i n t f ( ’ LInt1 %f \n ’ , LInt1+L1) ;
72

73

74 i f ( LInt2==0)
75 f p r i n t f ( ’ I ’ ’m sorry , we found no s o l u t i o n . \ n ’ )
76 r e turn ;
77 end
78

79 L2=LInt1+LInt2 ;
80

81 f p r i n t f ( ’ \n\nThe mode matching network with l e n s e s o f f 1=%f m,
f2=%f m\n ’ , . . .

82 f1 , f 2 ) ;
83 f p r i n t f ( ’ has L1=%f m, L2=%f m, and L3=%f m.\ n\n ’ ,L1 , L2 , L3) ;
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84 f p r i n t f ( ’ Total l ength L1+L2+L3 : %f m\n\n ’ ,L0+L1+L2+L3) ;
85

86

87

88 f p r i n t f ( ’ [ Waist=%gmm] <−−−−−−L1−−−−−−> [ f= %gm] <−−−−−−−L2
−−−−−−−> [ f= %gm] <−−−−−−−L3−−−−−−−> [Waist=%gmm]\n ’ ,
w0_laser ∗1000 , f1 , f2 ,w0∗1000) ;

1 f unc t i on [ L1 , L2 ] = GetModeMatchLength ( q1 , q2 , f )
2

3

4 %This func t i on r e tu rn s the two l eng th s L1 and L2 needed to
modematch the

5 %two beams q1 , q2 with a s i n g l e l e n s o f f o c a l l ength f .
6 %q1 and q2 are pure ly imaginary parameters .
7

8

9

10 rad=sq r t ( f ^2∗q1∗q2 + q1^2∗q2^2) ;
11

12 %does a s o l u t i o n e x i s t ?
13 i f ( f ^2<abs ( q1∗q2 ) )
14 L1=0;
15 L2=0;
16 f p r i n t f ( ’No s o l u t i o n e x i s t s . The minimum f i s %f mm.\n ’ , . . .
17 1000∗ s q r t ( abs ( q1∗q2 ) ) ) ;
18 r e turn
19 end
20

21 %ca l c u l a t e the root , tak ing the p o s i t i v e root .
22 L2 = r e a l ( f − q2 − ( f ^2∗q2 ) / ( f ∗q2+q1∗q2 − ( f ∗q2+rad ) ) ) ;
23

24 %f ind L1 in terms o f L2
25 L1=(( f ∗q2 + rad ) . / q2 ) ;
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ABSTRACT
Spectroscopy of transient anions and radicals by gated and accelerated time-of-flight experiment is a new spectrometer developed in UCLou-
vain. This instrument measures high-resolution photodissociation spectra of mass-selected ions by the combination of a time-of-flight
spectrometer including a specific gating, bunching, and re-referencing unit with a nanosecond pulsed dye laser, a pulsed deflection, and an
energy selector. The ionic species are generated in a supersonic jet expansion by means of an electric discharge or by the impact of electrons
coming from an electron gun. The versatility of the molecular systems that can be addressed by this instrument is illustrated by the presen-
tation of mass spectra of cations, anions, and ionic clusters formed from different gas mixtures and backing pressures. The high-resolution
spectrum of the Ã2Σ+(002)← X̃2Π3/2(000) and Ã2Σ+(002)← X̃2Π1/2(000) rovibronic bands of N2O+ has been measured and analyzed to
provide refined molecular parameters in the Ã2Σ+(002) upper state. The Ã2Σ+(002)← X̃2Π3/2(000) band has been used to evaluate the
quality of the experimental setup in terms of rotational temperature, time of measurement for certain signal to noise ratio, and the accuracy
of the determination of the wavenumber scale.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0039627

I. INTRODUCTION

Action spectroscopy has witnessed a tremendous development
in several scientific directions since the first studies in atomic and
molecular physics.1,2 This interest comes from the attractive com-
bination of the sensitivity of mass spectrometry and the tunabil-
ity of laser radiation. After these pioneering works, ionic clus-
ter spectroscopy has started with the works of Schwarz3 and the
important contribution of Lee.4–6 This track has been followed and
expanded by many others with improvements for every part of a
typical action spectrometer, i.e., the ion source, the mass spectrom-
eter, and the light source. A variety of mass spectrometers have
been used, such as time of flight-mass spectrometers (TOF-MS)7

and Fourier-transform ion cyclotron resonance mass spectrometers
(FT-ICR-MS).8 Supersonic expansion has been associated with dif-
ferent ionization means including electronic impact,3 electric dis-
charge,9 and laser vaporization.10,11 The electrospray was then used
for mass spectrometry of large biomolecules12 and infrared pho-
todissociation spectroscopy.13 Several continuous and pulsed light

sources were used with these techniques using lasers,4 free-electron
lasers,8 and synchrotron radiation.7 Variations on the measured
quantity were reported including the counting of electrons,14 frag-
mentation products,15 products of light induced bimolecular reac-
tions,16 or recently the determination of the magnitude of the inhi-
bition of complex formation.17 This last example has led to the
measurement of the high-resolution spectra of numerous molecular
cations including C+60

18 and CH+5 19 in the infrared.
A review of photodissociation studies with these techniques

in the infrared, visible, and ultraviolet spectral ranges was pre-
sented by Bieske and Dopfer15 covering the years from 1986 to
2000. In parallel, the measurement of photoelectronic spectra of
neutral molecules20 and anions14 has been the subject of impor-
tant developments to retrieve information on the ionization thresh-
old,21 the cation structure,22 and transition states in chemical reac-
tion.23 Finally, such techniques were also applied to study biological
molecules such as peptides or glucans.24–26

In this study, we report on the building of the STAR-
GATE photo-fragmentation spectrometer, which aims at measuring
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spectral properties of positively or negatively charged molecules
and/or of ionic complexes. We detail the different parts of the
STARGATE instrument including the ion source and the TOF-MS
in Sec. II and the photodissociation setup in Sec. III. The appli-
cation to high resolution photodissociation spectroscopy is dis-
cussed in Sec. IV. This section focuses first on the global anal-
ysis of the rotationally resolved Ã2Σ+(002)← X̃2Π3/2(000) and
Ã2Σ+(002)← X̃2Π1/2(000) rovibronic bands of N2O+, where the
vibrational quantum numbers v1, v2, v3 are indicated in parentheses,
i.e., (v1v2v3). This analysis provides improved molecular constants
for the Ã2Σ+(002) upper state. These improved parameters are then
used to evaluate the rotational temperature of the cations under
different experimental conditions. Repeated measurements of the
Ã2Σ+(002)← X̃2Π3/2(000) allow us to evaluate the required mea-
surement time and achievable signal-to-noise ratio (S/N) and the
effect of a bias cell used in high-resolution molecular photodissoci-
ation spectroscopy for the first time. Finally, ongoing developments
and ideas to improve the quality of our setup are discussed.

II. THE TOF-MS AND THE ION SOURCE
The STARGATE instrument is presented in Fig. 1. It is essen-

tially composed of a pulsed supersonic expansion coupled to an
ionization mean (electric discharge or electron gun). The jet goes
through a skimmer, item (2) in Fig. 1, which allows for differen-
tial pumping and spatial selection of part of the expansion. Ions are
then accelerated and enter the TOF-MS. The heart of the TOF-MS
includes a single unit, denoted as item (3), able to perform acceler-
ation, bunching, and gating of the ionic beam while re-referencing

it to the ground potential. The ions are focused using an electro-
static lens (4) and may be deflected using a pulsed deflection unit
(5). A second differential pumping (6) is performed before the inter-
action with a pulsed dye laser and right before entering an energy
analyzer (8). The ions are then detected using a microchannel plate
stack (MCP, Photonis APD-TOF) and the mass spectra are recorded
using a digital oscilloscope (Agilent Technologies DSO-X 3104A,
1 GHz). The timing of the various elements is controlled using a
multi-channel digital delay generator (model 577—BNC) and pulses
are generated from Behlke push–pull high voltage (HV) switches. A
chronograph of the STARGATE instrument is presented in Fig. 2.
This figure details the duration and the relative timing of the pulsed
jet gas injection (see Sec. II A), the two steps of the gating bunch-
ing of the ion beam (see Sec. II D), and the mass selection with the
pulsed parallel plate deflector (see Sec. III A).

A. The pulsed supersonic expansion source
The pulsed jet has been chosen as a source of molecules. The

motivations for this choice are (i) to promote partial condensation
and (ii) to simplify the recorded spectra by increasing the density of
molecules on few quantum states and hence increasing the S/N. In
order to operate at relatively low pressure (10−5 mbar), the pulsed
nature of the supersonic expansion was chosen to reduce the pump-
ing requirement for a given gas outflow. A dense and intense short
pulse of gas is produced using a homemade valve based on a flexing
disk of piezomaterial attached to a metallic membrane, as originally
developed by Proch and Trickl.27 Unless specified, a nozzle of diam-
eter of 500 μm has been used with a repetition rate of 30 Hz matching
that of the dye laser. A minimum pulse duration of 200 μs has been

FIG. 1. Design of STARGATE. TOF-MS (bottom) with (1) the source of ionic compounds, (2) skimmer, (3) electrostatic extraction and lens coupled to an ion gating,
bunching, and re-referencing unit, (4) electrostatic lens, (5) pulsed 2D deflector, (6) differential pumping tube, (7) laser and ion beam interaction region, (8) 90○ cylindrical
energy analyzer, and (9) MCP detector. Optical bench (upper part) with the pulsed dye oscillator pumped by a Nd:YAG laser associated with frequency doubler BBO
crystal, (10) prism separating the frequency doubled laser (307 nm–327 nm) used for photodissociation spectroscopy from the fundamental dye beam (614 nm–654 nm)
used for the frequency calibration of the spectra, (11) hollow cathode, (12) thermalized vacuum solid state etalon, (13) photodiode, and (14) pyroelectric detector (model
PE10BB, OPHIR). The calibration Ne optogalvanic spectra (hollow cathode), ionic photofragments (MCP detector), and Fabry Perot interferometer (solid state etalon) are
simultaneously measured with an oscilloscope (Agilent DSO-X 3104A) connected to a computer through a USB connector. A LabVIEWTM interface controls the scan of the
pulsed dye laser, the transfer of the averaged data from the oscilloscope to the computer, the integration of the time gated signal, and the BBO doubling crystal angle for the
UV energy pulse optimization. Items (1), (3), and (5) are all connected to a digital delay generator, and the associated chronograph is displayed in Fig. 2.
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FIG. 2. Chronograph of STARGATE and applied voltages for positive ions. The
time scale origin is defined as the rising slope the pulsed molecular jet valve trigger
(black). The two steps of the gating bunching of the ions (red and green) and the
mass selection of the pulsed 2D deflector (blue) are represented. The time scale
origin used for the mass spectrum of N2O+ measured with the MCP detector at
tTOF = 22.4 μs (orange) is defined from the beginning of the TOF corresponding
to the gating (L = 1.5 m with a kinetic energy of 1 keV). In addition, a dye laser
pulse of 5 ns interacts with the ions after 1 m in the drift tube for photodissociation
spectroscopy (≃15 μs for N2O+).

measured by scanning the gating delay (cf. Sec. II D) of the TOF
spectrometer with respect to the valve trigger, and a maximum 1 kHz
repetition rate has been obtained. The piezodisk (model P-286.27,
Physik Instrumente) is driven by negative 0.3 kV–1.0 kV pulses gen-
erated by a home-made push–pull switch whose rise time has been
damped by inserting a 511 Ω resistor in series. The fined-threaded
aluminum plunger is screwed to the piezodisk, and the adjustment
of the tightening is made before to place the valve under vacuum.
The pulsed duration is controlled by the multi-channel digital delay
generator.

B. The ionization methods
The front plate of the nozzle is grounded, and the jet starts its

expansion at the entrance of an electric discharge. This discharge is
produced between a stainless steel circular electrode and the front

plate of the nozzle. As illustrated in Fig. 3(a), the electrode is sur-
rounded by two circular Teflon insulators and maintained at a neg-
ative DC voltage of 0.8 kV–1.4 kV. The electric discharge is efficient
for ion production but is unstable and runs between the electrode
and the plunger of the nozzle instead of the front plate of the valve if
the voltage is too high.

Another method to produce ionic species has been imple-
mented with the use of an electron gun to allow for more control
on the ionization process. The design of this electron gun is based
on the work of Hosseinzadeh et al.28 and is illustrated in Fig. 3(b).
The electrons are produced by thermionic emission from a thoriated
tungsten filament, accelerated by the filament bias voltage, focused
toward the supersonic gas jet using side electrodes (−60/−70 V) in
Pierce geometry, and collected on an electrode placed at a potential
of 100 V–500 V.

Most of the results presented in this study were obtained using
the electric discharge due to a larger ionic signal. The ionized gas
pulse expands toward a conical skimmer of 2 mm diameter. The
skimmer allows us to spatially select a part of the jet. The vacuum
quality is ensured by using three turbo pumps (Pfeiffer ATH 2300M,
Balzers 4306, and Pfeiffer HiPace 700 Plus) and two stages of differ-
ential pumping using the skimmer and a pumping tube indexed as
items (2) and (6) in Fig. 1, respectively, to finally reach 10−7 mbar in
the area of the interaction of the ion beam with the laser, the energy
analyser, and the MCP detector. This allows also for minimizing the
recombination loss or any warming up by colliding with the residual
gas.

C. The extraction
A TOF-MS allows us to separate and detect ionized species

according to their mass-to-charge ratio m/z.29 The ions with the
same m/z form packets with a specific time of flight t spread by a
temporal distribution Δt.29 In practice for positive ions, a kinetic
energy Ek is given by applying an accelerating voltage of −1 kV

FIG. 3. (a) The supersonic jet expansion can be ionized by an electric discharge
(800 V–1400 V) produced from a circular electrode (in blue) enclosed in teflon insu-
lators fixed on the valve. The plunger (in orange) is fixed to the flexing disk of piezo-
material (in green). (b) The electron gun scheme is presented with a SIMION®
simulation with the electric equipotential lines. The electrons are extracted from a
filament (oriented out-of-plane) and accelerated from applied voltage (60 V) and a
charged electron collector (100 V–500 V). Two lateral electrodes (−70 V) allow for
focusing the electron beam represented in blue.
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before the drift tube of the TOF where the ions travel a distance of
d = 1.5 m before to be detected. Based on simulations made with the
SIMION® software, two extraction schemes presented in Figs. 4(a)
and 4(b) have been tested. The first one was inspired from the work
of Dedman et al.30 and consists of a series of six aluminum ring
electrodes assembled in a tube and connected via a voltage divider
to produce a smooth gradient of accelerating potential on the ions.

FIG. 4. (a) The first acceleration scheme inspired by Dedman et al.30 consisting
of a series of six aluminum ring electrodes connected via 100 kΩ resistors to pro-
duce a smooth gradient of the acceleration potential. (b) The second acceleration
scheme consisting of the association of a first extraction conical electrode (a hole
diameter of 6 mm) placed at 1 cm after the grounded skimmer to accelerate and
focus the ion beam immediately with a succession of electrodes forming an elec-
trostatic lens. (c) The gating process is simulated from SIMION on the second
acceleration scheme using 150 particles of m = 44 uma with a charge +e in an
initial circular distribution (radius of 1.5 mm and v = 550 m/s). The two cup-like
electrodes are initially at the acceleration voltage (−1 kV), and a last grounded
electrode stops the ion beam reflected in the unit. (d) The first part of the unit is
switched to +400 V to close the first gate and bunch the ions at the end of the TOF.
The second part of the unit is switched to 0 V to let the ions enter the drifting tube.
The increments in the electric equipotential lines are 25 V (green) and 30 V (blue)
for positive and negative values, respectively.

The electrodes present successive potentials of 0 V, −200 V, −400 V,
−600 V, −800 V, and −1000 V and the cations gain kinetic energy
from one electrode to the next for a total kinetic energy of 1 keV. The
second design is composed of a conical electrode (−700 V) placed 1
cm after the aperture of the grounded skimmer in order to accelerate
the ions immediately after the expansion. A succession of two pairs
of electrodes at ∼−2 kV and −1 kV allows accelerating the ions on
a shorter distance and forming an electrostatic lens to focus the ion
beam. This second design allowed us to improve the ion signal by
at least a factor 30 while keeping a low rotational temperature. The
second design has thus been set up permanently, and all the results
presented in this report were obtained with this extraction scheme.

D. The gating, bunching, and re-referencing unit
From what precedes, the accelerated ions are still referenced to

the final voltage applied to the extraction column (−1 kV in the case
of cations). In order to avoid placing the rest of the setup to high
voltage, some re-referencing to the ground needs to be set up. More-
over, the mass resolving power (MRP), R = m/Δm,31 for a time of
flight measurement can be related to the ratio of the time of flight t
and the time dispersion Δt of the ions. The uncertainties on t and the
magnitude of Δt for species having the same m/z can be decreased
by an efficient gating and bunching of the ions, respectively. These
three actions, re-referencing, gating, and bunching, are done by a
single unit directly inspired from the work of Dedman et al. The
original design leads to a certain mechanical complexity and some
specificity for the electronic of the switches.32 This has been simpli-
fied in terms of both mechanics and electronics, during this work,
by using only two cup-like electrodes facing one another (instead
of six plates linked by resistors) denoted as A and B in Figs. 4(a)
and 4(b). These form a chamber of 83 mm in length and are polar-
ized using conventional push–pull switches. The two steps of the
gating bunching process are presented in Figs. 4(c) and 4(d) with
polarities associated with the study of positive ions. Polarities can,
of course, be reversed for studying negative ions. The gating allows
us to select a time slice of the ion beam and to define the starting
time t = 0 for the TOF. The bunching is a longitudinal compression
of the ion bunch performed by accelerating the ions lagging behind
with a positive potential gradient. Initially, the potential of the two
cup electrodes is set to the acceleration voltage (−1 kV) of the extrac-
tion to open the first gate [gate 1 in Fig. 4(c)] of the unit. The last
electrode before the drifting tube is always grounded, and gate 2
is therefore initially closed. When the ion bunch is inside the unit
[Fig. 4(d)], the electrode A is switched to a positive value (∼400 V),
while electrode B is switched to ground after a short and adjustable
delay, closing gate 1 and opening gate 2, while excluding the rest
of the ion beam and creating a gradient of potential inside the two
cup electrodes A and B. This adjustable gradient is used to bunch
the ions either at the MCP location or at the crossing with the laser.
A tunable delay (40 ns) is introduced between electrodes A and B
to further improve the bunching performance of the gating unit by
improving the simultaneity of the switches in the two cups. The ions
are thus re-referenced at ground potential to propagate in the drift
tube and start their flight with a kinetic energy of 1 keV on the right
part of the cup electrode B.

The time delay of the gating is controlled by the multi-channel
digital delay generator and parts A and B of the unit are switched
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from −1 kV to 400 V and 0 V, respectively, using two fast HV
push–pull switches (rise times of 20 ns). These voltages have been
experimentally adjusted and optimized for the bunch of N2O+.

Finally, a three-aperture electrostatic lens composed of a biased
electrode (650 V) surrounded by two grounded electrodes is placed
after this unit to maintain a low spatial divergence of the ion beam
in the TOF drift space (item 4 of Fig. 1).

E. The mass resolving power
A comparison between the bunched and unbunched signals

is presented in Fig. 5 for N2O+. Ions were produced from a pure
expansion of N2O (stagnation pressure P = 5 bar) and an electric dis-
charge (Vd = 850 V). The gating selects a time slice of the ion beam
(Δt = 1.25 μs, i.e., the TOF of N2O+ through the gating unit) having
a kinetic energy of 1 keV (vN2O+ = 66 km/s), which is compressed
to Δt = 80 ns (FHWM), allowing us to observe the 14N15N16O+

isotopologues present in natural abundance in the gaseous sam-
ple (0.8%). A resulting MRP of R = 140 was calculated in the time
domain from R = tN2O+/2Δt. The bunching thus improves the MRP
and the signal-to-noise by a factor 15 and 8, respectively. Our simple
TOF design comes with a loss of MRP of factor 2 compared to the
one reported by Dedman et al.30

F. Production of clusters, cations, and anions
STARGATE is designed to produce different ionic species by

controlling the initial conditions of the source, such as nozzle geom-
etry, ionization conditions, seeding gas, and backing pressure. The
first mass spectra of cationic and anionic clusters we have recorded
are presented in Fig. 6. Large clusters of [H(H2O)n]+ up to n = 38
are depicted in panel (a). These complexes were produced by the
expansion from argon bubbling in a water reservoir. This series
stops at n = 38, but since the detection efficiency decreases with
the mass (lower velocities), larger clusters could be present. Note
that the MCP front was negatively biased to 2.1 kV, adding up
to 3.1 keV kinetic energy at impact. In panel (b), we show the

FIG. 5. Comparison between the N2O+m/z bunched (red) and not bunched
(black) spectra; the x-axis is the time of flight after the gating. The bunching and
the associated improvement of the MRP allow the 14N15N16O+ isotopologues to
be observed.

FIG. 6. (a) Production of [H(H2O)n]+ ionic clusters up to n = 38 from argon bubbling
in water with a backing pressure of 2 bars using a nozzle of diameter of 1.5 mm
with an average pressure of 10−5 mbar in the jet chamber and the valve operat-
ing at 30 Hz. (b) Production of (N2O)+n (n = 1 − 5), [(N2O)(H2O)n]+ (n = 1 − 2),
[(H2O)(N2O)n]+ (n = 1 − 4), and [(NO)(N2O)n]+ (n = 1 − 4) ionic clusters from
N2O and residual water in the gas line. (c) Production of anions using the electron
gun ionization with N2O with a backing pressure of 2 bars.

formation of pure (N2O)+n and mixed [(H2O)m(N2O)n]+ hydrates
clusters formed from N2O and water contamination in the gas injec-
tion pipes. The first steps of nucleation are clearly visible, as well as
the competition between the different routes of nucleation. Anions
have also been measured by switching the polarity of the ion optics
using the electron gun for ionization of N2O+ and replacing the
MCP stack with a channel electron multiplier (Sjuts KBL 25 RS) and
are presented in panel (c) of Fig. 6. These three panels illustrate the
versatility of STARGATE in terms of molecular targets that could be
studied. It also provides evidence of an efficient cooling, which will
be further demonstrated in Sec. IV D.

III. PHOTODISSOCIATION SPECTROSCOPY
Photodissociation spectroscopy consists of integrating the ionic

fragment signal generated by light absorption of a mass selected ion
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as a function of the wavelength of a light source; in our case, a pulsed
dye laser (30 Hz, 0.6 mJ/pulse, and 5 ns duration from Continuum
ND 6000) pumped by a Nd:YAG laser (Continuum Powerlite Pre-
cision II). For this kind of measurement to be background free, a
selection on the ions has to be performed before and after interaction
with the laser. In our case, we perform a mass selection, an energy
shift at the location of the ion–laser interaction, and an energy anal-
ysis. Hereafter, we detail the pulsed deflection unit we implemented
for the first mass selection in Sec. III A, the selective energy shifts of
the ions produced by the photodissociation and the associated cylin-
drical energy analyzer in Sec. III B, and we check the spatial and
temporal overlap of the laser with the ions in Sec. III C .

A. The first mass selection of ions
The first mass selection is performed using a pulsed 2D deflec-

tion to achieve mass-selected absorption measurements. It consists
of a pulsed deflector formed by a pair of steering plates to which
pulsed voltage is applied to horizontally steer the ion beam toward
the laser interaction region and select the species of interest. The
mass selection is performed by time-gated deflection using short
voltage pulses (typically ≃ 1μs with 70 V) using a fast HV push–pull
switch (a rise time of 20 ns) and the multi-channel digital delay gen-
erator. A second pair of plates ensures proper vertical alignment.
The non-selected ions thus collide with the chamber wall. A compar-
ison of the full m/z spectrum obtained from pure N2O gas injection
with that measured with mass selection applied to select only N2O+

is presented in Fig. 7.

B. The kinetic energy selection
While the first mass selection selects a species for the laser inter-

action, other species can result from the collisions of the selected
ions with the residual gas in the drift tube. A second selection is
performed by a 90○ electrostatic deflector after the laser interaction
to select the fragments of the photodissociation and to exclude the
remaining parent ions and non-photoinduced fragments. A double-
focusing 90○ electrostatic deflector adopting the design of Kreckel

FIG. 7. (a) The m/z spectrum measured with continuous deflection from N2O
gas injection and electric discharge (in red) is compared with (b) the spectrum
measured with a pulsed deflection of 1 μs to select only N2O+ (in black).

et al.33 has been implemented for the selection of the fragments
depending on their kinetic energy. An electric potential is addition-
ally applied to the laser interaction region by a large cylindrical elec-
trode surrounded by grounded electrodes. This bias cell represented
in the left corner of Fig. 8(a) aims at increasing the kinetic energy
difference between fragments of the photodissociation process and
other fragments or parent molecules.

For example, if N2O+ has an energy of 1 keV before the bias cell,
the fragments NO+ produced by collisions in the TOF have the same
velocity than N2O+ but a different mass, and their kinetic energy
can be calculated to be 680 eV. By polarizing the central electrode
(−250 V) of the electrostatic lens surrounding the laser interaction
area [Fig. 8(b)], the photodissociation fragments NO+ are produced
from accelerated N2O+ having an energy of 1250 eV. With an initial
kinetic energy of 852 eV, these fragments are decelerated by leav-
ing the electrostatic lens area to reach a kinetic energy of 602 eV
in the 90○ electrostatic deflector. This resulting energy is therefore
lower than the fragments NO+ (680 eV) generated outside the inter-
action region. These fragments can thus be differentiated by tuning
the voltages applied on the 90○ deflector accordingly. In Fig. 8(b),

FIG. 8. (a) The 90○ electrostatic deflector is represented with the bias cell sur-
rounding the laser interaction region. (b) SIMION simulation performed for the
selection of the NO+ photofragments (m = 30 uma and ENO+ = 602 eV) repre-
sented in black by excluding the non-dissociated N2O+ parent ions having a larger
kinetic energy represented in blue (m = 44 uma and EN2O+ = 1 keV) and NO+
fragments resulting from collisions with the neutral residual gas in the drift tube
represented in red (m = 30 uma and ENO+ = 680 eV). The positive and negative
electric equipotential lines are represented in green and blue, respectively, with an
increment of 30 V. The voltages applied in the simulation are −250 V for the middle
electrode and±V = ±135 V for each plate of the deflector. The initial energy of the
photofragments is ENO+ = EN2O+ × mNO+/mN2O+ = 852 eV with EN2O+ = 1250 eV
in the middle of the electrostatic field generated by the electrostatic lens.
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trajectories of N2O+ and NO+ produced by collisions outside the
bias cell and NO+ photofragments are represented in blue, red, and
black, respectively. One can notice in this simulation made using the
SIMION software that all species do not reach the detector except
the NO+ photofragments. We noticed that a similar effect can be
observed by switching the voltage to +250 V and tuning the voltage
applied on the deflector accordingly.

C. Overlap of the N2O+ ion beam with the pulsed
dye laser

The S/N of a photodissociation spectrum depends, for the S
part, on the amplitude of the NO+ signal, which is integrated and
averaged at each frequency step of the laser. The photodissociation
signal thus requires maximizing the overlap of the mass-selected
ions with the laser beam pulse in the time and spatial domain. The
time delay of the pulsed gas injection is thus synchronized with the
laser pulse by monitoring the photodissociation fragments on the
MCP detector. The overlap of the pulsed laser with the bunched
N2O+ beam has been evaluated in order to check if the MRP of
the TOF-MS (R = 140) is large enough, i.e., Δt small enough com-
pared to the laser pulse duration (5 ns). The time delay between the
laser and the bunched ion beam has been scanned using the multi-
channel digital delay generator. Figure 9 presents the NO+ frag-
ments generated from N2O+ as a function of this delay, with the laser
tuned at the Q branch frequency of the Ã2Σ+(002)← X̃2Π3/2(000)
rovibronic band. This scan displays a Gaussian profile of 105 ns
FWHM for a typical laser pulse duration of 5 ns. Nevertheless, most
of the ions interact with the laser. Indeed, considering a speed of 66
km/s for an ion of 44 amu (tTOF ≃ 22 μs, E = 1 keV), a 105 ns disper-
sion corresponds to an ion bunch length of 6.9 mm, which is very
close to the diameter of the pulsed laser beam estimated to be ≃6
mm at the interaction region.

FIG. 9. Laser interaction time profile measured from the NO+ photofragments
by tuning the time delay between the N2O+ ion bunch and the laser pulse. The
measurements are depicted in black squares and are fitted by a Gaussian profile
presented in red. The laser frequency is fixed to the top of the Q branch frequency
of the Ã2Σ+(002)← X̃2Π3/2(000) rovibronic band (30908.5 cm−1). The origin
of the x-axis is arbitrary.

IV. APPLICATION TO HIGH RESOLUTION
SPECTROSCOPY OF N2O+

To evaluate the performances of our spectrometer in terms of
frequency accuracy, measuring time, S/N ratio, and rotational tem-
perature, the rotationally resolved photodissociation spectrum of
N2O+ corresponding to the Ã2Σ+(002)← X̃2Π3/2(000) rovibronic
band has been measured several times under different experimen-
tal conditions in the UV range by monitoring the apparition of
ionic fragments (NO+) as a function of the laser wavelength. This
band has indeed been used to evaluate the performances of several
spectrometers based on different action type of measurements.34,35

To use refined molecular parameters of the Ã2Σ+(002) state in the
evaluation of our spectrometer, we started by measuring and analyz-
ing the Ã2Σ+(002)← X̃2Π3/2(000) and Ã2Σ+(002)← X̃2Π1/2(000)
rovibronic bands of N2O+.

A. The Ã2Σ+(002)← X̃2Π(000) vibronic band in N2O+

The N2O+ cation has been extensively investigated in the liter-
ature through lifetime measurements,36 optical emission,37–42 pho-
toelectron,43,44 and photodissociation studies.45–54 The photodisso-
ciation of N2O+(Ã2Σ+(002)) in the 30885 cm−1–30940 cm−1 range
has been experimentally characterized in previous studies37,51,55 with
the following predissociation process:

N2O+(X̃2Π(000)) exc.
ÐÐ→N2O+(Ã2Σ+(002))

diss.
ÐÐ→NO+(X̃1Σ+) +N( 4S).

The Ã2Σ+(002)← X̃2Π3/2(000) rovibronic band has already
been recorded at high resolution37,46 and is one of the most intense
in the 30500 cm−1–32500 cm−1 (307 nm–327 nm) spectral range
covered by our frequency doubled pulsed dye laser operating with
DCM.

We have used here the convention by Herzberg,42,43 with
v1 corresponding to the higher frequency N–N σ+ stretch, v2
to the π bend, and v3 to the lower frequency N–O σ+ stretch
and not that in the work of Callomon et al.37 The spectroscopic
parameters of the X̃2Π3/2(000) ground state have been taken
from the work of Fellows et al.39 [B′′ = 0.411601(16) cm−1,
D′′ = 0.2072(61) × 10−6 cm−1, A′′ = −132.3551(11) cm−1, γ′′
= −0.01424(22) cm−1, p = 0.1385(74) × 10−2 cm−1, and q
= −0.485(54) × 10−4 cm−1]. Those of the Ã2Σ+(002) upper
state have been first taken from Frey et al.46 and improved from
the analysis of the two intense bands presented in Fig. 10. A total
of 290 line assignments corresponding to 161 blended lines have
been fitted with a standard deviation of 0.037 cm−1 by least squares
methods with PGOPHER.56 The resulting line lists are presented
in Tables S1 and S2 of the supplementary material, and the fitted
molecular constants are compared with previous studies in Table I.
Compared with the works of Callomon et al.,37 Frey et al.,46 and
Herburger et al.,43 our study allowed for determining the vibronic
energy transition Ã2Σ+(002)← X̃2Π3/2(000) instead of the band
head position. A similar analysis also presented in Table I was
published very recently by Igosawa et al.57 Although their measure-
ments present an accuracy similar to ours, our molecular parameter
determination is improved by using the merged blended line option
of PGOPHER. This option takes into account the relative intensities
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FIG. 10. The photodissociation spec-
trum (black) has been measured from
the interaction of the N2O+ beam with
a doubled dye laser (0.6 mJ/pulse) for
an average of 30 counts per laser step.
The simulation (red) is performed with
the PGOPHER software56 using the
parameters of Fellows et al.39 for the
X̃2Π1/2,3/2(000) ground state and those
of Table I for the Ã2Σ+(002) state. A
temperature of 300 K and a Voigt line
profile have been considered for the sim-
ulation, with Gaussian and Lorentzian
contributions of 0.2 cm−1 and 0.1 cm−1

(FWHM), respectively.

TABLE I. Rovibronic parameters (in cm−1) for the Ã2Σ+(002) excited state. The rotational constants of the X̃2Π ground
electronic state have been fixed to the values of Fellows et al.39 Numbers in parentheses represent 1σ standard deviation in
units of the last significant digits.

Parameters Reference 37 Reference 46 Reference 43 Reference 57 This work

v0 30844.3(1) 30844.27(10)a

B′ 0.4290(5) 0.42893(10) 0.4279(8) 0.42891(2) 0.428883(24)
D′ × 107 1.69(38) 1.6 0.0 1.9 1.89(17)

aValue subtracted by 0.1 cm−1 (Doppler shift) and standard deviation was calculated from the wavenumber calibration (Sec. IV C
for details).

of the transitions in the frequency determination of the merged
lines. This improved treatment allowed us to determine the quartic
order centrifugal distortion term D′. As detailed hereafter, the
Ã2Σ+(002)← X̃2Π3/2(000) band is used to test the absolute calibra-
tion of our measurements to determine the rotational temperature
of the ion beam and to infer the required measurement time to
reach a specific signal-to-noise ratio. In the rest of the section, the
spectra are compared with the rovibronic simulation calculated
with PGOPHER software56 using the parameters of Fellows et al.39

for the ground state and of Table I for the Ã2Σ+(002) state.

B. Effect of the bias cell

The effect of the bias cell on the photodissociation spectrum of
N2O+ has been studied. The improvement of the S/N by setting 0 V
(DC off) or −250 V (DC on) on the central electrode of the bias cell
is presented in Fig. 11(a) for the Ã2Σ+(002)← X̃2Π3/2(000) band.
The time-of-flight spectra recorded for the same laser frequency are
also presented in Fig. 11, with the bias cell at 0 V in panel (c) and
−250 V in panel (b). On these panels, the black traces correspond to
the absence of light and the green and blue traces are recorded with

FIG. 11. (a) Q branch region of the
Ã2Σ+(002)← X̃2Π3/2(000) photodis-
sociation spectrum of N2O+ from bot-
tom to top measured with the bias cell
at 0 V (DC off) and at −250 V (DC on)
and simulated using the PGOPHER soft-
ware. The right y-axis used for the cal-
culated spectrum (in red) is scaled on
experiment. The experimental ion yields
have been shifted vertically for clarity.
Blue and green mass spectra of the pan-
els (b) and (c) are the NO+ fragments
measured at the maximal intensity of
the Q branch for the bias cell on and
off, respectively. The mass spectra mea-
sured without UV laser are presented in
black in panels (b) and (c).
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the laser on. One can clearly notice in panel (b) the separation of
the photodissociation fragments from the other fragments produced
from collisions in the drift tube. This results in a S/N improved by
a factor 4 in the photodissociation spectrum and a removal of the
collisional background. The presence of ions generated outside of
the laser interaction, observable at 6.5 μs in panel (b), is due to a
still too large aperture at the exit of the 90○ deflector (hole diameter
of 12 mm). These residual ions can be rejected by the selection of a
judicious integration time window. The combination of the bias cell
and the choice of integration time window ensure thus a background
free measurement.

C. Calibration of the frequency scale
The absolute frequency of the photodissociation spectra was

calibrated using Ne lines58 measured from a hollow cathode. This
optogalvanic spectrum and the photodissociation spectrum were
simultaneously measured. While the photodissociation spectra have
been measured with a frequency doubling BBO crystal in the
307 nm–327 nm spectral range, the atomic Ne lines of the hol-
low cathode have been measured using the fundamental laser
beam (614 nm–654 nm). The absolute calibration of the frequency
scale has been performed using three neon lines (640.40177 nm,
650.83255 nm, and 653.46872 nm) with a standard deviation
of 0.06 cm−1.

In addition to the absolute calibration, a complementary Fabry
Perot interferometer allowed us to check the linearity of the laser

FIG. 12. Fabry Perot etalon composed of (1) KF fitting for etalon evacuation,
(2) external chamber of a diameter of 2 in., (3) 1 in. wedged window, (4) 50:50
beam splitters AR coated for 400 nm–700 nm, (5) invar ring of 1.99 mm long, (6)
PVC spacer to maintain the position of the stainless steel enclosure in the vac-
uum chamber, (7) 1.5 in. wedge windows, and (8) stainless steel enclosure. The
exploded view of the etalon and its content is presented below.

frequency scanning using a solid state etalon presented in Fig. 12
(complete drawings are given in Figs. S1–S3 of the supplementary
material). This interferometer has been designed using an invar ring
of 1.99 mm separating two 50:50 beam splitters enclosed in a ther-
mostatically controlled vacuum chamber (313.0 ± 0.1 K). The result-
ing Fabry Perot cavity has also been characterized with the funda-
mental laser beam (614 nm–654 nm) with a free spectral range of
2.507 cm−1 and a finesse of 4.4. The residuals of a linear fit per-
formed on the interferences maxima allowed us to check the lin-
earity of the laser frequency scanning with a standard deviation
to linearity of 0.014 cm−1 and a maximum local deviation value
of 0.04 cm−1.

In addition, a Doppler effect arising from a slight deviation
from the perpendicular arrangement between the laser and the ion
beam has been estimated using a rooftop mirror for a double pass
of the laser beam through the ion beam. The double pass spectrum
has been reproduced with a linear combination of the single pass
spectrum with itself minus 0.2 cm−1. A frequency shift of ±0.1 cm−1

has been thus estimated for each path, and this corresponds to a
tilt of 0.9rc from a perpendicular configuration. Besides this effect,
which can be corrected by subtracting 0.1 cm−1 to the frequency
scale, the cumulative errors from relative (≤0.04 cm−1) and absolute
(0.06 cm−1) calibrations result in an estimated accuracy of 0.1 cm−1

on the calibrated frequency scale.

D. Rotational temperature
The background free measurement allowed us to measure the

selected rovibronic band of N2O+ produced from the electric dis-
charge in pure N2O (P = 5 bars) with a S/N = 200 and an acquisition
average of 30 laser shots per frequency step (this represents one sec-
ond per frequency step and a time of acquisition of ≃ 10 min for
each spectrum presented in Fig. 13). The rotational temperature can
be obtained from a fitting procedure using the PGOPHER software,

FIG. 13. The photodissociation spectra (black) have been measured from the inter-
action of the N2O+ beam with a doubled dye laser (0.6 mJ/pulse) by probing
different part of the ionic beam using different ion extraction timings and distances
between the nozzle and the skimmer. An average of 30 counts per laser step
allowed us to reach a S/N = 200 for each spectrum. The simulations have been
done for each measured spectrum using the PGOPHER software56 for Trot = 305
K (red) and Trot = 110 K (blue).
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FIG. 14. Photodissociation spectrum (black) measured from a gas mixture of 1%
N2O with 99% Ar (P = 5 bars). The simulation (blue) has been done using the
PGOPHER software56 for Trot = 40 K.

as well as the Gaussian linewidth and the baseline offset. Experimen-
tally, the rotational temperature can be tuned in a certain range by
probing different parts of the ion beam using different ion extrac-
tion timings and distances between the nozzle and the skimmer.
The lowest mean rotational temperature for a pure N2O expansion
(P = 3 bars) is 110 ± 4 K and has been obtained using a distance of
1 cm between the skimmer and the nozzle. A maximum mean 305
± 10 K has been obtained by adding a delay of 12 μs between the
gas injection and the gating and by extending the distance between
the nozzle and the skimmer to 2 cm. The higher temperature can be
obtained from more collisions in the selected part of the jet. These
two spectra are presented in Fig. 13. It was possible to lower the rota-
tional temperature down to 40 ± 3 K by using a gas mixture of 1%
N2O with 99% Ar and a backing pressure of P = 5 bars while probing
the early part of the expansion. This spectrum presented in Fig. 14
has been measured with a S/N = 20 for 30 shots per frequency step.
This temperature is smaller by nearly one order of magnitude than
the one reported recently by Hirota et al. for N2O+ using a cryogenic
storage ring35 even for long trapping times.

V. CONCLUSIONS
The versatile STARGATE instrument has been described in

this article. The gas injection valve inspired from the work of
Proch and Trickl27 has been associated with a skimmer and an
electric discharge or an electron gun to produce isolated or aggre-
gated molecular anions and cations. The extraction, acceleration,
bunching/gating, and re-referencing of the ionic beam associated
with a TOF of L = 1.5 m allowed us to reach R = 140. Two mass
selections performed by using a parallel plate deflector and a 90○

toroidal field deflector associated with an energy tagging of the
photodissociation fragments allow us to achieve background free
rovibronic spectral measurements (S/N = 200). The molecular con-
stants in the Ã2Σ+(002) upper state have been improved from the
analysis at 300 K of the Ã2Σ+(002)← X̃2Π3/2(000) and Ã2Σ+(002)
← X̃2Π1/2(000) rovibronic bands. We have demonstrated that the
rotational temperatures can be tuned from 40 K to 305 K. The low-
est temperature has been obtained using a gas mixture of N2O (1%)

carried by argon (99%) and by gating the beginning of the ion beam.
The higher temperature has been obtained with a pure N2O gas
injection and by delaying gating with respect to the beginning of
the gas pulse. This result opens up many perspectives. The low-
est temperatures simplify dense rovibronic spectra and increase the
S/N by populating fewer quantum states and may be used to pro-
mote partial condensation. The ability to produce higher temper-
ature ions allows us to observe transitions associated with larger
total angular momentum J values and hot vibrational bands for
small molecular ions (3 to 4 atoms). Thus, additional information on
the dynamics of the molecule can be extracted and additional lines
can be assigned to help detecting molecular ions in relatively hot
environments.

Concerning the possible improvements of our setup, the pulsed
supersonic expansion could be improved by reducing the residual
pressure in the extraction unit and in the drift tube, thereby limiting
the number of detrimental collisions of the ions with the residual
gas. Moreover, we have noticed a lack of stability in the design of
Proch and Trickl27 after a few hours of operation with an electric
discharge. We thus plan to build a faster valve based on the design
of Catanese et al.59 in a near future, preferably used in combina-
tion with the electron gun. Shorter pulses are promising in terms
of density and temperature and also since only 1.25 μs of the ion
beam duration (for 1 keV N2O+) is selected by the gating bunching
unit compared to 200 μs of pulsed gas injection. Furthermore, fol-
lowing the results of preliminary SIMION simulations, the MRP of
our simplified TOF setup could be improved by using shorter cups.
Finally, the sensitivity of the spectrometer could be ameliorated fur-
ther by using a post acceleration of the ions60 between the 90○

energy analyzer and the MCP detector to increase the MCP detection
efficiency.61
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1050 Brussels, Belgium 
e Department of Physics and Astronomy, University of Calgary, 2500 University Drive North West, Calgary, Alberta T2N 1N4, Canada   

A R T I C L E  I N F O   

Keywords: 
van der Waals complex 
High-resolution spectroscopy 
H2O-CO2 

Solvation of CO2 

Supersonic expansion 

A B S T R A C T   

The rovibrational band corresponding to a double excitation of the OH symmetric stretch of the H2O unit in the 
H2O-CO2 van der Waals complex has been recorded using CW-CRDS and a pulsed slit expansion seeded in He. 
The set-up is presented. The rotational analysis of this band is detailed and the results of the global fit of these 
data with those of the other 2OH excitation band and of the ground vibrational states are reported including data 
from the literature. The tunneling frequency and the vibrational predissociation lifetime are shown to decrease 
with vibrational excitation.   

1. Introduction 

H-bonded and van der Waals molecular complexes have been the 
subject of constant interest in the literature to fill the gap between gas 
and condensed phases [1–3], to study intermolecular chemistry [4–6] 
and to investigate anomalous energy level structures [7]. Today, this 
interest is further supported by atmospheric and planetary motivations 
[8–12]. 

The H2O-CO2 van der Waals complex which we investigate in the 
present work is the first step in the solvation process of carbon dioxide 
and is an intermediate species on the reaction coordinate leading to the 
formation of carbonic acid (H2CO3) [13,14]. It demonstrates interesting 
intermolecular dynamics. It is also predicted to be one of the most 
abundant neutral hydrated complexes in our atmosphere [15]. 

H2O-CO2 has been studied in the microwave range [16,17] and the 
(001) ← (000) [18] and (010) ← (000) [19] transitions were inves-
tigated in the mid-infrared range, with transitions labeled in terms of the 
(v1 v2 v3) vibrational quantum numbers of the isolated water molecule. 
This complex was also studied in Ne matrices in the far-infrared [20] and 
mid-infrared [21] ranges and in N2 matrices in the far-infrared region 
[22]. The intermolecular interaction between water and carbon dioxide 
was studied theoretically using ab initio methods by various authors (e.g. 
[23,24]). 

H2O-CO2 presents a C2V symmetry in which the two molecules are 
linked through an intermolecular bond between the O of H2O and the C 
of CO2, defining the a principal axis of inertia, with calculated interac-
tion/dissociation energies of De/D0 = 1053/787 cm− 1 [24]. A more 
complete symmetry analysis requires considering the G8 symmetry 
group, thus including internal rotation resulting from the permutation of 
the two hydrogens (or equivalently the two oxygens). This movement is 
indeed considered as feasible with a barrier predicted to be around 287 
cm− 1 [17]. This internal rotation gives rise to a tunneling splitting of 
each ro-vibrational energy level into two components, with only one of 
them populated for each Ka parity, where Ka is the projection of the total 
angular momentum on the a principal inertial axis. Each tunneling 
component is associated to one nuclear spin isomer with statistical 
weights 1 and 3 for Ka even and odd, respectively as detailed in 
([17,25]). 

We already, recently reported on the high-resolution absorption 
spectrum of the H2O-CO2 van der Waals complex in the doubly excited 
OH stretch region (7240 cm− 1) [25]. The observation of two bands can 
be expected in this range, leading to transitions from the ground state to 
(200) (of a-type i.e. with ΔKa even and ΔKc odd) and to (101) (of b-type 
i.e. with ΔKa and ΔKc odd), with origins close to those in the water 
monomer, i.e. 7201.5 and 7249.8 cm− 1, respectively. The region 
instrumentally accessible at the time of these previous experiments was, 
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however, limited to 7230–7260 cm− 1 due to restricted available laser 
coverage, thus forbidding the observation of the lower energy band. 
Nevertheless, this previous investigation unexpectedly demonstrated 
the presence of two vibrational bands. As discussed in [25], both bands 
involve H2O rather than CO2 excitation. One of them was assigned to the 
(101) ← (000) vibrational excitation. This assignment was based on the 
proximity in energy with the monomer band origin (red shift of 3 cm− 1) 
and on the observation of the expected b–type rotational structure. The 
second band, with origin at 7237.6 cm− 1 could not be assigned to (200). 
It is indeed 36 cm− 1 blue shifted from the expected (200) value and 
shows b-type rather than the expected a-type structure. It was assigned 
as a combination band involving (200) and the lowest frequency 
intermolecular CO2 libration, ν12 as calculated ab initio by Wang and 
Bowman [24] and Andersen et al. [20]. Transition to (200) + ν12 is 
expected to lead to a b-type band, as observed. The similar intensity 
observed for the two bands on the spectrum was explained through a 
Fermi-type resonance mixing the (200) + ν12 and (101) upper states. 
This assignment was presented as tentative until an a-type band could be 
reported, with intensity similar to that to (101) and with origin close to 
7201.5 cm− 1, to be assigned to (200). The aim of this work is to report 
on this observation. 

The previous spectrum was recorded using the FANTASIO+, CW- 
cavity ring-down (CW-CRDS) spectrometer built and located at the 
Université libre de Bruxelles (ULB) [26]. We have again used this set-up, 
now moved to the Université catholique de Louvain (UCLouvain), using 
another DFB laser source to extend the wavelength range available and 
search for the expected (200)←(000) band. We also improved the set- 
up, resulting in a factor 2 increase of the signal-to-noise ratio (S/N), 
using a pulsed, rather than a continuous slit nozzle and a dedicated 
sampling procedure. It is described in the next section. The spectral 
analysis is detailed and discussed in Section 3. It includes a global fit of 
the data on the (200) state from the present work, on (101) from our 
previous study [25], and data on the ground vibrational state from the 
microwave literature [17]. 

2. Experimental procedure 

The high-resolution spectrum of H2O-CO2 was recorded using (CW- 
CRDS) spectroscopy and the FANTASIO+ set-up [26]. The cavity mirrors 

are mounted on a vacuum chamber pumped by two turbomolecular 
pumps with total pumping speed of 6400 l/s. The relative wavenumber 
scale is obtained by linearization of the frequency scale of spectra using 
the maxima of interference fringes from an evacuated Fabry-Pérot eta-
lon fixed on an invar rod. The wavenumber scale is then absolutely 
calibrated using water monomer lines positions from the HITRAN 
database [27]. The measurement precision and accuracy are both esti-
mated to 10− 3 cm− 1. Further information on FANTASIO+ is available in 
the literature [26]. This set-up has been moved from ULB to UClouvain 
and a previously missing DFB laser source was used to record the 
(200)←(000) vibrational transition of the water monomer in the H2O- 
CO2 complex. 

We took this opportunity to implement a pulsed slit supersonic 
expansion, allowing the use of He as seeding gas. The gas mixture was 
composed of CO2 0.86% and He as carrier gas and was bubbled through 
H2O. The slit was assembled from pulsed Parker series 9 valve driven by 
IOTA ONE power supply, and a home-made multichannel block with 30 
mm long and 50 μm spaced jaws similar to those developed in the 
University of Calgary [28]. The valve operates typically at 5 Hz with 30 
ms pulse duration that allowed us increasing backing pressure up to 3 

Fig. 1. Illustration of the data recording sequence used to investigate H2O-CO2 
for a pulsed jet working at 5 Hz, the grey areas are measurement periods which 
allow to discriminate between gas pulse ON and OFF. The vertical axis is 
associated from the top to the bottom to, the voltage indicating the state of the 
TTL signal, the gas density in arbitrary units, the voltage of the programmed 
logic gates allowing to sort the ringdowns as a function of the valve condition, 
either for the valve ON or OFF. 

Fig. 2. Experimental spectrum (top) and simulation (bottom) of (200)←(000) 
in H2O-CO2. The simulation used the spectroscopic parameters from Table 1 
and a rotational temperature of 15 K. On this Figure, the vertical axis is pro-
portional to the absorption coefficient. 

Fig. 3. Zoom in the (200)←(000) band of H2O-CO2 illustrating the agreement 
between experimental (top) and simulated (bottom) spectra using the constants 
in Table 1 and a rotational temperature of 15 K. On this Figure, the vertical axis 
is proportional to the absorption coefficient. 

A.S. Bogomolov et al.                                                                                                                                                                                                                          



Chemical Physics Letters 774 (2021) 138606

3

bar and using He as seeding gas, instead of, previously [25], less than 1 
bar and Ar, respectively. 

Unexpectedly, the temperature estimated to be 15 K from the rota-
tional structure of the recorded band, was not significantly decreased 
using this new pulsed He rather than the CW Ar seeded expansion [25]. 

Ringdowns are sorted following that the molecular beam is ON or 
OFF using TTL signal from the valve driver as illustrated in Fig. 1. 

The ringdowns ON/OFF were measured in between 2/40 and 29.5/ 

190 ms after the TTL rise. These tunable time windows were imple-
mented using an Arduino Uno and programmed digital logic gates. All 
other ring-down events were rejected due to unstable molecular beam 
conditions leading to the appearance of excessive noise on the baseline 
when one is making the difference between the inverse of ringdowns 
times for beam ON and OFF. The resulting improvement in S/N is esti-
mated to be a factor 2 for the same measurement time. As with previous 
experiments reported using FANTASIO+, the rotational analysis 
demonstrated no sign of nuclear spin relaxation in the expansion [29]. 

3. Results 

The newly observed band with origin at 7195.4 cm− 1 is presented in 
Figs. 2 and 3. It is thus close to the (200)←(000) vibrational excitation 
in the monomer (6.1 cm− 1 red-shift), with the required a-type structure 
and has similar intensity as that of (101). It can thus be reliably assigned 
to the symmetric 2OH excitation in H2O-CO2, i.e. (200)←(000). 

As pointed out in the introduction, a single nuclear spin isomer needs 
to be considered for each Ka parity. The rotational analysis was thus 
performed separately for each isomer, using an asymmetric-top Watso-
nian [30] in the A reduction as implemented in the PGOPHER software 
[31]. The resulting assignments are listed in the supplementary 
materials. 

The list of assigned lines shows that the present analysis involves 
values of the rotational quantum numbers with J′′ ≤ 19 and Ka

′′ ≤ 6. This 

Table 1 
Spectroscopic parameters for the ground, (200) and (101) states of H2O-CO2 resulting from a global fit procedure (cm− 1). Uncertainties in parentheses are 1σ from the 
least-squares fit. This fit reproduces the observed line positions with a root mean square (RMS) value of 7 ⋅ 10− 4 cm− 1 (210 MHz) and 2 kHz for the overtone and 
microwave data, respectively.   

Ground state (200) (101)  

Ka even Ka odd Ka even Ka odd Ka even Ka odd 

ν0/cm− 1   7195.41414(20) 7195.39732(14) 7246.89497(19) 7247.08961(15) 
A/cm− 1 0.3840905(12) 0.383647(12) 0.383769(48) 0.383390(18) 0.385458(19) 0.385513(13) 
B/cm− 1 0.155921933(44) 0.15594370(22) 0.1559404(98) 0.1559425(40) 0.155130(12) 0.155134(13) 
C/cm− 1 0.110220986(46) 0.11023029(21) 0.1101880(88) 0.1101971(45) 0.109583(13) 0.1097569(92) 
ΔK/10− 5cm− 1 − 1.054(31) − 1.046(37) − 1.63(39) − 1.191(44) − 0.626(73) − 0.82(10) 
ΔJK/10− 5cm− 1 1.11650(14) 1.1154(14) 1.169(59) 1.1965(86) 0.683(49) 0.961(84) 
ΔJ/10− 7cm− 1 9.4785(21) 9.454(23) 10.04(42) 9.42(13) 9.26(83) 11.2(13) 
δK/10− 6cm− 1 7.833(13) 7.72(11) 6.29(62) 8.07(20) 13.6(14) 13.1(21) 
δJ/10− 7cm− 1 2.8232(16) 2.81894(82) 3.51(26) 2.902(86) 3.35(61) 2.12(55)  

Table 2 
Tunneling splittings in excited vibrational states (S′) in H2O-CO2, as calculated 
from Δν0 = ν0(Ka even) - ν0(Ka odd) values reported in the literature.  

Vibrational 
state 

Δν0 = ν0(Ka
′′even)- 

ν0(Ka
′′odd) 

Splitting 
combinations 

S′, considering S′′ =

0.1356(13) cm− 1e 

(010)a 0.0070(2) S′′-S′ 0.129(2) 
(001)b 0.268(1) S′′+S′ 0.133(2) 
(200)c 0.0168(3) S′′-S′ 0.119(2) 
(101)d 0.1948(3) S′′+S′ 0.059(2) 
(200) + v12

d 0.1246(5) S′′+S′ − 0.011(2)  

a From [19]. 
b From [18]. 
c This work. 
d From [25]. 
e From [17,18]. 

Fig. 4. Procedure for retrieval of tunneling splittings in excited (S’) vibrational states in H2O-CO2. The physical meaning of the band origins, determined from the fit 
procedure, depicted as dashed arrow in the figure, is presented for a-type transitions in panel a) and for b-type in panel b). In both cases non-existing levels are 
displayed transparently and the statistical weight is given in parenthesis. 
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is significantly higher than the microwave data in the ground state [17], 
in which J′′ ≤ 6 and Ka

′′ ≤ 4. A global least-squares fit procedure 
combining the assignments was performed for (200), (101) and the 
ground state, using data from the present work, refs [25] and [17]. A 
weight proportional to the precision of the line measurement was given 
to each set of data. The 455 transition frequencies were used to fit 58 
parameters, with a root mean square (RMS) value of 7 ⋅ 10− 4 cm− 1 (210 
MHz) and 2 kHz for the overtone and microwave data, respectively. The 
resulting rotational constants for the ground, (200) and (101) states are 
listed in Table 1, together with their estimated uncertainty. Thanks to 
the global fit, those for (101) state are slightly modified compared to 
Table 2 in [25]. The excellent agreement between observed and simu-
lated spectra for the (200)←(000) band is illustrated in Fig. 3. 

Concerning the microwave data, Columberg et al. [17] considered 
each Ka parity separately and developed a specific Hamiltonian taking 
into account the relaxation of the intermolecular distance during the 
internal rotation process. This Hamiltonian provided physical insights 
on the tunnelling process but was not mandatory to reproduce the 
measured line positions within experimental accuracy. The present, near 
infrared, data include significantly higher J, Ka values in the ground 
state and we found it adequate to use the same Watsonian to fit the 
rotational constants for all three states involved to improve the deter-
mination of the spectroscopic parameters. The band assigned to (200) 
+ ν12 ← (000) in [25] was not included in this global fit because of the 
presence of various unraveled perturbations in this combination band. 

The results do not show any evidence for local perturbations. The 
procedure to estimate the upper state vibrational predissociation life-
time from the experimental linewidths, as described in [32], was applied 
to the present data. It leds to values of the order of 1.0 ns from all lines in 
(200). This value does not differ to that in (101) nor in (200) + ν12 
[25]. This result was to be expected since none of the vibrational exci-
tation directly involves the intermolecular bond and therefore signifi-
cantly favours shorter predissociation. The predissociation lifetime is 
thus, as expected, shorter than that for (001), estimated by Block et al. 
[18] to lie between 100 ns and 200 μs. 

The difference between the (200) and (200) + ν12 band origins in 
H2O-CO2 allows refining the value of ν12 to 42.2 cm− 1, neglecting the 
contribution of anharmonicity (xi,j). x1,12 can actually be expected to be 
very small, typically 1% of the lowest frequency mode [33], thus less 
than 1 cm− 1. 

Trends in the evolution of the tunneling dynamics with vibrational 
excitation in H2O-CO2 can be obtained by subtracting band origins (J′′ =
J′ = 0) for Ka′′ even and Ka′′ odd, Δν0 = ν0(Ka even) - ν0(Ka odd). Ka′′

even and Ka′′ odd values are associated to two different nuclear spin 
isomers, i.e. to two different molecules in a one to three proportion. It 
can be shown, see Fig. 4, that Δν0 corresponds to the sum (for b-type) or 
difference (for a-type) of the energy splittings due to tunneling in the 
ground (S′′) and excited (S′) states. The splittings for all studied vibra-
tional states are reported in Table 2. The value of S′ can be calculated 
assuming S′′ = 0.1356 cm− 1 [17,18]. This value was derived from mi-
crowave [17] and infrared [18] studies and found to be in good agree-
ment with the ab initio prediction [24] of the height of the potential 
barrier for internal rotation. 

The S’ values of (001) and (010) are equivalent within error bars 
and are lower than the value for the ground state. S’ further decreases for 
(200) and even more dramatically for (101) and (200) + ν12. The value 
of S’ associated with this combination state should, however, be taken 
cautiously since the presence of severe perturbations in the band makes 
the related rotational parameters less reliable [25]. In any case, S’ shows 
a decrease with vibrational excitation. Intramolecular excitation seems 
thus to hinder the tunneling dynamics, as observed for other dimers (i.e. 
(C2D2)2 [34] and (HF)2 [35]). 

In conclusion, the (200)←(000) vibrational band in H2O-CO2 has 
been observed around the related excitation in the H2O monomer, thus 
supporting the vibrational assignment of two additional bands previ-
ously reported in the same excitation range, (101)←(000) and (200) +

ν12←(000). The frequency of the ν12 mode has been refined to 42.2 
cm− 1. A set of rotational constants has been fitted simultaneously for 
(101), (200) and the ground vibrational states, providing RMS values of 
7 ⋅ 10− 4 cm− 1 (210 MHz) and 2 kHz for the overtone and microwave 
data, respectively. The hindering of the tunnelling dynamics with the 
vibrational excitation has been highlighted. A shortening of the vibra-
tional predissociation lifetime with the number of quanta of vibrational 
excitation has been confirmed, with no dependence on the nature of the 
OH stretch involved. Finally, we highlighted the changes in the FAN-
TASIO + set-up, now using a pulsed slit and He gas in the expansion. 
These changes with further modifications will hopefully allow to 
observe larger clusters and more fragile complexes. 
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Titre : Conception, construction et validation d’instruments scientifiques pour étudier le spectre
d’espèces ioniques froides.

Mot clés : Spectroscopie d’action, Spectroscopie d’absorption, Cavité optique, Laser, Photo-

dissociation, Spectrométrie de masse, Ionisation, Transformée de Fourier, Jet supersonique,

Tuyère de Laval, Optique d’ion.

Résumé : Ce travail de doctorat réalisé à
l’UCLouvain et l’Université de Rennes 1, a
exploré deux méthodes expérimentales pour
étudier des ions moléculaires. Ces methodes
sont : la spectroscopie de photodissociation
sur fond noir à l’UCLouvain, et la spectrosco-
pie d’absorption amplifiée par une cavité à
l’Université de Rennes 1. Dans les deux cas
nous avons developpé l’instrument de bout en
bout.

Dans les deux cas afin de produire les
espèces ioniques, un jet supersonique a été
construit. À l’UCLouvain un jet libre pulsé a
été développé pour augmenter la capacité du
pompage. Un bon fonctionnement de la vanne
pulsée pour une fréquence de répétition qui
peut atteindre 1 kHz avec une durée d’impul-
sion minimale de 250 microsecondes a été dé-
montré. La vanne pulsée est basée sur un dis-
positif piézo-électrique. Afin d’ioniser le gaz,
deux méthodes d’ionisation ont également été
testées. La première est une décharge élec-
trique, réalisée en polarisant deux électrodes
créant ainsi un champ électrique parallèle à
l’expansion. La deuxième méthode consiste à
utiliser un canon à électrons. Les électrons
sont émis en chauffant un filament de tungs-
tène, focalisés à l’aide de deux électrodes et
accélérés à l’aide d’une électrode collectrice.
Ainsi un croisement perpendiculaire du fais-
ceau d’électrons et du jet conduit à la forma-
tion d’espèces ioniques et froides. Un écor-
ceur a été introduit pour sélectionner la par-
tie centrale et la plus froide de l’expansion,
collimater le faisceau et assurer un pompage
différentiel entre la chambre de la source et

celle du reste de l’instrument. Nous avons
également mis en œuvre un spectromètre de
masse à temps de vol (TOF) capable d’aug-
menter la résolution et constitué d’une unité
capable d’accélérer, de regrouper et de re-
référencer le faisceau d’ions à la masse. Le
design a été inspiré de celui de Dedman et al
[C. Dedman, E. Roberts, S. Gibson, B. Lewis,
Review of Scientific Instruments 72 (2001)
2915-2922]. Il est composé d’un ensemble
d’électrodes polarisées capables de séparer
les cations ou les anions en fonction de leur
rapport masse/charge, et de définir un temps
de départ pour la mesure du temps-de-vol. La
conception a d’abord été simulée à l’aide du
logiciel SIMION, puis elle a été testée expé-
rimentalement. Une résolution temporelle éle-
vée est en effet essentielle pour optimiser le
recouvrement temporel et spatial des ions sé-
lectionnés en masse avec l’impulsion du fais-
ceau laser, qui dure quelques nanosecondes.
Les spectres de masse enregistrés ont pu dé-
montrer l’efficacité de la production d’agrégats
d’eau protonés, de différents agrégats mixtes
et d’anions. Nous avons également ajouté une
lentille électrostatique afin de contrôler la di-
vergence du faisceau. De plus, un déflecteur
pulsé a été mis en œuvre afin d’aligner le
faisceau d’ions, et d’avoir une première sé-
lection en masse. Nous avons ajouté un tube
de pompage différentiel pour obtenir un vide
plus élevé dans la zone d’interaction du fais-
ceau d’ions avec le laser. Nous avons égale-
ment développé un déflecteur électrostatique
à double focalisation à 90 degrés capable de
sélectionner les fragments en fonction de leur



énergie, permettant une détection sur fond
noir des fragments. Le spectre est obtenu en
intégrant le signal de photo-fragments en fonc-
tion de la longueur d’onde du laser, sur une
fenêtre temporelle ajustée. Les premiers tests
ont été réalisés sur N2O+. La photodissocia-
tion a été réalisée à l’aide d’un laser à colo-
rant doublé en fréquence dans la gamme UV
autour de 323 nm. La fragmentation laser de
l’ion parent a conduit à la formation d’une es-
pèce ionique (NO+) et neutre (N). L’analyse du
spectre mesuré permet d’estimer la tempéra-
ture rotationnelle des ions à 40 K. Ce résultat
est encourageant, et laisse percevoir la possi-
bilité d’étudier d’autres ions moléculaire dans
un futur proche.

La deuxième partie de ce travail consiste
à developper un instrument pour étudier des
espèces moléculaires pertinant en astrophy-
sique par spectroscopie d’absorption à haute
résolution dans la gamme du visible et proche-
infrarouge.

En particulier, l’instrument développé aura
pour but d’étudier les grandes chaînes de car-
bone anionique (C−3 , C−4 , C−6 , C−8 , C−n ). En rai-
son des effets de charge d’espace, la den-
sité des espèces ciblées produites en labora-
toire est extrêmement faible même dans une
expansion supersonique. La source d’ions a
été développée. La géométrie choisie était
celle d’une tuyère de Laval planaire, adap-
tée pour atteindre une basse température (40
K). Dans une telle source, la température et
la densité sont uniformes sur une longue dis-
tance. Le profil planaire est important pour
avoir une plus grande distance d’interaction
entre les ions produits et le laser. Ces ions
sont produits en utilisant une décharge en
courant continu couplée à la tuyère. En utili-
sant un laser supercontinuum comme source
incohérente à large bande couplée à une
cavité de haute finesse, nous pourrions ca-
ractériser ces espèces par spectroscopie. Le
spectre d’absorption est obtenu à l’aide d’un

spectromètre à transformée de Fourier. L’opti-
misation et le développement de l’instrument
consistaient à l’optimisation du couplage de la
source laser et la cavité optique, et ensuite au
spectromètre à transformée de Fourier. Nous
avons été confrontés à certains problèmes,
car l’émission de la source est faible dans le
domaine visible (gamme des miroirs) par rap-
port à la région du proche infrarouge du coup
on a choisi de travailler dans la région entre
650 et 1150 nm. Deux méthodes étaient tes-
tées afin d’enregistrer le spectre dans cette
région. La première consistait à utiliser plu-
sieurs filtres interférentiels pour couvrir cette
région. La deuxième consistait à l’utilisation
d’un prisme pour séparer spatialement les lon-
gueurs d’onde de cette région. Nous avons
réussi à mesurer les spectres d’absorption
statique du méthane et de l’acétylène afin de
déterminer les paramètres de fonctionnement
de l’instrument. La distance effective d’interac-
tion est de 500-600 m, la réflectivité effective
des miroirs dans cette région est de 0,9957
et la sensibilité de l’instrument est de αmin =
6.27×10−7 cm−1) à la température ambiante.
Nous avons ensuite mesuré le spectre froid
de l’acétylène. La température du spectre était
d’environ 40 K. Ainsi que le spectre d’absorp-
tion du méthane à la température ambiante et
et à basse température autour de 11250 cm−1

La résolution était de 0.02 cm −1 pour ces
mesures. En termes de perspectives, diffé-
rentes améliorations sont envisagées dont un
meilleur couplage entre le supercontinuum et
le Fourier, cet instrument permettra, dans un
futur proche, de réaliser la spectroscopie de
chaînes carbonées anioniques. La décharge
en utilisant un courant continu sur les élec-
trodes au col de la tuyère est déjà installée
et prête à être testée. De plus, les tests au-
ront lieu dans des conditions appropriées de
la tuyère de Laval en utilisant le système de
guidage d’ion afin d’améliorer la densité des
ions produits.
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