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Résumé

Jupiter fait partie des planètes les plus dynamiques de notre système solaire, faisant ainsi
l’objet d’études dans une variété de disciplines, incluant la planétologie, la météorologie, et la
mécanique des fluides. Son atmosphère est cisaillée par des vents est-ouest intenses appelés
jets zonaux, au sein desquels coexistent d’immenses vortex, dont la Grande Tache rouge. Aux
hautes latitudes, la sonde Juno a révélé la présence de cyclones organisés en polygones autour
des pôles. Ces structures à grande échelle, jets et vortex, sont extrêmement robustes, bien
qu’elles interagissent avec un intense écoulement turbulent à plus petite échelle.

Cette dynamique soulève des questions fondamentales, portant sur les mécanismes qui for-
cent et dissipent les jets et les vortex, leur auto-organisation en termes d’échelles et d’intensités,
et leur stabilité. Le couplage entre l’atmosphère superficielle et la dynamique convective pro-
fonde de Jupiter est également une question cruciale, toujours non résolue. Pour y répondre,
les données des missions spatiales sont précieuses, mais elles sont discontinues, restreintes
à la couche de nuages, et cumulent une multitude d’effets physiques difficiles à isoler. Des
modélisations idéalisées sont nécessaires, et c’est dans ce cadre qu’a été entreprise la présente
thèse. Nous conjuguons ainsi des approches expérimentale, numérique et théorique pour
mieux comprendre les mécanismes physiques sous-jacents à la dynamique jovienne.

Dans un premier temps, dans la continuité de Aubert et al. (2012) et Facchini et al. (2016),
nous étudions la forme d’équilibre d’anticyclones au sein d’un écoulement tournant, stratifié
et cisaillé, reproduisant la situation des vortex de Jupiter aux moyennes latitudes. Ces expéri-
ences, complétées par des analyses théorique et numérique, montrent que l’on peut prédire
la profondeur des vortex joviens qui est pour l’instant hors de portée des mesures de surface.
Ces vortex sont très superficiels, et notre modèle prédit que la Grande Tache rouge a gardé une
épaisseur constante malgré sa récente contraction.

Dans un second temps, nous avons conçu un dispositif expérimental améliorant celui
employé par Cabanes et al. (2017) pour étudier la dynamique des jets zonaux. Nous forçons
une turbulence à petite échelle à la base d’une couche d’eau homogène en rotation rapide. La
forme paraboloïdale de la surface libre résultant de la rotation génère un effet β topographique,
analogue à la variation de la force de Coriolis avec la latitude à la surface d’une planète.
Nous complétons nos expériences par des simulations numériques idéalisées dites quasi-
géostrophiques, et nous étudions l’émergence, la saturation non-linéaire et la stabilité à long
terme des jets zonaux obtenus. Nous mettons en évidence une transition et une bistabilité entre
deux régimes de jets, que nous modélisons par une résonance d’ondes de Rossby advectées
par l’écoulement zonal. Cette transition pourrait aider à expliquer l’observation de différents
régimes de jets à l’échelle planétaire. Dans le régime obtenu à haute intensité de forçage,
nous retrouvons les propriétés de la turbulence dite zonostrophique, pertinente pour les
géantes gazeuses, et nous montrons que l’état final obtenu fait partie d’un ensemble d’états
multistables. Enfin, nous confirmons un effet de suppression du transport turbulent par
l’écoulement zonal, qui peut se révéler important dans les modèles de circulation océanique
ou atmosphérique où la turbulence est paramétrisée.

Dans un troisième temps et en guise d’ouverture, nous présentons des expériences prélimi-
naires permettant d’étudier la dynamique proche des pôles. Nous formons plusieurs cyclones
simultanément au sein d’une fine couche d’eau douce flottant sur une couche épaisse d’eau
salée en rotation. La migration des cyclones sous l’effet β couplée à un phénomène de répul-
sion entre cyclones peut conduire à leur organisation autour du centre de la cuve, analogue au
pôle, sans fusionner.

Mots-clés : Jupiter, jets zonaux, vortex, turbulence zonostrophique, ondes de Rossby, écoule-
ment quasi-géostrophique
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Abstract

Owing to the multiple processes at play, Jupiter’s intense dynamics draw the interest of
scientists from many disciplines, including planetology, meteorology and fluid mechanics. The
atmosphere of Jupiter supports strong east-west winds, so-called zonal jets, in which large
vortices are embedded; the most striking example being the Great Red Spot. At high latitudes,
Juno revealed the presence of cyclones organized in polygonal patterns around the poles. These
two types of large-scale structures, jets and vortices, are robust despite their interaction with
the intense underlying turbulence.

This complex dynamic raises fundamental questions regarding the mechanisms that drive
and dissipate jets and vortices, their self-organization in terms of scale and intensity, their
feedback on the small-scale turbulence and their stability. How the shallow atmosphere is
coupled with the deep convective interior of the planet is also a long-standing issue. Spacecrafts’
observations are important to tackle these questions. However, they are discontinuous, mostly
limited in depth at the cloud level, and they result from multiple coexisting physical processes
which are difficult to disentangle. The present thesis aims at developing idealized physical
modelling to better identify the basic physical mechanisms at play on Jupiter.

Firstly, building upon Aubert et al. (2012) and Facchini et al. (2016), we studied the quasi-
static equilibrium shape of anticyclones embedded in a rotating and stratified shear flow.
These ingredients aim at reproducing the situation of the large-scale vortices embedded in
Jupiter’s zonal jets at midlatitudes. By combining experiments, numerical simulations and
theoretical analyses, we show that we can predict the depth of Jovian vortices, inaccessible to
direct measurements. Jovian vortices are very shallow structures, and our model predicts that
the Great Red Spot has kept a constant thickness despite its recent horizontal shrinkage.

Secondly, following Cabanes et al. (2017), we built an improved experimental setup to study
barotropic zonal jets formation and evolution. We force small-scale turbulent motions at the
bottom of a rapidly rotating homogeneous layer of water. Due to rotation, the paraboloidal
shape of the free-surface leads to a topographic β-effect, analogous to the variation of the
Coriolis force with latitude at the surface of a planet. We complement these experiments by
idealized, quasi-geostrophic numerical simulations. We study the spontaneous emergence,
non-linear saturation and long-term stability of the obtained zonal jets. In particular, we
identify a transition between two zonal jets regimes, associated with bistability. We model
the transition in a quasi-geostrophic framework by a resonance of Rossby waves, due to their
advection by the zonal flow. Such transition may help explain the different regimes of jets
observed in various planetary flows. In the regime obtained with a strong forcing, we show
that the flow shares the properties of the so-called zonostrophic turbulence, relevant to the
gas giants, and that the final zonal flow profile is multistable. Finally, we confirm the so-called
suppression effect of the zonal flow on the turbulent transport efficiency, which underlines the
importance of accounting for the effect of zonal flows on turbulent transport in global oceanic
or atmospheric circulation models, where small-scale turbulence must be parametrized.

Thirdly, we present preliminary experiments which aim at studying the dynamics of cyclones
close to the poles. We generate multiple cyclones in a thin layer of fresh water floating on a
deeper denser layer of salt water. Because of the β-effect, cyclones drift towards the centre of
the tank, corresponding to the pole. A repelling mechanism between cyclones then allows for
their organization around the pole without merging.

Keywords: Jupiter, zonal jets, vortices, zonostrophic turbulence, Rossby waves, quasi-
geostrophic flow
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Chapter 1.

An overview of Jupiter’s structure and fluid
dynamics
u 2 U

Jupiter has been observed and modelled for tens if not hundreds of years. After
briefly describing the current – static – picture of Jupiter’s interior, we focus on its
intense dynamics observed in the weather layer. We begin this introductory chapter
by presenting the main physical effects at play as well as the associated governing
equations. Along with these effects, we underline the long-lasting distinction
between deep and shallow models of gas giants dynamics. We then overview some
observations of Jupiter’s dynamics and associated modelling, focusing on large-
scale structures such as vortices and zonal jets. We underline the fact that these
structures are ubiquitous and also observed in oceans and atmospheres of other
planets. We finally conclude by presenting the goals and approaches of the present
thesis.
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1.1. A gas giant planet: global features and specificities of
Jupiter

Jupiter belongs to the giant planets of our Solar system, along with Saturn, Uranus and
Neptune (Fig.1.1). Their striking difference with the smaller inner rocky planets is namely
due to their larger distance to the Sun when they formed. According to the so-called core
accretion scenario (Helled et al. 2014), at such distances, the temperature was sufficiently
cold for volatiles (essentially water) to solidify. Hence, not only refractory materials were
accreted but also icy pebbles such that the embryo planets became large enough to capture
gas. Compared to the gas giants Jupiter and Saturn, the icy giants Uranus and Neptune grew
more slowly, and did not have the time to accrete as much gas before it dissipates from the
protoplanetary disk (Helled et al. 2014; Morbidelli 2018).

Figure 1.1. – (a) Jupiter view taken by the Hubble Space Telescope on June 27, 2019. Credits: NASA, ESA, A. Simon
(Goddard Space Flight Center) and M.H. Wong (University of California, Berkeley) (b) Composite image of Saturn
made from Cassini’s visual and infrared mapping spectrometer on Nov. 1, 2008. Credits: NASA/JPL/ASI/University
of Arizona/University of Leicester. (c) Neptune imaged by Voyager 2. Credits: NASA/JPL (d) Keck Telescope view of
Uranus. Credits: Lawrence Sromovsky, University of Wisconsin-Madison/W.W. Keck Observatory.

At the end of Jupiter’s formation, hydrogen (H) and helium (He) account for about 90% of
the envelope by mass, and the remainder is composed of heavy materials, i.e. elements heavier
than He (Helled et al. 2014). Gas giant planets are hence fluid planets, with no solid surface
below the observed clouds contrary to terrestrial planets. In the following, when the “surface”
of the planet’s is mentioned, it corresponds to the 1 bar pressure level. The composition and
distribution of heavy elements in the interior of the gas giants is currently unknown, and the
relative distribution of H and He and their physical state are also poorly constrained. That being
said, the recent measurements performed during the Cassini and Juno missions, combined
with high-pressure experiments, ab initio calculations and theoretical models have allowed to
make progress in our understanding of gas giants. Helled (2019) provides a description of the
current picture of the gas giants interior, sketched in Fig.1.2. High-pressure experiments and ab
initio equation-of-state calculations show that H should be insulating and molecular (H2) in an
outer envelope. At deeper levels, it becomes progressively a metallic-atomic hydrogen. In this
metallic state, electrons are free and H becomes electrically-conducting. A second important
phenomenon is that helium is expected to become immiscible with hydrogen, and begin to
separate and settle at a given depth, a process referred to as “helium rain”. Apart from H and
He, the remaining of the planet consists in heavy elements, which are assumed to be mostly
water, ammonia, iron and silicates, with unknown distribution. Finally, a central core may
exist as a distinct region with a well-defined boundary or a simple progressive increase of
heavy-elements concentration.

If Jupiter’s interior remains mostly unknown, the picture is different for its atmosphere. The
entire planet is covered by a layer of colourful clouds which is observable from Earth through
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Figure 1.2. – Jupiter and Saturn interior models. Adapted from Fig.5 in Helled (2019). The fractions of Jupiter’s radius
are estimated by Brygoo et al. (2021) for the helium rain region and Debras et al. (2019) for the core. The region of He
immiscibility in Jupiter corresponds to a distance between ∼11,000 and 22,000 km below the cloud level. The depth
of zonal winds are taken from Kaspi et al. (2018) for Jupiter and Galanti et al. (2019a) for Saturn. They correspond
respectively to depths of 3,000 and 9,000 km below the cloud level. For both planets, this depth is where electrical
conductivity of molecular hydrogen becomes within an order of magnitude of 1 Sm−1 (Kaspi et al. 2020).

a simple telescope. Theoretical thermochemical models predict that the clouds structure is
composed of an ammonia ice layer at about 700 mbar, an ammonium hydrosulfide cloud layer
at about 2 bars, and a water cloud layer with a base near 6 bars, as represented in Fig.1.3(b)
(Sindoni et al. 2017, and references therein). In 1998, the Galileo probe was voluntarily sent
into Jupiter’s atmosphere, and took measurements from 0.4 up to 22 bars (span of 150 km)
providing an estimate of the atmosphere’s stratification (Vasavada et al. 2005). The temperature
and density profiles measured by Galileo are represented in Fig.1.3.

We have drawn the current “static” view of the gas giants. But in fact, due to their fluid nature,
these planets are the most dynamic of the Solar System. In the gas giants deep interior, the
main mechanism of energy transport is convection, which arises due to the excess of heat
coming from the planet’s interior. The deep convection is responsible for the generation of
Jupiter’s magnetic field by the dynamo process, i.e. by the motions of a conducting fluid. It
should be noted that compositional gradients, due for instance to core erosion or immiscibility
of elements in metallic H, may lead to double-diffusive convection, or even inhibit convection
in the deep interior (Helled 2019). Compared to the deep interior, the thin outer atmosphere is
additionally forced by solar insulation and dominated by moist convection and a radiative heat
transport. An intense dynamic takes place in the weather layer, such as strong east-west winds –
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Figure 1.3. – Jupiter temperature and density profile as measured by Galileo during its descent in the atmosphere. The
data used for these plots is provided in Seiff et al. (1998). Left: Profiles as a function of altitude. The “surface” (zero
altitude) is arbitrarily chosen to coincide with the 1 bar pressure level. Right: Profiles as a function of pressure. The
approximate position of the clouds in the weather layer is indicated in colour.

so-called zonal jets – or persistent large scale vortices, including the Great Red Spot (Vasavada et
al. 2005). The degree of coupling between the weather layer and the deep convective dynamics
is a very long standing question. In the present thesis, we do not question the deep interior
structure of Jupiter, but focus on modelling the intense observed dynamics.

We start this introductory chapter by reviewing the basic physical effects at play in Jupiter’s
dynamics (§1.2): rotation, stratification, β-effect and quasi-bidimensional turbulence. The
reader familiar with these notions can jump to §1.3 and 1.4 where we describe Jupiter’s dynam-
ics and idealized modelling with a focus on vortices and zonal jets. In §1.5 we briefly review
global scale models proposed up to date to account for the properties of Jupiter’s dynamics.
Finally, in §1.6, we show that both features, vortices and zonal jets, are not specific to Jupiter
but are generic features observable on other planets and physical systems. We conclude in §1.7
with the goals of the present thesis and the approaches employed to reach them.

1.2. Jupiter’s dynamics: fundamental physical effects

In this section, we give an overview of the four main physical effects necessary to understand
the dynamics observed on Jupiter, from the fluid dynamics point of view. The considered
flows are rotating, stratified in density, subject to a β-effect and turbulent. We briefly explain
the consequences of each of these effects on the flow properties. We do not discuss the
compressible nature of the flows, neither the interaction between the motion of an electrically
conducting fluid and the magnetic field, since these aspects are not explored in the present
thesis. Note that the notions addressed in this section are the source of an extremely rich fluid
dynamics. We make the choice to favour qualitative and intuitive physical reasoning that are
sufficient to allow for a comprehensive lecture of the present manuscript. For thorough details
and mathematical derivations, we refer the reader to classical textbooks such as Vallis (2017) or
Pedlosky (2013).
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1.2.1. Governing equations

In the following, we consider the motion of an incompressible, non-electrically-conducting
fluid of constant kinematic viscosity ν and density ρ in a Galilean fixed frame of reference.
We denote u = (u, v, w)ex ,e y ,ez the velocity field in the Cartesian coordinate system (O, x, y, z)

represented in Fig.1.4(a). We assume that the only volumetric force applied to the fluid is
the gravitational force (gravitational acceleration g ), and an external forcing F . Let us denote
Φ the gravitational potential per unit mass such that g =−∇∇∇Φ. The Navier-Stokes and mass
conservation equations read

∂u

∂t
+ (u ···∇∇∇)u = − 1

ρ
∇∇∇p +ν∇2u −∇∇∇Φ+F , (1.1)

∇∇∇···u = 0, (1.2)

where the second equation accounts for the incompressibility of the flow (the volume of a
fluid parcel cannot change). Alternatively to the velocity field, the flow can be described by its
vorticity field, ζ=∇∇∇∧u. Taking the rotational of equation (1.5) leads to the vorticity evolution
equation for an incompressible fluid:

∂ζ

∂t
+ (u ···∇∇∇)ζ= −∇∇∇∧

(
1

ρ
∇∇∇p

)
︸ ︷︷ ︸
Baroclinic term

+ (ζ ···∇∇∇)u︸ ︷︷ ︸
Stretching term

+ν∇2ζ+∇∇∇∧F . (1.3)

The baroclinic term can be recast as

∇∇∇∧
(

1

ρ
∇∇∇p

)
=− 1

ρ2 ∇∇∇ρ∧∇∇∇p. (1.4)

It is only present in so-called baroclinic flows, where density and pressure gradients are not
aligned, or, in other words, when the isopycnals are not parallel to isobars. In the opposite case,
the flow is said barotropic.

The term (ζ ···∇∇∇)u is the vortex stretching-tilting term. It materializes how vorticity is modified
by the velocity field variations in the direction of the vorticity vector. Tilting arises from varia-
tions of the velocity component orthogonal to the vorticity. Stretching arises from variations
of the velocity component collinear to the vorticity: these variations stretch or flatten a given
vorticity tube, thereby decreasing or increasing its section, and increasing or decreasing the
associated vorticity magnitude, respectively. We will see in section 1.2.4.1 that Jovian flows are
quasi-bidimensional. The quasi-2D nature of the flow alters the vortex stretching term and
has important dynamical consequences, as will be discussed when introducing the β-effect
(section 1.2.4).

1.2.2. Flows with rotation

Gas giants are fast rotators, and the motions observed at the planetary scale are only small
deviations compared to the global solid-body rotation. In that case, rotation has a strong
influence on the flows when observed in the frame rotating with the planet. To illustrate
the effect of rotation, we first neglect density variations and consider a homogeneous fluid
(ρ = ρ0 = cst). The Navier-Stokes equation then reads

∂u

∂t
+ (u ···∇∇∇)u =−∇∇∇

(
p

ρ0
+Φ

)
+ν∇2u +F . (1.5)

Compared to flows described in an inertial frame, flows in a rotational frame are subject to
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shape. Experiments realized by O. Aubert, J. Aurnou, A. Grannan, M. Le Bars, Spinlab, UCLA (movie).
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two additional inertial “forces”. The absolute velocity in the fixed Galilean frame u is related to
the velocity in the rotating frame ur by the expression u = ur +Ω∧ r . r is the position vector,
andΩ is the rotation vector, which we chose to be aligned along the z direction and pointing
upward (see the schematic in Fig.1.4(a)). Substitution in the Navier-Stokes equations (1.5)
leads to the momentum equation in the rotating frame:

∂ur

∂t
+ (ur ···∇∇∇)ur =−∇∇∇

 p

ρ0
+Φ −1

2
(Ω∧ r )2︸ ︷︷ ︸

Centrifugal pressure

 −2Ω∧ur︸ ︷︷ ︸
Coriolis force

+ν∇2ur +F , (1.6)

The associated vorticity equation in the rotating frame is

∂ζr

∂t
+ (ur ···∇∇∇)ζr = ((ζr +2Ω) ···∇∇∇)ur︸ ︷︷ ︸

Coriolis

+ν∇2ζr +∇∇∇∧F . (1.7)

Here ζr is the vorticity in the rotating frame, called the relative vorticity, and ζa = 2Ω+ζr is
called the absolute vorticity because it incorporates the planetary vorticity 2Ω associated with
the background rotation. In the following of the chapter, we remove the subscripts “r” for
the relative velocity and vorticity fields, and instead clearly mention when the equations are
written in the rotating frame. The Navier-Stokes and vorticity equations in the rotating frame
exhibit two supplementary terms compared to the same equations in a fixed frame, described
hereafter: the centrifugal and Coriolis terms.

1.2.2.1. Centrifugal force

Imagine a container filled with water rotating at a constant angular velocity. The fluid will
progressively be entrained in solid-body rotation at the same velocity as the container, and
will end up in a state with no relative velocity compared to the global rotation, ur = 0. The
Navier-Stokes equation (1.6) then leads to

p

ρ0
+ g z −Ω

2r 2
⊥

2︸ ︷︷ ︸
Centrifugal term

= cst. (1.8)

where r⊥ is the distance to the spin-axis, and we usedΦ= g z since gravity is the only volumetric
force. This equation shows that the centrifugal force acts as a volumetric force. It is commonly
incorporated in a generalized pressure P by correcting the centrifugal effect from p. One
important effect of the centrifugally induced pressure, particularly for rotating experiments, is
that it leads to a deformation of the fluid free surface. Indeed, the free surface corresponds,
if we neglect surface tension effects, to an isobar surface where p = patm. The level of the free

surface as a function of the distance to the rotation axis, z(r⊥), then verifies −g z(r⊥)+ Ω2r 2
⊥

2 = cst.
The free surface becomes paraboloidal, with a minimum height on the rotation axis. If we
denote hmin the fluid height at r⊥ = 0, then the total fluid height as a function of radius in a
rotating container is

h(r⊥) = hmin + Ω
2

2g
r 2
⊥. (1.9)

Rotation thus introduces a supplementary hydrostatic pressure term, compensated by a
paraboloidal free-surface deformation. This deformation is frequently used in rotating fluid
experiments to simulate topographies, and we will take advantage of it in our Jacuzzi and
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Clusters experimental setups (chapters 3 and 6).

1.2.2.2. Coriolis force and geostrophic balance

The Coriolis force, −2Ω∧ur , is not hydrostatic and orthogonal to the fluid velocity. Since
Jupiter viewed from its North Pole rotates in the anti-clockwise direction, the Coriolis force
deviates the trajectory of a fluid parcel towards its right in the Northern hemisphere, and its
left in the Southern hemisphere as sketched in Fig.1.5(b,d). This force is responsible for the
formation of large scale cyclones and anticyclones around low and high pressure regions, both
in Earth’s or Jupiter’s atmospheres, through the geostrophic balance described in the next
section. The importance of the Coriolis force relatively to inertial forces in the Navier-Stokes
equations is represented by the so-called Rossby number :

Ro = advective term
Coriolis term

= |(u ···∇∇∇)u|
|2Ω∧u| ∼ V

ΩL
, (1.10)

where V and L are typical velocity and lengthscale of the flow in the plane perpendicular to
the spin axis. When Ro ¿ 1, the flow is strongly affected by rotation. For Jupiter for instance,
V ∼ 50 ms−1, L ∼ 103 km and Ω ∼ 10−4 rads−1, leading to Ro ∼ 0.5. The Coriolis force is then
sufficiently dominant to affect large-scale motions. Note that strictly speaking, L should be
the local scale of the considered structure (and V its velocity). For a given flow, large scale
structures (e.g. large-scale vortices) can be dominated by rotation whereas small-scale motions
are not (e.g. thunderstorms).

To evaluate the relative importance of the viscous and Coriolis forces, we introduce the
Ekman number

E = viscous diffusion
Coriolis force

= |ν∇2u|
|2Ω∧u| ∼

ν

ΩH 2 , (1.11)

where H is the typical depth of the flow. The coupling between viscous and rotational effects
is particularly important close to boundaries perpendicular to the rotation axis (e.g. at the
bottom of a rotating container), where they lead to the development of a so-called Ekman layer.
In this layer, of depth HE 1/2, velocity goes to zero due to friction, but with a net divergence or
convergence of fluid due to the Coriolis force. This divergence (convergence) is compensated by
a downwelling (upwelling) of fluid coming from the bulk. This is the so-called Ekman pumping
phenomenon. The Ekman number of the planets is always vanishingly small, meaning that the
observed motion are insensitive to small-scale viscous diffusion in the bulk.

Geostrophic balance and Taylor-Proudman theorem The effect of the Coriolis force is best
illustrated in the regime where Ro ¿ 1 and E ¿ 1, such that both inertial and viscous effects
can be neglected. In this limit, if we further assume that the motions are slowly varying or
quasi-stationary (we neglect the time derivatives), equations (1.6) and (1.7) reduces to

0 = −∇∇∇
(

P

ρ0

)
−2Ω∧u, (1.12)

0 = (2Ω ···∇∇∇)u, (1.13)

where the centrifugal effects are incorporated in the generalized pressure term (P = p +ρ0g z −
ρ0Ω

2r 2
⊥/2). Equation (1.12) constitutes the so-called geostrophic balance. In a flow in geostrophic

balance, the force arising from pressure gradients is equilibrated by the Coriolis force. This
equilibrium is illustrated in Fig.1.5(e) in the cases of a cyclone and an anticyclone. Equation
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Figure 1.5. – Illustrations of the geostrophic balance on Earth and on Jupiter. Ω is the planet rotation vector, and
Ωv its component aligned with the local vertical (orthogonal to the surface of the planet). (a) Satellite view of two
tropical cyclones in the Indian Ocean. Credits: Meteosat image Copyright EUMETSAT. (b) View of the cyclone DINA
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Jupiter view from Hubble Space Telescope. Credits: NASA, ESA, A. Simon (Goddard Space Flight Center), and M.
H. Wong (University of California, Berkeley) and the OPAL team. (d) Close-up view of the Great Red Spot. Credits:
NASA/JPL-Caltech/SwRI/MSSS and Kevin M. Gill. (e) Schematics of the geostrophic balance for a cyclone and an
anticyclone in the Southern hemisphere.
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(1.13) constitutes the so-called Taylor-Proudman theorem and can be recast as

∂u

∂z
= ∂v

∂z
= ∂w

∂z
= 0. (1.14)

The geostrophic balance and Taylor-Proudman theorem physically imply that:

— The flow is invariant along the rotation axis. For instance, if a horizontal motion is
imposed in the bulk of a rotating container filled with water, the fluid will be set in
motion along a entire vertical column. The vertical columns which form due to this
frozen-in property are called Taylor columns (see Fig.1.4(b)). Note that this theorem
breaks close to the solid boundaries where ∂z u cannot be null due to viscous effects.

— The flow is normal to the pressure gradient, or in other words, the streamlines follow
the isobars. We are familiar with this consequence when interpreting meteorological
maps, where the wind rotates around low and high pressure regions corresponding to
concentric isobars (see Fig.1.5(e)).

— For an incompressible fluid, the continuity equation (1.2) also implies that ∂x u +∂y v =
−∂z w , leading to

∂u

∂x
+ ∂v

∂y
= 0. (1.15)

The flow is thus horizontally non-divergent. In particular, the horizontal section of
vorticity tubes remains constant.

Note that the geostrophic balance is not a prognostic equation, since the knowledge of the
pressure field is required to determine the flow evolution, and vice-versa. The geostrophic
balance is never perfectly verified by natural flows, but it gives a good zeroth-order balance to
which more complex flows can be compared to. Invariance along the rotation axis is the reason
why fast rotating flows are said to be quasi-bidimensional, as underlined in section 1.2.4.1.

1.2.3. Flows with density inhomogeneities

Natural flows, including those on Jupiter, are not homogeneous, and variations in their
density, ρ(x, y, z, t ), are observed at global or local scales. Density differences can be due to
difference in chemical composition such as the concentration of salt in the oceans, or to
temperature differences. Compressibility can also influence the density of a fluid parcel. We
neglect compressible effects in the present thesis, but weak density inhomogeneities can
nevertheless be considered in an incompressible framework using the so-called Boussinesq
approximation.

1.2.3.1. Vertical stratification

A vertical stratification refers to a density varying along the vertical direction (defined as the
direction of the local gravitational acceleration). In a configuration where the gravity field is
directed downward, if density decreases with depth, then the stratification is said unstable.
Indeed, if a particle is displaced from its equilibrium position and in the absence of any diffusive
process, it will naturally continue to move away from its initial position because it is less dense
than the ambient fluid (see the first sketch in Fig.1.6). This configuration can give rise to
instabilities but it is not considered in the present thesis. Instead, when the density increases
with depth, the stratification is stable because a fluid parcel displaced from equilibrium will
return to its initial position. The buoyancy force then acts as a restoring force opposed to any
vertical displacement (second panel in Fig.1.6). When returning to equilibrium the fluid parcel
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oscillates with an angular frequency N called the buoyancy or Brunt-Väisälä frequency:

N =
√

− g

ρ0

dρ
dz

, (1.16)

where ρ0 is the mean density.
Note that the aforementioned picture is true for an incompressible fluid. For a realistic,

compressible fluid such as an atmosphere, a stratification with increasing density downward
can be either stable or unstable. Indeed, when a parcel rises, its density changes even in the
absence of heat or chemical diffusion because of its dilatation. If the fluid parcel is displaced
without heat or chemical exchanges, this density variation due to dilatation follows an adiabatic
(dashed line in the last two panels of Fig.1.6). The condition for stability is then that the density
change due to dilatation is smaller, in absolute value, compared to the density change in the
ambient environment between the two initial and final positions of the parcel. Said differently,
the stratification is stable if the density gradient in the ambient is larger than the adiabatic
gradient.

We know that Jupiter’s atmosphere is stratified due to a combination of temperature, pressure
and compositional effects, but the corresponding density profile has been measured only once
when Galileo entered the weather layer (Fig.1.3). Galileo measurements are limited to a depth of
22 bars, representing only 0.2% of Jupiter’s radius. In addition to the weather layer, stratification
is also likely in Jupiter’s deep interior because of the distribution of heavy elements and/or
helium immiscibility with hydrogen, but very poorly constrained.
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Figure 1.6. – Sketches of stable and unstable stratifications in incompressible or compressible fluids. The dashed
arrow represents an initial vertical displacement of a fluid parcel. The colour of the parcel represent its density (blue is
denser, yellow lighter). The red arrow represents the buoyancy force acting on the parcel following the displacement.
If it points upward, the fluid parcel continues to rise (unstable configuration). In an incompressible fluid, a vertical
stratification where density increases with depth is always stable. In a compressible fluid, this is not the case because
when a deep (dense) fluid parcel is displaced upward, its density decreases because of the associated decompression
(δρisen < 0). If this decrease is larger than the decrease of the ambient density (ρ2 −ρ1), the parcel becomes less dense
than the ambient and rises.

1.2.3.2. Boussinesq approximation

The Boussinesq approximation allows to take into account first order density variations
effects in a simple manner. The Boussinesq approximation is valid when the density variations

29



are small compared to the mean density, i.e. when

ρ(x, y, z, t ) = ρ0 + ρ̃(x, y, z, t ), with
ρ̃

ρ0
¿ 1. (1.17)

For a Boussinesq fluid, density changes are so small that they have negligible influence on
the mass balance, and mass conservation reduces again to the incompressibility condition
(1.2). The pressure field, with a reference pressure in hydrostatic balance with the mean density
field, is p = cst−ρ0g z + p̃(x, y, z, t ). Substituting the expressions for p and ρ in the momentum
equations (1.1) leads to

∂u

∂t
+ (u ···∇∇∇)u =−∇∇∇

(
p̃

ρ0

)
+ g

ρ̃

ρ0︸︷︷︸
Buoyancy

+ν∇2u +F , (1.18)

It is common to say that in the Boussinesq approximation, all density variations are neglected
except those associated with the gravitational (or buoyancy) term. The Boussinesq approxima-
tion is generally valid for liquids, which have very small expansion coefficients associated with
thermal expansion, salt concentration or compressibility. But it is generally not valid for gases
and clearly not valid in Jupiter’s atmosphere. An alternative to the Boussinesq approximation is
then the so-called anelastic approximation, where the basic state compared to which deviations
are considered small is not a mean constant density, ρ0, but a mean density profile, ρ1(z). Large
density variations in the basic density profile are then allowed. Anelastic models are however
much more difficult to handle numerically and theoretically, and cannot be easily considered
in the lab where water is used as a working fluid.

In addition to the momentum and mass conservation equations, an equation for the evolu-
tion of the density perturbation, ρ̃ is necessary to close the set of equations. In our experiments
for instance, density only varies due to the mass concentration in sodium chloride, ρNaCl. This
concentration follows an advection-diffusion equation:

∂ρNaCl

∂t
+ (u ···∇∇∇)ρNaCl = κ∇∇∇2ρNaCl, (1.19)

where κ is the salt diffusivity. The density is related to the mass concentration of salt through an
equation of state. For liquids, empirical equations of state are employed. For small variations
of density, a reasonable approximation of the equation of state is

ρ = ρ0
[
1−βT (T −T0)+βS (S −S0)+βp (p −p0)

]
, (1.20)

where βT is a thermal expansion coefficient, βS a saline contraction coefficient and βp a
compressibility coefficient (Vallis 2017, section 1.4). The salinity, S, is the mass of dissolved salt
in a unit mass of solution. For a single chemical component, S coincides with the mass fraction
of the component: S = ρNaCl/ρ0. In the case where thermal and compressible effects are absent,
there is a linear relationship between density and mass concentration in salt, and equation
(1.19) leads to

∂ρ

∂t
+ (u ···∇∇∇)ρ = κ∇∇∇2ρ, (1.21)

which represents the advection-diffusion of the density field.
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1.2.3.3. Relative importance of buoyancy and rotation

When both rotation and stratification are present, it is useful to introduce non-dimensional
parameters that inform us about their relative importance. One way of doing so is to compare
the characteristic scale of the observed dynamics to the Rossby radius of deformation. The
radius of deformation is the typical scale over which a density perturbation can spread before
being deflected by the Coriolis force. Said differently, it is the scale at which rotation and
stratification effects become comparable. For a continuously stratified fluid of buoyancy
frequency N , the internal Rossby radius of deformation is

Rd ,N = N H

f
, (1.22)

where H is the vertical length scale of the stratification.
The simplest possible stratification is when two layers of different densities are superposed.

In chapter 6, we will use the so-called 1−1/2 shallow-water system where a shallow layer of
thickness h rests hydrostatically on a denser quiescent and infinitely deep layer. The internal
radius of deformation is then

Rd ,∆ =
√

g ′h
f

=
√

g h ∆ρ/ρ0

f
, (1.23)

where g ′ = g∆ρ/ρ0 is the reduced gravity with ∆ρ/ρ0 the relative density difference between
the two layers. Rd is then the distance travelled by an internal gravity wave propagating at the
interface between the two layers, during one rotation period.

For a given structure, say a vortex, of length scale `, the local Burger number Bu = R2
d /`2 can

be used to estimate if it is dominated by buoyancy (Bu > 1) or rotational (Bu < 1) effects. On
Jupiter, at midlatitudes, the Rossby radius of deformation is of about 1,500-3,000 km (see the
Supplementary Information in Young et al. 2017). Large-scale vortices are of a comparable
size, hence stratification is important to take into account along with rotation.

Baroclinic flows will be considered in chapters 2 and 6 which focus on midlatitude and polar
vortices respectively. For zonal jets, we focus on purely barotropic processes by assuming
ρ = ρ0 = cst, i.e. neglecting stratification altogether (chapters 3 to 5).

1.2.4. Flows with a β-effect

Jovian flows are rotating and stratified. The third effect that we introduce is the so-called
β-effect, responsible for the formation of zonal jets. In its essence, the β-effect arises from
the variation of the Coriolis force with latitude. Historically, two different models have been
considered to describe Jovian dynamics: one is shallow and the other one is deep. In these
two frameworks, we show that the flow can be considered as quasi-bidimensional and provide
the corresponding 2D governing equations (§1.2.4.1). We then show that the β-effect has two
distinct physical origins in the shallow or deep models (§1.2.4.2 and 1.2.4.3).

1.2.4.1. Quasi-bidimensional flows: shallow and deep models

Historically, the quasi-bidimensionality of Jovian flows has been justified in two different
ways, sketched in Fig.1.7(a,b). These two models arose because of the uncertainty regarding
how deep the observed atmospheric structures are, but also because of the different approaches
employed by different scientific communities:

Z The first model is a shallow model, adopted by the atmospheric sciences community, in
which the dynamics observed at the cloud level is supposed to be confined in the thin
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weather layer of thickness ∼ 100 km (Vasavada et al. 2005). With typical lateral structures
of ∼ 1000 km, the atmospheric structures would have a vertical to horizontal aspect ratio
of about 0.1 and are geometrically constrained to be bidimensional. This is analogous to
what is assumed for Earth ocean and atmosphere, considered as thin spherical layers.

Z The second model emerged from the deep Earth and thermal convection community
(Busse 1976). It consists in a deep model, where dynamical features extend through
the molecular hydrogen region of Jupiter’s interior over several thousands of kilometres,
leading to an aspect ratio & 1. In this deep model, in the limit where the planet’s rotation
dominates inertia (i.e. small Rossby number), bidimensional motions are again expected
because rotation imposes invariance along the spin axis, as demonstrated by the Taylor-
Proudman theorem, presented in section 1.2.2.

In any of these two models, the bidimensionality is only partial, and three-dimensional mo-
tions are expected, particularly at small-scales for which geometrical or rotational constraints
do not hold anymore. Nevertheless, the large-scale flows exhibit features reminiscent of purely
2D flows, in particular from the turbulent point of view, described later in §1.2.5. In this section,
we will hence use the bidimensional form of the Navier-Stokes and vorticity equations. We
consider that the 2D flow evolves in the (x, y) plane, with a rotation vector aligned along the
z direction. In the shallow model, since the flow is quasi-2D at the surface of the sphere, this
amounts to consider a local cartesian frame where the (x, y) plane is tangent to the sphere (see
Fig.1.8, top panel). The rotation vector is then the component ofΩwhich is aligned with the
normal to the sphere,Ωv . In the deep model, (x, y) is on the contrary perpendicular to the spin
axis of the planet.

Let us consider a 2D velocity field, uh = (u, v,0)ex ,e y ,ez . The 2D Navier-Stokes equations (1.6)
for an incompressible and homogeneous fluid in the rotating frame are

∂u

∂t
+ (uh ···∇∇∇h)u = − ∂

∂x

(
P

ρ0

)
+2Ωv +ν∇2

hu +Fx , (1.24)

∂v

∂t
+ (uh ···∇∇∇h)v = − ∂

∂y

(
P

ρ0

)
−2Ωu +ν∇2

h v +Fy , (1.25)

where the subscript “h” indicates that we consider bidimensional motions. For a 2D flow, the
vorticity has a single component orthogonal to the flow,

ζ= ζez =
(
∂v

∂x
− ∂u

∂y

)
ez . (1.26)

The vortex stretching-tilting term in the vorticity equation (1.3) naturally disappears, and the
2D vorticity equation reads

∂ζ

∂t
+ (uh ···∇∇∇h)ζ= ν ∇2

hζ+∇∇∇h ∧F (−αζ). (1.27)

The last term in parenthesis is a linear friction of damping rate α, which is one way of avoiding
energy accumulation at large scales in strictly 2D flows. It is also physically relevant to model
Ekman or magneto-hydrodynamic drag on a bottom boundary or Rayleigh drag, as we will see
later.

1.2.4.2. Shallow, atmospheric β-effect

In the shallow model, motions in the atmosphere feel a local rotation corresponding to the
projection of the global rotation vector on the local normal to the planet’s surface: Ωv =Ωsin(θ),

32



Ta ge t

~100 km ~3,000 km

cst

cst

Shallow model Deep model(a) (b)

(c) (d)

Figure 1.7. – Shallow and deep models of Jovian dynamics. (a) In the shallow model, the flow is quasi-2D because of
geometrical confinement in a thin spherical shell and the β-effect arises from the variation of the Coriolis parameter
with latitude (§1.2.4.2). (b) In the deep model, the flow is quasi-2D because of rapid rotation, and a β-effect arises from
the variations of the fluid height with the distance to the spin axis (§1.2.4.3). Note that the depth of the dynamical
region is not to scale, Jupiter has a mean radius of about 70,000 km. (c) Result of a numerical simulation solving the
shallow-water equations on the sphere (shallow model). Figure taken from Scott et al. (2007). Shades of grey represent
the relative vorticity (white: positive, black:negative). Sharp gradients correspond to prograde jets. (d) Result of a
numerical simulation solving convective motions in a deep spherical shell. Colours represent the zonal component of
the velocity (red: prograde, blue: retrograde). Figure taken from Heimpel et al. (2005).
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where θ is the latitude (see Fig.1.8, top panel). The local coordinate system (x, y, z) is centred at
a given latitude θ0. x is the zonal coordinate (increasing towards the East), y the meridional one
(increasing towards the North) and z the local vertical (aligned withΩv ). The relation between
y and the latitude is simply y ≈ R(θ−θ0), where R is the planet’s radius. In this local frame, the
variation of the local rotation rate can be approximated by its Taylor expansion around the
position y = 0:

Ωv (y) =Ω0 + Ω
R

cos(θ0)︸ ︷︷ ︸
β/2

y + O
(
y2) . (1.28)

The local rotation rate is Ω0 =Ωsin(θ0). The β parameter, β= 2Ω/R cos(θ0), represents the linear
increase rate of the Coriolis parameter f = 2Ω. This local, first-order description of the variation
of the rotation rate is called the β-plane approximation (the motions are described on a plane
tangent to the surface of the sphere). Note that at the pole, the same description leads to
β= 0 since θ0 =π/2. To describe polar dynamics while taking into account the variation of the
rotation rate, it is necessary to continue the expansion at second order:

Ωv (y) =Ω0 + Ω
R

cos(θ0)︸ ︷︷ ︸
β/2

y − Ω

R2 sin(θ0)︸ ︷︷ ︸
γ/2

y2

2
+O(y3) (1.29)

This is the so-called γ-plane approximation.
Due to the variation along y of the rotation rate, a new term appears in the vorticity equation

(1.27). Taking the curl of the 2D Navier-Stokes equations (1.24) and (1.25) leads to

∂ζ

∂t
+ (uh ···∇∇∇h)ζ=−2

∂Ωv

∂y
v +ν∇2

hζ+∇∇∇h ∧F (1.30)

In the β-plane approximation, ∂yΩ≈ β/2, leading to the 2D barotropic vorticity equation on
the β-plane:

∂ζ

∂t
+ (uh ···∇∇∇h)ζ+βv = ν∇2

hζ+∇∇∇h ∧F (−αζ). (1.31)

Since the motions are bidimensional, it is convenient to define a streamfunction ψ such that
u =−∂yψ, v = ∂xψ and ζ=∇2ψ leading to

∂

∂t
∇2ψ+J (∇2ψ,ψ)+β∂ψ

∂x
=∇∇∇h ∧F (−αζ), (1.32)

where J is the Jacobian or Poisson bracket operator J (a,b) = ∂x a ∂y b −∂x b ∂y a. Compared
to 2D-dynamics with a uniform rotation rate, the only additional term is the last one on the
left-hand-side of (1.32), the so-called β-effect. This term acts as a source of negative vorticity
for any northward motion (v > 0), and a source of positive vorticity for motions towards the
equator (v < 0), as represented in the schematics of Fig.1.8.

1.2.4.3. Deep topographic β-effect and quasi-geostrophic model

We presented the origin of the β-effect in the framework of a shallow model for atmospheric
motions, in the simplest case of a purely 2D flow. In the deep model, the aspect ratio of the
structures cannot be considered as small, and the relevant rotation vector is the global one,
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Figure 1.8. – The β-effect and conservation of potential vorticity in the shallow and deep frameworks. Top row: In a
shallow model assuming a purely 2D flow on the surface of the sphere, β is the rate of increase of the local Coriolis
parameter with latitude, f = 2Ωv = 2Ωsin(θ). In the β-plane approximation, this rate is considered constant, and
motions are described in the vicinity of a reference latitude, θ0. The schematic on the right explains the decrease of
relative vorticity ζ when a fluid parcel is displaced towards the North, because the local rotation increases. Bottom
row: In the deep model, the β-effect is topographic and due to variations of the fluid height with distance to the spin
axis. The schematic on the right explains the decrease of relative vorticity ζ when a fluid parcel is displaced towards the
North, because the fluid height decreases.
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which is constant (see Fig.1.8). The bidimensionality arises from the fast rotation, which, as we
saw previously, implies invariance of the flow in the direction parallel to the rotation axis. The
flow would then resemble an ensemble of Taylor columns, aligned with the spin-axis of the
planet. In this framework, one could think that the β-effect disappears because the rotation
vector is constant, but in fact an analogous effect arises from the fact that the height of the fluid
columns varies with distance to the spin axis, as sketched in Fig.1.8 (bottom panel). This is the
so-called topographic β-effect. To demonstrate the analogy with the shallow β-effect, let us
start again from the vorticity equation, assuming that we can neglect ∂z u and ∂z v thanks to fast
rotation:

∂ζ

∂t
+ (uh ···∇∇∇h)ζ+ (ζ+ f )(∂x u +∂y v) = ν∇2

hζ+∇∇∇h ∧F . (1.33)

The term involving the horizontal divergence is identically zero in a purely 2D flow like the one
we considered before for the shallow β-effect. Here, we do not neglect it since variations in
the height of a fluid column following meridional motions will induce horizontal divergence,
and this is precisely where the topographic β-effect comes from. Integrating vertically the
mass conservation equation (1.2) over the fluid depth gives an expression for the horizontal
divergence:

∂x u +∂y v = −∂z w (1.34)

=⇒ 1

h(y)

∫ h(y)

z=0
(∂x u +∂y v)d z = − 1

h(y)
[w]z=h

z=0 (1.35)

=⇒ ∂x u +∂y v = w(z = 0)−w(z = h)

h(y)
. (1.36)

The horizontal divergence is due to the vertical velocities at the top and bottom boundaries (see
the schematic in the bottom right of Fig.1.8). The vertical velocity at the free surface, w(z = h)

can be expressed thanks to the kinematic boundary condition

w(z = h) = ∂h

∂t
+u

∂h

∂x
+ v

∂h

∂y
(1.37)

= v
∂h

∂y
, (1.38)

where we neglect any perturbations of the free surface which are small compared to the
large, stationary topographic variations (rigid-lid approximation). The vertical velocity at the
bottom, w(z = 0), results from the no-slip boundary condition generating an Ekman pumping.
According to linear Ekman theory, for a flat bottom and small Rossby number, the vertical
velocity at the top of the boundary layer is proportional to the relative vorticity in the interior
flow (see section 5.7 in Vallis 2017):

w(z = 0) =−1

2
E 1/2Hζ, (1.39)

where E is the Ekman number (equation (1.11)). The horizontal divergence is then

∂x u +∂y v =− v

h

dh

dy
+ E 1/2H

2h
ζ. (1.40)

The stretching of vorticity is hence due to the changes in the fluid depth and to the vertical
velocity induced by the Ekman boundary layer. Substitution of the horizontal divergence in the
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vorticity equation yields

∂ζ

∂t
+u

∂ζ

∂x
+ v

∂ζ

∂y
−(ζ+ f )

v

h

dh

dy︸ ︷︷ ︸
Topographic β−effect

+ E 1/2H

2h
(ζ+ f )ζ︸ ︷︷ ︸

Ekman pumping

= ν∇2ζ+∇∇∇h ∧F . (1.41)

We stand in the limit where the local Rossby number of the flow Roζ = ζ/ f is small, hence ζ¿ f .
Retaining only the linear part of the β-effect and Ekman pumping, we retrieve the classical 2D
barotropic vorticity equation in the β-plane approximation derived previously:

∂ζ

∂t
+ (uh ···∇∇∇h)ζ+ β v︸︷︷︸

β−effect

+ αζ︸︷︷︸
Ekman friction

= ν∇2ζ︸ ︷︷ ︸
Bulk dissipation

+∇∇∇h ∧F , (1.42)

with β the topographic β parameter resulting from the fluid height meridional variations and α

the linear Ekman friction parameter:

β = − f

h

dh

dy
, (1.43)

α = E 1/2 f H

2h
. (1.44)

Given the exact similarity of the two β-effect terms in equations (1.31) and (1.42), the physical
effect is the same: any meridional motions are accompanied by a change in the relative
vorticity of the fluid column. The only difference with equation (1.31) is the presence of a linear
friction term due to Ekman pumping. This term is lacking when considering directly purely 2D
dynamics, but in fact a linear friction term or a hypoviscous term is always added to the 2D
vorticity equation to provide a way to dissipate energy at large scales. Otherwise, energy would
accumulate at large scales, which is not physically relevant.

Equation (1.42) constitutes the simplest so-called quasi-geostrophic (QG) model. Indeed,
we have taken advantage of the fact that the flow is almost in geostrophic balance due to
fast rotation, but we have incorporated three-dimensional effects due to the curvature of
the free-surface as well as the friction over the bottom (Ekman pumping). In chapter 3, the
β-effect in the Jacuzzi experimental set-up is of topographic origin. We will use the basic
quasi-geostrophic model (1.42) to analyse the emergence of the zonal flow. A QG model will
also be used to perform idealized numerical simulations to complement the experiments. The
main differences are that the numerical model is derived in cylindrical geometry to better
represent the experiment, and that it incorporates higher order terms for the β-effect and
Ekman friction (see Appendix C).

1.2.4.4. Potential vorticity

The evolution of the flow in the presence of a β-effect in the shallow (equation (1.31)) and the
deep (equation (1.42)) models is often described in terms of potential vorticity. The potential
vorticity q is a function of the relative vorticity ζ which is materially conserved in the absence
of viscous dissipation. Its expression can be derived in the shallow or deep models by noticing
that, in the absence of forcing and dissipation, equations (1.31) and (1.41) can be recast as

D(ζ(x, y, t )+βy)

Dt
= 0, hence q ≡ ζ(x, y, t )+βy (1.45)
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for the shallow model, and

D
Dt

[
ζ(x, y, t )+ f

h(y)

]
= 0, hence q ≡ ζ(x, y, t )+ f

h(y)
(1.46)

for the deep model, where D ·/Dt = ∂t ·+(uh ···∇∇∇h)· is the material derivative. The conservation
of the potential vorticity along the trajectory of a fluid parcel helps to physically interpret the
β-effect, as sketched in Fig.1.8. Let us assume a northward displacement δy > 0 of a fluid parcel
of initial cyclonic relative vorticity ζ1 > 0. In the shallow model, after this displacement, the
ambient rotation is increased by +βδy , leading to a decrease of the parcel’s relative vorticity such
that q remains constant. In the deep model, a fluid column flattens while moving northward,
because of the decreasing fluid height. Its relative vorticity then decreases such that q remains
constant.

1.2.4.5. Rossby waves

Apart from source and sink of relative vorticity, the β-effect introduces an important new
linear dynamics in the form of so-called Rossby waves or planetary waves. Qualitatively, Rossby
waves can be understood as represented in Fig.1.9(a). If we imagine a sinusoidal meridional dis-
placement, then the conservation of potential vorticity implies that the vorticity of the parcels
moved towards the north decreases (δζ< 0), whereas the vorticity of parcels moved towards the
south increases (δζ> 0). Since ∂x v = ζ (in the case u = 0), the initial oscillation is transmitted
towards the negative x direction, i.e. westward. This behaviour can be mathematically derived
from the vorticity equation. The β-plane vorticity equation (1.32), inviscid, and linearised
about a mean zonal flow U is

∂

∂t
∇2ψ+U

∂

∂x
∇2ψ+β∂xψ= 0. (1.47)

We seek solutions of this equation in the form of unbounded plane waves, ψ∼ exp(i(k ··· x −ωt )),
where k = (k, l ) is the horizontal wave vector and ω is the angular frequency. We obtain the
dispersion relation of the Rossby waves:

ω=Uk −β k

k2 + l 2 =Uk −β k

K 2 . (1.48)

The associated phase and group velocities are

cx = ω

k
=U − β

K 2 , (zonal phase speed) (1.49)

cy = ω

l
=U

k

l
−β k

K 2l
, (meridional phase speed) (1.50)

cg ,x = ∂ω

∂k
=U +βk2 − l 2

K 4 = cx + 2βk2

K 4 (zonal group velocity) (1.51)

cg ,y = ∂ω

∂l
= 2βkl

K 4 (meridional group velocity) (1.52)

Rossby waves have a westward phase speed relatively to the mean flow (cx <U ), which increases
with increasing wavelength (long Rossby waves are the fastest). They can become stationary
in an eastward (U > 0) mean flow. This is important for Earth’s atmosphere, because Rossby
waves can then be excited by stationary features such as topography. This property is also
the basis of the mechanism described in chapter 3 for the transition between two regimes
of zonal jets. Their zonal group velocity is equal to their zonal phase speed, plus a positive
quantity. The zonal group velocity is hence eastward faster than the zonal phase speed. The
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dispersion relation (1.48) is modified when taking into account surface and internal buoyancy
effects, and involves in general the Rossby radius of deformation Rd (see Vallis 2017, section
6.5). Fig.1.9(b,c) show two real-world examples of long Rossby waves in a laboratory experiment
and in Earth atmosphere.
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Figure 1.9. – (a) Schematic of Rossby waves propagation mechanism. (b) Rossby wave excited by the periodic oscillation
of a plunger in a polar-β-plane experiment (figure from Rhines (2007)). (c) Long Rossby wave associated with the
midlatitude jet stream undulations. Credits: NASA Goddard Space Flight Center.

1.2.5. Some fundamental concepts of 3D and 2D turbulence

Now that we have described basic properties and governing equations for rotating, stratified
flows with a β-effect, we briefly expose the consequences of the turbulent nature of Jupiter’s
dynamics. We qualitatively present theories for three-dimensional and two-dimensional
homogeneous isotropic turbulence. We will discuss later how the β-effect modifies these
classical pictures and lead to zonal jets formation (§1.4.2.2).

1.2.5.1. Three-dimensional homogeneous and isotropic turbulence

Comparing the magnitude of the inertial to viscous terms in the Navier-Stokes equations
(1.1) introduces the Reynolds number

Re ∼ advective term
viscous diffusion

∼ |(u ···∇∇∇)u|
|ν∇2u| ∼ V L

ν
∼ τν

τi
. (1.53)
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The Reynolds number is also the ratio of the viscous timescale τν = L2/ν to a turnover timescale
τi = L/V , where L and V are typical length-scale and velocity of the flow respectively. The
viscous time is the time for a structure of scale L to lose its momentum following viscous
diffusion, and the turnover timescale is the time for an eddy of size L to perform a complete
revolution. If Re À 1, viscous diffusion occurs on timescales much longer than the overturns,
and the flow is said to be turbulent. In other words, inertial effects are dominant compared to
viscous diffusion.

Three-dimensional turbulent flows are described by the famous self-similar Kolmogorov
theory (Kolmogorov et al. 1991). Apart from the condition Re À 1, several strong assumptions
lie behind this theory. First, eddies transfer energy to other eddies locally (i.e. only comparable
scales speak to each other). Second, isotropy is assumed, meaning that the flow is (in a statistical
sense) the same in all directions. Third, statistical homogeneity is assumed, meaning that the
flow is the same everywhere in space. With these assumptions, the classical picture is that, if
energy is injected at scales insensitive to viscous dissipation (scales for which Re À 1), then
energy cascades locally to smaller and smaller eddies down to a scale where viscous dissipation
becomes again efficient. Hence, despite the high Reynolds number of the flow, viscosity is
crucial since it is responsible for removing the injected energy such that a statistical steady state
can be achieved. The Kolmogorov theory namely allows to predict the behaviour of a statistical
quantity, called the energy spectral density, which is the energy computed in the Fourier space.
If we denote û = (û, v̂ , ŵ) the Fourier transform of the velocity field, and k = (kx ,ky ,kz ) the
associated wavenumber, then the Parseval relation ensures that the total kinetic energy can be
computed in the physical or Fourier space indistinctly:

E = 1

2

Ñ
||u||2dV = 1

2

Ñ
||û||2d3k . (1.54)

||û||2/2 hence represents the kinetic energy per unit mass associated with the velocity compo-
nents having a wavevector comprised in a volume d3k around k (in the spectral space). Given
the isotropy and homogeneity assumptions, this energy depends on the wavevector modulus
only (||k || = k) and we can define the spectral energy density E(k) such that

E = 1

2

Ñ
||û||2d3k =

∫
||û||2 4πk2dk =

∫
E(k)dk. (1.55)

E(k)dk is the kinetic energy contained by velocity components of wavenumber situated in an
interval dk around k, i.e. the kinetic energy contained at a given scale ∼ 1/k.

The key to Kolmogorov’s theory is to state that there is an inertial range of scales comprised
below the forcing scale, and above the viscous scale, where the transfer of energy between
eddies is only sensitive to the energy input rate, ε, and to the considered scale or wavenumber,
k, and is independent of both the forcing details and the viscosity. From dimensional analysis,
with these two parameters, the only spectral energy density that can be constructed is

E(k) ∝ ε2/3k−5/3. (1.56)

Energy decreases with decreasing scale, thereby illustrating the cascade mechanism. According
to this theory, the proportionality constant known as Kolmogorov’s constant should be uni-
versal, i.e. similar for any turbulent flow, even if they are forced by different mechanisms. The
viscous scale, called the Kolmogorov scale, is the scale at which the local turbulent Reynolds
number equals unity, i.e. when the viscous timescale 1/(k2ν) is equal to an eddy turnover
timescale in the inertial range, ε−1/3k−2/3, leading to kν ∼ (ε/ν3)1/4. The basic properties of 3D
homogeneous isotropic turbulence are summarized in Fig.1.10(a).

40



Forcing
(energy injection)

Energy transfer 
(forward)

Energy transfer 
(inverse)

Viscous dissipation Viscous dissipation

Forcing

Enstrophy 
transfer 
(forward)Large-scale 

dissipation

En
er

gy

En
er

gy

Wavenumber (decreasing scale) Wavenumber (decreasing scale)

(a) (b)Three-dimensional turbulence Two-dimensional turbulence

α
α

Figure 1.10. – Theoretical kinetic energy spectra of three-dimensional and two-dimensional turbulence. (a) 3D
turbulence. Energy cascades towards smaller scales at a rate ε. (b) 2D turbulence. Energy cascades towards larger scales
at a rate ε. Enstrophy cascades towards smaller scales at a rate η. kν is the viscous scale, kα is the large dissipation scale,
with α the frictional rate. Figures adapted from Vallis (2017).

To physically understand the origin of the energy cascade, the vorticity equation (1.3) is
enlightening, and allows to readily feel the difference between 3D and 2D turbulence. The basic
mechanism of turbulent forward cascade in 3D flows lies in the stretching-tilting term (ζ ···∇∇∇)u:
turbulent vorticity tubes are constantly stretched by velocity fluctuations. If on average they
are more elongated that flattened, the vorticity increases in tubes of smaller section, thereby
increasing the energy contained at smaller scales. Vorticity tubes are continuously elongated
into tubes of smaller section, until they become small enough that the loss due to viscous
diffusion compensates the vorticity increase due to stretching (Guyon et al. 2012).

1.2.5.2. Kolmogorov-Batchelor-Kraichnan theory of two-dimensional turbulence

In a 2D flow, the very basic physical mechanism by which energy is transferred to smaller
scales is suppressed: velocity gradients (horizontal) are necessarily perpendicular to the vortic-
ity axis (vertical), hence no vortex stretching can occur. Due to the absence of vortex stretching,
a second quadratic invariant is present along with kinetic energy, called the enstrophy, Z = 1

2ζ
2.

Following the same assumptions as for 3D turbulence (locality, isotropy and homogeneity),
the so-called Kolmogorov-Batchelor-Kraichnan theory predicts a double cascade: an inverse
cascade of energy towards large scales (at a rate ε), and a forward cascade of enstrophy (at a
rate η) towards small scales. Physically, the direct enstrophy cascade can be understood the
following way: in the inertial range, the section of vorticity tubes is conserved. The correspond-
ing area is deformed by velocity fluctuations, thereby concentrating vorticity in filaments of
smaller transverse scale and hence transferring enstrophy at smaller scales. To allow for a
steady state, these transfers should come along with a small-scale dissipation of enstrophy
(viscous diffusion) at a scale kν and a large-scale dissipation of energy at a scale kα. In classical
models, the large-scale dissipation is represented by a linear friction. As seen previously, the
drag term is a linear term −αζ in the vorticity equation, with α the friction rate (see equation
(1.42)). If we assume that large-scale dissipation is entirely due to this linear friction, then the
frictional scale Lα is

Lα∝ 1

kα
∼

( ε

α3

)1/2
. (1.57)
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If the forcing scale is sufficiently separated from the two dissipation length scales, scaling laws
are again expected for the spectral energy density in the two inertial ranges:

E(k) = CK ε
2/3k−5/3, for kα < k < k f (1.58)

E(k) = CEη
2/3k−3, for k f < k < kν. (1.59)

CK and CE are again universal constants. These properties are sketch in Fig.1.10(b). Note
that the theory of two-dimensional turbulence is not cast in stone, and that various aspects
are still debated including the validity of the locality assumption in the forward enstrophy
cascade. Numerical and experimental observations strongly support the −5/3 inverse cascade
scaling, with CK ≈ 6−7, but the picture is less clear for the enstrophy cascade, namely due to the
influence of coherent vortices, and the −3 scaling is not robustly obtained. These discussions
are beyond the scope of the present chapter, we refer the reader to the review by Boffetta et al.
(2012) for details regarding these matters.

The turbulence observed in Jupiter’s atmosphere has features of bidimensional turbulence.
In particular the fact that the largest scales of the flow are larger than the possible forcing
scales (see section 1.4.1) implies an inverse transfer of energy. However, several assumptions
underlying the Kolmogorov-Batchelor-Kraichnan (KBK) theory are very likely not fulfilled by
planetary turbulence:

— Atmospheric flows are neither isotropic nor homogeneous. Isotropy is for instance
broken by rotation (the meridional and longitudinal directions are not equivalent), and
homogeneity is broken by large-scale jets and vortices.

— Jupiter’s flows are only quasi-2D. The turbulent flow may lose bidimensionality at suffi-
ciently small scale where geostrophy does not hold anymore (large local Rossby number)
or, in the shallow model, when the scale becomes smaller than the fluid depth. We thus
expect Jupiter’s turbulence to share properties of both 2D and 3D turbulence.

— Rotation, stratification and the β-effect introduces restoring forces responsible for the ex-
istence of linear waves (inertial, internal and Rossby waves respectively). The turbulence
is affected by these waves, and there is a subtle interplay between coexisting waves and
turbulent eddies. We will see for instance in chapter 3 how linear Rossby waves strongly
affect the final dynamics of turbulent zonal jets.

— The β-effect or the Rossby radius of deformation associated with a stratification can
compete with the inverse cascade mechanism towards large scales and induce anisotropy.
This interaction is detailed later in section 1.4.2.2.

We have presented the basic physical ingredients of Jupiter’s dynamics: rotation, stratifica-
tion, β-effect and turbulence – omitting compressibility and magnetohydrodynamical effects.
We focused on the two simplest shallow and deep models to introduce the conceptual differ-
ences and similarities between the two frameworks. In both cases, more complete models are
usually employed.

— In the shallow framework, we considered purely 2D flows. It is sufficient for the purpose
of the present introduction, i.e. to understand the origin and consequences of the β-
effect. But in reality, the atmospheric community uses more sophisticated models called
shallow-water models where the fluid thickness is considered as thin, but deformations
of the upper free surface are allowed introducing supplementary buoyancy effects (finite
Rossby radius of deformation). More realistic two-layer shallow-water models are also
employed in which the thin fluid layer representing the weather layer overlies a denser
and much deeper layer. This is known as the 1− 1/2-layer equivalent barotropic, or
reduced gravity model (Vallis 2017).
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— In the deep framework, we have considered the rigid bottom boundary as flat. In reality,
the bottom boundary is spherical and the associated Ekman pumping is modified by
geometrical factors. There is also a discontinuity in the fluid height when crossing the
tangent cylinder (Fig.1.7(b)). These geometrical effects are taken into account in QG
models of rotating thermal convection in spherical shells (see e.g. Cardin et al. 1994;
Gillet et al. 2006).

— Finally, some fully three-dimensional models are employed and allow to incorporate
other relevant effects besides the β-effect, such as compressibility, via the anelastic
approximation (e.g. Gastine et al. 2012; Heimpel et al. 2016; Yadav et al. 2020), or
magnetohydrodynamical effects (e.g. Jones 2014; Dietrich et al. 2018; Gastine et al. 2021).

We now have the tools to guide our interpretation of Jupiter’s dynamics. In the next two
sections, we overview some observations, at the cloud level, of Jupiter’s vortices and zonal jets,
and associated modelling.

1.3. Jupiter’s dynamics: vortices

Within Jupiter’s zonal jets are observed hundreds of ovals of various colours. Bright colours,
visible in Fig.1.11(a) in white ovals, are due to the scattering of the sunlight by the upper
clouds and hazes condensed there. Reddish colours, seen in the GRS and Oval BA in the
same figure, are attributed to chromophores which can coat ammonia particles (Sindoni et al.
2017). Cloud tracking reveals that these features are vortices of scales ranging from a few
hundred kilometres up to the scale of the bands, 10,000 km (Fig.1.11). At midlatitudes, there is
a preference for anticyclones over cyclones: 90% of the vortices are anticyclonic (Vasavada et al.
2005), i.e. rotating in the opposite direction compared to the planet’s rotation: clockwise in
the northern hemisphere, and anticlockwise in the southern hemisphere (see Fig. 1.5(c,d) for
the GRS and Fig.1.11). Anticyclones are oval-shaped, whereas cyclones have a more irregular,
lobed or filamentary structure. Anticyclones are located in anticyclonic shear zones, whereas
cyclones are in cyclonic shear zones, suggesting that vortices rotating in the opposite direction
compared to the shear are unstable and sheared apart (Marcus et al. 2000). The most well-
known anticyclones are the GRS and Oval BA, because of their size and longevity.

In terms of longevity, the GRS is at least 150 years old, and could be much older and cor-
respond to the large spot discovered in the seventeenth century (Rogers 1995). The Oval BA
formed from the merger of three white ovals in 1998 and 2000, but before that, its parent white
ovals survived for 60 years without merging (Choi et al. 2010). Smaller vortices have shorter
lifetimes. Using the 70 days movie made by Cassini, Li et al. (2004) showed that the mean
lifetime of spots exceeding 700 km in diameter is of 17 days. Morales-Juberias et al. (2002)
found that large anticyclones (North-South extent between 1000 and 6000 km) have a lifetime
of 1 to 3 years.

In terms of internal dynamics, Jovian vortices are free vortices with closed elliptical stream-
lines, and do not exchange a lot of fluid with the zonal jets (Vasavada et al. 2005). Large
scale vortices have tangential velocities which increase roughly linearly with radial distance
(Fig.1.11(e)). The GRS is the only Jovian vortex to display a quiescent centre where the winds
seem to vanish (see Fig.1.11(d)). In 1996, the GRS had dimensions of 22,000×11,000 km. But for
the past 40 years, the GRS has been shrinking in the longitudinal direction and the collar wind
speeds have been increasing (Simon et al. 2018). This shrinking is accompanied by a reduction
of the quiescent centre.

The main hypothesis is that Jupiter’s largest vortices are formed by barotropic or baroclinic
instabilities of the zonal jets (Read et al. 1983, 1984; Read 1986; Dowling et al. 1988a; Sommeria

43



Figure 1.11. – Velocity fields and velocity profiles for two prominent anticyclones of Jupiter: the Great Red Spot (GRS)
and the Oval BA. (a) Hubble Space Telescope, January 2015. (b) Velocity field in the GRS in 2006 (from Shetty et al.
(2010)). (c) Velocity field in the Oval BA in 2006 (from Shetty et al. (2010)). (d) Velocity profiles through the GRS in 2006
(from Asay-Davis et al. (2009)). (e) Velocity profiles through the Oval BA in 2001 and 2007 (from Choi et al. (2010)).
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et al. 1988; Williams 2002). In a given band, a chain of vortices forms following such instabilities,
and the vortices merge when they approach each other and give rise to larger scale vortices.
In the presence of a β-effect, vortices are expected to drift due to both the emission of Rossby
waves and secondary circulations induced by the vortex itself (so-called β-gyres). Cyclones
should migrate towards the north-west, and anticyclones towards the equator and the west.
Midlatitude vortices are extremely stable in latitude, suggesting that zonal jets impede their
meridional migration (Achterberg et al. 1994). In longitude, they mostly drift westward com-
pared to the ambient flow, and this drift has been attributed to Rossby waves (Li et al. 2004).
The emission of dispersive Rossby waves by vortices should lead to their progressive decay. An
important degree of non-linearity is required to compensate for the tendency of vortices to be
dispersed by this process. The source of energy maintaining the vortices against dispersion and
dissipation is currently unknown, and could arise from heat latent release, merger with other
vortices, exchange of energy with the zonal jets, etc. (Vasavada et al. 2005). Note that several
properties of midlatitude Jovian vortices, such as the cyclone-anticyclone asymmetry, are only
reproduced in shallow-water systems and not in purely 2D systems, underlying the importance
of vortex columns stretching and of a finite radius of deformation (Polvani et al. 1994).

The vertical structure of Jovian vortices is unknown from direct measurements. Historically,
Hide (1961) proposed that the GRS could be a Taylor column associated with a deep topography.
The absence of any solid surface at depth, confirmed later by interior models, changed this
initial picture into that of compact vortices floating in a stratified ambient, as in Fig.1.4(d).
This is an important difference with cyclones on Earth, which namely dissipate by friction on
continents or oceans, and it is one of the keys to understand the longevity of Jovian vortices.
Temperature measurements in the upper troposphere and lower stratosphere suggest that
Jovian vortices extend at most up to 40 to 80 km above the cloud level (Conrath et al. 1981).
Below the clouds, due to baroclinic instability, it has been suggested that the vortices depth
should not exceed their width by a factor greater than f /N , leading to a maximum depth of 500
km below the clouds (Vasavada et al. 2005). The analysis of hot rings surrounding the periphery
of ovals suggested that anticyclones could extend vertically from the water cloud (∼ 5 bars) up
to the tropopause (de Pater et al. 2010). The structure of midlatitude Jovian cyclones is the
focus of chapter 2.

The dynamics of Jupiter at high latitudes is drastically different, as revealed recently by the
Juno spacecraft (Fig.1.12). Whereas anticyclones are the dominant vortices at midlatitudes,
Juno showed that the polar dynamics is dominated by cyclones measuring ∼ 2,500 km in
diameter, and with peak velocities of ∼ 80 m/s. These cyclones are organized into striking
polygonal patterns around each pole. They form a cluster of 5 cyclones at the North Pole, and
a cluster of 8 cyclones at the South Pole, as seen in Fig.1.12. Corresponding imaging in the
infrared is provided in chapter 6, Fig.6.2. In either case, there is an additional cyclone roughly
centred at the pole (Adriani et al. 2018). These features have been remarkably stable for the
past 2 years of observations (Adriani et al. 2020), and similarly to midlatitude vortices, we have
no direct indication of how deeply-rooted polar cyclones are. Additional details on Jovian polar
cyclones are provided in chapter 6 in which we discuss the dynamics of cyclones at the pole.

1.4. Jupiter’s dynamics: zonal jets

1.4.1. Observations

1.4.1.1. Structure of Jovian zonal jets

Zonal jets are east-west winds of alternating direction. These winds are measured in the
frame rotating with the planet, meaning that the flow in a zonal jet is rotating faster or slower

45



(a) (b)South Pole North Pole

Figure 1.12. – (a) South polar view of Jupiter, composited from views directly above the pole at perijoves 1 and
4. (b) North polar view of the planet, composited from views directly above the pole at perijoves 1, 3, 4 and 5.
Credits:NASA/SwRI/MSSS/Gerald Eichstädt/John Rogers.

than the underlying planet. Given the fluid nature of Jupiter, it is subtle to define a global
solid-body rotation rate for the whole planet: differential rotation of concentric cylinders may
a priori extend deep within the planet. Up-to-date, Jupiter’s rotation period is assumed to
be represented robustly by the rotation period of its magnetic field which is tilted from its
spin pole (Helled 2019). The jets are called prograde when the corresponding wind is faster
than the planet’s rotation, i.e. when the wind is eastward in the frame rotating with the planet.
In the opposite case where the winds are westward, jets are said retrograde. Zonal flows are
ubiquitous in planetary fluid envelopes (see section 1.6), but they are particularly striking in the
gas giant atmospheres, in the sense that they contain a large fraction of the total kinetic energy
and that their dynamics is not complicated by topographic features or seasonal variations. On
Jupiter, the zonal jets are famous because they are responsible for the banded appearance
of the planet (Fig. 1.13), through the spreading of clouds of ammonia and water ices. The
dark and light bands encircling Jupiter are respectively called belts and zones. The zones are
defined as having anticyclonic vorticity (clockwise in the northern hemisphere) and the belts
as having cyclonic vorticity (counter-clockwise in the northern hemisphere). About 30 zonal
jets are present on Jupiter, up to latitudes of ∼80° in each hemisphere, and the jets are located
at the boundaries between belts and zones (see Fig.1.13). Near the equator, the zonal wind is
prograde and reaches velocities up to 150 ms−1 (540 kmh−1). The equatorial wind of Jupiter
is qualified as super-rotating, because rotating faster than the planet. On Jupiter, it has been
suggested that at the top of the clouds, the jets may contain more than 90% of the total kinetic
energy (Galperin et al. 2014b). Apart from their strength, the remarkable stability of Jupiter’s
jets has been demonstrated by an almost continuous record of the zonal winds profile which
varied very little over tens of years (Porco et al. 2003; Tollefson et al. 2017).

Similarly to vortices, observations and measurements of zonal winds are confined to the
superficial weather layer, and very little is known about their three-dimensional structure. Up
to recently, the only actual data about jets in Jupiter’s interior were the measurements taken in
1995 by the Galileo atmospheric entry probe which sounded the gas giant’s atmosphere from
0.4 up to 22 bars (Seiff et al. 1998). The winds measurements, performed at the northern edge of
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Figure 1.13. – Jupiter cloud-level zonal winds as a function of latitude. The winds velocity profile in 2015 is plotted from
the data sets provided in Tollefson et al. (2017). The background image is a combination of Hubble Space Telescope
images taken in 2019. Credits: NASA, ESA, A. Simon (Goddard Space Flight Center) and M.H. Wong (University of
California, Berkeley).

the equatorial jet, indicated that the jet’s speed increases from 90 to 180 ms−1 up to 5 bars, and
then remains constant. Galileo measurements are nevertheless insufficient to assess anything
about the vertical structure of the jets, given their local nature and the limited extent of the
probing compared to the planet’s radius (150 km vs. 70,000 km). Recently, the inversion of the
gravity measurements of the Juno spacecraft (Bolton et al. 2017) answered this long-standing
question by showing that the Jovian jets extend down to about 3,000 kilometres (∼ 0.96R J )
beneath the clouds (Kaspi et al. 2018; Guillot et al. 2018), even if the use of the thermal-wind
equation to perform the inversion is debated (Kong et al. 2018). This result is consistent with
the predicted depth at which electrical conductivity becomes sufficiently large so that ohmic
dissipation should suppress differential rotation between the jets (Liu et al. 2008; Cao et al.
2017). Another independent constraint on the jets behaviour at depth is provided by the Jovian
magnetic field measurements. Moore et al. (2019) compared the structure of the magnetic
field over a time span of 45 years (from Voyager to Juno spacecrafts). They show that the
measured secular variation is consistent with an advection of the field by zonal jets having
speed in a range of cms−1 at a depth of ∼ 0.94R J , where the magnetic field begins to matter for
the jets dynamics. This velocity drop is consistent with the depth of the quenching of the jets
determined from gravity measurements. The predicted depth is only a moderate fraction of
the planet’s radius (about 5%R J , see the dashed blue line in Fig.1.2), but significantly exceeds
the weather layer extent, thus supporting the deep model scenario. The same gravity field
analysis performed on Saturn’s gravity data obtained by Cassini led to a similar conclusions,
with jets extending as deep as 9,000 km (Galanti et al. 2019a). The final picture of deep zonal
jets dissipated by magnetohydrodynamical effects at their bottom is thus consistent for both
gas giants (Kaspi et al. 2020).

The long-standing uncertainty in the jets vertical extent has led the community to be divided
between the shallow and deep models mentioned in section 1.2.4.1 (Fig.1.7). In the shallow
model, the jet streams are considered confined near the cloud level of Jupiter (Vasavada et al.
2005). The vertical aspect ratio of the jets (height/width) is ¿ 1. In the deep model, the jet
streams extend through Jupiter’s interior as concentric cylinders parallel to the rotation axis
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(Busse 1976), up to a depth of several thousands of kilometres, leading to an aspect ratio ∼ 1.

1.4.1.2. Forcing of the jets

The physical nature of the jets forcing is not at all elucidated yet, and remains one of the
long-standing questions of Jupiter’s dynamics and jets formation in general. We focus here
on the case of gas giants (the picture is different for terrestrial atmospheres and oceans). The
shallow model community tends to see the forcing as arising from baroclinic instabilities. Such
instabilities can be triggered by thermal contrasts due to the meridional gradient in solar heat-
ing (Sánchez-Lavega et al. 2019), or to local thermal contrasts in between bands due to latent
heat release or albedo differences (Vasavada et al. 2005). In addition to baroclinic instabilities,
valuable candidates for the shallow model are moist convection and active thunderstorms
which could also act as forcing sources (Lian et al. 2010). On the contrary, the deep convec-
tion community usually assumes that the forcing is due to small-scale thermal convection
in the deep interior of Jupiter. This hypothesis is reasonable given that Jupiter emits more
total energy than it receives from the Sun, thus energy is dominated by thermal upwelling
from below (Sánchez-Lavega et al. 2019). Finally, it is important to note that deep jets do not
necessarily require a deep forcing: a shallow forcing may form jets which can extend vertically
due to fast rotation. Conversely, jets could be formed at depth and extend upward through the
troposphere.

After the source of energy for the jets, the second question is naturally how this energy is
transferred to the jets. Turbulent cascades presented in section 1.2.5.2 are one possibility.
Quantitative analyses of the Cassini 70-days movie of Jupiter’s clouds support the picture of an
inverse energy cascade in Jupiter’s weather layer (Choi et al. 2011; Galperin et al. 2014b). Using
the same data, Young et al. (2017) showed that there is indeed an inverse transfer of energy
from scales of 2,000-3,000 km, up to 20,000 km. However, they also identify a direct transfer of
energy from 2,000 km towards small scales, which is not expected in classical 2D turbulence.
In addition, they show that most energy transfer occurs between eddies and the zonal flow
directly, i.e. non-locally. The scale of transition between direct and inverse energy transfer is
close to the first Rossby radius of deformation. This supports the idea that the forcing is due
to baroclinic instabilities, and excludes the possibility of a forcing by moist convection, since
thunderstorms have scales much smaller than 2,000 km. However, one should keep in mind
that the velocity fields from which these conclusions are drawn are measured in the weather
layer only. It is possible that the forcing of the jets at depth occurs via small scale convective
motions, while baroclinic processes dominate in the shallow weather layer, with coupling
mechanisms unexplored to date.

Observations alone are not sufficient to fully understand the jets forcing, origin and dynamics.
Idealized modelling, focusing on few, well-identified physical processes have been developed,
along with more complete, global scale simulations integrating a more complex dynamics.
Both approaches improved our current understanding of zonal jets, as detailed below.

1.4.2. Modelling of barotropic jets

There is not yet a commonly accepted universal mechanism to explain the formation of
zonal jets in planetary flows. The only consensus is that the β-effect is responsible for the
anisotropisation of the turbulent flow. In his seminal paper, Rhines (1975) predicted that the β-
effect would alter the inverse energy cascade expected in geostrophic turbulence, and redirect
energy towards zonal modes at low wavenumbers. This work was however mainly heuristic,
and since then, the dynamical process of jet formation has been the subject of intensive study.
In a recent book, Galperin et al. (2019a) provide a survey of the latest theoretical, numerical
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and experimental advancements focusing on zonal jets dynamics and their interactions with
turbulence, waves, and vortices. Several processes can lead to zonal flows formation, such
as anisotropic turbulent cascades, modulational instability and mixing of potential vorticity.
Zonal flows also emerge as statistical equilibria from complex turbulent flows. In any of these
theories, the same fundamental physical ingredients are invoked: the quasi-bidimensionality
of the flow, the presence of a β-effect, and a forcing which supplies energy to sustain the zonal
jets. In the present section, we briefly review the aforementioned theories, with an emphasis
on their differences regarding the underlying physical hypotheses and mechanisms.

1.4.2.1. Eddy-driven jets

Zonal jets on Jupiter are considered as eddy-driven jets, i.e. that they are driven by the
indirect cumulative effect of non-axisymmetric eddy motions, and not by a direct acceleration
of the zonal velocity (〈Fx〉x = 0). The efficiency of eddies in accelerating the zonal flow can be
formally expressed by performing a Reynolds decomposition of the flow into a zonally averaged
component plus some fluctuations:

u = 〈u〉x (y, t )+u′(x, y, t ) = U +u′, (1.60)

v = 〈v〉x (y, t )+ v ′(x, y, t ) = v ′, (1.61)

where 〈·〉x = 1
Lx

∫ Lx
0 · dx is the zonal mean. The zonal average of the zonal component of the

Navier-Stokes equation (equation (1.24)) leads to the zonal flow evolution equation:

∂U

∂t
=−∂〈u

′v ′〉x

∂y︸ ︷︷ ︸
R(y,t )

+ D(y, t ), (1.62)

where D contains both the frictional and bulk dissipation of the zonal flow, and the source
term R corresponds to the divergence of the Reynolds stresses – alternatively called the eddy
momentum flux. To close equation (1.62), the Reynolds stresses divergence R needs to be
modelled and expressed as a function of the zonal flow U itself.

For eddies to feed zonal jets, the eddy momentum fluxes should necessarily be directed
along the mean momentum gradient. This is physically counter-intuitive given that for stan-
dard molecular diffusion processes, fluxes are directed against the mean gradient which is
subsequently smoothed. The fact that momentum fluxes can be transferred upgradiently has
been referred to as a “negative viscosity” phenomenon. More explicitly, using measurements
of turbulence on Jupiter, Ingersoll et al. (1981), Ingersoll (1990), Salyk et al. (2006), and Galperin
et al. (2014b) showed that the momentum fluxes u′v ′ are positively correlated to the zonal wind
shear ∂yU (u′v ′ = D ∂yU , D > 0). Neglecting dissipation, the zonal flow evolution equation (1.62)
becomes

∂U

∂t
=−∂u′v ′

∂y
=−D

∂2U

∂y2 , (1.63)

which is indeed a diffusion equation but with a negative diffusivity.
Saying that jets are forced by eddy momentum fluxes does not answer the question of

the physical mechanism responsible for these fluxes. Said differently, the divergence of the
Reynolds stresses is the only source term in the zonal flow evolution equation. The important
point is to physically understand what mechanism leads to the correlation between fluctuating
components of the velocity and thereby to positive or negative eddy momentum fluxes.
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1.4.2.2. Zonal jets from local energy transfers: the theory of zonostrophic turbulence

Jets are the largest scales observed in Jupiter’s flows. To energetically feed jets, an inverse
transfer of energy from small scales (at which energy injection occurs) towards large scales is
necessary. The inherent assumption behind the zonostrophic turbulence theory presented
in this section is that this transfer occurs through a turbulent cascade, i.e. through local
interactions, in a similar fashion than in purely bidimensional turbulent flows, except that
anisotropy arise due to the β-effect.

β-plane turbulence: interplay between the inverse cascade and Rossby waves. Compared to
traditional 2D turbulence, the β-effect adds complications in the form of a strong anisotropiza-
tion of the inverse cascade of energy. Anisotropy is readily visible in the dispersion relation of
Rossby waves (1.48). Because Rossby waves cause dispersive propagation, the nonlinear inter-
actions arising from the advection operator are “detuned” and their efficiency is reduced. Since
these nonlinear interactions are precisely the mechanism that allows the transfer of energy
through the inverse cascade, the latter is thus slowed down. The question is then when or at
which scale a significant decay in the inverse turbulent transfer rate occurs. One possibility
is to seek the scale at which the advection and β terms are of same order in equation (1.32).
Denoting L the characteristic length scale and using the total root-mean-square velocity urms

for the velocity,

J (ζ,ψ) ∼ u2
rms/L2 and β

∂ψ

∂x
∼βurms, (1.64)

and the two terms are comparable at a length scale

LR ∝ 1

kR
=

(
urms

β

)1/2

. (1.65)

Under this scale, the advective term dominates and above it the β-term is dominant. This scale
is commonly known as the Rhines scale, originally defined in Rhines (1975). It has often been
associated either with the arrest scale of the inverse cascade or with the width of zonal jets that
develop. Using the phenomenology of KBK two-dimensional turbulence (section 1.2.5.2), a
second scale Lβ ∼ 1/kβ can be obtained by equating a turbulent eddy turnover time to a Rossby
wave period. This leads to

ε−1/3k−2/3
β ∼ kβ/β, (1.66)

Lβ∝
1

kβ
=

(
ε

β3

)1/5

. (1.67)

This scale characterizes the threshold of turbulence anisotropisation under the action of the
β-effect. When the inverse cascade of energy reaches scales of the order of Lβ, the turbulent
eddies begin to be affected by the β-effect. This scale is called the transitional scale (Vallis et al.
1993). However, such a scaling does not take into account the anisotropy of Rossby waves, and
using (1.48) one should rather write

ε−1/3k−2/3 ∼ k2 + l 2

kβ
, (1.68)

where we recall that k and l are the zonal and meridional wavenumbers respectively. When
k → 0, i.e. for increasing scales in the zonal direction, the eddy-turnover time is always smaller
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that the Rossby waves period so the eddies won’t be affected by the waves propagation, whereas
it is not the case for l → 0. The condition (1.68) corresponds to a dumbbell shape in the
wavevector space (Vallis et al. 1993), as represented in Fig.1.14. Coherent vortices are not
spread by Rossby wave in an isotropic way and consequently the “halting” of the inverse
cascade is directionally dependent. In other words, the inverse cascade can proceed more
efficiently in the x direction, i.e. feed preferentially zonal flows. Note that this scale should not
be seen as exclusive: both turbulent eddies and Rossby waves are present at all scales. The
idea is that above Lβ, the nonlinear interactions feeding the cascade are dominated by a sea
of coherent Rossby waves (wave turbulence). Under Lβ, Rossby waves are not predominant,
and nonlinearities arise from incoherent turbulent eddies. In the case of wave turbulence, the
fact that nonlinear interactions can only occur though waves is more selective, hence slowing
down and introducing anisotropy in the inverse cascade.
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Figure 1.14. – (a) Theoretical boundary in the spectral space between isotropic and anisotropic turbulence on the
β-plane. The dashed blue line represents the transitional wavenumber (1.67), i.e. the scale for which a Rossby wave
period is equal to a turbulent eddy turnover time. The continuous blue line is the same boundary but taking into
account the anisotropy of Rossby waves dispersion relation. It draws a dumbbell (Vallis et al. 1993) in which energy
transfers are reduced because dominated by Rossby waves. Energy transfers proceed more efficiently towards the k = 0
axis (red line), i.e. towards zonal flows. (b) Vorticity snapshots of 2D turbulence numerical simulations without (top)
and with a β-effect. Anisotropy and zonation in the turbulent flow develop in β-plane turbulence. Figures by Jeffrey
Early.

Note that the phenomenology of a transitional scale above which turbulence becomes
anisotropic is also relevant in purely rotating or stratified turbulence. Lβ is indeed analogous
the Zeman scale LZ in rotating turbulence (Zeman 1994) and to the Ozmidov scale LO in
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stratified turbulence (Ozmidov 1965):

LO =
( ε

N 3

)1/2
, and LZ =

( ε

Ω3

)1/2
. (1.69)

The important difference between the frameworks of rotating, stratified and β-plane turbulence
is the nature of the waves causing anisotropy: inertial, internal and Rossby waves, respectively.

The zonostrophic regime of β-plane turbulence. The theory of zonostrophic turbulence pre-
dicts scaling laws and different regimes of β-plane turbulence depending on a single parameter
called the zonostrophy index which compares the characteristic scales in β-plane turbulence.
This theory will be described in more details in chapter 4 when it will be compared with our
experiments, but let us briefly explain its principal features.

The zonostrophy index is defined as the ratio between the Rhines scale and transitional scale

Rβ =
LR

Lβ
=

(
u5

rms β

ε2

)1/10

. (1.70)

Galperin et al. (2006) and Sukoriansky et al. (2007) propose to use Rβ as an indicator of how
strongly zonal is the investigated turbulent flow:

— if Rβ. 1, then the flow saturates at a scale smaller than the transitional scale, i.e. before
that the turbulent eddies grow enough to feel the β-effect. In that case, one would expect
the flow to remain nearly isotropic and show features of the classical KBK turbulence
(section 1.2.5.2).

— if Rβ& 1, then the flow saturates at larger scales than Lβ, and is expected to show profound
anisotropy.

We will see in chapter 4 that the zonostrophy index can be alternatively expressed as a function
of the frictional scale (equation (1.57)), leading to a perhaps more intuitive interpretation.

Given the anisotropy of the system, the kinetic energy spectra computed from the axisymmet-
ric component of the flow EZ can be separated from the residual non-axisymmetric component
ER . The zonostrophic theory predicts that in the inertial range of the zonostrophic regime,
i.e. between kβ and kα, EZ and ER follow different scalings (Huang et al. 2000; Sukoriansky
et al. 2002, 2007; Galperin et al. 2006). Since high wave number modes are nearly isotropic, the
residual spectra is expected to be the classical one of KBK theory of 2D turbulence (1.58):

ER (K ) ∼CK ε
2/3K −5/3, (1.71)

where K = (k2+l 2)1/2 is the total wavenumber and CK ≈ 6 is the Kolmogorov-Kraichnan constant.
On the contrary, the zonal spectrum follows a steeper slope:

EZ (l ) ∼CZβ
2l−5, (1.72)

where we recall that l is the meridional wavenumber, and CZ is a constant of order unity (Rhines
1975; Chekhlov et al. 1996; Huang et al. 2000). The steepening of the spectrum for the zonal
modes can be physically explained by the anisotropization of the inverse cascade. We have
mentioned that the energy flux is redirected towards zonal modes. But even between zonal
modes, the energy transfer rate is reduced compared to the purely 2D case. To conserve a
constant total energy flux the spectral energy density of the zonal modes must increase and
the spectrum steepens (Huang et al. 2000). These scalings are represented in Fig.1.15(b). The
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intersection of the zonal and residual spectra defines a spectral transitional wavenumber kS
β

,
which can be expressed as

kS
β =

(
CZ

CK

)3/10 (
β3

ε

)1/5

. (1.73)

Using 2D numerical simulations on the sphere, Galperin et al. (2006) and Sukoriansky et al.
(2007) demonstrated that the regime of strong and rectilinear jets – so-called zonostrophic
regime – is obtained when the scale at which the eddies start being deformed by the Rossby
waves is well separated from the scale of the final jets (RS

β
= kS

β
/kR & 2.5), as shown in the regime

diagram in Fig.1.15(a). On the contrary, the regime is considered to be friction-dominated if
RS
β
. 1.5 (dashed line in Fig.1.15(a)). Jupiter and Saturn midlatitude jets have Rβ ≈ 5 and are

expected to be in the regime of zonostrophic turbulence (Galperin et al. 2014b). Earth’s oceans
and atmosphere are under the threshold with Rβ ≈ 1.5 (Galperin et al. 2019b, table 13.1). This
index hence allows to estimate how a given flow is close to the regime relevant for gas giants.
This is particularly useful to conceive and diagnose experimental studies of zonal jets, as will
be discussed in chapter 3.

1.4.2.3. Zonal jets from non-local energy transfers

In its essence, the theory of zonostrophic turbulence relies of the assumption that the energy
transfer from the small-scale forcing to the large-scale jets is local and proceed through a
cascade. Other theories have been proposed and significantly differ from the phenomenology
of turbulent cascades, namely by their non-local aspects.

Potential vorticity mixing. As seen in section 1.2.4 the potential vorticity (PV) is a scalar
field which is materially conserved in the absence of dissipation. It has been proposed that
jets formation can be described in terms of PV mixing (Dunkerton et al. 2008; McIntyre 2008;
Dritschel et al. 2008; Scott et al. 2012a). In this framework, retrograde jets correspond to well-
mixed regions of PV, whereas prograde jets would correspond to steep gradients of PV, thus
defining a staircase-like profile in the meridional direction if multiple jets are present. An
example of such a staircase is provided in Fig.1.15(c,d). The mechanism of staircase formation
was described in Dritschel et al. (2008) by analogy to what happens when a stratified fluid is
mixed, the so-called “Phillips-effect” (Phillips 1972). The idea is that of a feedback mechanism:
stratification is reduced in the mixed regions, the restoring force at the origin of gravity waves
(buoyancy) is thus weakened, which allows for further mixing. Instead, where interfaces
are forming, steeper stratifications locally develop, and the gravity waves restoring force is
enhanced, thus inhibiting mixing across the interface. For a PV gradient instead of a density
gradient, the mechanism is analogous but invokes Rossby waves elasticity which depends on
how steep the local PV gradient is. The background PV gradient, β, is modified by the zonal flow
itself and becomes β−∂2

yU . This second, effective β, is reduced in a retrograde flow (∂2
yU > 0),

and enhanced in a prograde flow. The restoring force at the origin of Rossby waves is increased
in prograde jets, and decreased in retrograde jets, and we retrieve the same positive feedback
mechanism as in a stratified flow. That being said, subtleties arise from the fact that PV is
different from density since there is a direct relationship between the flow dynamics and PV
through the vorticity (see equations (1.45) and (1.46)). This theory predicts, for instance the
relation between the jets spacing (the staircase width) and the jets intensity (the PV jump at
the interfaces).

Modulational instabilities. From a totally different perspective, it has been proposed that
zonal jets can arise from a nonlinear instability of Rossby waves. A basic flow, consisting of

53



0 10 20 30
0

5

10

15

Rh
in

es
 w

av
en

um
be

r 
 k

R

Transitional wavenumber  kβ

/kR ~ 2.5 

Wavenumber 

En
er

gy
 s

pe
ct

ra
l d

en
si

ty
  E

(k
)

Zonostrophic 
inertial range

kα kβ kz kf

EZ ~ CZ β
2 k-5

ER ~ CK ϵ
2/3 k-5/3

Zonal
Residual

Large-scale 
drag

Smooth PV gradient
Mixing region 

(retrograde jet)

Steep PV gradient
Wave propagation

 (prograde jet)

x

y

Zonal velocity

Meridional velocity
Prograde 

acceleration

x

y

x

y

x

y

(a) (b)

Zonostrophic turbulence

Potential vorticity mixing

Wave-mean flow interaction

(c) (d)

(e) (f)

Figure 1.15. – Illustration of three theories on zonal jets dynamics: zonostrophic turbulence, potential vorticity mixing
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monochromatic Rossby waves, is unstable to a zonal jet perturbation. This mechanism is
non-local by essence, since Rossby waves of wave vector k = (k, l ) transfer energy to a zonal jet
of wave vector (k J = 0, l J ), which can be seen as a zero-frequency Rossby wave (Lorenz 1972;
Gill 1974). This instability was identified as a modulational instability by analogy with the
Benjamin-Feir instability of gravity waves (see Quinn et al. 2019, and references therein).

Statistical approaches and quasilinear theories. Recently, statistical approaches have also
been employed to describe zonal jets formation. Equilibrium statistical mechanics description
of 2D turbulent flow is feasible in the inviscid limit. For quasi-geostrophic barotropic turbulent
flows, zonal jets and large-scale vortices are shown to be the most probable structures (see the
review by Bouchet et al. 2012). These theories are very appealing because they allow to reduce
the complexity of the turbulent flow and focus on statistical properties and “macrostates”.
However, planetary flows are both strongly forced and strongly dissipated, and require out-of-
equilibrium statistical theories, as proposed by Farrell et al. (2003). For instance, Constantinou
et al. (2014) developed a quasi-linear statistical modelling to explain jets formation, and showed
that jets can form even in a framework where eddy-eddy (local) interactions are ignored.
Physically, the emergence of zonal jets is modelled as an instability of the statistical turbulent
state where Rossby waves coexist. The modulational instability mentioned above is a special
case of this more general statistical instability. In the end, both rely on a wave-mean flow
description of jets formation.

According to wave-mean flow interactions, a local emission of Rossby waves can generate a
zonal flow, provided that the waves are dissipated at a different location than where they are
generated. In this case, prograde flow emerges in the wave-generating region while retrograde
flows develop where Rossby waves dissipate. This mechanism is illustrated in Fig.1.15(e,f),
and further explored in chapter 3. It is analogous to the historic acoustic streaming process by
which winds form due to acoustic waves dissipation (Lighthill 1978). In this framework, if the
forcing is homogeneous and the dissipation is everywhere the same (i.e. there are no preferred
regions of dissipation), no mean flow should emerge. But this is true as long as the retroaction
of the mean flow on the waves propagation is neglected. However, the zonal flow itself modifies
the local potential vorticity gradients from its initial value β to β−∂2

yU . The presence of a zonal
flow thus makes dissipation heterogeneous. In the quasilinear, statistical framework described
in Constantinou (2019), this retroaction of the mean flow is naturally taken into account, and
jets effectively emerge even in the case of a homogeneous forcing.

1.5. Global scale, multi-processes simulations of Jupiter’s
dynamics

In addition to the aforementioned idealized theories of barotropic zonal jets formation, the
second type of modelling approach that has been employed in the past decades consists in
designing global scale models trying to reproduce as accurately as possible Jovian processes.
It is in these global scale models that the distinction between shallow and deep frameworks
(section 1.2.4.1) is the most important.

Both shallow and deep models have had their successes and failures to reproduce zonal
jets like those on Jupiter. In shallow numerical models, one or multiple-layer shallow water
equations are solved on the sphere. Shallow models successfully explain the formation of
multiple jets (e.g. Cho et al. 1996; Williams 2003; Scott et al. 2007; Showman 2007), but
the main criticism is that they often predict the wrong direction of the flow at the equator,
which should be strongly prograde, a regime called “super-rotation” (see Fig.1.7(c)). Some
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shallow models produced prograde equatorial jets when inhomogeneous bottom drag (zero at
low latitudes) and intrinsic heat fluxes are included to simulate deep interior effects, such as
convective heat fluxes and magneto-hydrodynamic drag (Schneider et al. 2009). Super-rotation
is also observed when latent heating due to water condensation is included (Lian et al. 2010)
or when energy is removed by radiative relaxation rather than linear friction (Scott et al. 2008;
Warneford et al. 2014). Producing super-rotation in shallow models hence seems a little bit
too dependent on the model’s parameters to be robust, and the simulated equatorial jets are
still weaker than in observations. Deep convective models on the contrary robustly predict the
formation of a strong prograde jet in the whole region outside the tangent cylinder as visible in
Fig.1.7(d). Note that to define a tangent cylinder, the presence of a core, or a boundary where
the zonal flows vanish, has to be somewhat arbitrarily assumed (see the schematic in Fig.1.7(b)).
The first deep convection models of zonal flows assumed a very deep lower boundary (at about
0.35R J ): such models reproduce well super-rotation, but only few jets are obtained at higher
latitudes, inside the tangent cylinder (Aurnou et al. 2001; Christensen 2002). Deep models
where the jets are instead dissipated a few thousands kilometres deep (∼ 0.95R J ) provide the
best numerical modelling of Jupiter’s jets up to now: because of this moderate depth, the
region inside the tangent cylinder is large, and multiple zonal jets can develop at midlatitudes
(Heimpel et al. 2005, 2016; Yadav et al. 2020). These spherical shell simulations anticipated that
the lower boundary of zonal jets would be located at about 0.95R J due to MHD dissipation, and
Juno confirmed this hypothesis, as mentioned earlier.

Most recently, global circulation models (GCM) have been developed, for both Jupiter (Young
et al. 2019) and Saturn (Spiga et al. 2020; Cabanes et al. 2020b). In GCM, a dynamical core solves
the dynamical, momentum equations, and idealized parametrisations are used to represent
forcing and dissipation processes. However, these climate models cannot extend deep enough
to take into account the jets coupling with interior convective fluxes (the bottom boundary
is located at about 3 bar for Saturn’s GCM and 18 bar for Jupiter). Deep effects are hence
parametrized by an interior heat flux and weak bottom drag, whereas differential solar heating
and radiative cooling account for shallow processes. Jupiter’s GCM reproduce multiple jets
and super-rotation when interior heating is added, but again the equatorial jet is too weak
compared to observations (Young et al. 2019). In Saturn’s GCM, super-rotation is enhanced by
imposing that the bottom drag is zero as low latitudes. This approach, initiated by Schneider
et al. (2009) is supposed to mimic the effect of the tangent cylinder, which is thought to cause
the equatorial super-rotating jets in deep-convective models. By essence, these GCM remain
up to now weather layer models and it can seem artificial to include deep jets effects such as
inhomogeneous drag in simulations where the jets are necessarily confined to the weather
layer.

Fully-consistent models coupling deep interior convection and weather layer processes
still remain to be developed, but it represents a big technical challenge. For instance, most
recent 3D convection models try to incorporate the presence of a stratification close to the
surface by imposing a negative heat flux there, which generates a shallow stable (sub-adiabatic)
stratification (Heimpel et al. 2016). These simulations suggest that the deep jets can penetrate
through the stratified region, and that large-scale Jovian anticyclones can form when deep
convective plumes impinge the shallow stratified layer. The lifetime of the formed vortices
is however much shorter than on Jupiter, and important processes of the weather layer are
absent, such as cloud physics, moist convection and radiative transfer.
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1.6. Zonal jets and vortices: ubiquitous features

The physical ingredients listed in section 1.2 (rotation, stratification, β-effect and turbulence)
are common to a variety of geophysical and astrophysical flows besides Jupiter. The same type
of structures should then be observed in different planetary fluid layers. In this section, we
briefly mention other systems where zonal jets and large-scale vortices like those of Jupiter
are encountered. The idea is to underline that the basic fluid dynamics methods and results
presented in this thesis are not restricted to applications to Jupiter, and may be generic and
applicable to other physical systems.

1.6.1. Jovian and oceanic vortices

The oval midlatitude vortices encountered in Jupiter’s weather layer have their equivalent in
the terrestrial oceans. Earth’s oceans are stratified due to variations in salinity and temperature,
and of course they are rotating flows. Large-scale vortices analogous to Jupiter’s ovals are the
so-called Meddies (Medditerranean Eddies) found in the Atlantic Ocean. Meddies are large an-
ticyclones made from saltier and warmer water flowing out of the Mediterranean Sea along the
continental slope through the Strait of Gibraltar (Fig. 1.16(a)). When this Mediterranean water
reaches the depth where its density is the same as the ambient density, it flows horizontally.
The Coriolis force deviates the current and forms anticyclones. They have an average diameter
of 80 km, a thickness of 600 to 1,000 m, and float at a depth of 1000 m below the ocean surface
(Richardson 1993). Tangential velocities in meddies can reach 50 cms−1 (Carton et al. 2010).
They were discovered fortuitously in the late 1970s (McDowell et al. 1978), because the deep
dynamics of our oceans is not readily observable. Once discovered, meddies were followed
thanks to the sea surface displacement (∼ 10 cm) that they generate, but also thanks to vertical
profiles realised during sea campaigns, since they have a clear signature on temperature and
salinity profiles as seen on the measurements reproduced in Fig.1.16(b) (Tychensky et al. 1998).

15 to 20 meddies form each year and they have a mean lifetime of 1.7 year. Some of them can
disappear quickly because of their interaction with currents or collision with seamounts. Others
manage to escape the Canary basin and travel in the Atlantic ocean at speeds of about 3.5 km
per day, and finally collapse on South American east coasts after 4 to 5 years. Note that since
the discovery of meddies, similar structures were discovered in other oceanic basins, including
the Red Sea (Meschanov et al. 1998), near the Gulf Stream (Carton 2001), near Japan in the
Ulleung Basin (Chang et al. 2004), as well as in the Bay of Biscay (Carton et al. 2013). Lenticular
eddies have also been identified in the Arctic Ocean (Manley et al. 1985). Understanding their
formation and evolution is important since they play a fundamental role in terms of energy and
scalar transport (e.g. Olson et al. 1985; Kim et al. 2012). These vortices share a lot of properties
with Jovian ovals, including their long lifetime, their floating structure, and their persistence in
a chaotic environment.

1.6.2. Zonal jets in atmospheres, oceans, liquid cores and tokamaks

Besides Jupiter, zonal flows have been revealed on Saturn and on the icy giants, Uranus
and Neptune (Ingersoll 1990; Vasavada et al. 2005; Sánchez-Lavega et al. 2019), as shown in
Fig.1.17(a). In the Earth’s oceans, zonal jets have only been revealed recently, after a careful time-
averaging (Maximenko et al. 2005) (see Fig.1.17(e)). Oceanic jets are much weaker, intermittent,
and meandering (a regime sometimes referred to as “latent”), but they penetrate deep into
the ocean (e.g. Cravatte et al. 2012). The strongest zonal current in the ocean is the Antarctic
Circumpolar Current (ACC), presumably because it is not blocked by continental features. But
this strong current seems in fact to be composed of multiple smaller jets (Fig.1.17(c,d)). In
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Figure 1.16. – (a) Schematic of meddies formation (figure from Richardson (1993)). (b) Temperature and salinity
measured inside a meddy (figures from Tychensky et al. (1998)). The overall diameter of the meddy is around 120 km.

addition to gas, icy giants, and Earth’s oceans, zonal jets are observed in the atmosphere of
terrestrial bodies: the Earth, Mars, Venus and Titan (Mitchell et al. 2019). As seen in Fig.1.17(b),
two zonal jets – the subtropical and polar jet streams – are present in each hemisphere of
Earth’s troposphere, even if they are sometimes difficult to isolate from each other (Gallego
et al. 2005). The global circulation on Mars is assumed to be very close to the Earth’s case.
Venus atmosphere is super-rotating, with clouds rotating about 60 times faster than its surface.
Super-rotation has also been revealed on Titan despite the thick and opaque aerosol haze
covering the moon of Saturn.

Besides superficial fluid envelopes, zonal flows very likely exist in the deep interior of ter-
restrial bodies. External liquid cores support rotating thermal convection with a topographic
β-effect due to the spherical inner and outer boundaries of the liquid core. The associated
turbulence is hence expected to feed zonal jets just like on the gas giants, and this is indeed
what is observed in numerical simulations of core convection (see e.g. Guervilly et al. 2017, and
Fig.1.17(f)).

Finally, zonal flows are also observed in magnetically confined plasmas, namely in tokamaks.
Despite the huge differences between magnetically-confined plasmas and geophysical flows,
both exhibit self-organized zonal flows emerging from turbulence. This similarity arises from
the analogy between the Coriolis force and the Lorentz force, where the magnetic field breaks a
symmetry just as rotation does (see the review by Terry (2000) and section IV in Galperin et al.
(2019a)).
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1.7. Objectives and methods of the present work

Jupiter’s dynamics raise a lot of fundamental questions. The variety of theories which aim
at explaining the formation and nonlinear saturation of large-scale zonal jets and vortices
indicates by itself that this is still an intense subject of research and that no universal mech-
anism prevails yet. The results of the ongoing Juno mission have answered but also raised
new questions, and continue to surprise the scientific community thereby motivating further
exploration of these problematics. The main questions on which we focus can be summarized
as follows:

— What is the dominant mechanism of jets formation and their source of energy?

— How to explain their final intensity and scale in the non-linear saturated regime?

— How to explain their long-term stability?

— What is the feedback between the jets and the underlying turbulence?

— Are the jets superficial or are they the manifestation of deep dynamics? How is the deep
dynamics coupled with the weather layer?

— How are midlatitude large-scale vortices coupled with the jets? How to explain their
longevity?

— What is the depth of Jovian vortices?

— How do cyclones self-organize into clusters at Jupiter’s poles?

These questions combine long-standing planetary science issues and fundamental fluid me-
chanics topics, such as the emergence of large-scale structures in a turbulent flow. In the
present thesis, we propose to tackle these questions using a multi-method approach which
combines experimental models, idealized numerical simulations and theoretical modelling.

Experimental modelling is motivated by the limitations and uncertainties of gas giant nu-
merical and theoretical models. For instance, current models cannot simulate the dynamics
over the very long radiative and frictional timescales, necessary for the system to equilibrate.
In addition, gas giants regimes are characterized by a vanishing Ekman number (1.11) and
a very large Reynolds number (1.53). This regime is not achievable by realistic fully three-
dimensional models, and can only be approached by simplified models relying on physical
simplifications whose relevance needs to be systematically addressed. Experimental studies
also complement the direct observations of Jupiter’s flows, which are sparse and lack the pos-
sibility of repeatability. The ability of experiments to model Jovian phenomena relies on the
zero-th order geostrophic balance of its flows (section 1.2.2), observed when Ro ∼ E ×Re ¿ 1.
Rotating fluid experiments easily fulfil the low Rossby number constraint, and thereby respect
the dominant balance. Even if they cannot reproduce the very small viscous effects of Jovian
flows, experiments usually allow to reach more extreme regimes than numerical models, and
study the dynamics of real, fully nonlinear and developed flows in a statistically steady-state. Of
course, experiments come with their own limitations, such as necessary physical boundaries,
and the difficulty in incorporating magneto-hydrodynamical or compressibility effects. All the
aforementioned approaches, experimental, numerical and theoretical investigations guided
by observations, hence strongly complement each other, and combining them is the key to a
better understanding of Jovian dynamics.

In this thesis, we adopted two significantly different and complementary approaches. The
first approach consists in trying to explain how large-scale structures spontaneously emerge
from Jupiter’s turbulence and how the system behaves once in the nonlinear saturated state.
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This approach is used in chapters 3,4,5, which focus on barotropic zonal jets. A second ap-
proach consists in ignoring or simplifying the background turbulence, and focus on the quasi-
equilibrium of the large-scale structures and the properties that we can deduce from this
equilibrium state. This approach is used in chapters 2 and 6 in which we focus on midlatitude
and polar large-scale vortices. More precisely, our research plan is the following:

Z In chapter 2, following and expanding the work of Aubert et al. (2012) and Facchini et al.
(2016), we study the quasi-equilibrium of vortices in a rotating stratified shear flow, three
basic ingredients which aim at reproducing the situation of midlatitude Jovian vortices
floating in Jupiter’s stratified weather layer and sheared by the zonal winds. The goal is to
predict the vertical extent of such vortices as a function of the ambient parameters, and
apply our results to the most prominent Jovian anticyclones to complement observations
limited to the weather layer. The experimental setup employed in this chapter is referred
to as the Revival setup.

Z In chapters 3 to 5, we study the emergence of deep barotropic zonal jets from a flow forced
at small-scale. We built a new improved version of the experimental setup employed by
Cabanes et al. (2017). This second setup is referred to as the Jacuzzi experiment in the
following.

— The first goal of this setup is to study the development of strong, barotropic zonal
jets in the deep scenario, in the presence of bottom drag, and to reach particularly
extreme regimes compared to previous experiments. In chapter 3, we will focus on
explaining zonal jets formation in this setup, in two different regimes, and we will
explain the transition towards the most extreme regime.

— The second goal, developed in chapter 4, is to study the properties of the fully-
developed, saturated turbulent flow in the second, most turbulent regime of zonal
jets, and address the relevance of the theories mentioned in the present introduc-
tion.

— The third goal is to address the long-term dynamics of turbulent zonal jets, such
as drift, mergers, nucleations and stability. This long-term stability is the focus of
chapter 5.

— To reach these goals, the experiments are guided and complemented by an idealized
quasi-2D (quasi-geostrophic, QG) numerical code. Once validated by comparing
the results of the 3D experiment with 2D simulated flows, this QG code then allows
to address, for instance, the sensitivity of the results to the forcing details.

Z In chapter 6, we present a preliminary experimental study of the dynamics of multiple
cyclones at the pole. The goal is to determine if we can experimentally reproduce the
drift due to the β-effect and the equilibration of floating cyclones at the pole. This third
experimental setup is referred to as the Clusters setup.

Z In chapter 7, we summarise the main results and propose future possible lines of work.

The results of each chapter will be systematically analysed in light of possible relevance and
application to Jupiter’s dynamics. The associated fundamental conclusions, from the fluid dy-
namics point-of-view, are however generic and applicable to other physical systems exhibiting
rotating turbulence, stratification or topographic effects, such as those mentioned in section
1.6.
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Chapter 2.

Depth of Jovian vortices: remote
determination from laboratory experiments

u 2 U
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Chapter 2.

Jupiter’s dynamics shapes its cloud patterns but remains largely unknown below
this natural observational barrier. Unravelling the underlying three-dimensional
flows is a primary goal for NASA’s ongoing Juno mission that was launched in 2011.
In this chapter, we address the dynamics of large Jovian vortices using laboratory
experiments complemented by theoretical and numerical analyses.

Chapter aims

1. Address the quasi-static dynamics of large-scale midlatitude vortices by com-
bining laboratory experiments and direct numerical simulations of vortices
embedded in a rotating stratified shear flow.

2. Determine scaling laws for the three-dimensional shape of lenticular vortices
as a function of the ambient physical parameters.

3. Use estimates of Jovian physical parameters and conditions to predict the
three-dimensional shape of large-scale anticyclones.

Highlights

Z The generic cyclo-geostrophic and hydrostatic balance is responsible for
the three-dimensional shape of floating anticyclones. From this, we define
scaling laws for their horizontal and vertical aspect ratios as a function of the
ambient rotation, stratification and zonal wind velocity.

Z The theoretical aspect ratios are verified against results of the laboratory
experiments and direct numerical simulations.

Z We apply our model to the most prominent anticyclones of Jupiter (GRS, Oval
BA, Oval BC, Oval DE), and predict that they are very superficial structures,
with thicknesses between 50 to 150 km.

Z For the Great Red Spot in particular, our model reproduces well the decrease
of its aspect ratio since the Voyager mission in 1979. We predict that the
Great Red Spot’s thickness, inaccessible to direct observation, would have
remained constant despite the observed horizontal shrinking.

D. Lemasquerier et al. (2020a). “Remote Determination of the Shape of Jupiter’s
Vortices from Laboratory Experiments”. Nature Physics, 1–6. DOI: 10.1038/s41567-
020-0833-9
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2.1. Introduction

Earth-based telescope observations and records from various spacecrafts have revealed
Jupiter’s rich tropospheric dynamics. Moreover, the ongoing Juno mission (Bolton et al. 2017)
is providing the scientific community with accurate and puzzling observations and data (e.g.
Li et al. 2017; Kaspi et al. 2018; Iess et al. 2018; Guillot et al. 2018; Adriani et al. 2018). Among
others, observations reveal that up to several hundred vortices are present among Jupiter’s
zonal winds at any instant in time (Vasavada et al. 2005), including the famous Great Red Spot
(GRS). Yet, a lot of their features are still not well understood: how did they form? What are
the processes controlling their lifetime? How do they interact with Jupiter’s zonal flows? What
is their three-dimensional structure, and more specifically their thickness? Are they columns
that penetrate through the molecular envelope (Hide 1961), or shallow vortices confined near
the cloud level (Marcus 1988; Dowling et al. 1988a)? Idealized numerical models (e.g. Williams
et al. 1988; Dowling et al. 1988b; Marcus 1990) and laboratory experiments (Read et al. 1983,
1984; Sommeria et al. 1988; Antipov et al. 1986) offered clues to understand vortices formation,
interaction and longevity in Jupiter’s atmosphere. Here, we address the question of their
depth for which we have no answer despite decades of observations. As mentioned in the
introductory chapter (section 1.6), the attention devoted to such vortices also arises from the
observation of similar structures in the Earth’s ocean (Carton 2001). For instance, in the Atlantic
ocean are found the so-called “meddies”, whose structure is more directly available through
velocity, temperature and salinity measurements (Fig.1.16). Understanding their formation
and evolution is important since they play a fundamental role in terms of energy and scalar
transport (e.g. Kim et al. 2012).

From a dynamical point of view, vortices naturally arise in planetary flows which are sub-
jected to rapid rotation. Let us denote Ω the spin rate of a planet, and f = 2Ωsin(θ) the local
Coriolis parameter (θ is the latitude). If we consider a flow of very low Rossby number Ro
(equation (1.10)) the so-called geostrophic balance takes place at first order. Neglecting viscous
forces and looking for steady solutions, the Coriolis term in the momentum equations balances
the horizontal gradient of pressure such that

f ez ×u =− 1

ρ
∇h p, (2.1)

where ∇h p is the horizontal gradient of pressure, ρ is the fluid density, ez is the local vertical and
u is the velocity field. In such an equilibrium, the flow rotates around low and high pressure
zones, thus naturally forming vortices (see Fig.1.5). In the sole presence of rotation, the vortices
are expected to extend vertically through the fluid in columns owing to the Taylor-Proudman
theorem which is readily retrieved by taking the curl of equation (2.1), and states invariance of
the velocity components along the direction of the spin axis (see chapter 1, section 1.2.2).

In planetary flows, a second feature comes into play besides rotation: stratification. Vortices
in the Earth’s ocean are embedded in a strong and stable thermohaline stratification. Similarly,
Jupiter’s vortices lie in its stratified weather layer above the convective zone and below the
tropopause (Vasavada et al. 2005). We recall that stratified flows are characterized by their
buoyancy or Brunt-Väisälä frequency N which is the natural frequency of oscillation of a fluid
parcel displaced from equilibrium with buoyancy acting as a restoring force:

N =
√
− g

ρ0

∂ρ

∂z
, (2.2)

where g is the gravitational acceleration, ρ0 the mean density. In a stratified flow, as visible
in Fig.1.4, rather than columns vortices take the shape of thin pancakes (Billant et al. 2001,
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and references therein). It would thus seem natural that the relative strength of stratification
compared to rotation, or equivalently the ratio N / f , gives a prediction of their thickness. But if
their vertical shape depended exclusively on N / f , then all the vortices embedded in the same
flow would have the same vertical over horizontal aspect ratio, which is not what is observed
(see for instance Shapiro et al. 1995; Biescas et al. 2008, in the case of meddies). It was shown
experimentally (Aubert et al. 2012) and numerically (Hassanzadeh et al. 2012) that the aspect
ratio of those vortices depends not only on the ambient parameters f and N , but also on their
strength and their internal stratification of buoyancy frequency Nc :

( c

a

)2
=

( c

b

)2
= −Ro(1+Ro) f 2

N 2 −N 2
c

, (2.3)

where a = b are the semi-axes of the axisymmetric vortex in the horizontal plane and c is the
vertical semi-axis. The Rossby number of the vortex, which we define as Ro =ωc /2 f , is indicative
of its strength (ωc being the vertical component of the vorticity at the vortex centre). Rather
than the ambient stratification, it is the difference between the vortex and the background
stratification that is relevant. This law also gives constraints on the vortices interior: weak
anticyclones (Ro ∈ [−1,0[) are less stratified than the ambient (N 2

c < N 2) and conversely for
cyclones (Ro > 0). This is consistent with oceanic observations which show that the isopycnals
are pinched towards a cyclone centre whereas they are displaced away from an anticyclone
centre (e.g. Manley et al. 1985, figure 3). Facchini et al. (2016) completed this work by focusing
on the temporal evolution of a vortex. They showed that when rotation and stratification
coexist, the vortex decay is ultimately due to the recirculations within the vortex and is slower
than what is expected from classical viscous dissipation of the azimuthal kinetic energy, which
is compatible with the observed long-lived duration of both oceanic and Jovian anticyclones.

In this chapter, we aim at extending these results by adding a linear shear to rotation and
stratification. This work is specifically motivated by Jovian vortices which are embedded in
strong zonal winds (Mitchell et al. 1981) and to a lesser extent by oceanic mesoscale eddies
which might be sheared by interactions with other vortices or large-scale currents (e.g. Carton
et al. 2013; Shi et al. 2018). Interpreting these vortices properties in a global planetary circulation
model is difficult because of the complex multi-scale dynamics involved. Instead, we present an
experimental setup which allows us to generate vortices in a flow with the three aforementioned
ingredients – rotation, stratification and shear – and follow their temporal evolution both in
terms of shape and intensity. Note that the vast majority (∼90%) of Jupiter’s vortices are
anticyclonic (Vasavada et al. 2005). Besides, nearly all anticyclonic structures are circular or
oval in shape, whereas many Jovian cyclones are filamentary or multi-lobed. Furthermore,
all long-lived Jovian vortices have relative vorticity with the same sign as that of the jets in
which they are embedded (Vasavada et al. 2005). For those reasons we focus on anticyclones
embedded in an anticyclonic shear.

In §2.2 we derive theoretical laws to predict the three-dimensional (3D) shape of a vortex in
quasi-static equilibrium in a rotating stratified shear flow. In §2.3 we describe the experimental
setup and direct numerical simulations used to complement experimental results. In §2.4,
the theoretical laws are validated against both experiments and simulations. We conclude
in §2.5 with an application of these laws to Jovian vortices (GRS, Oval BC, DE and BA) and a
comparison with available data for their horizontal dimensions. We further make predictions
for their up-to-now inaccessible depth, which await comparison with the upcoming Juno
observations. Finally, in §2.6, we briefly discuss the long-term evolution of our experimental
and numerical vortices.
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2.2. Equilibrium shape

2.2.1. Governing equations

Let us first set the theoretical framework in which we stand and define all the parameters and
variables that will be used in the following. We consider the flow of an incompressible fluid of
constant kinematic viscosity ν rotating around the vertical axis (oriented upward) at a constant
rate Ω =Ω ez . In cartesian coordinates, we denote the velocity field u = (u, v, w)ex ,e y ,ez . Note
that the shear is applied along the x direction, so that coherently with the established plane
Couette flow, we designate x and y as the stream-wise and cross-stream directions respectively
(see Fig.2.1(a–c)).

We start from the continuity and Navier-Stokes equations as well as the advection-diffusion
equation of the stratifying agent of constant diffusivity κ (e.g. salt concentration field in our
experiments). The concentration field of this stratifying agent is linearly related to the density
field, which hence follows the same advection-diffusion equation (see chapter 1, section
1.2.3.2). In the Boussinesq approximation and in the rotating frame these read:

∇∇∇···u = 0,

∂u

∂t
+ (u ···∇∇∇)u + f ez ×u =− 1

ρ0
∇∇∇p̃ + ρ̃

ρ0
g +ν∇∇∇2u,

∂ρ̃

∂t
+ (u ···∇∇∇)ρ̃ = κ∇∇∇2ρ̃,


(2.4)

where f = 2Ω is the Coriolis parameter and ρ0 is the mean density. ρ̃ = ρ−ρ0 is the deviation
of the density field compared to this mean density, including the linear stratification, and
p̃ = p +ρ0g z is the pressure deviation compared to the mean hydrostatic pressure (see section
1.2.3.2). The stationary solution without any vortex nor plane Couette flow, i.e. the hydrostatic
equilibrium of the rotating stratified flow, writes

ρ̄(z) = ρ0
N 2

g
z, (2.5a)

p̄(z) = p0 + N 2ρ0

2
z2, (2.5b)

where N = √−g∂z ρ̄/ρ0 is the buoyancy frequency corresponding to the background linear
stratification. Defining the density and pressure perturbations as δρ = ρ̃(x, y, z, t )− ρ̄(z) and δp =
p̃(x, y, z, t )− p̄(z) gives the following system of equations for the perturbations in the Boussinesq
approximation:

∇∇∇···u = 0,

∂u

∂t
+ (u ···∇∇∇)u + f ez ×u =− 1

ρ0
∇∇∇δp − δρ

ρ0
g ez +ν∇∇∇2u,

∂δρ

∂t
+ (u ···∇∇∇)δρ = ρ0N 2

g
w +κ∇∇∇2δρ.


(2.6)

Both experimentally and numerically, the shear is added via the action of two rigid boundaries
located at y = (−d ,d) moving at constant velocity in opposite directions parallel to x (Fig.2.1(b)).
Using half the distance between the two shearing boundaries d as the length scale and 1/ f as
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the time scale gives the non-dimensional variables (x ′, y ′, z ′,u′,δρ′,δp ′) such that

t = t ′/ f (2.7a)

(x, y, z) = (x ′, y ′, z ′)d , (2.7b)

(u, v, w) = (u′, v ′, w ′)d f , (2.7c)

δρ = δρ′ρ0d f 2/g , (2.7d)

δp = δp ′ρ0d 2 f 2. (2.7e)

The corresponding non-dimensional set of equations for the perturbations writes

∇∇∇′ ···u′′′ = 0, (2.8a)

∂u′′′

∂t ′
+ (u′′′ ···∇∇∇′)u′′′+ez ×u′′′ =−∇∇∇′δp ′−δρ′ ez + 1

Re
∇′2u′′′, (2.8b)

∂δρ′

∂t ′
+ (u′′′ ···∇∇∇′)δρ′ = N∗2w ′+ 1

ScRe
∇′2δρ′, (2.8c)

where we introduce the Reynolds number Re = d 2 f /ν, the Schmidt number Sc = ν/κ and the
ratio of the Brunt-Väisälä frequency to the Coriolis frequency N∗ = N / f . Consistently, we
denote σ∗ =σ/ f the non-dimensional shear rate. In the following, we drop the ′ for the sake of
clarity but all the variables are dimensionless except when explicitly stated.
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Figure 2.1. – Simplified sketch of the experimental set-up. (a) The shearing device is made of a PVC belt encircling
two co-rotating cylinders. A capillary tube injects fluid in the gap between the membrane sides to create a vortex
which is analysed by performing PIV in its equatorial plane. (b) The represented device is placed inside a bigger tank
which rotates at a rate Ω. The fluid is stratified using salty water to achieve N ≈ 1 rads−1. An example of a measured
stratification is plotted, where ρ is the dimensional density. (c) Top-view schematic in the vortex equatorial plane.
The ambient rotation is anti-clockwise, and both the vortex and the shear are clockwise (anticyclonic). (d) Side-view
schematic. The ambient stratification has a buoyancy frequency N whereas the vortex core has a buoyancy frequency
Nc . An anticyclone is under-stratified compared to the ambient (Nc < N ).

2.2.2. Theoretical shape

Following the same method as Aubert et al. (2012), we discuss here the theoretical shape
of a vortex in our setup. In the inviscid limit, we first derive the unperturbed pressure field
corresponding to a rotating plane Couette flow, then we derive the pressure field inside a
compact ellipsoidal vortex. We finally constraint pressure continuity between those two fields
which leads to an ellipsoid equation for the vortex contour.

We start from the Navier-Stokes equation for the perturbations in the Boussinesq approxi-
mation, equation (2.8b), and neglect the viscous, non-linear and time-dependent terms since
we search for a steady, weak, cyclo-geostrophic and hydrostatic equilibrium state. For a linear
plane Couette flow, U = (−σ∗y,0,0), the pressure perturbation writes

δP = δP0 + σ∗

2
y2, (2.9)

where δP0 is a constant. Neglecting diffusivity, viscosity and non-linearities allows to consider
discontinuous velocity and density fields. We thus look for a compact triaxial ellipsoidal vortex
and denote a, b and c its principal semi-axes (a > b on the horizontal plane, and c along the

68



vertical). The constant vertical vorticity in the vortex is ωc = 2Ro (Ro being the Rossby number
of the vortex), and the corresponding velocity field in the vortex writes

uv =Ro

 −(1+β)y

(1−β)x

0

 , (2.10)

where β= (a2 −b2)/(a2 +b2) is the equatorial ellipticity of the vortex which goes from 0 for an
axisymmetric vortex to 1 for an infinitely stretched ellipse. The stratification inside the vortex
is assumed to be linear with a buoyancy frequency N∗

c (see Fig.2.1(d)). The corresponding
inviscid pressure field inside of the vortex, δpv , writes

δpv = δpc + Ro
2

(1−β)
[
Ro(1+β)+1

]
x2

+ Ro
2

(1+β)
[
Ro(1−β)+1

]
y2

− N∗2 −N∗2
c

2
z2, (2.11)

where δpc is a constant – the pressure anomaly at the vortex centre. While the velocity and the
density fields are discontinuous between the vortex and the background flow, we require the
continuity of the pressure field between the vortex and the surrounding rotating plane Couette
flow. Equality between equations (2.9) and (2.11) leads to ellipsoidal surfaces defined by

Ro (1−β) [1+ (1+β)Ro] x2

+ (
Ro (1+β) [1+ (1−β)Ro]−σ∗)

y2

+ (
N∗2

c −N∗2) z2 = cst. (2.12)

Applying this relation at the points (x, y, z) = (a,0,0) and (0,b,0) gives a relation for the ellipticity
β:

β2
(
2

Ro2
x

σ∗ +1

)
+2β

(
Ro2

x

σ∗ −1

)
+1 = 0, (2.13)

where Rox = (1−β)Ro is the stream-wise Rossby number (the slope of the cross-stream velocity
v profile along x at the centre of the vortex). Knowing the strength of the vortex and the shear
applied to it, this relation allows to predict the equatorial ellipticity of the vortex. From this
equation, we select the root β that is positive and comprised between 0 and 1. The ellipticity
then evolves intuitively: when Ro2

x /σÀ 1, the vortex does not “feel” the ambient shear and
tends towards axisymmetry (β→ 0). On the contrary, when Ro2

x /σ¿ 1, β= 1 meaning that the
vortex is infinitely extended in the stream-wise direction (a/b À 1).

Similarly, applying relation (2.12) at (x, y, z) = (a,0,0) and (0,0,c) gives a relation for the vertical
aspect ratio of the vortex ( c

a

)2
=

Rox

[
1+Rox

1+β
1−β

]
N∗2

c −N∗2
. (2.14)

Interestingly, the shear does not directly appear in this relation since its influence is hidden in
the ellipticity β. Thus, knowing only the horizontal aspect ratio, the strength of the vortex and
its stratification allows to infer its vertical aspect ratio. For an axisymmetric vortex, i.e. without
shear, β= 0 and we retrieve relation (2.3) in the sole presence of rotation and stratification. On
the contrary when β→ 1, since Rox = (1−β)Ro, the vortex is infinitely sheared and flat (c/a → 0).
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Note that in terms of scaling analysis, the dimensionless parameters entering those laws are
fully consistent with our assumptions. A dissipationless floating vortex is fully characterized
by 8 dimensional parameters: its dimensions a,b and c, its physical characteristics given by
its vorticity ωc and the difference between its internal density gradient and the ambient one
N 2

c −N 2 and the environment physical characteristics given by the Coriolis frequency f , the
buoyancy frequency N and the shear σ. According to the Π-theorem, the whole system is thus
characterised by 6 dimensionless numbers, that we chose to be the geometrical parameters
given by the equatorial ellipticity β and the aspect ratio c/a, and the dynamical parameters
given by the Rossby number Ro =ωc /2 f , the dimensionless shear σ∗ =σ/ f , the dimensionless
buoyancy frequency N∗ = N / f , and the dimensionless buoyancy anomaly (N 2

c −N 2)/ f 2. Note
that the dimensionless buoyancy frequency alone does not appear in the scaling laws for
the vortex aspect ratio, at least in the Boussinesq approximation considered here. Only the
dimensionless buoyancy anomaly does.

The above parameters fully describe the quasi-static, inviscid and diffusion-less problem
where our assumptions naturally lead us to neglect other dimensional parameters (the molec-
ular viscosity ν and the stratifying agent diffusivity κ). In the full problem (equations (2.8a)–
(2.8c)), two supplementary non-dimensional parameters are necessary: the Reynolds number
Re = d 2 f /ν and the Schmidt number Sc = ν/κ. These parameters (Re,Sc) are not relevant for
determining the shape of the vortex, and they will only appear when we discuss the decay of
the vortex through time (section 2.6), which is a completely different question.

2.3. Experimental and numerical methods

In this section, we describe the experimental and numerical methods that are used to validate
the previously derived theoretical laws for the vortex shape.

2.3.1. Experimental methods

2.3.1.1. Experimental set-up

The experimental setup used in this chapter is the same as the one described in Facchini et al.
(2018), except that we create a vortex within the established linear plane Couette flow. Details
on the setup can be found in Giulio Facchini’s doctoral dissertation (Facchini 2017). We recall
briefly its principal features. A tank (50×50×70 cm) is filled with salty water linearly stratified
in density using the double bucket method. The tank is mounted on a table that rotates around
a vertical axis at a rate Ω (Fig.2.2(a)). The stratification is measured vertically by sampling the
fluid at different heights and measuring the corresponding density with a density-meter. In
all the experiments discussed here, we generated stratifications corresponding to a buoyancy
frequency N = 1± 0.05 rads−1 with a rotation rate Ω = 0.5 rads−1 such that N∗ = N / f ∼ 1. An
example of a measured stratification is plotted in Fig.2.1(b). To impose a shear in the flow, we
use a PVC belt encircling two co-rotating cylinders. Two additional pairs of cylinders allow to
stretch out the membrane while keeping a constant gap 2d = 6 cm between the two shearing
sheets. Pictures of the principal tank and shearing device are provided in Fig.2.2.

After placing the shearing device inside the tank, we fill it with stratified salty water. We then
gradually increase the rotation rate of the turntable to avoid disturbing the stratification during
the spin-up. Note that we measure the stratification before and after each experiment to verify
that it was not excessively modified both by the spin-up/spin-down processes and the studied
vortices. Once solid body rotation is reached, we activate the shear and wait for the stationary
plane Couette flow to establish (∼ tens of minutes).
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To create anticyclones in the gap, a one millimetre-diameter capillary tube is linked to a
reservoir fixed above the tank. Using gravity fall only, we inject a volume of fluid having a
constant density equal to the density at the injection height. In the experiments presented
here, we typically inject fluid at mid-height during 6 seconds which corresponds to a volume
V ∼ 40mL. The parameters of the experimental cases discussed in this chapter are listed in
Table 2.1. Fig.2.1 summarises the experimental setup and conventions.

Figure 2.2. – (a) Rotating tank. The rotation is anti-clockwise. (b) Shearing device rotating in the clockwise direction
(anticyclonic shear). The anticyclones are generated by injecting fluid of neutral density in between the walls of the
shearing device (see also Fig.2.1).

2.3.1.2. Visualization and particle image velocimetry

Velocity field measurements are performed in the equatorial plane of the vortex using particle
image velocimetry (PIV). We seed the fluid with 10 µm-diameter hollow glass spheres and their
displacement is followed using a camera fixed in the rotating frame above the tank and looking
downward. We use the Matlab software DPIVSoft2010 (Meunier et al. 2003) to extract velocity
fields from these measurements. Typically, the field covers an area of 19×7 cm with a grid
resolution of 210×52.

For some experiments we added Rhodamine B, a fluorescent dye, in the injected fluid to
follow its evolution in a vertical plane. A second vertical laser plane aligned with the x-axis is
thus present along with a camera fixed on the side of the tank to record corresponding movies.
Note that the two laser sheets could not be switched on simultaneously since this would
deteriorate the PIV measurements. For that reason, we do not have a continuous recording

71



of the vertical shape of the vortices but only a few instants per experiment during which we
temporarily turned off the horizontal laser plane and switched on the vertical one. To compute
the vertical aspect ratio, we binarize the images such that all pixels of intensity above an
arbitrary threshold are equal to 1. We fill the holes inside the vortex that are due to PIV particles
using the MATLAB imfill function. We then use the regionprops function to detect all the elliptic
patches on the binary image. We extract from it the largest form detected as well as its long and
short-axis a and c respectively.

Fig.2.3 shows the typical evolution of a vortex as observed during an experiment in the
equatorial plane. We chose a case where Rhodamine B was added to the injection fluid for
a better visualization. The corresponding velocity fields deduced from PIV are represented,
keeping only one grid point out of three in both directions for clarity. As time increases, the
vortex is stretched in the stream-wise direction by the linear shear and its intensity decreases.
Fig.2.4(a,b) show velocity profiles along both x and y as a function of time during an experiment.
We verify that, similarly to Facchini et al. (2016), along the x direction (parallel to the shear),
the velocity profiles are close to that of a gaussian isolated vortex as defined by

uv (x, y, z, t ) =Ro(t )

 −(1+β)y

(1−β)x

0

exp

(
−

[ x

a

]2
−

[ y

b

]2
−

[ z

c

]2
)

, (2.15)

This is coherent with Kloosterziel (1990) who showed that when no net vorticity is introduced
by the injection process, gaussian isolated vortices are a good approximation of laboratory
vortices. In the y direction the effects of confinement are clearly visible, but the velocity field
still resembles some gaussian profile superposed to the background shear. Note that the dis-
continuous linear model (equation (2.10)) exactly corresponds to the core of our experimental
and numerical gaussian vortices.

To measure the horizontal ellipticity of our experimental vortices, we use a linear fit of the
velocity profiles in the vortex core in the cross-stream and stream-wise direction. According
to equation (2.10), the slope of the velocity profile in the cross-stream (x = 0) direction is
−Ro(t )(1+β(t )), and Ro(t )(1−β(t )) in the stream-wise direction (y = 0). Fitting the two directions
simultaneously thus allows to retrieve both Ro(t ) and β(t ).
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Figure 2.3. – Evolution of a sheared anticyclone as observed during our experiments on a horizontal plane. The
Rhodamine B added to the injected fluid allows to follow the vortex shape evolution through time. The corresponding
PIV vector fields are represented. The shearing boundaries are parallel to the x-axis and are located at the borders of
the images and vector fields. The injected vortex is initially compact, stable and axisymmetric and evolves laminarily
towards an elliptic shape under the action of shear. This shape evolution is accompanied by a decay of the strength
of the vortex. Note that at t = 230 s, the vortex semi long-axis turns out to be a ≈ 2d . The shear rate is σ≈ 0.07 s−1. If
the vortex was passively advected by the simple shear, it would have reached this extension at a much shorter time
a/(σd) ≈ 2/σ≈ 30 s.
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Figure 2.4. – (a,b) Measured velocity profiles for two anticyclones produced by a 6 seconds injection, (a) without shear
but with the PVC belt installed so that the vortex is confined in the y direction, and (b) with a shear rate σ≈ 0.07 s−1 .
The x direction is parallel to the shear direction whereas y is orthogonal to it. The dots are experimental measurements
and the lines are the best-fitting Gaussian profiles (equation (2.15)). (c) Same velocity profiles extracted from the
reference simulation (see Table 2.1). The dashed lines are the best-fitting Gaussian profiles.

2.3.2. Numerical methods

2.3.2.1. Numerical method

We performed direct numerical simulations (DNS) to compare with our experimental results
and extend them to a wider range of parameters. To this aim, we solve the full system of
equations (2.8a)-(2.8c) using the open-source spectral element solver Nek5000 (Fischer et al.
2008). These equations are solved in a rectangular box of dimensions (Lx ,Ly ,Lz )=(8,2,4) centred
at the origin (x, y, z) = (0,0,0) to mimic the experimental setup. The boundary conditions are
periodic in both the stream-wise (x) and vertical (z) directions and rigid no-slip insulating
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boundaries are imposed in the cross-stream (y) direction, i.e. u = ∓σ∗y ex and ∂yδρ = 0 at
y =±1. The global geometry is partitioned into E hexahedral elements. Inside each element,
velocity, density and pressure perturbations variables are projected onto N -th order Lagrange
interpolating polynomials distributed on Gauss-Lobatto-Legendre nodes. For all the results
discussed in this paper, the number of elements is E ∼ 3000 and we use Lagrange interpolating
polynomials of order N = 15 (N = 10 after dealiasing) leading to ∼ 107 grid points. Time
integration is performed with a third-order explicit scheme for the advection and buoyancy
terms while viscous and dissipative terms are integrated using an implicit third-order scheme.

2.3.2.2. Initial flow

The simulations are initialized with an established linear plane Couette flow u(t = 0) =
−σy ex +uv,0 where uv,0 corresponds to an axisymmetric ellipsoidal gaussian vortex centred at
the origin

uv,0(x, y, z) =Ro0

 −y

x

0

exp

(
−

[√
x2 + y2

a0

]2

−
[

z

c0

]2
)

, (2.16)

where a0 and c0 are respectively the initial horizontal and vertical dimensions of the vortex.
For all the results discussed in this paper, we take a0 = 0.8 for the vortex to fit between the two
moving boundaries at y =±1. The initial vertical extent c0 is the one given by equation (2.14)
with no initial ellipticity, β0 = 0. The choice of starting with a gaussian vortex is first motivated
by the experimental results which show that the velocity profiles are nearly gaussian. Second,
when an initial discontinuous vortex with uniform density is considered, the very steep initial
gradients in the density field require a too high numerical resolution, namely because the high
Schmidt number of our simulations does not allow for the rapid regularization of the vortex
edges by diffusion. Finally, Ro0 =ωc,0/2 is the initial Rossby number of the vortex, ωc being the
vertical component of the vorticity at the centre of the vortex (divided by f ). We explore the
case where the shear and the vortex have the same vorticity sign hence we take Ro0 < 0 and
σ∗ < 0. Finally, the initial density perturbation inside of the vortex relatively to the background
linear stratification writes

δρv (x, y, z, t = 0) =
[

N∗2 −N∗
c,0

2
]

z exp

(
−

[√
x2 + y2

a0

]2

−
[

z

c0

]2
)

. (2.17)

To be coherent with experiments where the injected fluid is well-mixed, we initialize anti-
cyclones with no internal absolute stratification i.e N∗

c,0 = 0. Thus, along the rotation axis
((x, y) = (0,0)) and in the vicinity of the vortex midplane, z = 0, the density anomaly writes
δρv,0 ∼ N∗2 z. Fig.2.5 shows a qualitative comparison, in the equatorial plane, between experi-
mental and numerical velocity fields.
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(b) Numerical simulation 1
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0

Figure 2.5. – (a) Top-view visualizations in the vortex equatorial plane during an experiment and corresponding
velocity field. The vortex is brighter than the ambient because of Rhodamine B. On the PIV field, we represent only one
grid point out of three in both directions for clarity. (b) Snapshot from a numerical simulation representing the vertical
component of the vorticity ω and the velocity field in the vortex equatorial plane.

2.3.2.3. Vortex stability

All the cases discussed in this chapter and used to verify our model are cases where the vortex
is stable. However, we want to mention that we numerically encountered unstable cases even
if they are beyond the scope of our study. A wide variety of phenomena can destabilize an
axisymmetric pancake-like vortex in a rotating-stratified flow, including gravitational, centrifu-
gal, baroclinic and Gent-Mc Williams instabilities as well as combinations of them (see Yim
2015, and references therein). Such instabilities prevented us from exploring cases with strong
stratifications, N∗ > 1. Indeed, in those cases the core of the vortex becomes unstable. The
study and the origin of this instability are beyond the scope of our study; however, we can locate
our unstable cases in the maps of instabilities given in Yim et al. (2016). Using their dimension-
less parameters definitions, our unstable cases typically have an aspect ratio α= c0/a0 ≈ 0.25,
a Froude number Fh = Ro/N∗ ≈ 0.23, a Rossby number R̃o = 2Ro = −0.90, a Reynolds number
of the vortex R̃e = RoRe ≈ 259 and a vertical Froude number Fh/α ≈ 0.9. The low Froude and
Rossby numbers are consistent with the Gent-Mc Williams instability described in Yim et al.
(2016). However our Reynolds number is considerably smaller than the one fixed in their
study (R̃e =10,000) and at such low Re, we would rather expect a displacement instability (see
figure 5.18 in Yim 2015) which is not what we observed. We rather suspect that the observed
instability finds its origin in the non-axisymmetric shape of the vortex. Due to the imposed
strain field, the streamlines in the vortex core are elliptical which may lead to the so-called
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Re = f d 2/ν N∗ = N / f Ro0 =ωc,0/2 f σ∗ =σ/ f Sc = ν/κ
Exp 900 ∼ 1 -0.5 -0.07 ∼700
Exp 900 ∼ 1 -0.5 -0.07 ∼700
Exp 900 ∼ 1 -0.5 -0.10 ∼700
Exp 900 ∼ 1 -0.5 -0.14 ∼700
Exp 900 ∼ 1 -0.5 -0.14 ∼700
Exp 900 ∼ 1 -0.5 -0.20 ∼700
Exp 900 ∼ 1 -0.5 -0.34 ∼700

DNS 900 1 -0.45 -[0.05:0.05:0.45] 35
DNS 1800 1 -0.45 -0.15 35
DNS 2700 1 -0.45 -0.15 35
DNS 3600 1 -0.45 -0.15 35
DNS 900 1 -0.45 -0.15 0.07
DNS 900 1 -0.45 -0.15 0.7
DNS 900 1 -0.45 -0.15 7
DNS 900 1 -0.45 -0.15 35
DNS 900 1 -0.45 -0.15 70
DNS 900 1 -0.45 -0.15 175
DNS 900 1 -[0.10:0.05:0.45] -0.15 35
DNS 900 [0.50,0.75, -0.45 -0.15 35

1.33,1.50
1.75,2.00]

Table 2.1. – Experimental and numerical cases parameters. The bold parameters are those of the reference simulation
to which we refer several times in the text. The blue parameters are the ones varied compared to the experiment. The
parameters in italic are unstable ones, presumably because of an elliptical instability (see section 2.3.2.3).

elliptical instability via a parametric excitation of inertial waves in the core of the vortex (see
Miyazaki 1993; Chomaz et al. 2010; Guimbard et al. 2010).

2.3.3. Non-dimensional parameters

Table 2.1 lists the non-dimensional parameters of the experiments and simulations discussed
in the present chapter. The simulations were performed in the ranges Re ∈ [900,3600], Sc ∈
[0.07,175] and N∗ ∈ [0.5,2]. In the experimental conditions, Re = 900, N∗ = 1 and Sc ≈ 700. The
large experimental value of the Schmidt number is the consequence of the small salt diffusion.
To be in the same physical regime numerically without having to impose such a high Sc,
we searched for the minimum Sc for which the vortex behaviour no longer depends on salt
diffusion. As discussed in section 2.6, we show that this is the case as soon as Sc ≥ 35. All the
simulations discussed in this chapter are thus performed at Sc = 35.

2.4. Equilibrium shape of the vortices: experimental and
numerical validation

2.4.1. Observations and dominant balances

In this section, we want to show that at zeroth-order, the dominant physical balances at play
at any time during the vortex evolution are consistent with the hypotheses assumed to derive
the equilibrium shape. We focus on the results of the reference simulation (bold line in Table
2.1) at time t = 140. In figure 2.6(a,b), the projections of the Navier-Stokes equations (2.8b) onto
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ex and e y along the (x,0,0) and (0,y ,0) directions show that the cyclo-geostrophic (or gradient
wind) balance

v ∂y u − v ≈ −∂xδp,

u ∂x v +u ≈ −∂yδp, (2.18)

is indeed verified at zeroth order. Besides, the projection onto ez (Fig.2.6(c)) is dominated by
the hydrostatic balance δρ ≈−∂zδp. We hence verify that the viscous and diffusive effects are
negligible to determine the instantaneous shape of the vortex, as well as the vertical velocity w .
As a consequence, the theoretical pressure anomaly at the core of the vortex given by equation
(2.11) fits well those extracted from the numerical simulation, as shown in Fig.2.7. Outside
of the vortex, the pressure field becomes the theoretical background pressure field given by
equation (2.9), due to the rotating stratified plane Couette flow. Since the pressure perturbation
inside the vortex is very close to parabolic in each direction, we compute the aspect ratios from
our simulations using ( a

b

)2
(t ) =

(∂2
yδp)c

(∂2
xδp)c

and
( c

a

)2
(t ) = (∂2

xδp)c

(∂2
zδp)c

, (2.19)

where the subscript c means that the derivatives are computed at the centre of the vortex.
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Figure 2.6. – Terms of equations (2.8b) and (2.8c) for different projections and along different directions. (a) First
component of (2.8b) along x. (b) Second component of (2.8b) along y . These projections show that at zeroth order
the system verifies a cyclo-geostrophic equilibrium where the Coriolis and centrifugal forces balances the pressure
gradient. (c) Third component of (2.8b) along the z direction showing the predominance of the hydrostatic equilibrium
δρ =−∂zδp. (d) Density anomaly evolution equation (2.8c) along the z direction.
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Figure 2.7. – Pressure perturbation profiles along (x,0,0), (0,y ,0) and (0,0,z). Dots represent results from the reference
numerical simulation (parameters given in Table 2.1) at time t = 140. The bold green line is the theoretical pressure
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2.4.2. Comparison with theoretical laws

We have verified the basic hypotheses of our model: in our experiments and simulations, at
zeroth order, the vortex is at any time ellipsoidal, and the cyclo-geostrophic and hydrostatic
equilibria are dominant. In this section, we report the shape evolution of our laboratory
and numerical vortices and confront it with the theoretical laws derived in section 2.2.2. We
recall that in our model, this shape results from a quasi-static equilibrium and is independent
of the processes that govern the vortex decay: all that is requested here is a time decoupling
between the fast azimuthal motion that controls the equilibrium shape, and the slow dissipative
processes that control the long-term evolution. This is indeed the case in both our experimental
and numerical study, as well as for Jovian vortices.

The evolution of the measured horizontal aspect ratio (a/b) is represented as a function of
Rox /|σ∗|1/2 in Fig.2.8(a) for five simulations and five experiments with different shear rates. Ad-
ditionally, we plot a line corresponding to the theoretical horizontal aspect ratio deduced from
relation (2.13). These curves show that at any time during the simulations and experiments,
there is a good agreement between the measured equatorial shape of the vortex and our predic-
tion. We notice however that the higher the shear rate the better is the agreement. This is not
surprising since we assumed that the vortex is at any time in a quasi-static equilibrium with the
background plane Couette flow. If the vortex is stronger than the applied shear, it may impede
the establishment of the plane Couette flow and the resulting quasi-equilibrium will not be the
one expected from our model. Indeed, we recall that both numerically and experimentally, the
shear is applied by two tangentially-moving rigid boundaries, thus through a purely viscous
process. This effect may be suppressed numerically by implementing a shearing box, that is by
solving the equations in a rotating and shearing frame of reference. This method is however
beyond the scope of this study since the DNS are used to mimic the experiments.
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Figure 2.8. – Evolution of the vortex shape for simulations (dots) and experiments (diamonds). The colours distinguish
different runs with different background shear rates. The continuous lines represent the theoretical laws (2.13) and
(2.14). (a) Horizontal aspect ratio a/b of the vortices as a function of their Rossby number. Time increases from left to
right since the Rossby number of a vortex decreases in absolute value by dissipation. (b) Measured vertical aspect ratio
c/a as a function of its theoretical prediction. We recall that to measure c/a experimentally, we use a fluorescent dye
and observe the vortex shape on a vertical laser plane. Since we cannot perform simultaneously PIV in a horizontal
plane and visualizations on a vertical laser plane, only a few points are available for each experiment.

We now seek to verify the law on the vertical aspect ratio, equation (2.14). Fig.2.8(b) shows
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the measured vertical aspect ratio c/a as a function of the theoretical one. To compute the
theoretical vertical aspect ratio, Rox (t ) and β(t ) are measured at each time. Similarly, it is
necessary to know the internal stratification of the vortex Nc (t ). We have access to it numerically,
but not experimentally. Thus, we use the approximation that the stratification does not change
inside the vortex, that is ∀t , Nc (t ) = 0 (fully mixed interior). Fig.2.8(b) shows a very good
agreement between the vertical aspect ratio of the simulated vortices and the theoretical
one. The agreement is less good for the aspect ratio of the laboratory vortices, c/a being
systematically a little bit underestimated by our theoretical prediction. This is probably the
consequence of assuming N∗

c
2 −N∗2 =−N∗2 constant whereas it significantly diminishes with

time, as shown later by the numerical results (see Fig.2.13).

2.5. Equilibrium shape of the vortices: application to Jovian
vortices

We showed that the quasi-static equilibrium on which is based our model is verified at each
time in our experiments and simulations. We expect that it is also the case for the Jovian
vortices since the quasi-static equilibrium does not depend on their temporal evolution nor
on the causes of this evolution. The assumption here is that the time necessary to reach
an equilibrium shape is short compared to the characteristic time of the vortices strength
evolution. Keeping in mind that we neglect any compressible effect, we apply our laws to
some of the most prominent Jovian anticyclones: the Great Red Spot (GRS) in 1979 (Voyager 1
mission), the Oval DE and BC in 1997 before their merger (Galileo), and the Oval BA in 2007
(New Horizons). Note that contrary to the GRS, the Oval BA was created recently after the
merger of three White Ovals (FA, BC and DE) between 1998 and 2000. In 2007, it was thus only
7 years old, and yet this was long enough for it to evolve from the triangular shape that followed
the merging event (Choi et al. 2010) to a classical elliptical shape.

2.5.1. Relevant parameters for application to Jovian vortices

To apply our model to Jovian vortices, four dimensional parameters are required: the lon-
gitudinal Rossby number of the vortex Rox , the shear rate σ, the Coriolis frequency f and the
stratification difference between the vortex and the surrounding atmosphere N 2

c −N 2. The
methods employed to estimate each parameter are provided in the next two paragraphs. The
deduced parameters are reported in Tables 2.2 and 2.3.

2.5.1.1. Velocities and length scales estimations

We measure horizontal length scales of Jovian vortices based on wind velocities criteria for
the GRS (Simon et al. 2018) and the Ovals BA and DE (Choi et al. 2010). For the Oval BC, we
use a measurement based on cloud features(Mitchell et al. 1981). From these data, we deduce
for each vortex a measured horizontal aspect ratio (a/b)mes and ellipticity βmes to compare our
predictions with (see Figs. 2.9 and 2.10 and Table 2.2).

To apply our model, the first quantity required is the longitudinal Rossby number Rox of
these vortices, that is the slope of the meridional velocity along an East-West profile, divided
by the Coriolis frequency f . For the Oval BA and DE, we compute it by a linear fit on their
meridional velocity profile at the core of each vortex, with an uncertainty of ± 5 m/s on the
velocities (Choi et al. 2010). For the Oval BC for which we could not find velocity profiles, we
use estimates of the North-South peak velocities (Mitchell et al. 1981) and divide them by the
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vortex semi-major axis length a. The resulting longitudinal Rossby numbers are given in Table
2.2.

For the GRS, we need to take into account the fact that it is a hollow vortex with a quiescent
core (see Fig.1.11). The detail of the velocity profile does not invalidate our approach since
in the dynamical collar of the GRS, we assume the same cyclo-geostrophic balance to hold,
i.e. the pressure gradient compensates for the Coriolis and centrifugal forces arising from the
non-zero azimuthal velocities. However, a correction needs to be added in the case of a hollow
vortex to account for the fact that the distance from the core at which the velocity is maximal –
the width of the vortex, a – is different from the characteristic distance of the pressure anomaly
gradient – the width of the collar ac – (Hassanzadeh et al. 2012). The longitudinal Rossby
number measured in the collar is Rox = Vmax

ac f (1−β), where Vmax is the mean peak meridional
velocity along an East-West profile. In that case, a prefactor ac /a should be added in our laws
for the centrifugal term for which it is the radius of curvature of the trajectory, i.e. the distance
to the centre that matters, not the size of the collar. Laws (2.13) and (2.14) are then modified as
follow:

β2
(
2

ac

a

Ro2
x

σ∗ +1

)
+2β

(
ac
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σ∗ −1

)
+1 = 0, (2.20)

( c

a

)2
=

Rox

[
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]
f 2

N∗
c

2 −N∗2
(2.21)

where Rox = Vmax
ac f (1−β) is the stream-wise Rossby number measured inside the collar. For the

GRS in 1996, 2000 and 2006, we measure the longitudinal Rossby number by fitting meridional
velocity profiles in the East-West direction inside its anticyclonic collar. The corresponding
measured values for a, ac and Rox are reported in Table 2.3, along with corresponding refer-
ences. When applying equation (2.21), rigorously speaking, the vertical aspect ratio (c/a) is
the aspect ratio between the pressure anomaly’s vertical and horizontal characteristic length
scales. A complete and self-consistent model of the three-dimensional structure of a hollow
vortex would be required, especially in terms of density anomaly, to conclude on the relevant
scales. This lack of data and modelling leads us to use the simplest assumption, which is also
the most consistent with our model, i.e. we assume that a and c are the semi-axes of the entire
vortex. To conclude on this point, note that although the quiet centre of the GRS still remains
today, it is significantly smaller than during the Voyager era (Table 2.3). Additionally, no other
vortices on Jupiter are known to have this hollow structure. They are rather very close to solid
body rotation with a linear increase of the velocity in their core (Choi et al. 2010) as assumed in
our theoretical model, which hence seeks to be generic and applicable to the vast majority of
Jovian anticyclones.

In addition to the Rossby number, our model requires estimates of the shear rate imposed
by jets at the latitude of the vortices. Using linear fits on zonal winds profiles, we report those
estimates and their errors for the GRS (Shetty et al. 2007), the Ovals DE and BC (Limaye 1986)
and the Oval BA (Tollefson et al. 2017) in Table 2.2 with corresponding references.

2.5.1.2. Buoyancy and Coriolis frequencies estimations

The Coriolis parameter f , which is the amplitude of the vertical component of the rotation
rate at the latitude of the vortices, is taken from Table 3 of Mitchell et al. (1981).

The last but crucial parameter that we need to estimate is the difference of stratification
between the vortex and the surrounding atmosphere N 2 −N 2

c . To do so, we recall and discuss
the method used by Aubert et al. (2012). The idea is to use temperature measurements that
were performed in Jupiter’s upper troposphere across the vortices and around them. Using the
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ideal gas equation and the fact that the pressure anomaly is zero at the top of the vortex (z = h),
the density anomaly with respect to the ambient fluid at the top of the vortex can be expressed
as ∆ρ/ρ =−∆T /T , hence

Ta(z = h)−Tv (z = h)

Ta(z = h)
=−ρa(z = h)−ρv (z = h)

ρa(z = h)
, (2.22)

where Ta and ρa are the temperature and density in the surrounding atmosphere, and Tv ,ρv

within the vortex. At the core of the vortex (z = 0), the density anomaly is zero, and a Taylor
expansion of the density profile leads to

Ta(z = h)−Tv (z = h)

Ta(z = h)
≈−h

(
∂ρa
∂z

)
z=0

−
(
∂ρv
∂z

)
z=0

ρa(z = h)
≈ h

g
(N 2 −N 2

c ). (2.23)

A crude estimation of the stratification difference between the vortex and the ambient can thus
be obtained using temperature differences measurements:

N 2 −N 2
c ≈ g

h

(
Ta −Tv

Ta

)
z=h

. (2.24)

The temperature anomalies (Ta −Tv ) associated with the vortices have been measured quite
accurately (Conrath et al. 1981; Flasar et al. 1981; Fletcher et al. 2010). Additionally, we adopt
the pressure-temperature profile derived from the Galileo probe data (Seiff et al. 1998) to obtain
the mean atmosphere temperature Ta at the measurement level. For the GRS, Figure 2 in
Flasar et al. (1981) shows a temperature anomaly of 8±1 K at 50 mbar. With an atmospheric
temperature at that level of Ta,50 = 121± 4 K, we obtain a relative temperature anomaly of
(Ta−Tv )50/Ta,50 = 0.0661±0.0104. For the Ovals DE and BC, Figure 1 in Conrath et al. (1981) shows
a temperature anomaly of 4±1 K at 120±20 mbar. With Ta,120 = 115±2 K, we obtain a relative
temperature anomaly of (Ta −Tv )120/Ta,120 = 0.0348±0.0093. Since no thermal measurements
were performed across the Oval BA, we make the assumption that its stratification is the same
as the vortices from which it formed, hence we use the same value as for the Ovals DE and BC.

Finally, the distance h between the measurement level and the vortex midplane where the
temperature anomaly vanishes is also a poorly constrained parameter and should be con-
sidered with its uncertainties. Let us define a new vertical axis Z which origin is the 1 bar
pressure level. The aforementioned anomalies are measured at 50 mbar (Z ∼+58 km) for the
GRS and 120 mbar (Z ∼+43 km) for the Ovals. The coordinate of the vortices midplane now
remains to be estimated. The cold anomaly of the GRS was observed up to 500 mbar (Flasar
et al. 1981; Fletcher et al. 2010), at Z ∼+16 km, meaning that the midplane (zero-anomaly) is
located at higher pressures. According to observers, it could extend up to 2 bar (de Pater et al.
2010), Z ∼−20 km. Consistently, in numerical modelling, the midplane of Jovian vortices is
located between 400 to 1500 mbar (Morales-Juberıas et al. 2003; Legarreta et al. 2008). If we
take into account this large uncertainty, we obtain h = 60±18 km for the GRS and h = 45±18

km for the Ovals. With a gravitational acceleration of g = 23 ms−2 based on the Galileo probe
measurements (Seiff et al. 1998), we finally obtain N 2 −N 2

c = (2.53±1.16) ·10−5rad2 s−2 for the
GRS and N 2 −N 2

c = (1.78±1.19) ·10−5rad2 s−2 for the Ovals. These values are reported in Table 2.2
with all the parameters required to apply our model.

Note that this method does not require an independent knowledge of the stratification in
the atmosphere N and within the vortex Nc , which is an advantage since the stratification
inside any of the Jovian vortices has never been measured. The drawback is that we use
superficial measurements, and extrapolate them to deduce a density slope with the important
assumption that this slope is constant. That being said, contrary to Nc , the stratification of
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Jupiter’s atmosphere has been measured and estimated (e.g. Galileo measurements (Seiff et al.
1998) and modelling estimates extrapolating Voyager data (Legarreta et al. 2008)). The result
is that N is not constant in the range of pressure considered here for the vortex midplane.
In the upper troposphere, both Voyager data (Legarreta et al. 2008, Figure 2) and estimates
from inverse problems (Shetty et al. 2010) agree on N ∼ 0.02 rad s−1. At deeper levels in the
atmosphere, this stratification is supposed to decrease and reach N ∼ 0.005 rads−1 for pressures
between 1 to 7 bars (Legarreta et al. 2008). Unfortunately, we cannot rigorously take this
stratification decrease into account without knowing how the vortex stratification varies along
with it since the essential parameter in our model is the difference between the stratification
within the vortex and the ambient one, not the stratification itself. As such, we cannot exclude
that the vortices could ultimately reach the limit N 2

c → N 2 for which the vortex vertical extent
would become infinite. Our results thus depend on a proper estimate of the stratification
difference with depth, and provide lower bounds for the vortex depths rather than absolute
values.
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Table 2.3. – Parameters and references used to compute the GRS aspect ratios as a function of time since 1979 (Fig.2.10).
The Coriolis parameter f , the stratification difference N 2 −N 2

c and the shear rate σ are not indicated because they are
taken equal to the values given in Table 2.2.

1979 1996 2000 2006
Voyager 1b Galileoc Galileoc HST d

a (km) 9200±400 8927±400 8377±400 8376±400
ac (km) 5195±400 4233±400 4417±400 4051±400
a/ac 1.77±0.21 2.11±0.29 1.90±0.26 2.07±0.30
Ro a

x ·102 15.41±2.59 21.54±3.75 22.08±3.79 23.09±4.00

2012 2015 2016 2017
HST e HST e HST e HST e

a (km) 4527±400 4939±400 4650±400 4321±400
ac (km) 3292±400 3704±400 3704±400 3704±400
a/ac 1.38±0.29 1.33±0.25 1.26±0.24 1.17±0.23
Ro a

x ·102 22.11±4.90 19.65±4.09 20.63±4.19 19.65±4.09

a For the GRS in 1996, 2000 and 2006, the longitudinal Rossby number is computed by a linear fit on the meridional
velocity profiles (Choi et al. 2007; Asay-Davis et al. 2009) inside the anticyclonic collar. For the other dates, we
use Rox ≈ Vmax

ac f where Vmax is the mean peak meridional velocity along an East-West profile and f = 1.374 rad s−1.
b Mitchell et al. (1981)
c Fig.5 in Choi et al. (2007)
d Asay-Davis et al. (2009)
e Simon et al. (2018)

2.5.2. Three-dimensional instantaneous shape of the GRS (1979) and the
Ovals DE, BC (1997) and BA (2007)

With the previously detailed parameters estimates, we can apply our model (equations (2.13)
and (2.14)) to predict the ellipticity and the thickness of those Jovian anticyclones. In Table 2.2
we report:

— the predicted horizontal ellipticity (βcalc) or aspect ratio ((a/b)calc) of the vortex deduced
from equation (2.13);

— the predicted half-thickness ccalc of the vortex deduced from equation (2.14). Note that
ccalc is computed using the estimated value of β in equation (2.14), whereas for c ′calc we
use the measured value of β.

The predicted values for the horizontal aspect ratios for the GRS in 1979 (1.92 ± 0.10), the
Oval BA in 2006 (1.44 ± 0.09) and the Oval DE and BC in 1997 (1.44 ± 0.10 and 1.67 ± 0.13) are
of good order of magnitude and close to the measured ones (respectively 1.93, 1.22, 1.34 and
1.67), hence validating our approach and assumptions. These results are represented in Fig.2.9
as ellipses superimposed to the vortices images and velocity fields.

Contrary to their horizontal shape, the vertical aspect ratio and hence the thicknesses of
Jupiter’s vortices are currently unknown. Some constraints are given by multi-layer quasi-
geostrophic numerical simulations which show that geostrophically balanced vortices tend to
be baroclinically unstable if their thickness exceeds their width by a factor greater than ∼ f /N

(see Vasavada et al. 2005, and references therein). This leads to a maximum depth of ∼ 500 km
below the clouds for the GRS or the Oval BA. Later, it has been assessed that the large Jovians
anticyclones should extend vertically down to the water cloud level (Wong et al. 2011) which is
consistent with a half-height of ∼ 60 km that emerged from de Pater et al. (2010) observations
and scaling analysis and with the range of heights explored in numerical simulations (Legarreta
et al. 2008). Our model predicts a thickness of ∼ 140 km for the GRS (106 to 188 km with the
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Figure 2.9. – Images and velocity fields of three Jovian vortices to which we superimposed ellipses with the mea-
sured aspect ratio (continuous lines) and the calculated one (dashed lines) using law (2.13). The parameters
used to compute these aspect ratios are reported in Table 2.3. (a) Top: Mosaic of GRS images taken by Voyager
2 (NASA/JPL) on July 8, 1979. The processing and mosaic was performed by Bjorn Jonsonn and is available online
(https://bjj.mmedia.is/images/). Bottom: Velocity vectors of the GRS as determined from Voyager 1 images (taken
from Shetty et al. (2007)). (b) Oval BA as imaged by New Horizons in February 2007 and associated wind vectors (taken
from Choi et al. (2010)). (c) Oval DE as imaged by Galileo in February 1997 and associated wind velocity vectors (taken
from Choi et al. (2010)).

uncertainties). For the Oval BA, we find a vertical extent of 72 km (54 to 104 km), 62 (44 to 94)
km for the Oval DE and 82 (60 to 142) km for the Oval BC. These values are coherent with the
estimated ones mentioned above and confirm the idea of shallow vortices which do not extend
deeply into Jupiter’s interior.

2.5.3. Shape evolution of the GRS since 1979

We now focus on the changes that occur in the GRS dynamics over the past 40 years. In
Table 2.3, we report the parameters and references used to compute the GRS aspect ratios as a
function of time since 1979. The GRS is shrinking in the longitudinal direction (Fig.2.10(a)),
decreasing from almost 35◦ extent in the late 1880s to less than 14◦ today (Simon et al. 2018).
The latitudinal extent of the GRS is also decreasing, but less rapidly, leading to a decrease
in the horizontal aspect ratio of ∼ 0.011 yr−1 (Simon et al. 2018) represented by the dashed
line in Fig.2.10(b). The velocity field of the GRS has been measured punctually during this
evolution showing an increase (in absolute value) in its longitudinal Rossby number. At the
same time, the zonal winds velocities remained constant at the GRS latitude (Simon et al. 2018).
Using the parameters reported in Table 2.3, we predict the evolution of the horizontal aspect
ratio according to our model (blue dots in Fig.2.10(b)). The theoretical aspect ratio agrees
well with the measurements for the whole GRS evolution, meaning that for a given change in
the longitudinal Rossby number, we predict the correct evolution of the horizontal shape, or
conversely for a given shape evolution, we predict the correct evolution of the Rossby number.
Note that if our quasi-equilibrium model is consistent with the recent evolution of the GRS it
does not give, of course, the physical mechanism responsible for this evolution. Finally, our
model provides a remote access to the evolution of the GRS thickness for the past 40 years,
which is not accessible with the available data. Surprisingly, as shown in Fig.2.10(c), we find that
the increase in absolute value of the longitudinal Rossby number compensates the decrease of
the horizontal aspect ratio such that (c/b) remained constant through time. Considering that
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Figure 2.10. – (a) GRS appearance at blue/violet wavelengths taken from Fig.1 of Simon et al. (2018). We superimpose
to it ellipses with the measured aspect ratio (black line) and the calculated one (white dashed line). (b) Evolution of
the GRS horizontal aspect ratio over the last 40 years. Measurements of the GRS aspect ratio from spacecrafts data
and Hubble Space Telescope imagery are represented by the white dots. These data are directly taken from Simon et al.
(2018). Errors are calculated based on the largest uncertainties given in Simon et al. (2018) (0.5◦ in latitude or longitude
for each dimension). The dashed line is the decreasing trend of the aspect ratio deduced from the measurements. The
blue dots are the aspect ratio computed using our model (equation (2.13)). Error bars account for uncertainties of ±
10 ms−1 in velocities. (c) Vertical aspect ratio as a function of time deduced from relation (2.14) using the calculated
horizontal aspect ratio plotted in (b) and the stratification difference reported in Table 2.2. To convert c in kilometres,
we use the measurements of b given in Table 1 of Simon et al. (2018). Error bars account for uncertainties in both
velocities and measured aspect ratio.

the latitudinal extent b of the GRS remained almost constant (Simon et al. 2018), this implies
that the GRS has kept a thickness of roughly 140 km during its whole shrinkage.

2.5.4. Roots of the vortex

In December 2017, preliminary results of the microwave radiometer (MWR) instrument on-
board NASA’s Juno spacecraft suggested that the GRS extends at least as deep as the instrument
can observe, that is ∼ 300 km below the cloud level (Greicius 2017, and Fig.2.11). However, this
instrument measures thermal radiation, and the variations in brightness temperature can be
interpreted as variations of opacity due to the abundance of chemical components such as am-
monia, as well as variations in physical temperature (Janssen et al. 2017). Converting the MWR
data into a signature of the density anomaly of the GRS is in our opinion a big interpretation
step that requires further investigation. Since no scientific paper is for now published regarding
these data, we leave this problem on standby. Nevertheless, if one assumes that the brightness
temperature is entirely due to physical temperature variations, then what is measured is the
extent of the density anomaly associated with the GRS. We argue that this density anomaly may
have a vertical extent significantly bigger than the dynamical vertical extent of the vortex, that
is the extent of the flow. We show in the present section that if one uses the density anomaly to
measure the vertical extent of the vortex, the latter could easily be ∼1.7 times what is measured
using the winds. An observed density vertical extent of 300 km would thus give a dynamical
vertical extent of 176 km consistent with our predicted range. Note that Juno flybys above
the GRS allow gravity measurements among which the GRS signature will be detectable if the
winds are deeper than ∼ 300 km (Galanti et al. 2019b). Upcoming measurements will thus
challenge our model.

Let us illustrate the potential difference between the dynamical thickness of the vortex and
the thickness of the density anomaly associated with it. We expect the extent of the density
anomaly to be larger than the extent of the wind because, starting from the vortex midplane
at z = 0, the winds decay when going deeper within the vortex. On the contrary, the density
anomaly increases from the centre of the vortex down to its bottom because the vortex is under-
stratified relative to the ambient, with no anomaly at the centre. At the bottom of the vortex,
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Figure 2.11. – Measurements from the microwave radiometer onboard Juno spacecraft for perijove 7, during which
Juno flew over the GRS. Each channel of the radiometer collects data at different wavelengths (1.3 to 50 cm), allowing
to probe different depths up to about 550 km below the cloud tops. Qualitative maps of the measured brightness
temperature are represented for each channel. Credits: NASA/JPL-Caltech/SwRI (Greicius 2017).

there is no more winds (by definition), but at that location the density anomaly is the highest,
and will just begin to reconnect with the ambient stratification. To make it more quantitative,
one can start with equations (2.16) and (2.17) in the case of an axisymmetric gaussian vortex:

uθ(r, z) =Ro r exp

(
−

[
r

a0

]2

−
[

z

c0

]2)
, (2.25)

δρ(r, z) = (N∗2 −N∗
c

2) z exp

(
−

[
r

a0

]2

−
[

z

c0

]2)
. (2.26)

At any radius, the ratio of the velocity and density anomalies relative to their maximum are

uθ
uθ,max

= exp

(
−

[
z

c0

]2)
, (2.27)

δρ

δρmax
=p

2
z

c0
exp

(
−

[
z

c0

]2

+ 1

2

)
. (2.28)

The density anomaly only starts to decay at z = c0/
p

2 whereas the velocities decrease from
z = 0. In both cases, the inflection point in the decreasing part of the profiles corresponds
to a decrease of ∼ 40% from the maximum value. But for the velocities the inflection point is
located at z = c0p

2
whereas it is reached at z =p

3/2c0 for the density anomaly, that is at a distancep
3 ∼ 1.7 times larger. This is illustrated in Fig.2.12 where we represent the cross-stream velocity

v and the density anomaly δρ on several horizontal slices along z for the reference numerical
simulation. The density anomaly clearly spreads more vertically than the cross-stream velocity,
even if we stand in a regime where it diffuses less (i.e. Sc À 1). For instance, a decay of 95%
relatively to the max value is reached at |z| ≈ 0.9 in terms of density and at |z| ≈ 0.5 in terms of
velocity. This justifies that our results (GRS thickness of ∼ 148 km) are not incompatible with
the latest (unpublished) Juno imaging (Fig.2.11) which seems to indicate a 300 km thickness
for the GRS roots.
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Figure 2.12. – Vertical structure of the vortex for the reference simulation (Table 2.1) at time t ≈ 10. The cross-stream
velocity v (left) and the density perturbation δρ (right) are represented on 11 horizontal slices for z ∈ [−1,1]. The
percentages are the ratio of the maximum velocity or density anomaly for a given slice relatively to the maximum
velocity or density anomaly in the whole 3D-box.

2.6. Long-term evolution of the vortex

So far, we have focused on describing the quasi-static, inviscid and diffusion-less problem,
which allowed us to characterize the equilibrium shape of Jovian vortices embedded in a ro-
tating, stratified and shearing flow. We showed and used the fact that the time derivatives are
negligible compared to the dominant balance. This observation fully supports our hypothesis
of a quasi-static equilibrium for the vortex, i.e. a time decoupling between the fast effects that
control the equilibrium shape (pressure and azimuthal motion) and the slow dissipative pro-
cesses that control the time evolution. This assumption is also valid in the Jovian atmosphere
where vortices are long-lived. As a result, the equilibrium shape of vortices does not depend
on the relevant dissipation mechanism (viscosity in the lab compared to radiative cooling
on Jupiter). This is further justified by the work of Hassanzadeh et al. (2012) which showed
numerically that the laws for the vortex shape in the absence of shear are valid regardless of the
dominant dissipation process.

Equations (2.8a)–(2.8c) show that, aside from this quasi-equilibrium, the slow decay of
the vortices is characterized by a diffusion of the momentum and density anomaly which
accompany the vortex. In this section and for completeness of our experimental and numerical
study, we briefly discuss the decay of the vortex through time. Note however that contrary
to the quasi-static equilibrium shape, the following results only apply to our laboratory and
numerical vortices, not to Jovian ones. Indeed, the Reynolds number of our laboratory vortices
is too small, the background flow is not turbulent, and the density dissipation is related to
salt diffusion, not thermal radiation. To discuss the vortex evolution, two additional non-
dimensional parameters are relevant in addition to the previous ones and will be used in the
following of this section: the Reynolds number Re = d 2 f /ν and the Schmidt number Sc = ν/κ.
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2.6.1. Advection-diffusion of the density anomaly

In section 2.4.1, we analysed the dominant balances thanks to our reference DNS. In particu-
lar, Fig.2.6(d) shows the dominant terms in the advection-diffusion equation for the density
anomaly, equation (2.8c). Similarly to Facchini et al. (2016), we find that the evolution of the
density anomaly of the vortex is due to the vertical advection of the background density field,
as demonstrated by the dominant balance ∂tδρ ≈ N∗2w . This result is important since it can
explain the discrepancy between the theory and numerics versus the experimental measure-
ments for the vertical aspect ratio (Fig.2.8). Indeed, to compute (c/a) theo for the experiments,
we assume that the vortex is well-mixed i.e. Nc = 0. This is true at t = 0, and would remain
true at larger times if the stratifying agent was diffusing only since diffusion acts on very long
timescales given the high Schmidt number of our experiments (Sc ≈ 700). But we just showed
that advection of the background density field dominates over diffusion. This advection is
sufficient to lead to significant variations of the stratification of the vortex, Nc , during its life-
time as shown numerically by Fig.2.13. Even if we work at smaller Sc in our simulations (Sc = 35

compared to Sc ∼ 700), Fig.2.13(a-d) shows that no diffusion occurs in the vertical direction, yet
the stratification difference between the vortex and the ambient vanishes (Fig.2.13(e)). As a
consequence, if we were able to measure Nc experimentally, it would likely increase, leading to
a higher value for (c/a) theo for a given (c/a) mes. It could thus explain the discrepancy in Fig.2.8
between our experimental measurements and the theoretical and numerical results.
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Figure 2.13. – (a,b) Evolution through time of the density perturbation δρ and the pressure perturbation δp along
the vertical direction. (c,d) The same vertical profiles normalized at each time by their maximum. Once rescaled, all
the profiles collapse on the same curve showing that approximately no diffusion occurs in the vertical direction. (e)
Temporal evolution of the stratification difference between the core of the vortex and the ambient. N∗2 −N∗

c (t )2 is
computed as the slope of δρ(0,0, z, t ) at z = 0.

2.6.2. Decay of the vortex

Besides the advection of the density anomaly, the vortex evolution is accompanied by a decay
of its strength, i.e. a decay, in absolute value, of its Rossby number |Ro| visible by the flattening
of the slopes of the velocity profiles at x = 0 in Fig.2.4. The first row of Fig.2.14 represents
the decay of the normalized Rossby number of the vortex as a function of time for different
numerical simulations and experiments. The longevity of the experimental vortices is of the
order of 30 rotations of the turntable, that is t ∼ 30×4π∼ 400 in our dimensionless units.
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Figure 2.14. – Vorticity decay inside the vortex as a function of (a,b) the non-dimensional time and (c,d) the time
normalized by the theoretical decay time given by equation (2.30). (a,c) Numerical simulations with different shear
rates, σ∗ (dark blue, —), Reynolds number Re (light blue, - - -), initial Rossby number Ro0 (light green, – · –) and
background stratification N∗ (dark green, · · ·) compared to the reference case (see Table 2.1). (b,d) Experiments with
different shear rates.

In the absence of shear and confinement, Facchini et al. (2016) showed that in the limit of
a large Schmidt number, Sc À 1, a vanishing Ekman number E = ν/(2ΩL2) ¿ 1, a small Rossby
number Ro ¿ 1 and N∗ = 1, then the pressure field verifies a radial diffusion equation. As long
as the density diffusion does not play an important role, the dynamical evolution of the vortex
is thus expected to occur mainly in horizontal directions. This result is fundamental since it
is one of the keys to understand the longevity of such systems: even for a very flat vortex, the
relevant scale L to estimate its longevity (T = L2/ν) is the horizontal extent of the vortex (i.e.
the largest) rather than the vertical one (i.e. the shortest). In Fig.2.13(a-d) and as previously
discussed, we verify with our reference DNS that this result still holds in our configuration. We
plot successive profiles of the density and pressure perturbations along the vertical axis (0,0, z).
These plots show their decay through time with no diffusion in the vertical direction since all
the profiles collapse when normalizing them at each time with their maximum.

However, in our case, when no shear is present, confinement prevents spreading in the
cross-stream direction as seen in Fig.2.4. The decaying law for Ro(t ) should thus be different.
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We indeed verified that (Ro0/Ro−1)1/2 is not linear in time contrary to what is expected for a
radial diffusion of pressure. Similarly to Facchini et al. (2016), we find that the evolution of the
density anomaly of the vortex is due to the vertical advection of the background density field,
as demonstrated by the dominant balance ∂tδρ ≈ N∗2w shown in Figure 2.6(d). However, the
balances in the momentum equation significantly differ at order 1 (order 0 being the cyclo-
geostrophic equilibrium): we verified that the diffusive viscous term is not mainly balanced by
the Coriolis term. Physically, this means that in our case viscosity does not mainly generate a
radial secondary circulation but rather directly acts on the vortex temporal evolution through
the viscous coupling with the shearing boundaries. This result further justifies that besides the
pure effect of confinement, the physical process at play governing the vortex evolution differs
from the case where no shear is applied. We hence expect the decay time to vary significantly
with the shear rate.

We performed a numerical systematic study to understand how the decay time varies with
key parameters. For each simulation and experiment, we measure a characteristic decay time
τmes corresponding to the time for which the vortex has lost 95% of its initial vorticity, that is
(Ro(τmes)−σ∗/2)/(Ro0 −σ∗/2) = 0.05. We measure τmes as a function of the Reynolds number,
the Schmidt number, the initial Rossby number, and the shear rate. The results are represented
in Fig.2.15 along with their best fits. First, the decay time is proportional to the Reynolds
number Re, which confirms that the main dissipation mechanism at play is a viscous one. One
also notices that the decay rate is independent of the Schmidt number (hence on salt diffusion)
once Sc ≥ 35.
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Figure 2.15. – (a) Evolution of the characteristic decay time as a function of the Reynolds number Re, the Schmidt
number Sc, (−Ro0(1+Ro0))1/2 and the absolute value of the shear rate |σ|. The decay time is defined as the time for
which the vortex has lost 95% of its initial vorticity, that is (Ro(τ)−σ/2)/(Ro0 −σ/2) = 0.05. (b) Measured decay time as a
function of the theoretical decay time inferred from the systematic. Numerical simulations are represented by open
circles while the black dots represent five experiments with different shear rates σ.

Then, since the dominant balance for the evolution of the density anomaly associated
with the vortex is ∂tδρ ≈ N∗2w , one would expect the characteristic time to be of the form
τ∼ δρ/(N∗2 W ) where W is the characteristic vertical velocity. Since the vortex is well-mixed
at the beginning of an experiment, the density anomaly scales as δρ ∼ N∗2c0 (see section
2.3.2.2), leading to τ ∼ c0/W : it is quite intuitive that for a given vertical advection of the
background density field, it takes more time to destroy the density anomaly of the vortex if it

92



extends more vertically. Now, considering a0 ∼ 1, the vertical aspect ratio law (2.14) leads to
c0 ∼ (−Ro0(1+Ro0))1/2/N∗, and consequently

τ∼ (−Ro0(1+Ro0))1/2

N∗ W
. (2.29)

We verified numerically this scaling by varying the initial Rossby number of the vortex while
keeping the other parameters constant. Figure 2.15(a) shows indeed that the measured decay
time τmes is proportional to (−Ro0(1+Ro0))1/2.

Relation (2.29) suggests a dependence of the decay time on the background stratification.
In the absence of shear, Facchini et al. (2016) showed that the decaying solution of their full
linear model is bounded by two self-similar solutions corresponding to a radial diffusion of
pressure of characteristic times τ1 = 2/E and τ2 = 2/(E N∗2). When the background stratification
is stronger, the vortex decays faster, and conversely for a weaker stratification. However, we do
not observe here any quantitative tendency of how the decay rate varies with N∗. Numerically,
we ran several simulations with N∗ ranging from 0.5 to 2. As explained in section 2.3.2.3, the
cases with N∗ > 1 were unstable. For N∗ < 1, no instability occurs and the changes in the vortex
decay rate are too small to be significant or to deliver a clear tendency. From the previous
estimate (2.29), it is not surprising that a clear scaling is not obtainable. Indeed, we expect
the vertical velocity W to decrease as the stratification is stronger (higher N∗), and increase
as it is weaker (lower N∗). Consequently, when increasing (or decreasing) N∗, there can be a
compensation (N∗W ∼ cst) leading to a non-significant variation of the decay time.

Finally, we explored the influence of the non-dimensional shear rate σ∗. Both the experi-
ments and the DNS show that τmes ∝σ∗−1/2 (Fig.2.15(a)). Besides, we verified that this scaling
still holds when we remove both rotation and stratification of the background flow (i.e. when
we simulate sheared columnar vortices). The scaling law of the decay rate with shear is thus
independent of the two other physical ingredients of our study and solely depends on how
the vortex reconnects with the no-slip shearing boundaries. Note that if the vortex core was
passively advected and tear apart by the shear, we would expect the vortex lifetime to decay
as σ∗−1 instead of the measured σ∗−1/2 scaling. There may thus be two opposite effects of the
shear, one which consists in tearing apart the vortex as if it was a passive scalar, and the other
in sustaining its circulation by injecting anticyclonic vorticity in the system.

In figure 2.15(b), the measured decay time is plotted against the phenomenological one. A
rather convincing linear 1:1 relationship is found when a prefactor of ∼ 0.14 is added to the
calculated τ, thus giving the final relation

τcalc ≈ 0.14 Re
(

Ro0(1+Ro0)

σ∗

)1/2

. (2.30)

In figure 2.14, we show that the decay curves indeed collapse when rescaling the time by τcalc

for both the simulations and the experiments.
Note again that this scaling law for the time evolution is relevant for our laboratory vortices

only, which have a Reynolds number much smaller that Jovian ones. Nevertheless, the zeroth
order equilibrium describing the shape of vortices does not depend on their time evolution.

2.7. Conclusions

In this chapter, we have studied the quasi-static equilibrium and the evolution of lenticular
anticyclones embedded in a rotating, stratified and shear flow, three physical ingredients also
present in the Jovian troposphere. The main purpose was to study the quasi-static equilibrium
shape of such vortices, by combining experimental, numerical, and theoretical approaches,
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and to extend our results to Jovian anticyclones. The underlying hypothesis is that despite the
fact that our laboratory vortices are not in the regime relevant for Jupiter (essentially in terms
of turbulence and dissipation), the quasi-static shape of those vortices does not depend on the
dissipation process and should be the same in both cases. This quasi-static equilibrium is cyclo-
geostrophic in the horizontal, and hydrostatic in the vertical, and the resulting vortex shape
depends on how the pressure field associated with the vortices reconnects with the ambient
pressure field of the rotating stratified shear flow. By estimating the relevant parameters for
Jovian vortices, we are able to valid our model from the measured horizontal ellipticity of four
anticyclones, and then to predict their thicknesses which is inaccessible to direct observations.
We show that these anticyclones have thickness of about 60 to 150 km, whereas they extend
horizontally over thousands of kilometres, thus confirming the idea that mid-latitude vortices
in the Jupiter’s troposphere are very shallow structures. Finally, by applying our laws to the
recent observed evolution of the GRS, our model predicts that its depth has surprisingly
remained constant despite the observed horizontal shrinking. That being said, a critical aspect
of our predictions for Jovian vortices is that they depend on how accurate we can estimate
the stratification difference between the core of the vortices and the ambient atmosphere. As
discussed in section 2.5, the stratification estimates that we use may change if the thermal
measurements are performed at deeper levels in the atmosphere; our predictions are thus to
be taken as lower bounds for the vortices thickness rather than absolute values.

We ended this chapter by briefly discussing the temporal evolution of our laboratory vor-
tices, which, this time, cannot be extrapolated to Jovian conditions given that the dissipative
mechanisms at play are not the relevant ones. The slow radial pressure diffusion mechanism
unravelled by Facchini et al. (2016) for a lenticular vortex in a rotating and stratified flow does
not hold when applying a viscous shear to the vortex. The vertical advection of the density
anomaly associated with the vortex is still dominant compared to vertical diffusion of both
salt or momentum, however, this mechanism is strongly influenced by confinement and by
the viscous reconnection between the vortex and the shearing boundary. To suppress these
confinements and viscous effects and better model the effect of the zonal jets on the vortices, it
would be possible numerically to implement a shearing box where the shear is applied in the
bulk. This method is however beyond the scope of the present work since the DNS are used to
mimic the experiments in which shear is applied viscously.

We conclude this study by pointing towards other limits and possible improvements. First,
Jovian vortices exhibit a slight North-South asymmetry, barely visible in their shape, but
apparent in their velocities (Choi et al. 2007; Choi et al. 2010; Shetty et al. 2010). Including
sources of asymmetry such as the β-effect and parametrizing deviation from ellipticity would
improve the model’s accuracy. Such effects could be tackled experimentally, with a sloping
bottom to induce a topographic β-effect. However, we expect the influence on the vertical
extent of those vortices to be negligible, and the β-effect would also induce a translation of the
vortices which could make the experiment complicated. Then, more evolved compressible
models might lead to some changes of relevance for Jupiter’s atmospheric dynamics. For
instance, one could expect a vertical asymmetry of the density perturbation associated with
the vortex. Additionally, small-scale time-dependent turbulence is present inside and outside
Jovian vortices, but not in our laboratory model. The effects of such turbulence should also
be tackled, even if we expect that it should generate only small perturbations of the potential
vorticity anomaly associated with the vortex. Finally, as underlined by our long-term evolution
discussion, it would be interesting in the lab to set up a bulk shear rather than a boundary-
driven one, which may lead to a more realistic interplay between the background and the
vortex. We nevertheless argue that the results presented here, based on basic physics and first
order balances, remain relevant and should be confirmed by up-coming Juno data.
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Note finally that the superficial structure of large-scale Jovian vortices contrasts with the
deep extension of the zonal winds into which they are embedded. How the deep convective
dynamics reconnects with the stratified weather layer is one of the very long-standing questions
regarding Jupiter. This coupling may for instance be necessary to understand the emergence
and very long lifetime of Jovian anticyclones. In the next chapter, we dive deeper in Jupiter,
and focus on the emergence and dynamics of deep, purely barotropic zonal jets, neglecting
stratification altogether.
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Chapter 3.

Zonal jets in the laboratory: a bistability
due to Rossby waves resonance
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Chapter 3.

The dynamics, structure and stability of zonal jets in planetary flows are still poorly
understood, especially in terms of coupling with the small-scale turbulent flow.
In this chapter, we address the questions of zonal jets formation and nonlinear
equilibration.

Chapter aims

1. Build up a Jacuzzi experimental setup expanding upon Cabanes et al. (2017)
to reach gas giants regimes of zonal flows (vanishing Ekman, large Reynolds
and large zonostrophy index), with a uniform β-effect and a smaller-scale
forcing.

2. Explain zonal jets formation in this setup in light of existing theories.

Highlights

Z The Jacuzzi setup consists in a water-filled rotating tank, where a strong and
uniform topographic β-effect is obtained thanks to the paraboloidal shape
of the free surface combined with a specifically designed bottom plate. A
small-scale turbulent forcing is performed by circulating water through the
base of the tank.

Z The flow self-organizes into multiple zonal jets with strong instantaneous
signature. Two regimes of jets are observed depending on the forcing intensity.
In regime I, the jets are steady, weak in amplitude, and locally accelerated by
our forcing through the radiation of Rossby waves. In regime II, we observe
highly energetic jets equilibrated at a global scale.

Z The transition between the two regimes is of subcritical nature, and accom-
panied by bistability. We build an experimental hysteresis curve.

Z A quasi-geostrophic (QG) theoretical model of the experiment reveals that the
transition can be quantitatively explained by the linear resonance between
the directly forced Rossby waves and the background zonal flow.

Z QG numerical simulations show that the two regimes are retrieved when the
forcing scale is reduced or changed from a polar to a cartesian pattern.

Z We expect the oceanic jets to be sub-resonant (except the fast Antarctic
Circumpolar Current), whereas gas giants jets would be super-resonant.

D. Lemasquerier et al. (2020b). “Gas Giant–like Zonal Jets in the Laboratory”.
Physical Review Fluids 5: (11), 110506. DOI: 10.1103/PhysRevFluids.5.110506.
Paper associated with a Milton Van Dyke award for a poster at the Gallery of Fluid
Motion (2019 APS/DFD conference).

D. Lemasquerier et al. (2021). “Zonal Jets at the Laboratory Scale: Hystere-
sis and Rossby Waves Resonance”. Journal of Fluid Mechanics 910: A18. DOI:
10.1017/jfm.2020.1000
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3.1. Introduction

A recurrent feature of planetary fluid envelopes is the presence of east-west flows of alter-
nating direction, so-called zonal jets. Zonal flows are particularly striking in the gas giants’
atmospheres such as on Jupiter, where the zonation of clouds of ammonia and water ice reveals
the presence of several jet streams (Ingersoll et al. 2007; Vasavada et al. 2005). On these gas
giants, it has been suggested that at the top of the clouds, the jets may contain more than
90% of the total kinetic energy (Galperin et al. 2014b) and penetrate deep into the planet’s
interior (Kaspi et al. 2018; Kaspi et al. 2020). Apart from their strength, jets on gas giants are
also puzzling by their stability since the pattern has barely varied over decades (Porco et al.
2003; Tollefson et al. 2017). On Earth, at least one zonal jet lies in each hemisphere of the
atmosphere (Schneider 2006). Perhaps surprisingly, the observation of zonal flows on the
gas giants significantly predates that of the zonal flows in the Earth’s oceans. This might be
explained by the fact that oceanic jets only appear after a careful time averaging (Maximenko
et al. 2005). Despite their latent nature, these jets seem to penetrate deep into the ocean (e.g.
Cravatte et al. 2012).

There is not yet a commonly accepted mechanism to explain the formation of zonal jets in
planetary flows. The only consensus is that theβ-effect, arising from the variation of the Coriolis
force with latitude (section 1.2.4), is responsible for the anisotropisation of the turbulent flow.
In his seminal paper, Rhines (1975) predicted that the β-effect would alter the inverse energy
cascade expected in geostrophic turbulence, and redirect energy towards zonal modes at low
wavenumbers (see chapter 1, section 1.4.2.2). This work was however mainly heuristic, and
since then, the dynamical process of jet formation has been the subject of intensive study.
In a recent book, Galperin et al. (2019a) provide a survey of the latest theoretical, numerical
and experimental advancements focusing on zonal jets dynamics and their interactions with
turbulence, waves, and vortices. As detailed in the introductory chapter 1, several processes can
lead to zonal flows formation, such as anisotropic turbulent cascades (Sukoriansky et al. 2002;
Galperin et al. 2006; Sukoriansky et al. 2007; Galperin et al. 2019b), modulational instability
(Quinn et al. 2019, and references therein) and mixing of potential vorticity (Dritschel et al.
2008; Scott et al. 2012b, 2019). Zonal flows also emerge as statistical equilibria from complex
turbulent flows (Galperin et al. 2019a, part VI and references therein). It is not clear yet which
mechanism(s) is (are) the most relevant for planetary applications, and for which planetary
flow (terrestrial ocean and atmosphere, gas giant atmospheres). For instance, the inverse
energy cascade from a small-scale forcing and its anisotropisation by the β-effect implies
spectrally local interactions which are not observed in the Earth atmosphere, or at least not at
low latitudes where nonlocal eddy-mean flow interactions are expected to prevail (Chemke
et al. 2016). Non-local energy transfers towards the mean flow have also been demonstrated in
the heated rotating annulus experiments (Wordsworth et al. 2008). On Jupiter on the contrary,
the large-scale circulation seems indeed to be powered by a well defined inverse cascade
emanating from the scale of baroclinic instabilities at ∼2000 km (Young et al. 2017). Then, as
a second example, robust zonal jets can form thanks to eddies even when the mixing is not
sufficient to turn the initial potential vorticity profile into a staircase profile (Scott et al. 2012b).
Finally, the relevance of statistical theories (Bouchet et al. 2012, 2019c), where both the forcing
and the dissipation are vanishing, remains to be addressed for planetary flows.

In the present chapter, we wish to better understand zonal jets formation thanks to an
experimental setup which allows for the self-organization of the flow into a dominant and
instantaneous zonal flow made of multiple jets. In the past, numerous studies focused on the
characteristics of directly forced zonal flows, either through an imposed zonal acceleration (e.g.
Niino et al. 1984; Früh et al. 1999; Barbosa Aguiar et al. 2010) or a radial one which converts
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into a zonal acceleration following the action of the Coriolis force (Hide 1968; Sommeria et al.
1989; Solomon et al. 1993). Such a situation is relevant for some terrestrial circulations such as
the oceanic zonal currents forced by the wind, or the subtropical jet driven by the poleward
motion in the Hadley cell (Read 2019). Here, in the context of self-organized large scale jets,
we are interested in the formation of jets through the indirect effect of the Reynolds stresses,
as a result of systematic correlations in the small-scale turbulent flow. Reproducing zonal
jets without directly forcing them is experimentally challenging, namely because of the large
boundary dissipation and moderate β-effect typically obtained in laboratory setups, and the
difficulties associated with controlling the forcing. Generating significant zonal motions in a
rotating flow in a regime relevant to planetary flows requires:

1. a process by which eddying turbulent motions are constantly generated;

2. a small Ekman number E = ν

Ωh2
0

for the viscous dissipation to be as small as possible (ν

being the kinematic viscosity, Ω the rotation rate and h0 the typical fluid height). This
can be achieved thanks to fast rotation and/or large containers;

3. a large Reynolds number Re = urmsh0

ν
for the flow to be turbulent (urms being the typical

root-mean-squared velocity). This can be achieved thanks to a strong forcing;

4. a small Rossby number Ro =Re ×E for the flow to be rotationally-constrained;

5. a large zonostrophy index Rβ (equation (1.70)) for the β-effect to be significant compared
to friction. This index is basically the ratio between the largest scale of the dynamics, set
by the large scale drag, and the scale at which the eddies start to feel the β-effect.

In Fig.3.1, we represent planetary flows as well as experimental studies of zonal jets as a function
of the aforementioned non-dimensional parameters. The Table containing the data used to
plot this figure is provided in Appendix A.

Point #1, the forcing of the flow, can be achieved thanks to natural instabilities such as
barotropic (Condie et al. 1994; Gillet et al. 2007; Read et al. 2015) or baroclinic thermal con-
vection, in the differentially heated rotating annulus configuration (Hide et al. 1975; Bastin
et al. 1998; Wordsworth et al. 2008; Smith et al. 2014). Read et al. (2004) and Read et al. (2007)
alternatively used a specific convective forcing by spraying dense (salt) water at the free surface
of a fresh water layer, and in a similar fashion, Afanasyev et al. (2012) and Slavin et al. (2012)
performed a localized forcing involving sources of buoyancy. Another method, which has the
advantage of allowing a close control of the location, scale and intensity of the forcing, consists
in applying a mechanical forcing, provided that, again, it does not directly force the mean flow.
In that purpose, Whitehead (1975) used a vertically oscillating disk, Afanasyev et al. (2005),
Espa et al. (2012), Di Nitto et al. (2013), Zhang et al. (2014), and Galperin et al. (2014a) employed
an electromagnetic forcing, and several studies performed an eddy-forcing using sinks and
sources of fluid (De Verdiere 1979; Aubert et al. 2002; Cabanes et al. 2017; Burin et al. 2019).

Regarding point #5, the β-effect is usually achieved topographically, i.e. through the variation
of the fluid height. Two principal approaches have been tested: using a sloping bottom,
associated or not with a top-lid, or using the natural paraboloidal shape adopted by a fluid
with a free surface in solid-body rotation. But as mentioned above, a β-effect alone is not
sufficient for the development of large scale zonal flows. As shown by Fig.3.1(c), reaching a
large zonostrophy index is particularly relevant to simulate gas giants zonal flows. Indeed, Rβ

has been introduced to distinguish friction-dominated regimes (Rβ ∼ 1.5, Earth’s ocean and
atmosphere) and zonostrophic regimes, i.e. regimes of strong jets (Rβ > 2.5, Jupiter and Saturn)
(Galperin et al. 2006; Sukoriansky et al. 2007; Galperin et al. 2019b, Table 13.1). As shown in
Fig.3.1(f), previous experimental studies lied in the range Rβ ∈ [0.5,2.5] and the observed flows
were not in the zonostrophic regime, but recently, Cabanes et al. (2017) were able to reach
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Figure 3.1. – Location of planetary flows and zonal jets laboratory experiments in the non-dimensional parameter
space (Re,E ,Rβ) (Reynolds number, Ekman number, and zonostrophy index). (a–c) Black markers: experiments. The
star corresponds to the most extreme regime reached in this thesis. Red markers: gas giants. Blue markers: terrestrial
flows. (d–f) Zoom on the experimental studies. For the sake of comparison, we used similar definitions for all the
experimental studies: Re = urmsH/ν, E = ν/(ΩH2), and Rβ = (4urmsβH2/(νΩ))1/10 (see chapter 4 and Table 4.1). The
Table containing the data used to plot this figure is provided in Appendix A.

Rβ ≈ 3.7 thanks to the fast rotation (75 RPM) of a 1m-diameter tank. In addition to the larger
zonostrophy index, this setup allows to reach smaller E (point #2) and larger Re (point #3) while
remaining rotationally-constrained (point #4), thus getting closer to the regime observed on gas
giants. The present work follows that of Cabanes et al. (2017): we built a close but significantly
improved experimental setup, the principal modifications will be mentioned in the following
of the chapter.

The layout of the chapter is as follows. In §3.2, we present the Jacuzzi experimental setup, for
which additional details are provided in appendix B. In §3.3, we describe the main experimental
results: we observe a subcritical bifurcation between two regimes of zonal flows depending
on the forcing intensity. In §3.4, we develop a theoretical bidimensional model based on
the quasi-geostrophic approximation to explain the experimental results. In §3.5, we point
towards experimental improvements, we verify the robustness of the two regimes thanks to
quasi-geostrophic numerical simulations, and we discuss implications for planetary flows .

3.2. Experimental methods

The experimental setup is an improved version of the setup of Cabanes et al. (2017). Three
main modifications were made for this new setup compared to the previous one. First, the vast
majority of theories and numerical simulations is performed in the context of the so-called
β-plane, where the Coriolis parameter is assumed to vary linearly in the meridional direction,
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with β its (constant) derivative (see chapter 1, section 1.2.4). For that reason, we designed the
present setup to have a uniform topographic β-effect over the whole tank, rather than a strongly
varying one due to the paraboloidal free-surface. Second, in the present experiment, we are
able to control the forcing amplitude with radius and we decreased the forcing scale by a factor
two (number of inlets/outlets increased from 64 to 128). Finally, and most importantly, the tank
is transparent which allows for time-resolving particle image velocimetry (PIV) measurements
over long time scales.

Following Cabanes et al. (2017), our experiment consists of a rapidly rotating cylindrical tank
filled with water with a free upper surface and a topographic β-effect induced by the parabolic
increase of the fluid height with radius due to the centrifugally induced pressure. The tank,
made of Plexiglas, has an external diameter of 1m, is 1 cm thick and 1.6 m high. It is covered
with a top-lid also made of Plexiglas to bring the underlying air in solid body rotation, thus
reducing as much as possible perturbations of the free-surface. The experimental setup is
sketched in Fig.3.2.

The topographic β-effect is a source or sink of vorticity induced by radial motions, and is a
consequence of the local conservation of angular momentum in a rapidly rotating fluid. Here,
the β parameter can be written as

β=− f

h

dh

dρ
, (3.1)
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Figure 3.2. – Schematic of the experimental setup. A cylindrical tank of 1m in diameter and 1.6m in height, filled with
600 litres of water, is fixed on a table rotating at 75 RPM. The fluid free-surface takes a paraboloidal shape due to the
centrifugally-induced pressure. The bottom plate is designed to achieve a uniform topographic β-effect. A small-scale
turbulent forcing is performed by circulating water through 128 holes at the base of the tank. The forcing pattern is
sketched on the right: each ring C1–C6 is controlled by an independent pump. Details on the forcing are provided in
Appendix B. Time-resolving PIV measurements are performed on a horizontal plane using a side green laser and a
top-view camera.
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where ρ is the cylindrical radius, h(ρ) is the total fluid height and f = 2Ω is the Coriolis parameter
with Ω the rotation rate. Section 1.2.4.3 in the introductory chapter provides details about the
origin of this expression. Equation (3.1) shows that for the topographic β-effect to be uniform
over the whole domain, the fluid height should vary exponentially with radius. To achieve
this, we choose to compensate the unalterable paraboloidal shape of the free surface using
a non-flat bottom plate placed inside of the tank (Fig.3.2 and 3.3). The total fluid height h

above the bottom plate is the difference between the free-surface altitude hp and the bottom
topography hb . In solid body rotation at a rate Ω, the water free-surface height as a function of
the cylindrical radius ρ is

hp (ρ) = hmin + Ω
2

2g
ρ2 = h0 + Ω

2

2g

(
ρ2 − R2

2

)
, (3.2)

where g is the gravitational acceleration, R is the tank radius, hmin the minimum fluid height
in rotation and h0 the fluid height at rest. We want the fluid height h to have an exponential
increase with ρ such that the β parameter (equation (3.1)) is constant, that is

h(ρ) = hmin exp

(
− β

2Ω
ρ

)
. (3.3)

The topography of the bottom of the tank is thus designed such that hb = hp −h. In addition, we
optimized the choice of the physical parameters for hb to be the less steep possible in order to
minimize the cost of production and corrections to the classical Ekman pumping above a flat
surface. Two additional constraints are given by the maximum rotation rate of the turntable
(90 RPM) and its maximum load (1500 kg). This process led us to choose

hmin = 0.20 m; (3.4)

h0 = 0.58 m; (3.5)

Ω= 75 RPM ≈ 7.85 rads−1; (3.6)

β≈−50.1 m−1 s−1. (3.7)

With these parameters, the bottom plate has the shape of a curly bracket (Fig.3.3(c)) with a
maximum height difference of 5.36 cm and a mean absolute slope of 22%. The effective fluid
height is minimum at the centre, hmin = 0.2 m, and increases up to hmax = 0.96 m (Fig.3.3(b)).
The total volume of water, including the water located below the bottom plate is of about 600
litres. Fig.B.10 shows a comparison between the topographic β-effect obtained with the curved
bottom plate and a flat bottom, for various rotation rates. Finally, the chosen rotation rate leads
to an Ekman number

E = ν

Ωh2
0

≈ 3.78×10−7, (3.8)

where ν is the kinematic viscosity of water (ν = 10−6 m2 s−1). Note that we assume ν to be
constant, but the experiments discussed in the following were performed at room temperatures
varying between 20 and 27◦C, leading to ν ∈ [0.8539,1.0034]×10−6 m2 s−1 and E ∈ [3.23,3.80]×10−7.

We force small-scale fluid motions using an hydraulic system located at the base of the
tank (Fig.3.3(c,d)). This system is inspired from previous setups designed to study turbulence
(Bellani et al. 2013; Yarom et al. 2014) and zonal flows (De Verdiere 1979; Aubert et al. 2002;
Cabanes et al. 2017; Burin et al. 2019). The curved bottom plate is drilled with 128 holes
(64 inlets and 64 outlets) with a diameter of 4 mm. The forcing pattern is arranged on a
polar lattice with 6 rings C1−6 located at radii Ri ∈ {0.067,0.140,0.214,0.287,0.361,0.434} m as
represented in Fig.3.2. Each ring counts respectively 6, 12, 18, 24, 30 and 38 holes, half of
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Laser

H~1.60 m

D~1 m

Rotating table

Paraboloidal
free surface

Ω = 75 RPM

Camera(b)

Figure 3.3. – (a) Experimental setup at rest. The tank is mounted on a rotating table operated using an air cushion. It is
filled with ∼600 litres of tap water so that the fluid height at rest above the bottom plate is of ∼58 cm. It is closed by a
Plexiglas top-lid. (b) Experimental setup in solid body rotation at 75 RPM, with the side green laser turned on. The
difference in fluid height between the centre of the tank and its border is of ∼76 cm and the fluid height at the centre is
hmin = 20 cm. (c) View of the bottom plate through which the forcing is performed. The plate has the shape of a curly
bracket for the fluid height to increase exponentially with the radius, see equation (3.3). It is drilled with 128 holes
corresponding to 64 inlets and 64 outlets connected to 6 submersible pumps. (d) View of the 6 pumps and 128 hoses
placed beneath the bottom plate.
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them being inlets (sucking water from the tank and generating cyclones) and the other half
outlets (generating anticyclones) as represented in Fig.3.2. The holes are uniformly distributed
along each ring, leading to a minimum separating distance of 7.0 cm (ring C1) and a maximum
separating distance of 7.6 cm (ring C5). Note that there is also a spatial phase shift between each
consecutive rings in order to minimize the variance in the distance between two neighbouring
inlets or outlets (Fig.3.2). All the holes of a given ring are connected to a submersible pump
(TCS Micropump, M510S-V) via a network of flexible tubes (Fig.3.3). Six submersible pumps
are thus located beneath the bottom plate, and circulate water through the six rings. The
resulting circulation induces no net mass flux, since the water is directly sucked from the
working fluid and released in it. At this point, it is important to stress that the system was
designed to minimize the direct forcing of the zonal mean zonal flow and that only the eddy
momentum fluxes should be responsible for its eastward or westward acceleration. Finally,
each ring is controlled by one pump independently of the others which allows us to control
the forcing intensity with the radius. The pumps are controlled remotely by linking them to
their drivers (TCS EQi Controllers) through the base of the tank. The drivers are controlled
by a Raspberry Pi connected to a local network. We can chose the power of a given pump
to be stationary, or to fluctuate randomly within a prescribed power range every 3 seconds.
Additional details, pictures and schematics of the forcing are provided in Appendix B.

To measure velocity fields, time-resolving particle image velocimetry (PIV) measurements
are performed on a horizontal plane. A green laser beam (LASER QUANTUUM 532nm CW Laser
2 Watts) associated with a Powell lens is used to create a horizontal laser plane located 11 cm
above the edge of the bottom plate (9 cm below the centre of the paraboloid). The water is
seeded with fluorescent red polyethylene particles of density 0.995 and 40–47 micrometers
in diameter (Cospheric, UVPMS-BR-0.995). Their motion is tracked using a top-view camera
(DANTEC HiSense Zyla) placed above the tank (Fig.3.2 and 3.3). A 28 mm lens is mounted on
the camera (ZEISS Distagon T* 2/28). The particles emit an orange light (607 nm) so that using
a high-pass filter on the lens allows to filter out the green laser reflections on the free-surface
and tank sides, leading to a better image quality and hence better PIV measurements. The
images are acquired using DANTEC’s software DynamicStudio. We reduced the sensor region of
interest to fit the tank borders, leading to 1900 × 1900 pixels images. Optical distortion induced
by the paraboloidal free-surface is corrected on DynamicStudio using a preliminary calibration
performed by imaging a home-made calibration target with a precise dot pattern (see Appendix
B, §B.4). An illustrative movie of the particles motion during an experiment is available as
supplementary movie 1 in Lemasquerier et al. (2021). The velocity fields are deduced from
these images using the MATLAB program DPIVSoft developed by Meunier et al. (2003). We
consider 32×32 pixels boxes on 1900×1900 pixels images and obtain 100×100 velocity vector
fields (40% overlap between the boxes). Note that due to the refraction of the laser plane by
the tank sides, there are two shadow zones where measurements are not possible (see the
grey areas in Fig.3.4). As represented in Fig.3.2, all the devices (acquisition computer, camera,
synchronizer, laser, pumps power supply, drivers and Raspberry) are attached to the rotating
frame. The rotary table operates thanks to an air cushion, allowing us to reach high rotation
rates even with a large non-equilibrated load (∼1000 kg).

A typical experimental run is as follows. We gradually increase the rotary table rotation rate
from rest up to 75 RPM (∼30 min). We then wait for the water to be in solid-body rotation which
takes approximately 45 min, i.e. ∼ 13 τE where τE =Ω−1E−1/2 is the Ekman spin-up timescale.
Note that inertial oscillations are observed even after spin-up, due to the tank’s misalignment
and the slight non-circularity of its cross-section. These oscillations generate typical radial root-
mean-square velocities of ∼ 4×10−4ms−1. These small amplitudes and large-scale oscillations
do not significantly perturb the small-scale forced geostrophic motions. We then turn on
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the forcing of the 6 rings simultaneously, potentially with different powers, in a stationary or
random state. For a typical run, we record images for 60 minutes, corresponding to 4500 tR

where tR = 2π/Ω= 0.8 s is the rotation period. We record images with framerates between 10
and 30 frames per second to resolve the fluid motions which have typical velocities between
0.1 and 10 cms−1 depending on the forcing amplitude.

The forcing was calibrated in the rotating system by measuring the root-mean-squared (rms)
velocity induced on the horizontal PIV plane by the forcing. This measurement was realized for
each ring separately and several pump powers just after the forcing was turned on, i.e. before
the jets develop. We then performed a linear fit of the induced rms velocity as a function of
power to obtain a calibration law for each pump. Details about the forcing calibration are given
in Appendix B.2. In the following, we denote the forcing amplitude U f , which corresponds to
the mean of the rms velocities of the six pumps deduced from our calibration.

3.3. Experimental results

For all the experiments performed in our setup, we observe instantaneous zonal flows
independently of the number of forcing rings turned on, their power, and their state (stationary
or random). However, depending on the forcing amplitude, we observe two different regimes
of zonal flows described in the next sections. The results are presented on the horizontal laser
plane using the polar coordinates represented in Fig.3.2, with (uρ ,uφ) the radial and azimuthal
velocities and ζ= (∇∇∇∧u) ···ez = (∂ρ(ρuφ)−∂φuρ)/ρ the vertical component of the vorticity.

3.3.1. Regime I: Low-amplitude, locally forced jets

At low, stationary forcing amplitude, we observe the fast development of 5 prograde jets and
6 retrograde ones. A jet is said prograde when the azimuthal flow is in the same direction as the
tank’s rotation, uφ > 0 (Fig.3.2). We will refer to this regime as Regime I.

To describe this regime, we chose a typical experiment where the pumps power are respec-
tively Pi = {7,10,20,30,45,90}% of their nominal power, corresponding to a forcing amplitude
U f = 2.4×10−3 ms−1 (see appendix B.2). Figure 3.5(a) represents the temporal evolution (Hov-
möller diagram) of the instantaneous azimuthal mean of the azimuthal component of the
velocity 〈uφ〉φ(ρ, t ) – called zonal flow in the following of the paper, whereas mean flow refers to
the time-averaged velocity field. The jets develop almost instantaneously (∼ 10 tR ), and reach
their saturating amplitude in about 100 tR (another example is shown in Fig.3.7 for t < 360 tR ).
Supplementary movie 3 from Lemasquerier et al. (2021) illustrates the development of the
vorticity field in regime I.

The velocity and vorticity fields obtained after saturation are represented in Fig.3.4(a) and
3.6(a-c). The retrograde jets are uniform and quasi-axisymmetric, whereas the prograde jets are
associated with clear non-axisymmetric perturbations. Consistently with the direction of the
zonal flow, the anticyclones – negative relative vorticity ζ – are located on the outer radius flank
of the prograde jets, whereas cyclones are located on their inner radius side. In addition, the
prograde jets are thinner than the retrograde ones. These observations highlight the asymmetry
between prograde and retrograde jets, generically observed in this type of systems (e.g. Scott
et al. 2012b).
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3 cm/s

3 cm/s

(a)

(b)

Figure 3.4. – Instantaneous velocity fields computed from PIV measurements in the statistically stationary state
reached in the two experimental regimes. The shaded areas in the top-right and bottom-left corners are shadow
areas due to the laser refraction: no measurements are performed in these areas. The colours represent the vertical
component of the vorticity ζ. Note that there is a factor ten between the colour scales in the two panels. (a) Regime I.
Velocity field obtained at time t =24 min = 1800 tR and averaged over 1s. (b) Regime II. Velocity field obtained at time
t = 19 min = 1425 tR and averaged over 1s.
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Regime urms Ro = urms

f R
Ro` =

urms

f `
Roζ =

ζmax

f
Re = urmsR

ν
Re` =

urms`

ν
(mms−1)

I 1.59 1.78×10−4 1.20×10−3 1.91×10−2 671 100
II 16.0 2.07×10−3 1.39×10−2 8.91×10−2 7830 1170

Table 3.1. – Typical instantaneous rms velocity (equation (3.9)), Rossby and Reynolds global and local numbers. R
is the tank’s inner radius R = 0.49 m, and f = 2Ω= 15.7 rad/s. For the local Rossby and Reynolds numbers, we use the
distance between two forcing rings as a length scale, ` = 7.3 cm. Note that these values correspond to two typical
experiments, but may vary in each regime depending on the forcing amplitude.

The saturated zonal flow profile is plotted in Fig.3.5(b) along with its time-average, and
Fig.3.5(c) shows the zonal mean of the potential vorticity 〈(ζ+ f )/h〉φ. In the absence of dissipa-
tion, we expect the material conservation of potential vorticity (PV) (see chapter 1, §1.2.4.4). In
this limit, zonal flows formation can be viewed as a process of mixing of the initial potential
vorticity profile f /h(ρ). Dritschel et al. (2008) showed that this profile should be turned into
a staircase where the prograde jets correspond to steep gradients, and the retrograde jets
correspond to weak gradients, i.e. zones of strong mixing. Here, despite the visible segregation
of vorticity (Fig.3.6(c)), the initial vorticity profile is almost not perturbed, showing that zonal
jets can exist instantaneously even without this process of potential vorticity mixing. Said
differently, this regime is characterized by a local Rossby number Roζ = ζ/ f ¿ 1 (see Table
3.1), hence the initial PV profile is not expected to be strongly modified. The instantaneous
root-mean-squared (rms) velocity defined as

urms =
[

1

N

N∑
i=1

|ui |2
]1/2

, (3.9)

where N is the number of PIV velocity vectors, is provided in Table 3.1 along with the global
and local Rossby and Reynolds numbers of the flow. Here, urms is computed from the velocity
fields of Fig.3.4. It is considered “instantaneous" in opposition to the same quantity computed
after a very long time average urms which will be used later in the paper. Table 3.1 shows that
the flow is barely turbulent in regime I (the local Reynolds number being approximately 100),
and highly constrained by rotation given the very small Rossby numbers. Finally, the zonal flow
contains 23±5% of the total kinetic energy.

In this regime, each prograde jet stands right above a forcing ring (see the dashed lines
in Fig.3.5 and 3.6). The only exception is the inner ring (ring C1), which is geometrically
constrained due to its small radius and significantly perturbed by the peak at the centre
of the bottom plate (Fig.3.3(c)). Despite this anomaly, the 5 other forcing rings are clearly
associated with a prograde jet. This leads us to hypothesize that the prograde jets are forced
locally by prograde momentum convergence towards the forcing radii. The local Reynolds
stresses generated by our forcing are then balanced by viscous effects. This mechanism of
zonal flow formation is reminiscent of the pioneering experiments of Whitehead (1975) and
De Verdiere (1979). Whitehead (1975) demonstrated that the generation of a train of Rossby
waves in a rotating tank with paraboloidal free surface induces a prograde flow at the radius
of the forcing, with two weak retrograde flows on both sides of the forcing. De Verdiere (1979)
did the same observation with a forcing consisting in a ring of sink and sources able to be
azimuthally translated. Corresponding theoretical studies of Thompson (1980) and McEwan
et al. (1980) then followed and accounted for the mechanism of momentum convergence due
to eddy-forcing. It is now believed to be the primary mechanism of westerlies formation in the
midlatitude atmosphere (Vallis 2017, chapter 12). This mechanism will be further explored in
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§3.4. Finally, let us mention that the relaxation dynamics of this regime is consistent with the
observation of De Verdiere (1979): when the forcing is stopped, the fluctuating velocities are
dissipated more rapidly than the mean flow.

(a)

(b)

(c)

(d)

(e)

(f)

Regime I Regime II

Figure 3.6. – Instantaneous maps in regime I (a–c) and II (d–f ). The black circle marks the tank boundary, and the
shaded areas are the shadows where no measurements can be performed. The dashed curves in the top-left quadrant
of each subplot represent the forcing rings location. (a–c) Regime I at time t = 24 min = 1800 tR and averaged over 1s.
(a) Azimuthal component of the velocity uφ. (b) Radial component of the velocity uρ . (c) Vertical component of the
vorticity ζ. (d–f ) Regime II at time t = 19 min = 1425 tR and averaged over 1s. (d) uφ. (e) uρ . (f ) ζ. Note the different
colour scales for the two regimes.
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3.3.2. Regime II: High-amplitude large scale jets

At high, stationary forcing amplitude, regime I develops as a transient before the system
reaches a new statistically stationary state with stronger and broader zonal jets, hereafter called
Regime II.

To describe this regime, we chose a typical experiment where the pumps power are respec-
tively Pi = {26,33,60,80,100,100}% of their nominal power, corresponding to a forcing amplitude
U f = 4.0×10−3 ms−1 (see appendix B.2). The Hovmöller diagram of this experiment is rep-
resented in Fig.3.5(d). The steady jets of the first regime reorganize into 3 prograde and 3
retrograde jets. Note that in other experiments, the saturated flow can count 4 prograde jets
instead of 3. This spontaneous transition from regime I to regime II is slow, and the statistically
steady state is obtained after a transient of about 800 tR . Furthermore, it involves jet merging
events visible in the Hovmöller plots of Fig.3.5(d) and 3.7. The reorganization of the jets during
this transition also shows that they become more independent of the forcing pattern: in the
final steady state of regime II, the jets have a typical width which is twice that of the jets in
regime I, and their radial position can be shifted compared to the position of the forcing rings. A
retrograde flow is even observed above some forcing rings, for instance above C1 and C3. Thus,
in this regime, the system self-organizes at a global scale, and the idea of a direct local forcing
is not relevant anymore. Supplementary movie 4 in Lemasquerier et al. (2021) illustrates the
development of regime II, and movie 1 shows the particles motion when the system is in steady
state.

The velocity field obtained after saturation is represented in Fig.3.4(b), and the corresponding
maps of velocity and vorticity are plotted in Fig.3.6(d-f ). The prograde jets are still meandering
between cyclones on their right and anticyclones on their left, but these vortices are now
large-scale ones. As can be seen in Fig.3.4(a), the vortices forced above the inlets and outlets
have a typical diameter of ∼3 cm in regime I, whereas in regime II (panel (b)), we observe
fewer vortices, with a typical diameter of ∼8 cm. The instantaneous rms velocity (Table 3.1)
is about 10 times higher than in the experiment described for regime I. The global and local
Rossby numbers are still very small, i.e. the flow is still highly constrained by rotation, but the
Reynolds number is multiplied by 10 hence the flow can now be considered fully turbulent.
The fraction of kinetic energy contained in the zonal flow in this experiment reaches 58±8%.
Figure 3.5(f ) shows that the PV mixing is increased in this second regime and consistently with
Dritschel et al. (2008), the prograde jets correspond to steepening of the PV profile. But again,
the small vorticity of our experiment does not allow an efficient mixing process, though the jets
are strong and contains most of the kinetic energy.

3.3.3. Nature of the transition: a first-order subcritical bifurcation

In this section, we investigate the nature of the transition between the two previously de-
scribed experimental regimes.

Figure 3.7 shows a Hovmöller diagram representing the evolution of the zonal flow profile
〈uφ〉φ(ρ, t ) during a single experiment as well as the corresponding evolution of the total, zonal,
and residual kinetic energy defined respectively as

K = 1

N

N∑
i=1

|ui |2, (3.10)

Kz = 1

N

N∑
i=1

〈uφ〉2
φ,i , (3.11)

K f =K −Kz , (3.12)
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Stationary 
forcing Fluctuating forcing (same amplitude) Stationary 

forcing Fluctuating forcing (same amplitude)

(a)

(b)

Figure 3.7. – Experiment illustrating the bistability between regimes I and II: the forcing is initially of low-amplitude
and stationary, so that we start in regime I (Pi = {14,20,46,72,100,100}%, U f = 3.3×10−3 ms−1). At t = 360 tR , a finite
perturbation is created by varying the third forcing ring power randomly around its initial value, leading to the transition
to regime II (Pi = {14,20,46±20,72,100,100}%). At t = 1600 tR , the forcing is set back to its initial state but the flow remains
in regime II. At time t = 2250 tR a second finite amplitude perturbation is performed (Pi = {14,20,46,72±20,100,100}%)
(a). Hovmöller plot: zonal flow profile as a function of time. (b) Total (K ), zonal (Kz ) and fluctuating (K f ) kinetic
energy as a function of time.

where N is the number of PIV velocity vectors. The experiment plotted in Fig.3.7 is initialized
with a stationary forcing (U f = 3.3×10−3ms−1), leading to a steady state in regime I. After 360
tR , this forcing is perturbed at finite amplitude by turning the third ring into a random state.
Here, it consists in changing the power of the corresponding pump every 3 seconds to random
values uniformly distributed in a range centred around ±20% of its initial power. After such a
perturbation, Fig.3.7(a) shows that the system bifurcates towards the second regime through
merging events and increasing zonal flow amplitude. Note that without this perturbation, the
system would be locked in regime I, as shown by a separate experiment performed with the
exact same forcing, at least up to t = 1875 tR . During the transition, the fraction of kinetic energy
contained in the zonal flow increases from 21±7% to 48±9% (Fig.3.7(b)). This second value is
significantly lower than the one mentioned previously for regime II since the forcing of this
experiment is weaker. After the transition, the system remains attached to this new steady
state even when the forcing is set back to its initial stationary state at time t = 1600 tR . These
observations demonstrate that two stable states coexist for this particular forcing and suggest
that the transition between the two regimes is of subcritical nature.

To further investigate this bistability, we performed series of experiments where we increase
or decrease the forcing step by step. We wait significantly between each step for the system
to relax towards a new steady state (typically 20 minutes, i.e. 1500 tR ). We then measure the
corresponding mean flow amplitude defined as the rms velocity computed on a time-averaged
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velocity field:

urms =
[

1

N

N∑
i=1

|ui |2
]1/2

, (3.13)

where · denotes the time average over the whole duration of the record once the flow has
reached the statistically steady state. Typically, the time average is performed over 200 to
1000 tR depending on the duration of the record. Figure 3.8 represents the mean flow amplitude
(equation (3.13)) as a function of the forcing amplitude U f as defined in appendix B.2. Typical
maps of the time-averaged zonal velocity are also represented. For low values of the forcing
amplitude, regime I is observed with the 6 prograde jets structure and urms ∼ 2.5×10−3ms−1.
As the forcing amplitude increases, the jets structure does not change but their amplitude
increases smoothly. When the forcing further increases, a sharp transition occurs around
U f ≈ 3.32×10−3ms−1 corresponding to a bifurcation from regime I to regime II: both the jets
size and amplitude increase abruptly (urms ∼ 7.5×10−3ms−1). Once in regime II, the amplitude
of the jets continues to increase with the forcing amplitude. When the forcing amplitude is
gradually decreased, the bifurcation from regime II to regime I is again abrupt, but obtained
at a lower forcing U f ≈ 3.11×10−3ms−1. These hysteresis experiments confirm that the two
regimes coexist in a given forcing range U f ∈ [3.11,3.32]×10−3ms−1. The particular forcing of
the experiment represented in Fig.3.7 (U f = 3.3×10−3ms−1) belongs to the bistable range in
which the first regime is metastable. In §3.4, we propose a model to explain this hysteresis
phenomenon.

Finally, we note a significant variability in the mean flow amplitude in regime II. The grey
points in Fig.3.8(a), located at U f = 4×10−3ms−1, correspond to nine experiments where we
apply the exact same forcing (Pi = {26,33,60,80,100,100}%), starting from solid-body rotation.
Despite the similarity of the forcing, the flow may evolve towards different statistically steady
states where the mean flow amplitude and scale are roughly the same, but the position of
the jets differ. This multistability will be described in chapter 5. Note that the last point of
the yellow curve in Fig.3.8 is located below the others probably because it had not reached
its steady state when the measurements were performed (500 tR after the forcing change in
contrast to 1500 tR for the grey points).

It is of interest to compute the transition rates between the two regimes. On Fig.3.9, we plot
the evolution of the total kinetic energy for transitions from regime I to regime II and vice versa
in order to compute the corresponding timescales. Transitions in the direction II→I (decreasing
power) are accompanied by an exponential decay of the total kinetic energy

K =K∞+ (K0 −K∞)e−t/τ, (3.14)

where K0 is the kinetic energy in the initial steady state, and K∞ the kinetic energy reached
in the final steady state after the transition. We plot in Fig.3.9(b) the time evolution of the
normalized kinetic energy for three transitions with different initial and/or final steady states.
Despite these differences, it is clear that the three transitions have the same characteristic
time τI I→I ≈ 150 tR . The picture is different for transitions in the direction I→II (Fig.3.9(c)).
The kinetic energy increases in a non-trivial way before saturating in a new steady state. We
compare this evolution for three transitions starting from the same initial state in the first
regime (red dot I in Fig.3.9(a)), but evolving towards three different steady states in regime II
(II1,2,3 in Fig.3.9(a)). Note that I→II1 corresponds to a finite amplitude perturbation of a steady
state in regime I inside of the bistable range. We plot in Fig.3.9(c) the kinetic energy normalized
the same way as for II→I transitions. This time, the curves do not collapse. We observe that the
closer (in terms of forcing amplitude) the second steady state, the longer the transition. The
transition I→II3 is for instance about 3 times faster than the transition I→II1.
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Figure 3.8. – Experimental hysteresis loop. The time-averaged rms velocity of the flow urms (equation (3.13)) is
plotted as a function of the forcing amplitude U f (see appendix B.2). The top and right axes correspond to associated
non-dimensional quantities. On the right-axis, we use the local Reynolds number based on the mean flow rms velocity,
Re = urms`/ν (`=7.3 cm is the distance between two forcing rings). For the top-axis, we use the typical velocity expected
at the transition Ut (see section 3.4.4 and equation (3.48)). For each curve, the forcing is either increased (reddish) or
decreased (bluish) step by step. The different colours correspond to different experiments. The shaded area is the
bistable zone. The grey points in regime II correspond to experiments initialized with the exact same forcing and for
which saturation leads to three possible jets configurations, as described in chapter 5. The last point of the yellow
curve is in configuration 2, but may not have reach its stationary state. Time-averaged zonal velocity maps in regime I
and II are represented at the bottom.
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These differences highlight an asymmetry in the transition mechanism depending on its
direction. We propose the following interpretation. In the case II→I, the transition resembles a
classical relaxation following a linear dissipation process. If the Reynolds stresses sustaining
the strong jets abruptly decrease when the forcing decreases, the linear friction dominates the
zonal flow evolution equation ∂t 〈uφ〉φ =−α〈uφ〉φ, where α is a linear friction, and the zonal flow
decreases exponentially. We then expect the timescale of this transition to be of the order of
the Ekman friction timescale τE =α−1 =Ω−1E−1/2. In our case, τE ≈ 206 rotation periods, which
is consistent with τI I→I ≈ 150 tR determined previously. On the contrary, in the case I→II, we
expect a nonlinear mechanism leading to a non-trivial increase of the zonal flow amplitude.
Contrary to the linear friction, this mechanism depends on the forcing amplitude – as may be
intuited from the theoretical model developed in §3.4. The higher the forcing, the faster we
expect the transition to occur.

2.64 3.222.95 3.32 4.15

4.00

3.52

Mean flow 
amplitude 

(a)

(b) (c)

Figure 3.9. – Evolution of the total kinetic energy K during transitions from regime I → II (red curves) and II → I (blue
curves). The normalized total kinetic energy is plotted as a function of time in units of rotation period. (a) Qualitative
location of the transitions on the hysteresis loop. (b) Transitions from II→I. The time is initialized at the moment when
the forcing was changed from a super-critical one to a sub-critical one. The normalized kinetic energy decays on a
timescale τ obtained from an exponential fit (lines). (c) Transitions from I→II, starting from the same initial state.
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3.4. Theoretical model for the transition: a Rossby waves
resonance

The goal of this section is to derive a simple model to explain the transition observed in the
experiment, and the associated bistability. To do so, we use the classical quasi-geostrophic (QG)
approximation to reduce the experiment to its 2D β-plane analogue (section 1.2.4.3). Because
of the fast background rotation, or equivalently the small Rossby number of the system, the
geostrophic balance dominates the experimental flow. As a consequence, the flow is quasi
two-dimensional. The curvature of the free-surface as well as the friction over the bottom
(Ekman pumping) induce three-dimensional effects. Nevertheless, the weakness of these
effects allows their incorporation into quasi-two-dimensional physical models. We derive the
conventional QG model corresponding to our experimental setup in appendix C, §C.2 and §C.3,
“conventional" meaning that we retain only the linear contributions from these 3D effects. Note
that in addition to this QG approximation, we make the rigid lid approximation and neglect the
temporal fluctuations of the free surface, i.e. we do not take into account gravitational effects
at the interface.

We use the cylindrical coordinates (ρ,φ,z) with z oriented downward, and (eρ ,eφ,ez ) the
corresponding unit vectors (Fig.3.2). We consider the flow of an incompressible fluid of constant
kinematic viscosity ν and density ρ f , rotating around the vertical axis at a constant rateΩ=Ω ez ,
with Ω > 0 (the turntable rotates in the clockwise direction). The fluid is enclosed inside a
cylinder of radius R, and the total fluid height is h(ρ). We denote the velocity field as u =
(uρ ,uφ,uz )eρ ,eφ,ez , and the vertical component of the vorticity is ζ = (∇∇∇∧ u) ··· ez = (∂ρ(ρuφ) −
∂φuρ)/ρ. As shown in Appendix C.3, under the QG approximation, the experimental flow can
be described by the classical 2D barotropic vorticity equation on the β-plane:

∂ζ

∂t
+uρ

∂ζ

∂ρ
+ uφ
ρ

∂ζ

∂ϕ︸ ︷︷ ︸
Advection

+ β uρ︸ ︷︷ ︸
β−effect

= −αζ︸︷︷︸
Ekman friction

+ ν∇2ζ︸ ︷︷ ︸
Bulk dissipation

, (3.15)

with β the topographic β parameter resulting from the radial variations of the fluid height and
α the linear Ekman friction parameter:

β = − f

h

dh

dρ
, (3.16)

α = E 1/2 f h0

2h
. (3.17)

In this 2D framework, we decompose the velocity into a zonally averaged flow plus fluctuations
using the standard Reynolds decomposition:

uφ = 〈uφ〉φ(ρ, t )+u′
φ(ρ,φ, t ) = U +u′

φ, (3.18)

uρ = 〈uρ〉φ(ρ, t )+u′
ρ(ρ,φ, t ) = u′

ρ , (3.19)

ζ= 〈ζ〉φ(ρ, t )+ζ′(ρ,φ, t ) = 1

ρ

∂(ρU )

∂ρ
+ζ′. (3.20)

where 〈·〉φ = 1
2π

∫ 2π
0 · dφ is the zonal mean. Here, we neglect the O

(
E 1/2

)
mean radial velocity

associated with the Ekman pumping, consistently with the choice of keeping only the linear
Ekman friction term (see for example the discussion in Sansón et al. 2000, and compare with
the full equation derived in Appendix C.4.4). The zonal average of the azimuthal component
of the Navier-Stokes equation (equation (C.2)) leads to the zonal mean zonal flow evolution
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equation
∂U

∂t
=−

〈
u′
ρ

∂u′
φ

∂ρ
+

u′
ρu′

θ

ρ

〉
φ︸ ︷︷ ︸

R(ρ,t )

+ D(ρ, t ), (3.21)

where D contains both the frictional and bulk dissipation of the zonal flow. Using the zero-
divergence of the horizontal velocity, the source term R can be expressed as the divergence of
the Reynolds stresses, or equivalently as an average vorticity flux

R(ρ, t ) =− 1

ρ2

∂〈ρ2u′
ρu′

φ〉φ
∂ρ

=−〈u′
ρζ

′〉φ. (3.22)

Hence, the zonal flow evolution equation

∂U

∂t
=R(ρ, t ;U )+D(ρ, t ;U ), (3.23)

shows that in the absence of direct forcing, the zonal flow requires a source term which is
provided through the Reynolds stresses divergence, alternatively called the eddy momentum
flux. To explain the generation of the zonal flow in our experiment, this momentum flux R

needs to be modelled. The Reynolds stresses are likely to be influenced by the zonal flow U that
they generate through a feedback mechanism. Determining whether the feedback of the zonal
flow on the source term R is positive or negative would allow us to investigate the possibility of
bistability. This is the goal of the present section.

We follow the same approach as in Herbert et al. (2020) which focuses on transition to
super-rotation based on the mechanism described by Charney et al. (1979) in the framework of
topographically forced zonal flows in the midlatitude atmosphere (see also Pedlosky 1981; Held
1983; Weeks et al. 1997; Tian et al. 2001). We determine the Reynolds stresses divergence R by
computing the linear response to a stationary forcing on a β-plane with a background zonal
flow. We show that the resulting Reynolds stresses exhibit a resonant amplification leading to a
possible bistability. We finally compare this mechanism with the experimental observations.

3.4.1. Linear model for the Reynolds stresses

In this section, we determine the Reynolds stresses divergence R and the feedback of the
zonal flow onto them. To do so, we compute the linear response to a stationary forcing on the
β- plane, in the presence of a background zonal flow U . Besides, we adopt a local approach
by assuming a length scale separation between the wavelength of the forcing and the spatial
variations of the zonal flow. We also assume homogeneity by considering an infinite fluid
domain in both directions. This approach allows us to

– forget about the geometrical effects inherent to the cylindrical geometry and work in
equivalent 2D local cartesian coordinates (x, y), as represented in Fig.3.2;

– assume that the background flow U is constant in (x, y), which is only true locally, inside
of a single jet.

For the basis (ex ,e y ,ez ) to be direct, with ez downward and ex zonal, in the same direction
as eφ, e y has to be oriented towards the axis of rotation (Fig.3.2). We denote u = (u, v)ex ,e y the
2D cartesian velocity components, and ζ = ∂x v − ∂y u the associated vorticity. The β-plane
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barotropic vorticity equation (3.15) reduces to

∂ζ

∂t
+u

∂ζ

∂x
+ v

∂ζ

∂y
+βv +αζ= ν∇2ζ+q(x, y), (3.24)

with α= E 1/2 f /2 locally constant and

β=− f

h

dh

dy
. (3.25)

Note that in this cartesian framework β is now positive (dy h < 0). We have added an arbitrary
stationary forcing q(x, y) representing a vorticity source. We linearise this equation around a
uniform background zonal flow U =U ex by setting u =U +u′′′ with ||u′′′|| ¿ ||U ||. Keeping only
first order terms, we obtain

∂ζ′

∂t
+U

∂ζ′

∂x
+βv ′+αζ′ = ν∇2ζ′+q(x, y). (3.26)

We drop the primes in the following and define the streamfunction ψ (u =−∂yψ, v = ∂xψ and
ζ=∇2ψ) such that

∂

∂t
∇2ψ+U

∂

∂x
∇2ψ+β∂ψ

∂x
+α∇2ψ−ν∇2∇2ψ= q(x, y). (3.27)

We perform a spatial Fourier transform of this equation in both x and y leading to

∂ψ̂

∂t
+ [ i ω(k, l )+ωE (k, l ) ]ψ̂=− q̂(k, l )

k2 + l 2 , (3.28)

where ψ̂ and q̂ are the Fourier coefficients associated with ψ and q, and k = (k, l )ex ,e y the wave
vector. We denote ω the Rossby waves angular frequency, Doppler-shifted by the advection by
the zonal flow

ω(k, l ) = kU − kβ

k2 + l 2 , (3.29)

(see section 1.2.4.5) and ωE the damping rate due to the viscous dissipation in the bulk and the
bottom friction

ωE (k, l ) =α+ν(k2 + l 2). (3.30)

Note that there is no gravity effects (or deformation radius) in the Rossby waves dispersion
relation because we make the rigid lid approximation. The solution to equation (3.28) with the
initial condition ψ̂(k, l , t = 0) = 0 is

ψ̂(k, l , t ) = −q̂(k, l )

(k2 + l 2)(iω(k, l )+ωE )

[
1−e−(iω+ωE )t ] . (3.31)

The inverse Fourier transform F−1 of ψ can be computed numerically to retrieve the physical
streamfunctionψ at a time t for a given forcing. Similarly, the vorticity and velocity components
can be computed using 

ζ(x, y, t ) =F−1
(−(k2 + l 2) ψ̂(k, l , t )

)
,

u(x, y, t ) =F−1
(−il ψ̂(k, l , t )

)
,

v(x, y, t ) =F−1
(
ik ψ̂(k, l , t )

)
.

(3.32)
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The Reynolds stresses term R(y, t ;U ) is then easily computed as

R(y, t ;U ) =− ∂

∂y
〈uv〉x = 〈vζ〉x . (3.33)

The sign difference in the second equality compared to expression (3.22) in cylindrical coordi-
nates comes from e y pointing inward whereas eρ is pointing outward.

3.4.2. Comparison of the linear model with experimental results

To confirm that the reduced QG approximation is an appropriate model for the experiment,
we compare the linear solution that we just derived with the very beginning of experiments
where only one forcing ring is turned on. Note that a good agreement is expected since in our
experiments, the local Rossby number is very small, Roζ = ζ/ f ¿ 1 (Table 3.1), which is the
main assumption of the QG approximation. To carry this comparison, we first set all the model
parameters to the experimental ones, that is

β=− f

h

dh

dy
∼ 50 ms−1,

α= 1
2 f E 1/2 ∼ 5.6×10−3 s−1,

U = 0 ms−1.

(3.34)

When the pump is activated, the fluid is at rest in the rotating frame (solid body rotation). In
addition, we design the forcing term to mimic the experimental forcing on the chosen ring: for
the third ring, it corresponds to a line of 18 vortices (9 cyclones and 9 anticyclones) regularly
spaced onto a perimeter of 2πR3 ≈ 0.688 m. We chose to represent each vortex by a Gaussian
source of vorticity:

q(x, y) = qm

18∑
i=1

(−1)i exp

(
− (x −xi )2 + (y − yi )2

r 2
v

)
, (3.35)

with qm the forcing amplitude, rv the radius of the vortices and (xi , yi ) the centre location of
each vortex. The vortices’ radius is set to 2/5 times the spacing between two vortices based on
the experimental measurements. To estimate the forcing amplitude qm that we should use to
better represent the experimental regime, we measure the vorticity linear growth rate above the
forcing injection points and adjust qm so that the growth rate obtained with the linear model is
comparable to the experimental one. This method leads us to use qm = 0.5 s−2.

Fig.3.10 shows a comparison between an experiment and the linear model, two seconds after
the third forcing ring was turned on at its maximum power. The experimental flow and the
linear solution are qualitatively and quantitatively very close. They both exhibit a westward
stretching of each vortex, westward meaning in the retrograde direction compared to the
background rotation (decreasing φ in the experiment, decreasing x in the cartesian model).
The dispersive nature of the Rossby waves emitted by the vortex are responsible for this chevron
pattern pointing eastward, as explained by Firing et al. (1976) and Chan et al. (1987) in the
case of isolated vortices. In particular, the long Rossby waves which propagate westward
faster than short waves are responsible for the westward stretching. This response can also
be understood as the deformation of each vortex into a so-called β-plume. Stommel (1982)
first described β-plumes when trying to understand the circulation induced by rising water
from hydrothermal vents in the Pacific, and his theory was further developed by Davey et al.
(1989) who considered the evolution of buoyancy sources on a β-plane. In both cases, the
convergence or divergence of fluid around the perturbation generates cyclonic or anticyclonic
motions which are subsequently elongated westward due to the emission of Rossby waves
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Experiment (local view) Linear QG model

Figure 3.10. – Comparison between the experimental flow and the linear QG model. (a–d) Experimental flow measured
2 seconds after the third forcing was turned on. The experimental data, originally obtained in a cylindrical geometry,
is remapped for the sake of comparison with our cartesian model. R3 is the radius of the third forcing ring. Only 8
vortices are visualized, but the third ring contains 18 vortices. (e–h) Solution of the linear model (equation (3.31)) at
time t = 2 s. The model parameters (α, β, qm , k f and U ) are estimated from the experimental parameters. (a,e) Zonal
velocity perturbation. (b,f ) Radial velocity perturbation (note that uρ should be compared with −v). (c,g ) Vorticity.
(d,h) Reynolds stresses divergence (zonal flow acceleration).
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(see the review and experiments by Afanasyev et al. (2019)). As a consequence, an east-west
asymmetry in the radial component develops, which is clear in Fig.3.10(b,f ): the advection of
the background potential vorticity leads to a weakening of the flow on the west (left) side of each
vortex, and a strengthening on their east (right) side, for both cyclones and anticyclones. More
interesting for us is the fact that the emission of Rossby waves leads to a prograde momentum
convergence towards the region of generation of the vortices as demonstrated by Fig.3.10(d,h).
Fig.3.11 directly compares the Reynolds stresses divergence profile in the experiment and in
the linear solution: the agreement is quantitative. There is indeed an eastward acceleration of
the zonal flow in the forcing region, located between two westward acceleration regions. This
mechanism thus explains the experimental regime I, i.e. the formation of prograde jets flanked
by two retrograde jets above each forcing ring. Vallis (2017, chapter 12) provides an overview
of the mechanism of zonal flow acceleration by Rossby waves radiation in the framework
of barotropically forced surface westerlies in the atmosphere. Our experiment shows that
this mechanism is robust since the generated prograde jets persist at later times, even in the
non-linearly saturated regime.

(a) (b)

Figure 3.11. – Comparison of the Reynolds stresses divergence between the experiment and the linear model solution.
(a) Experimental Reynolds stresses divergence (equation (3.22)). (b) Reynolds stresses divergence computed from the
linear model (equation (3.33)). Both the experiment and the linear model show the generation of a prograde jet at the
forcing location, flanked with two retrograde jets.

3.4.3. Resonance of the Reynolds stresses and associated feedback

The previous section shows that our experiment can be successfully described by a linear 2D
QG model incorporating only the β-effect and the bottom friction, at least in regime I. We can
thus use this model to investigate the feedback that the zonal flow can have on the Reynolds
stresses divergence R and study the possibility of bistability. This is the goal of the present
section.

For simplicity, we now forget about the specific geometry of the experimental forcing, and use
a generic forcing consisting of a doubly-periodic array of vortices with a wavelength comparable
to the experimental one:

q(x, y) = qm cos(k f x)cos(l f y), (3.36)

with qm = 0.5 s−2 the forcing amplitude and k f = l f the forcing wavenumber. In the following,
we work with k f = 63 radm−1 corresponding to a typical forcing wavelength of 10 cm. We show
later that the forcing scale has only a small influence on the physical mechanism presented
(Fig.3.15). The linear response obtained with this forcing is the superposition of the response
to each forcing line, with a prograde acceleration above each forcing horizontal line, and
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retrograde accelerations in between.
To study the feedback of the zonal flow, we solve for the stationary linear response to this

forcing (equation (3.31) with t →+∞) for various amplitudes of the background zonal flow U .
We recall the local nature of our analysis: the background zonal flow U should be seen as the
– uniform – zonal flow at the core of a jet. For each solution, we extract the streamfunction
amplitude |ψ̂| and the Reynolds stresses divergence at y = 0, and represent them in Fig.3.12 as a
function of the zonal flow U . Given the amplitude of the streamfunction

|ψ̂| = qm

k2
f + l 2

f

(
ω(k f , l f )2 +ωE (k f , l f )2)−1/2

, (3.37)

we expect a resonance of the linear response when ω= 0, or, in other words, when the directly
forced Rossby waves are stationary because the zonal flow velocity exactly cancels their phase
speed:

U = β

k2
f + l 2

f

=−c (3.38)

where c is the directly forced Rossby waves phase speed in the absence of zonal flow (see section
1.2.4.5). The resonant amplification of the response amplitude is illustrated in Fig.3.12(a). Then,
the amplitude of the Reynolds stresses is expected to be proportional to the squared amplitude
of the streamfunction (equations (3.32) and (3.33)), leading to

|R|(U ) ∝|ψ̂|2 ∝ 1

ω2 +ω2
E

∝ 1(
1+ U

c

)2 +γ2
, (3.39)

where γ is a nondimensional parameter characterizing the Rossby waves damping

γ2 =
(
ωE

k f c

)2

. (3.40)

For the problem to be analytically tractable, we chose to model the resonant curve R(U ) plotted
in Fig.3.12(b) with a parametrized Lorentzian. We thus forget about the spatial structure of the
momentum flux convergence, and only focus on the global amplitude by setting

R(U ) =Rm
1

γ2 + (
1+ U

c

)2 . (3.41)

Doing so, we focus on the amplitude of the response rather than on the details due to our
particular choice of forcing. The important physical effects of the zonal flow, the β-effect and
the friction, are contained in the Lorentzian and influence the position and flatness of the
resonant peak. Figure 3.12(b) shows that the amplitude of the Reynolds stresses is indeed
largely dominated by this resonant amplification. Hence, we do not loose any important
feature by modelling R with equation (3.41) which has the advantage of making the problem
analytically simple.

It is now clear that the momentum flux can lead to abrupt transitions: on the left side of
the resonant peak, any increase of a zonal flow U leads to an increased prograde momentum
convergence, and an increased acceleration of this zonal flow. We have thus identified a
potential positive feedback mechanism, provided that it is not cancelled by the negative
feedback of the viscous dissipation. Note that since the Rossby waves propagate in the westward
direction, this resonance can only occur in an eastward jet (U > 0).
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(a) (b)

Figure 3.12. – (a) Stream-function amplitude as a function of the background zonal flow U . Each symbol is a solution
of the linear model with a different background zonal flow. The black line is the corresponding analytical amplitude in
the case of a doubly-periodic forcing (equation (3.37)). (b) Reynolds stresses at y = 0 as a function of the background
zonal flow U . Each symbol is a solution of the linear model with a different background zonal flow. The black line
represents the best fit of the Lorentzian given by equation (3.41) where the amplitude Rm is a free parameter. In both
panels, the vertical dashed black line shows the location of U = −c where c is the forced Rossby wave phase speed
(equation (3.38)).

3.4.4. Stationary solutions and linear stability

The linear QG model showed the resonant amplification of the wave-induced Reynolds
stresses when the zonal flow is such that the directly forced Rossby waves are stationary. Our
goal is now to verify whether this feedback of the zonal flow can explain the transition and
bistability observed in our experiment.

Consistently with our local approach, we consider a minimal model where the zonal flow
U (t ) is assumed to be only time-dependent, with no spatial modulation. Such a uniform zonal
flow is sustained by the Reynolds stresses divergence R and dissipated by the linear friction
due to the Ekman pumping:

∂U

∂t
=R(U )−αU , (3.42)

with R(U ) the Lorentzian given by equation (3.41). The stationary solutions of this equation
are the roots of the third-order polynomial

P (U ) =U 3 +2c U 2 + (1+γ2)c2 U − Rmc2

α
. (3.43)

Depending on the sign of the discriminant of P , one or three stationary solutions can exist, as
represented in Fig.3.13. We denote U1, U2 and U3 those three solutions such that U1 <U2 <U3.
For three stationary solutions to exist, i.e. bistability to be possible, a necessary but not
sufficient condition is

γ2 < 1

3
. (3.44)

When this condition is satisfied, the sufficient condition for three solutions to exist is that

Rm ∈ [R1,R2] =− 2

27
αc

[
9γ2 +1−

p
Γ, 9γ2 +1+

p
Γ
]

, (3.45)

with Γ= (
1−3γ2

)3. Physically, the first condition (3.44) means that bistability can never exist if
the Rossby waves are too strongly damped. The second condition shows that even when the
friction is not too high, three stationary solutions exist only for a given range of the forcing
amplitude Rm . As represented in Fig.3.13, if the forcing is too high, only the super-resonant
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solution U3 exists. Conversely, if the forcing is too weak, only the low-amplitude sub-resonant
solution U1 can exist.

(a) (b) (c)

(b)(a)

(c) (d)

Figure 3.13. – Visualization of the stationary solutions (U1,U2,U3) of the zonal flow evolution equation (3.42). Except
the forcing amplitude, all the parameters are fixed and equal to the experimental parameters (α = 5.6×10−3 s−1,
k f = l f = 63 radm−1, c = 6.3×10−3 ms−1, γ2 = 1.99×10−4). (a) Illustrative case of a small forcing amplitude Rm < R1
and a small friction or a too high friction. Note that U1 is very small, but not zero. (b) Illustrative case of a forcing in the
range Rm ∈ [R1,R2] and a small friction. (c) Illustrative case of a high forcing amplitude Rm >R2 and a small friction.
(d) Amplitude of the three stationary solution as a function of the forcing amplitude Rm . The black dots represent the
unstable solution whereas the white ones are stable. The shaded area is the bistable range, bounded by R1 and R2
(equation 3.45).

To investigate the linear stability of the stationary solutions, we go back to the zonal flow
evolution equation (3.42). We linearise the nonlinear operator R around the stationary state
Us and denote U ′(t ) =U (t )−Us the perturbed zonal flow, to obtain the perturbations evolution
equation

∂U ′

∂t
= dR

dU

∣∣∣
Us

U ′−αU ′. (3.46)

We seek U ′ under the form U ′ =U ′
0 eσt where σ is the growth rate of the perturbation. Substitut-

ing into equation (3.46) leads to

σ= dR

dU

∣∣∣
Us

−α. (3.47)

The stationary solution Us is unstable if and only if the growth rate σ > 0. This condition is
always verified for the second stationary solution U2 (the sub-resonant one), whereas U1 and
U3 are stable stationary solutions.

We plot in Fig.3.13(d) the amplitude of the stationary solutions obtained for varying forcing
amplitudes Rm , all the other parameters being fixed and equal to the experimental parameters
(α= 5.6×10−3 s−1, k f = l f = 63 radm−1, c = 6.3×10−3 ms−1, γ2 = 1.99×10−4). The three stationary
solutions branches are visible, and coexist only in a given range of forcing amplitude bounded
by R1 (purple line) and R2 (blue line) given by equation (3.45). This figure also demonstrates
the bistability and possibility of an hysteresis: for an experiment with increasing forcing, the
transition U1 →U3 happens for Rm =R2. At this forcing, there is a saddle-node bifurcation (S2)
through which U1 loses its stability. But if the forcing amplitude is then decreased, the observed
solution will remain U3 until the forcing reaches R1 <R2 where there is another saddle-node
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bifurcation (S1), and the system goes back to the lower branch solution U1. Our model predicts
that with the experimental parameters and close to the transition, the amplitude of the zonal
flow on the lower branch is of U ≈ 2 mms−1, and U ≈ −c = 6.3 mms−1 for the upper branch.
Finally, this model allows us to define a typical velocity expected at the transition, to compare
with the forcing rms velocity U f used to characterize the experimental hysteresis, on Fig.3.8.
From equation (3.45), the Reynolds stresses at the transition are typically of Rm,t ∼α|c|(1+9γ2).
A typical transition velocity can be obtained supposing that the forcing is balanced by friction
Ut ∼Rm,t /α, leading to

Ut ∼ |c|(1+9γ2). (3.48)

If we use U∗
f =U f /Ut as a non-dimensional forcing, then the transition should always occur

at U∗
f of order unity. The dependence on the β-effect, the friction, and the forcing scale are

incorporated in c and γ. Note that the width of the bistable zone will however vary depending
on γ.

3.4.5. Comparison of the experimental to theoretical transition

In this section, we report additional experimental observations that support the mechanism
of Rossby waves resonance to account for the transition between regimes I and II.

First, the amplitudes of the zonal flow expected in the two steady states, U1 ≈ 2 mms−1, and
U3 ≈ −c = 6.3 mms−1, are very close to the experimental ones, where U1 represents regime I
and U3 regime II, as can be seen in Fig.3.8. Another way to see it is by comparing the zonal
flow amplitude with the phase speed of the – non-advected – directly forced Rossby waves: if
the zonal jet is faster than −c, the system is in the super-resonant steady state, whereas if it is
lower than −c, the system is sub-resonant. In the experimental setup, with k f ≈ 63 radm−1 and
β ≈ 50 m−1 s−1, the phase speed of the directly forced Rossby waves is c ≈ −6.3 ms−1, without
advection. First, Fig.3.14 demonstrates that the forcing indeed excites Rossby waves. The
radial component of the velocity at a given radius exhibits patterns that move in the retrograde
direction (i.e. decreasing φ), with the same wavelength as the forcing and at the Doppler-
shifted speed 〈uφ〉φ+ c. Then, given this typical phase speed c, Fig.3.8 shows that in regime
I the experimental zonal flow is sub-resonant (urms < −c), and super-resonant in regime II
(urms >−c), which is consistent with our model. Furthermore, the model predicts that when
the forcing is decreased and U3 (regime II) loses its stability (S2 in Fig.3.13(d)), the zonal
flow is quasi-resonant (〈uφ〉φ ≈ −c ) which is again compatible with the measured velocity
at the transition II→I in Fig.3.8. Note that if this equilibrium close to resonance can exist
(U3), our analysis only gives an explanation for its origin, ultimately, the non-linearities are
responsible for locking the system into a near-resonant state. Note finally that the bistability
range and zonal flow amplitudes are only slightly varying with the range of possible forcing
wavenumbers for our experiment (Fig.3.15(b)). For a closer match between the predicted zonal
flow amplitudes and the measured ones, we would choose k f = 57 radm−1, which is reasonable
given the uncertainty in the relevant forcing scale in our setup.

Second, we have not yet discussed the inherent asymmetry between the prograde and the
retrograde jets in our model. Since the Rossby waves propagate in the retrograde direction,
their only way to become stationary and resonate with the fixed forcing is within a prograde jet.
This implies that the transition only occurs in the prograde jets which is again consistent with
our experimental observations. Indeed, the prograde jets govern the dynamics, by increasing in
amplitude and merging, whereas the retrograde flow seems to adjust passively to the transition
(see e.g. Fig.3.7). If we suppose that the forcing imparts no net angular momentum to the fluid,
then the integral of the angular momentum per unit mass, ρ(uφ+Ωρ), over the domain should
be constant. If an eastward acceleration is produced by the transition, then this convergence of
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(a) (b)

Figure 3.14. – Rossby waves excited by the forcing. The third forcing ring (R3 = 0.214 m) is turned on at its maximum
power from time t = 0 to 75 tR . (a) Time evolution of the radial component of the velocity at a fixed radius ρ = 0.17 m.
(b) Same data band-passed filtered between 0.06 and 0.12 Hz. The slope of the dashed line is the non Doppler shifted
phase speed of the Rossby waves excited by the forcing (equation 3.38) c ≈−6.3 mm s−1. The slope of the continuous
line is the Doppler shifted phase speed 〈uφ〉φ+ c. It increases in absolute value since the zonal flow increases when the
forcing is turned on, and at the chosen radius the flow is retrograde, as represented on the top panel.

prograde angular momentum should be balanced by negative angular momentum elsewhere
(see the Reynolds stresses profile in Fig.3.11). The retrograde flows in our experiment seem to
arise as such, which is consistent with the fact that the retrograde flow is smooth whereas the
prograde one strongly interacts with vortices (Fig.3.4).

Third, our model implies that the faster the Rossby waves, the stronger the forcing will have
to be to reach the transition (increasing Ut ), and conversely for slower Rossby waves. Changing
the β-effect is thus a good way of challenging our model. We performed experiments at 80 RPM
and 60 RPM (not shown) instead of the 75 RPM for which the bottom plate was designed. In
these experiments, β is no longer uniform, but slightly varying with radius (see Fig.B.10). It is
higher at 80 RPM due to the increased curvature of the free-surface (β80 ∈ [57,73] m−1 s−1 with a
mean at 65.5 m−1 s−1) and weaker at 60 RPM (β60 ∈ [20,30] m−1 s−1 with a mean at 22.8 m−1 s−1).
As a consequence, the forced Rossby waves are respectively faster and slower (|c| = 8.3 and 2.9
ms−1). Consistently with our model, we observed that for a similar forcing (U f = 4.0 mms−1),
regime II is obtained at 75 RPM whereas regime I is observed at 80 RPM. Conversely, for a
forcing at which regime I is observed at 75 RPM (U f = 2.9 mms−1), regime II is obtained at
60 RPM. The transition thus occurs at larger forcing amplitudes for an increased β-effect.
Fig.3.15(c) illustrates more quantitatively the sensitivity to the β-effect.

Finally, we wish to discuss the local aspect of our model relatively to the experiment. Our
model only explains the local feedback mechanism inside of a given prograde jet. How the
global system responds is a different question. Based on the Rhines scale LR ∼ (urms/β)1/2

(Rhines 1975), where we recall that urms takes into account all the components of the flow
(equation (3.9)), we do expect an increase of the jets width during the transition, since the rms
eddy velocity increases. However, our model does not explain why the jets merge during the
transition. In the conclusion chapter 7, we propose a possible line of work to build a global
scale model incorporating the radial structure of the zonal flow and its feedback on the Rossby
waves. In addition, we note that our model does not rule out the possibility of the coexistence
of regime I and regime II flows side by side. For instance, the most external forcing ring in our
experiment (above C6) has a greater pressure loss because of the number of hoses (38) and it
is possible that on this ring, the forcing is never super-resonant. This suggests that regional

125



(a)

(b)

(c)

Figure 3.15. – Sensitivity of the width of the bistable zone (left) and the mean flow amplitude at the transition (right)
to the model parameters. R1 and R2 are respectively the lower and upper limits of the bistable zone, in terms of
forcing amplitude (see Fig.3.13). U1,max and U3,min are the mean flow amplitude at the saddle-node bifurcation S2 and
S1 respectively (Fig.3.13).(a) Varying friction coefficient α. The vertical dashed line shows the experimental friction.
(b) Varying forcing wavenumber k f . The horizontal dashed lines show the mean flow amplitude at the transitions
measured experimentally. (c) Varying β parameter. The vertical dashed line shows the experimental β.
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stable equilibria, where both regimes can be locally sustained in distinct regions of space, may
exist. Finally, we observe that the merger events during the transition are associated with a
radial shift of the jets leading to an uncorrelation between the jets position and the forcing
rings. This further suggest that a local approach will not be sufficient to explain the saturation
in regime II. Instead, it may be relevant to adopt a global approach based, for instance, on the
turbulent properties and energy transfer of anisotropic turbulence on a β-plane. This type
of approach has led to the development of the theory of zonostrophic turbulence (Galperin
et al. 2019b, and references therein). Due to its fast rotation and owing to the Taylor-Proudman
theorem, the flow is quasi two-dimensional and may bear an inverse turbulent energy cascade.
Because of the β-effect and associated Rossby waves, the energy transfer becomes anisotropic
and redirected towards zonal currents. Ultimately, the large scale drag halts the expansion of
the inverse cascade (Sukoriansky et al. 2002, 2007). Determining whether such a theory is valid
to explain the non-linear saturation in regime II is the focus of chapter 4. To conclude, we wish
to underline that Cabanes et al. (2017) probably only observed regime II in their experimental
setup because their forcing was of larger amplitude than in the present study, thus probably
always super-resonant.

3.5. Conclusions and discussion

3.5.1. Robustness of the transition with the forcing pattern: insights from
quasi-geostrophic numerical simulations

We previously underlined the local aspect of our model for the transition. As such, it is
supposed to only describe what is happening inside of a single jet. In our experiment, the
forcing rings are rather decoupled from each other since they are separated by a distance of the
same order as the jets spacing. It is not trivial, a priori, to determine if the transition should hold
when the forcing is performed at a smaller scale, i.e. significantly smaller than the final scale
of the jets. Similarly, does the transition persists when the forcing pattern is cartesian instead
of polar? Indeed, with a polar array, all the vortices of a given ring contribute to accelerating
a prograde flow at the same radius. With a cartesian pattern, there is no zonal alignment
of the forcing sources anymore, and the first regime could be lost, along with the transition.
Finally, it would be necessary to explore the effect of the stationarity of the forcing, both in
space and time. Addressing these questions is important for planetary relevance where the
forcing is presumably at small scale, randomly distributed, fluctuating in time, and probably
propagating.

In this subsection, we restrict ourselves to investigating if the transition observed experimen-
tally is due to the fact that our forcing pattern is a polar array, and if it holds at smaller forcing
scales. Given the cost of building several bottom plates for the experiment, and the fact that
the number of forcing inlets and outlets is already at the edge of what we can be reasonably
done manually, we chose to investigate this aspect numerically. In that purpose, we use a
quasi-geostrophic numerical code which relies on the exact same hypotheses as described
previously for the theoretical QG model, except that we keep higher order terms to account
for the parametrized three-dimensional effects (β-effect and Ekman friction). This numerical
model is fully described in Appendix C.4. The significant advantage of such a 2D QG numerical
model is that it allows us to exactly match the experimental conditions in terms of Reynolds,
Rossby and Ekman numbers at a moderate computational cost, such that we can run several
simulations over time scales comparable with that of the experiments (thousands of rotation
times). This would have been inconceivable using 3D direct numerical simulations.

In a nutshell (see details in Appendix C.4), our QG numerical model solves for the classical
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2D barotropic vorticity equation and associated Poisson equation for the streamfunction:

∂ζ′

∂t ′
+J (q ′,ψ′)− E 1/2

R

2h′ ∇∇∇′ψ′ ···∇∇∇′q ′ = ER

2
∇′2ζ− E 1/2

R

2h′ ζ
′(ζ′+1)+F ′, (3.49)

ζ′ =− 1

h′∇′2ψ′+ 1

h′2 ∇∇∇′h′ ···∇∇∇′ψ′+ E 1/2
R

h′2 J (h′,ψ′). (3.50)

All the variables denoted with a prime are non-dimensional using 1/ f as the time-scale, and R

as the length-scale. J is the non-dimensional Jacobian operator in cylindrical coordinates

J (a,b) = 1

ρ′

(
∂a

∂ρ′
∂b

∂ϕ
− ∂b

∂ρ′
∂a

∂ϕ

)
,

and we introduced the potential vorticity

q ′ = ζ′+1

h′ .

With our choice of length and time scales, the Ekman number appearing in the vorticity
equation is based on the radius instead of the fluid height: ER = ν/(ΩR2) = (h0/R)2E . Equations
(3.49)-(3.50) are solved on a polar domain with a no-slip boundary condition for the outer
boundary, and a stress-free one for the inner boundary located at an inner radius of 0.05. Details
on the numerical method can be found in Appendix C.4. The simulations are performed with
the same fluid height profile as in the experiment, h′(ρ′) = h′

min exp((βR/ f )ρ′), and an Ekman
number ER = 1.25×10−7. To best reproduce the experimental forcing, the forcing term F ′ in
equation (3.49) consists in Gaussian sources of vorticity of amplitude F ′

0 and alternative sign
(cyclonic and anticyclonic), distributed on a prescribed and stationary array (see Appendix
C.4.3). We tested three different forcing patterns:

— The first one is designed to match the experimental forcing pattern, with 128 inlets
and outlets arranged on a polar lattice made of 6 concentric rings (k ′

f = k f R ≈ 42). The

vorticity sources have a radius of 2.23×10−2, corresponding to 1.1 cm in dimensional
units.

— The second one is a forcing pattern having a typical scale about half the experimental
one (k ′

f = k f R ≈ 90), but still distributed on a polar lattice (540 inlets and outlets arranged

on 12 forcing rings). The vorticity sources have a radius of 1.11×10−2, corresponding to
5.5 mm in dimensional units.

— The third one is similar to the second one, but with vorticity sources arranged on a
cartesian pattern instead of a polar one (k ′

f ≈ 79).

Fig.3.16 shows the results of two simulations performed with the forcing aiming at mim-
icking the experimental one. The two simulations are performed with a low and high forcing
amplitudes, F ′

0 = 1×10−3 and F ′
0 = 6×10−3, corresponding to 0.25 s−2 and 1.48 s−2 respectively

in dimensional units. The two experimental regimes are retrieved, with a transition between
locally and globally forced zonal jets. The first simulation is in regime I, since a prograde jet
develops above each forcing ring, and the radial velocity field clearly shows the previously
described Rossby waves pattern with an elbow shape directed westward (note that in the QG
simulation, the background rotation is anti-clockwise such that the west direction is clock-
wise, contrary to the experiment). For the second simulation, the observed flow is drastically
different, and instead of 6 prograde jets, the final state consists in two intense prograde jets
equilibrated at a larger scale. This simulation is thus consistent with regime II. In each case, we
note that the vorticity, radial velocity and azimuthal velocity maps match remarkably well the
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experimental measurements (compare with Fig.3.6). The different number of jets in regime II
might come from the fact that the QG forcing is spatially uniform, whereas in the experiment,
the most external rings are less forced because of the increasing pressure drop due to the
increasing number of inlets/outlets per ring (see Appendix B).

Fig.3.17 shows the results of two simulations performed with the second forcing pattern,
which is again polar but of typical length scale twice smaller than the experimental one. Note
that when reducing the forcing scale, we expect that the transition will occur at lower forcing
amplitudes, because the forced Rossby waves are propagating slower for decreasing wavelength
(equation (3.38)). The first simulation (F ′

0 = 5×10−4) is again in regime I, whereas the second
simulation (F ′

0 = 5×10−3) is in regime II, with a final state consisting in three intense prograde
jets instead of 12. Finally, Fig.3.18 shows the results of two simulations performed with the third,
cartesian forcing pattern, of approximately same length scale as in the polar case discussed
previously. Fig.3.18(a–d) shows that regime I is indeed recovered with a cartesian forcing
pattern: the narrow jets are slightly perturbed by the fact that the forcing inlets and outlets are
not aligned anymore, but nevertheless persist and are completely steady. The same simulation
performed with a forcing amplitude ten times higher shows the flow organization in regime II
(Fig.3.18(e–h)). The resulting statistically steady state is similar to what is obtained with a polar
array. Interestingly, we note that the cartesian forcing seems to allow for a slow radial drift of
the prograde jets, probably because the forcing cannot be strictly equal on both sides of each
jet given its cartesian distribution.

These three pairs of simulations show that the existence of two regimes of zonal jets is not
sensitive to the detail of the forcing pattern in terms of length scale and distribution. The ques-
tion of the effect of the stationarity would require further investigation: additional simulations
show that a fixed forcing with fluctuating amplitude does not affect the transition. The next
step would be to implement a propagating forcing, with a control parameter representing how
the forcing is decoupled from the zonal flow, and progressively switch from a fixed forcing to a
forcing passively advected by the generated zonal flow. Note that apart from the forcing details,
the fact that the transition is fully recovered in these quasi-geostrophic numerical simulations
is also a result by itself. First, it provides further justification for basing our theoretical mod-
elling of the transition on a purely quasi-geostrophic framework. Second, we note that the
characteristics of the flow in regime II are remarkably close to the experimental ones, in terms
of number, position, size and intensity of the jets. Hence, explaining the saturation at a global
scale in regime II should again be feasible in a quasi-geostrophic framework where the details
of the forcing and three-dimensional dynamics are negligible.

3.5.2. Conclusions and future work

We have described an experimental setup capable of generating robust zonal jets even in the
presence of boundary dissipation. In this setup, we observed a subcritical transition between
two different steady states with instantaneous zonal flows. In the first regime, obtained for a
weak forcing and a moderate local Reynolds number, the jets are steadily forced by prograde
momentum convergence towards the eddy-forcing regions, through the indirect action of
Reynolds stresses. In the second regime, obtained for a strong forcing and larger Reynolds
numbers, the jets merge into higher amplitude zonal flows at a larger scale. While the two
regimes are obtained at different Reynolds numbers, they both correspond to low Rossby
number QG dynamics. The two regimes coexist in a small forcing range, leading to bistability,
and we are able to follow the corresponding hysteresis cycle. The transition is found to arise
from the resonance occurring when the forced Rossby waves become stationary because of
their advection by the zonal flow. Note that, in the present work, we explain the bistability with
the linear resonance mechanism originally explored by Charney et al. (1979), which predicts
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Figure 3.16. – Quasi-geostrophic numerical simulations forced on a polar array similar to the experimental one. (a)
Non-dimensional forcing amplitude F ′

0 = 1×10−3 (F0 = 0.25 s−2) (Appendix C.4.3), leading to regime I. (b,c,d) Vorticity,
radial velocity and azimuthal velocity at time t = 4,000 tR in regime I. (e) Forcing amplitude F ′

0 = 6×10−3 (F0 = 1.48 s−2),
leading to regime II. (f,g,h) Vorticity, radial velocity and azimuthal velocity at time t = 4,000 tR in regime II.
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Figure 3.17. – Quasi-geostrophic numerical simulations forced on a polar array of typical wavelength L f /R ≈ 0.07
(k f R ≈ 90). (a–d) Hovmöller diagram, vorticity and velocity fields for a simulation in regime I with a forcing amplitude

F ′
0 = 5×10−4 (see Appendix C.4.3). (e–h) Hovmöller diagram, vorticity and velocity fields for a simulation in regime II

with F ′
0 = 5×10−3.
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Figure 3.18. – Quasi-geostrophic numerical simulations forced on a cartesian array of typical wavelength L f /R ≈ 0.08

(k f R ≈ 79). (a–d) Hovmöller diagram, vorticity and velocity fields for a simulation in regime I (F ′
0 = 5×10−4). (e–h)

Hovmöller diagram, vorticity and velocity fields for a simulation in regime II (F ′
0 = 5×10−3).
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two stable states with different waves and zonal flow amplitudes. The bending of the same
resonance due to weakly non-linear effects (Malguzzi et al. 1996, 1997) is also a potential
candidate to account for the observed bistability. However, the two regimes would then be
expected to have similar zonal flow velocities, which is in contradiction with our observations.

In laboratory experiments, bifurcations involving multiple zonal flows steady states have
been observed only a few times. Weeks et al. (1997) and Tian et al. (2001) observed bistability in
the context of mid-latitude atmospheric jets, following the same resonance but with topography.
However, in these experiments, the zonal flow is directly forced by pumping fluid in at a larger
radius than where it is pumped out. Bifurcations over indirectly forced zonal flows were
observed by Semin et al. (2018) in their experimental model of the quasi-biennial oscillation,
but in that case, the flow is laminar, and the low forcing amplitude state has no mean flow.
In the present study, we describe bistability between two steady states sustaining indirectly
forced and multiple zonal jets. Let us mention here that bistability has also been observed
numerically in the context of rotating thermal convection where zonal flows emerge due to the
spherical domain. At intermediate Ekman numbers, the saturation of the convective instability
can lead to either a weak branch or a strong branch, both supporting zonal flows but which
are much more vigorous on the strong branch (Guervilly et al. 2016; Kaplan et al. 2017). The
question whether this bistability may be linked to a somewhat similar resonance involving
thermal Rossby waves is however far from trivial. For instance, there is no obvious reason for
the convective eddies that force the zonal flow to be stationary, and to what extent they are
decoupled from the zonal flow remains to be determined.

The results presented in this chapter raise several questions, some of which will be investi-
gated in the following of the manuscript. First, it is important to question the specificity of the
observed transition to our forcing pattern. In the previous section, we partially investigated
this aspect numerically, by showing that the transition holds at a smaller forcing scale whether
the forcing pattern is polar or cartesian. The next step is to investigate the effects of spatial
non-stationarity. Then, explaining the transition’s origin does not explain the non-linear satu-
ration in the second regime, and its evolution as a global system. The description of the final
equilibrated state in regime II, which is closer to the planetary ones, is the subject of chapter
4. Future work is also needed to investigate the long-term dynamics (or stability) of the zonal
flows. Such a task is difficult given the time-scale separation between the turbulence and the
slowly varying zonal flow. In this regard, laboratory experiments have a major role to play since
they allow for measurements at high-resolution over long times. In chapter 5, we discuss the
long-term stability of the system by characterizing the multistability of regime II observed in
both experiments and QG numerical simulations.

3.5.3. Modelling and relevance for planetary systems

Finding an explicit expression for the Reynolds stresses is the basis of the out-of-equilibrium
statistical theories aiming at explaining zonal jets formation from an homogeneous turbulent
flow (see e.g. Constantinou et al. 2014). Indeed, it yields to a closed system for the zonal flow
dynamics. Here, a very simple framework based on the QG approximation is sufficient to
explain our experimental observations but more sophisticated models where, for instance, the
spatial modulations of the zonal flow are taken into account are necessary to help understand
observations at a global scale.

In the present study, the key mechanism is the local resonant amplification of the Reynolds
stresses by the zonal flow. It has been applied previously in two main geophysical frameworks:
mid-latitude atmospheric jets and equatorial super-rotation, which refers to the presence of
a prograde jet at the equator. For the Earth’s atmosphere, the Rossby waves resonance has
been employed to explain abrupt transitions of the jet stream between blocked and zonal
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flows (Charney et al. 1979), and it is now considered as a valuable candidate to explain extreme
weather events in the past 20 years (Petoukhov et al. 2013; Coumou et al. 2014). Then, in the
case of equatorial jets, abrupt transitions to super-rotation and bistability have been observed
in global climate models and numerical simulations. The same wave-jet resonance feedback
as for mid-latitude jets, which arises in response to a stationary equatorial heating, has been
recently considered as a robust mechanism for this transition (Arnold et al. 2011; Herbert et al.
2020). The fact that in those two frameworks, the resonance successfully explains observations
at a global scale is encouraging. However, to the best of our knowledge, such a mechanism has
never been studied for its potentiality to generate strong zonal jets in the broader context of
an eddy-forcing, neither for its applicability to extra-equatorial jets on the gas giants or in the
Earth’s oceans.

First, we can briefly compare the zonal flow amplitudes relatively to the Rossby waves
intrinsic phase speed (equation (3.38)):

— If U >−c, then the Rossby waves propagate eastward and the zonal flow is super-resonant
(regime II);

— If U <−c, then the Rossby waves propagate westward and the zonal flow is sub-resonant
(regime I).

With topographically forced waves phase speed of typically −16 ms−1, the Earth mid-latitude jet
stream may fall in the bistable range, with a zonal flow either sub-resonant or super-resonant
as proposed by Charney et al. (1981). In the Earth’s oceans, the zonal propagation of eddies
can be associated with long Rossby waves, and compared with the depth-mean velocity. Using
eddy-tracking, Klocker et al. (2014) show that eddies are propagating westward except in the
Southern Ocean, where eddies are advected eastward in the core of the Antarctic Circumpolar
Current, ACC (see Fig.3.19(a)). The zonal jet associated with the strong ACC could thus be
super-resonant, whereas the majority of other oceanic jets would be sub-resonant. For the gas
giants, we can use the measurements of propagation speed of features interpreted as Rossby
waves. For instance, on Jupiter, the dark projections located at 7◦N are interpreted as Rossby
waves of intrinsic phase speed of about −50 ms−1 relatively to the eastward jet of zonal speed of
150 ms−1 at that latitude (Fig.3.19(b,c)). The associated zonal jet would thus be super-resonant
(regime II). The conclusion is the same for Saturn, if we take the example of the jet located
at 42◦N. The North ribbon, at that latitude, is compatible with Rossby waves propagating at
a Doppler-shifted phase speed represented by the blue dots in Fig.3.19(e). These waves are
advected eastward by the zonal flow, which would thus be super-resonant (regime II).

Let us stress out that for the present mechanism to hold in planetary systems, there is the
need for a partial decoupling between the forcing source and the jets, such that the forced
waves advected by the zonal flow can become resonant with the forcing. For the Earth jet
stream, this decoupling comes from the fact that the topography exciting the waves is fixed,
just like in our experiment. For Jupiter, the forcing origin is not clear. It can take place in
the weather layer due to moist convection or band-to-band horizontal contrasts in heating,
but it can also arise from the deep molecular convective interior of the gas giant (Vasavada
et al. 2005). At which speed the convective structures propagate relatively to the zonal flow is
certainly not clear. All these questions require dedicated studies, but the important point is
that even with an unsteady forcing, propagating azimuthally, the resonance mechanism should
still hold provided that the forcing is not passively advected by the zonal flow it generates, the
only consequence would be that the zonal flow speed at the transition will change.

In addition to the previous simple velocities comparison, the important parameter of the
model is γ2 = (

α/(k f c)
)2. This parameter compares the Rossby waves period 1/(k f c) to the

friction timescale 1/α, and we have shown that it should be small (equation (3.44)) for the
super-resonant solution or bistability to exist. The question whether such a mechanism is
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Figure 3.19. – Estimates of zonal flow velocities and Rossby waves phase speed for different planetary flows. If the
prograde zonal jets are sufficiently fast that the Rossby waves propagate eastward, then the zonal flow is presumably
super-resonant (regime II). (a) Observed zonal propagation speeds of oceanic eddies and comparison with the
theoretical zonal phase speed of Rossby waves Doppler-shifted by zonal currents (Klocker et al. 2014). (b) Long-term
tracking of the so-called “hot spots” located at 7◦N on Jupiter, interpreted as Rossby waves propagating eastward at
∼ 100 ms−1 (Arregi et al. 2006) (c) At the latitude of the hot spots is located a prograde jet of ∼ 150ms−1 (García-Melendo
et al. 2011b). (d) Saturn’s North ribbon (42◦N) has been interpreted as a superposition of Rossby waves of (Doppler-
shifted) phase speed represented by the blue dots on panel (e). The orange line is the zonal flow velocity at the latitude
of the North-ribbon, which would then be super-resonant (figures adapted from Gunnarson et al. 2018).
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expected for extra-tropical jets in planetary flows is beyond the scope of the present study and
would require an extensive systematic study. Besides, one should properly define the bounds of
the physical parameters for the model to still be self-consistent. We recall for instance that the
model is based on the linear response to a stationary forcing. Finally, determining the relevant
dissipation parameter for the Rossby waves is not trivial either, and it cannot be reduced to a
simple Ekman friction like in our experiment. That being said, for completeness, Fig.3.15(a)
illustrates the sensitivity of the bistability to the model parameters (α,β,k f ). Interestingly, the
bistable range is shifted towards lower values of the forcing amplitude as α→ 0, meaning that
for infinitely small Rossby waves dissipation, the super-resonant solution U3 (regime II) would
be obtained even at a very small forcing amplitude, while the sub-resonant solution U1 (regime
I) would never be observed. Regime II is thus expected in most planetary applications.
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Chapter 4.

Non-linear saturation into the zonostrophic
regime of zonal jets: turbulence statistics

and transport properties
u 2 U
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Chapter 4.

In chapter 3, we have described the transition between regimes I and II of zonal
flows. We now focus on the turbulent properties of the more planetary-relevant
regime II, far from the transition.

Chapter aims

1. Modify the forcing of the Jacuzzi setup to reach more extreme regimes and
describe the saturated turbulent state obtained in regime II, far from the
transition.

2. Compare our experimental results with the theory of zonostrophic turbu-
lence. Compute kinetic energy spectra and address their consistency with
the scalings expected in the zonostrophic regime, relevant for gas giants.

3. Evaluate the degree of potential vorticity (PV) mixing.

4. Evaluate the turbulent transport properties in terms of effective diffusivity.
Investigate the effect of the zonal flow on the isotropy and homogeneity of
the turbulent transport.

Highlights

Z In our most extreme experiments, we reach regimes characterized by Re ∼
2×104, E ∼ 3.8×10−7, Ro ∼ 7×10−3. These regimes are closer to planetary
regimes than previous experimental setups.

Z From the kinetic energy spectral analysis, we retrieve scalings and amplitudes
expected in the zonostrophic regime of β-plane turbulence, relevant for gas
giants. With Cabanes et al. (2017), these are the first experiments able to
reach the zonostrophic regime.

Z Despite the intense turbulence and the strength of the zonal flows, we do
not observe a strong PV mixing, and the modification of the background PV
profile into a staircase is only moderate.

Z We show that kinetic energy transfer rates can be computed by three inde-
pendent methods (spectral analysis, local PV mixing and estimates of eddy
diffusivities) which agree relatively well with each other. These methods may
be applied for measurements in natural flows, depending on the precision
and coverage of the available data.

Z A Lagrangian analysis shows that the zonal flows introduce a strong
anisotropy and inhomogeneity in the turbulent transport. Regarding in-
homogeneity, we confirm the so-called suppression effect of zonal flows
on eddy-diffusivity, which may hence be important to take into account in
models parametrizing small-scale processes.
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4.1. Introduction

In the previous chapter, we have studied a transition between two regimes of multiple zonal
jets. We showed that the first regime, where the jets are individual and locally forced, may be
relevant for jets in the terrestrial oceans. However, the second regime, which is accompanied
by a coarsening and an intensification of the zonal jets, is closer to the planetary ones, and
particularly to the one relevant for the gas giants. We physically described the origin of the
transition, and we are now ready to describe the saturated turbulent and statistically steady
state obtained in regime II, far from the transition.

Contrary to regime I, a local approach is not sufficient to explain the non-linear saturation
in regime II. Indeed, the jets interact and merge to equilibrate in a new configuration where,
qualitatively, the energy initially injected at the forcing scale feeds larger scales. We thus leave
the local QG approach developed in chapter 3, and instead, we compare our experimental
results with different theories which aim at explaining zonal jets properties at a global scale.
The first theory on which we focus relies on the turbulent properties and energy transfer of
anisotropic turbulence on a β-plane, the so-called theory of zonostrophic turbulence (see
Galperin et al. (2019b) and section 1.4.2.2). Since the flow is quasi two-dimensional, it may bear
an inverse turbulent energy cascade. But because of the β-effect and associated Rossby waves,
the energy transfer to large scales becomes anisotropic and redirected towards zonal currents.
Ultimately, the large scale drag halts the expansion of the inverse cascade (Sukoriansky et
al. 2002, 2007). The advantage of this theory is that it allows to compare experiments and
numerical simulations of zonal jets with a single non-dimensional parameter, the zonostrophy
index Rβ (see Fig.3.1 in the previous chapter). This index is basically the ratio between the
largest scale of the dynamics set by the large scale drag, and the scale at which the eddies
start to feel the β-effect. Friction-dominated regimes (Earth’s oceans and atmosphere) have a
small (Rβ ∼ 1.5), whereas zonostrophic regimes, i.e. regimes of strong jets, are characterized
by Rβ > 2.5, with Rβ ∼ 5 for Jupiter and Saturn (Galperin et al. 2006; Sukoriansky et al. 2007;
Galperin et al. 2019b, table 13.1). As discussed previously, our experimental setup was designed
to favour the emergence of strong jets, and thus large Rβ, thanks to a strong β-effect, strong
flows (Re À 1), but still dominated by rotation (Ro ¿ 1), and small viscous dissipation using
the fast rotation of a large tank (E ¿ 1). The analysis performed in Cabanes et al. (2017) for
the previous version of the experiment and corresponding DNS supports the idea that the
second regime is close to zonostrophic turbulence. But the particle tracking method allowed
computation of kinetic energy spectra for the zonal flow only, not the fluctuations. With the
new setup, the temporal and spatial resolution of our PIV measurements allows us to quantify
turbulence statistics for both the zonal and fluctuating components of the flow, and to complete
the analysis in the framework of zonostrophic turbulence.

The second theoretical framework to which we compare our experimental results is the one
of potential vorticity (PV) mixing (Dunkerton et al. 2008; McIntyre 2008; Dritschel et al. 2008;
Scott et al. 2012a). In our case of a barotropic fluid with varying height, the PV is q = (ζ+ f )/h,
where ζ is the relative vorticity, f = 2Ω is the “planetary” vorticity, and h the fluid height (see
chapter 1, §1.2.4.4). In the framework of PV mixing, zonal jets are described as emerging
from the mixing of this scalar field, which is materially conserved in the absence of viscous
dissipation. Retrograde jets correspond to well-mixed regions of PV, whereas prograde jets
would correspond to steep gradients of PV, thus defining a staircase-like profile in the radial
direction if multiple jets are present (see Fig.1.15). The mechanism of staircase formation was
described in Dritschel et al. (2008) by analogy with what happens when a stratified fluid is
mixed, the so-called “Phillips-effect” (Phillips 1972). The idea is that of a feedback mechanism:
stratification is reduced in the mixed regions, the restoring force at the origin of gravity waves
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(buoyancy) is thus weakened, which allows for further mixing. Instead, where interfaces are
forming, steeper stratifications locally develop, and the gravity waves elasticity is enhanced,
thus inhibiting mixing across the interface. For a PV gradient instead of a density gradient,
the mechanism is analogous but invokes Rossby waves whose propagation depends on how
steep is the local PV gradient. That being said, subtleties arise from the fact that PV is different
from density since there is a direct relationship between the flow dynamics and PV through the
vorticity. One possible application is that, according to this theory, there is a relation between
the jets spacing (the staircase width) and the jets intensity (the PV jump at the interfaces).
This could be readily tested in our experiments, but we are confronted with the fact that
our experiments are spatially confined, and that only a small number of jets develops: the
measure of the jets spacing is then compromised by finite-size effects. Galperin et al. (2014a)
proposed to use the analogy between PV and density staircases to quantify PV mixing, through
the method of PV monotonizing. The idea is to use local and instantaneous PV (or density)
profiles to quantify the turbulent overturn by measuring the equivalent of a Thorpe scale
(Thorpe 2005; Gargett et al. 2008). The initial PV (density) profile, due to background rotation
and β-effect, is monotonous and decreasing with radius. Locally, turbulent eddies can cause
overturns and bring fluid parcels with higher PV (higher density) outward (above) compared
to a fluid parcel with smaller PV (smaller density); an unstable configuration. By sorting the
non-monotonous PV profile into a monotonous one, one can define a Thorpe scale LT , which
is the root-mean-squared displacement of the fluid parcels needed to bring them back to a
stable position. Galperin et al. (2014a) shows experimentally that similarly to stratified flows
where LT is close to the Ozmidov scale, which is the scale at which turbulent eddies feel the
stratification, LT is commensurate with the transitional scale, Lβ, at which turbulent eddies
feel the β-effect. If a robust relationship exists between the Thorpe and transitional scales,
then sorting PV would constitutes a powerful tool to estimate Lβ and indirectly, the turbulent
dissipation rate. The only requirement would then be to measure instantaneous profiles of
potential vorticity of the flow (see for instance Cabanes et al. 2020a, for an application to Jupiter
and Saturn). However, the three experiments used in Galperin et al. (2014a) are far from the
zonostrophic regime: the forcing, which is performed using magnets and a saline solution,
accelerates a westward zonal flow locally but also directly (all the magnets are aligned and have
the same polarity). To what extent the scaling between the Thorpe and the transitional scale
holds in our experiments in regime II, where the jets are strongly turbulent and self-developed
from a fluctuating forcing with no azimuthal mean, thus remains to be addressed.

Finally, better understanding the transport properties of zonal flows is important given their
omnipresence in natural flows, including Earth’s oceans. Transport of heat, momentum or
passive scalars in the oceans is the key to numerous scientific questions regarding energy and
heat budgets, carbone dioxyde uptake, dispersion of pollutants, or oxygen and phytoplankton
distributions (van Sebille et al. 2018). In addition, progress is needed to better parametrize the
effective diffusion of subgrid-scale processes in global circulation models (Fox-Kemper et al.
2019). The two theoretical frameworks mentioned give clues and predictions in terms of the
turbulent transport properties of the considered flow. First, the framework of zonostrophic
turbulence provides kinetic energy spectra for the flow. Using mixing-length theory, Sukorian-
sky et al. (2009) derive from these spectra an expected effective diffusivity. In particular, in the
zonostrophic regime, they argue that only the scales smaller than the transitional scale can con-
tribute to the mixing. This leads to the prediction that the effective diffusivity is independent of
scale (like in a standard diffusive process at the molecular scale) and can be estimated knowing
the energy transfer rate and the transitional scale only. Second, the framework of PV mixing has
led to the idea that zonal jets are barriers to meridional (radial) transport (Dritschel et al. 2008;
Beron-Vera et al. 2008; Thompson 2010). We propose preliminary tests of these hypotheses
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with three of our experimental records for which we have high frequency acquisitions and
can quantify diffusivity via Lagrangian particles dispersion. To do so, we numerically seed
our experimental flows with passive particles and compute their Lagrangian trajectories from
the Eulerian PIV velocity fields. We measure associated effective diffusivities, and discuss the
influence of zonal flows and possible clustering.

The chapter is organized as follows. In §4.2, we describe the set of experiments in regime II
selected for the present chapter in terms of typical length scales and non-dimensional parame-
ters. In §4.3, we compute kinetic energy spectra to discuss the relevance of the zonostrophic
turbulence theory in our experiments, and measure a turbulent energy dissipation rate from
them. In §4.4, we quantify the PV mixing and compute the associated Thorpe scale which
allows to measure a second upscale energy transfer rate. In §4.5, we characterize the Lagrangian
transport properties of our flow and measure an effective diffusivity which allows to define a
third upscale energy transfer rate. We additionally discuss the influence of the zonal flow on
the diffusivity. In §4.6, we provide conclusions about the different methods that are available to
measure the upscale energy transfer rate. We finally discuss possible implications of the impact
of zonal flows on transport properties for large scale ocean, atmosphere and climate models.

4.2. List of experiments and non-dimensional parameters

The experimental set-up used in this chapter is the same as the one described in chapter
3, except that we now focus on experiments in regime II. However, for some experiments, we
changed some of the submersible pumps used for the forcing to newly released models with
higher flow rates. This substitution was applied for the three most external rings, C4,5,6, since
these rings are the ones with the most important pressure drop due to an increasing number
of inlets and outlets per ring (Fig.3.2). The TCS pumps M510S (max flow rate of 8 Lmin−1)
were replaced by the TCS M3000 model (max flow rate of 50 Lmin−1). This modification allows
us to reach significantly larger Reynolds numbers, while keeping the forcing homogeneous
across the tank. In Table 4.2 where the experiments are listed, “Set 1” corresponds to the first
configuration (that of chapter 3), and “Set 2” to the new one. Details and pictures of the two
sets of pumps, with the associated forcing calibrations, can be found in Appendix B.

4.2.1. Characteristic length scales

Before introducing the experiments and associated non-dimensional parameters, we recall
the three typical length scales that were introduced in chapter 1 (section 1.4.2.2) and that will be
used in the chapter, as well as their link with the zonostrophy parameter. Neglecting molecular
diffusion effects, we characterize the flow by

— its root-mean-squared (rms) velocity urms = (2K )1/2, where K is the total kinetic energy
of the flow;

— its rate of upscale energy transfer within the turbulent energy cascade, ε;

— its gradient of potential vorticity, β.

Alternatively to ε, the friction rate α can be used by assuming that dissipation mainly occurs
in the Ekman boundary layers in rapidly rotating flows. The friction rate can be expressed as
α∼ΩE 1/2 = 1/τE , where E is the Ekman number and τE is the Ekman spin-down time scale. If
one assumes that the upscale energy transfer ε is due to this dissipation process, then

ε∼ u2
rms

2τE
= u2

rmsΩE 1/2

2
= u2

rmsα

2
, (4.1)
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With the parameters (urms,α,β) or alternatively (urms,ε,β), we can define three length scales L

or associated wavenumbers k:

— A large frictional length scale (Lα = 2π/kα), based on the equilibrium between the avail-
able kinetic energy and the Ekman friction:

kα = α

2urms
= ε

u3
rms

; (4.2)

— A transitional scale (Lβ = 2π/kβ), which is the scale at which a turbulent eddy turnover
time ((k2ε)−1/3) equates a Rossby wave period (k/β), i.e. the scale at which the turbulence
becomes anisotropic:

kβ =
(
β3

ε

)1/5

; (4.3)

— A Rhines scale (LR = 2π/kR ), which has been found to describe the large scale of the jets
in the regime where the β-effect dominates the flow, and corresponds to the scale at
which the inertial term equates the β term:

kR =
(

β

urms

)1/2

. (4.4)

Traditionally, the zonostrophy parameter Rβ is expressed as the ratio of the Rhines scale LR to
the transitional scale Lβ. As we saw in chapter 1, §1.4.2.2, this non-dimensional parameter aims
at describing the regime of β-plane turbulence of a given flow, and in particular the strength of
the jets and the quality of their delineation (Galperin et al. 2006; Sukoriansky et al. 2007). The
zonostrophy parameter can be alternatively expressed using the frictional length scale, Lα:

Rβ =
LR

Lβ
=

(
Lα
LR

)1/5

=
(

Lα
Lβ

)1/6

=
(

u5
rmsβ

ε2

)1/10

=
(

4urmsβ

α2

)1/10

. (4.5)

These expressions show that Rβ simultaneously compares the three scales. It is quite intuitive
to use the ratio Lβ/Lα as an indicator of how strongly zonal the turbulent regime investigated
is, since it compares large scale friction with the β-effect (this is what is used by Danilov
et al. (2004a) and Danilov et al. (2004b)). On the contrary, it is more difficult to physically
differentiate LR and Lβ. The Rhines scale is nevertheless commonly employed in studies of
eddy-driven zonal jets, because it is more easily estimated for a given flow that the dissipation
scale. Expression 4.5 helps to interpret physically the zonostrophy parameter:

— if Rβ < 1 (Lα < LR < Lβ), then the β-effect is weak and the scale of the flow is defined by
Lα which is then smaller than LR and Lβ. Since the frictional scale is smaller than the
transitional scale, the energy is dissipated before that the flow feels the β-effect. In that
case, one would expect the flow to remain nearly isotropic and show features of the
classical KBK turbulence described in chapter 1 (§1.2.5.2).

— if Rβ > 1 (Lβ < LR < Lα), then the β-effect is strong, and the turbulence is anisotropic since
its equilibrium scale is larger than the transitional scale . The large scales are then limited
at a value less than Lα.

The regime of strong and rectilinear jets – so-called zonostrophic regime – is obtained when
the scale at which the eddies start being deformed by the Rossby waves is well separated from
the scale of the final jets, i.e. for large zonostrophy index. From 2D simulations on the sphere,
Galperin et al. (2010) show that the zonostrophic regime is observed when Rβ& 2.5 whereas the
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regime is friction-dominated when Rβ. 1.5, as seen in Fig.1.15(a). Jovian mid-latitude jets have
Rβ ≈ 5 and are expected to be in this regime of zonostrophic turbulence (Galperin et al. 2014b).
On the contrary, Earth’s oceans are under the threshold with Rβ ≈ 1.5 (Galperin et al. 2019b).

4.2.2. Non-dimensional parameters

The experimental flows we consider are defined by five dimensional parameters, the rms
velocity, urms, the rotation rate, Ω, the mean fluid height, h0, the molecular viscosity, ν, and the
gradient of potential vorticity β. With two dimensions (length and time), our experiments can
be characterized by three independent non-dimensional parameters, which we chose to be
the Ekman number, E , the Reynolds number, Re and the zonostrophy index Rβ. The Ekman
number compares the viscous to Coriolis forces, the Reynolds number compares the inertial
to viscous forces, and the zonostrophy index compares the restoring force arising from the
gradient of the potential vorticity (the β-effect) to the large scale frictional force. The expression
of these parameters using (urms,h0,Ω,ν,β) are given in Table 4.1. Alternatively to the fluid height
h0, and as previously discussed, we can express these parameters as a function of turbulent
energy dissipation rate ε by assuming that dissipation mainly occurs in the Ekman boundary
layers (equation (4.1)): ε∼ u2

rms(νΩ)1/2/(2h0). We use this assumption because it allows us to
estimate ε a priori, and hence have an idea of the zonostrophy parameter of our experiments
beforehand. We will see later that ε can actually be measured, and agree relatively well with
this estimate. In the remaining of the chapter, we make the difference between the estimated
energy transfer rate, εE and the measured one εS . The three non-dimensional parameters
expressed using (urms,ε,Ω,ν,β) are also given in Table 4.1. We add the Rossby number Ro for
completeness, which compares the inertial to Coriolis forces, even if it is not independent of
the others (Ro =Re ×E).

Several important dynamical constraints arise from the nature of the flow that we wish
to model. The atmospheric flows of Jupiter are fully turbulent and rotation-dominated, as
characterized by their large Reynolds number Re ∼ 1013 and very small Ekman number E ∼ 10−15

(Ro ∼ 0.01), and this turbulence is highly anisotropic and dominated by the β-effect, leading
to a large zonostrophy index of approximately 5 (Young et al. 2017; Galperin et al. 2014b).
Experimentally, such a regime can only be achieved by using the biggest possible experimental
devices, rotating as fast as possible, and forced as strongly as possible. However, a big limitation
is that it is not sufficient that the Ekman number is small and the Reynolds is high, since the
product of the two (the Rossby number) should remain well below one to be in a turbulence
dominated by rotation. Hence, for a given rotation rate, the flow cannot be forced too strongly.
In our experiment, these constraints are fulfilled, as indicated by the values reported in Table
4.1. Note that our Ekman number is much higher than that of Jupiter, and our Reynolds is much
smaller, but these discrepancies compensate in the Rossby number which has the good order
of magnitude. Physically, this means that we have the good ratio of inertial to Coriolis forces,
but our experimental flow is overly damped by viscous effects which are vanishingly small
on Jupiter. We are nevertheless in the relevant regime, turbulent and dominated by rotation
(Re À 1, E ¿ 1), and we showed in the previous chapter that following on from Cabanes et al.
(2017) we explore more extreme regimes compared to previous experimental studies (Fig.3.1).

4.2.3. List of experiments

In Table 4.2, we report the physical and non-dimensional parameters of the experiments in
regime II that are used in the following. Note that our experimental set-up was designed to
work at a single rotation rate of 75 RPM at which the β-effect is then uniform across the tank.
However, we performed few experiments at rotation rates of 60 and 80 RPM to investigate the
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(urms,h0,Ω,ν,β) (urms,ε,Ω,ν,β) Constraints Typical values

E
ν

Ωh2
0

4ε2

Ω2u4
rms

¿ 1 3×10−7

Re
urmsh0

ν

u3
rmsΩ

1/2

2εν1/2
À 1 1×104

Ro =Re ×E
urms

Ωh0

2ε

Ω3/2ν1/2urms
¿ 1 3×10−3

Rβ

(
4βurmsh2

0

νΩ

)1/10 (
u5

rmsβ

ε2

)1/10

> 2.5 > 3

Table 4.1. – Non-dimensional parameters used to describe the experimental flow. The Ekman number, E , Reynolds
number Re and zonostrophy parameter Rβ are independent, the Rossby number Ro is indicated for completeness but
can be expressed as Ro = Re ×E . These parameters can be expressed using h0, the fluid height, or alternatively, the
estimated upscale energy transfer rate ε∼ u2

rms(νΩ)1/2/(2h0) (equation (4.1)).

Label Date Set β (m−1 s−1) K (m2 s−2) εE (m2 s−3) LT (cm) E ×107 Re ×10−3 Rβ

(AA/MM/DD)

A 20/11/18 2 50.1 5.74×10−4 27.8×10−7 1.67 3.78 19.7 3.52
B 20/11/18 2 50.1 3.64×10−4 17.6×10−7 1.40 3.78 15.7 3.44
C 20/11/17 2 65.5 5.02×10−4 25.0×10−7 0.87 3.55 18.4 3.57
D 20/11/16 2 22.8 5.92×10−4 25.6×10−7 2.28 4.73 20.0 3.33
E 20/10/06 2 50.1 4.38×10−4 21.2×10−7 1.13 3.78 17.1 3.47
F 20/10/01 2 50.1 5.44×10−4 26.3×10−7 1.42 3.78 19.1 3.51
G 20/09/25 2 50.1 5.37×10−4 26.0×10−7 1.45 3.78 19.0 3.51
H 20/01/22 1 50.1 1.31×10−4 6.34×10−7 0.81 3.78 9.40 3.27
I 19/12/12 1 50.1 1.69×10−4 8.18×10−7 1.19 3.78 10.7 3.31
J 19/11/12 1 50.1 1.74×10−4 8.45×10−7 1.09 3.78 10.8 3.32
K 19/11/04 1 22.8 1.28×10−4 5.53×10−7 1.72 4.73 9.28 3.08
L 19/06/27 1 50.1 0.69×10−4 3.36×10−7 0.75 3.78 6.84 3.17
M 19/07/26 1 50.1 0.77×10−4 3.72×10−7 0.64 3.78 7.19 3.18
N 19/10/30 1 50.1 0.42×10−4 2.04×10−7 0.58 3.78 5.34 3.09

Table 4.2. – Parameters of the experiments in regime II used in the present chapter. The “Set” entry corresponds to the
set of pumps used in the experiment. For the set #2, pumps with higher flow rates were employed, allowing us to reach
larger Reynolds numbers (see Appendix B for more details). K = u2

rms/2 is the total kinetic energy averaged over 500
rotation times. εE is an estimate of the upscale energy transfer rate based on dissipation in the Ekman boundary layers
(equation (4.1)). LT is the Thorpe scale measured experimentally and discussed in section 4.4. The Ekman number, E ,
the Reynolds number Re and the zonostrophy parameter Rβ are defined in Table 4.1.

consequences of a modified β-effect. At these rotation rates, as shown in Appendix B.5, the
β-effect is no more uniform but nevertheless varies in a limited range (β80 ∈ [57,73] m−1 s−1 with
a mean at 65.5 m−1 s−1 and β60 ∈ [20,30] m−1 s−1 with a mean at 22.8 m−1 s−1). Fig.4.1 represents
the experiments listed in Table 4.2 in the non-dimensional parameters space (E ,Re,Rβ). The
apparent correlation between the non-dimensional parameters reflects the experimental con-
straints. Experimentally, the essential control parameter that we have is the forcing intensity
(i.e. indirectly urms). This allows us to explore significantly different Reynolds numbers, how-
ever, increasing urms also increases Rβ by decreasing the relative importance of large-scale drag
(Fig.4.1(c)). Finally, we cannot explore a large range of Ekman numbers because the rotation
rate of the experiment is fixed, as mentioned above. For the three experiments performed
at a different rotation rate, both E and Rβ are modified since changing the rotation rate also
modifies the β-effect by changing the fluid height.

Fig.4.2 shows two instantaneous velocity fields as measured by PIV once the statistically
steady state is achieved. Both experiments are in regime II but correspond to different sets
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(a) (b) (c)

Figure 4.1. – Location of the experiments listed in Table 4.2 in the non-dimensional parameters space (E ,Re,Rβ). These
parameters are defined in Table 4.1.

of pumps, leading to Re = 10.8×103 and 19.7×103 respectively (experiments J and A of Table
4.2). Qualitatively, our experiments performed at higher Reynolds number lead to broader
and intensified zonal jets, as can be seen in Fig.4.3 which shows the zonal flow profile for
experiments N, J and A. The broadening of the prograde jets also leads to the fact that for our
most extreme experiments, only one prograde jet can fit in the experimental domain, whereas
two to three prograde jets can be obtained for the smallest Re. As the forcing is increased, we
also notice that the prograde jets become less “wavy”. Our hypothesis is that for moderate Re,
the flow is close to the transition threshold and thus quasi-resonant, as described in chapter 3.
Farther from the transition threshold, the resonant Rossby waves are less prone to develop and
interact with the jet.

4.3. Spectral analysis of experimental measurements:
signature of the zonostrophic regime

4.3.1. Zonal and residual kinetic energy spectra

As detailed in chapter 1 (§1.4.2.2), in the inertial range of the zonostrophic regime, i.e.
between kβ and kα, the kinetic energy spectra computed from the axisymmetric (zonal) com-
ponent of the flow EZ and from the residual non-axisymmetric component ER follow different
scalings similar to those in β-plane turbulence (Huang et al. 2000; Sukoriansky et al. 2002;
Galperin et al. 2006; Sukoriansky et al. 2007). Since high wave number modes are nearly
isotropic, the residual spectra is expected to be the classical one of KBK theory of 2D turbu-
lence:

E theo
R (k) ∼CK ε

2/3k−5/3, (4.6)

where k is the total wavenumber, and CK ≈ 6 (Boffetta et al. 2012) is the universal Kolmogorov-
Kraichnan constant. On the contrary, the zonal spectrum follows a steeper slope:

E theo
Z (kr ) ∼CZβ

2k−5
r , (4.7)

with kr the wavenumber in the direction orthogonal to the zonal flow, i.e. the radial wavenum-
ber in our case. CZ is a constant of order unity (Rhines 1975; Chekhlov et al. 1996; Huang
et al. 2000), which value was shown to lie around 0.5 by numerical simulations (Sukoriansky
et al. 2002), and around 2 for Jupiter (Galperin et al. 2014b) and from 1.7 to 3.7 in the experi-
ments of Cabanes et al. (2017). The theory of zonostrophic turbulence shows that the kinetic
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(a)

(b)

Figure 4.2. – Instantaneous velocity fields measured from PIV in the statistically steady state of (a) experiment J and (b)
experiment A of Table 4.2. The vectors magnitude scale is the same for the two plots.
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(a) (b) (c)

Figure 4.3. – Time-averaged zonal flow in (a) experiment N, (b) experiment J and (c) experiment A of Table 4.2. The
shaded area represents the envelope of all the instantaneous profiles. Dashed lines represent the location of the forcing
rings.

energy spectra can provide a useful insight on the exchange of energy between scales as well
as a diagnostic tool to determine to what extent a given flow is in the regime of zonostrophic
turbulence. In this section, we compare the predictions of this theory with our experimental
measurements.

Given the rotational symmetry of the experimental 2D velocity fields obtained from PIV, we
perform a Bessel-Fourier decomposition relevant to the polar system of coordinates (ρ,φ), for
which details can be found in Appendix D. Owing to the periodicity in φ, the finite domain
in radius, ρ ≤ R, and the zero-value boundary condition at ρ = R, the relevant basis functions
Ψnm to decompose our fields are separable in polar coordinates and consist in a complex
exponential for the angular part, and normalized Bessel functions for the radial part:

Ψnm(ρ,φ) = 1p
2πNnm

Jm(knmρ)e i mφ, (4.8)

with Nnm = R2

2
J 2

m+1(αnm). (4.9)

Jm is the Bessel function of the first kind of order m, αnm is the nth positive zero of Jm , and the
radial wavenumber knm =αnm/R takes discrete values since the domain is bounded. For each
Ψnm , m is the number of periods in the angular direction, and n −1 corresponds to the number
of zero crossings in the radial direction. The value of knm is thus an indication of the scale of
the basic patterns, similarly to the normal Fourier transform (see Fig.D.1 in Appendix D). Any
function, including our velocity fields u = (uρ ,uφ) can be decomposed on this basis such that

u(ρ,φ) =
∞∑

n=1

+∞∑
m=−∞

ˆ̂unmΨnm(ρ,φ), (4.10)

where the double hat indicates the double transform. The Bessel-Fourier transform coefficients
are

ˆ̂unm =
∫ R

0

∫ 2π

0
u(ρ,φ)Ψ∗

nm(ρ,φ)ρdρdφ. (4.11)
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For our experimental results, the PIV fields are obtained on a regular Cartesian grid. To evaluate
the coefficients ˆ̂unm = ( ˆ̂uρ,nm , ˆ̂uφ,nm), the velocity field is interpolated on a polar grid where the
radial and azimuthal parts of the transform are separable. Since the velocity field is discrete, the
coefficients (4.11) are computed using fast Fourier transform and discrete Hankel transform
algorithms. The angular part is done using the Matlab fft function, and the radial part is per-
formed using the Matlab algorithm provided by Guizar-Sicairos et al. (2004). Using the Parseval
relation which arises from the orthogonality of the basis functions, kinetic energy spectra can
be computed directly in the spectral space, and are proportional to ˆ̂unm ˆ̂u∗

nm (see Appendix
D). We denote Enm the kinetic energy contained at the wavenumber knm . We distinguish the
kinetic energy contained in the zonal mode, m = 0, denoted EZ and the residual kinetic energy
spectra ER , which is the sum of the contribution of all the non-zonal modes, m 6= 0.

Fig.4.4 shows the zonal and residual kinetic energy spectra for three experiments, computed
once the statistically steady state is achieved and averaged over 50 spectra spanning 600
rotation times. The spectra are plotted for the experiments M and B of Table 4.2, as well as an
experiment in Regime I for the sake of comparison. Experiments M and B are both in Regime II,
but experiment M was perform with the first set of pumps, and B with the second one and has
a Reynolds number about twice higher (15700 versus 7200). Compensated spectra, i.e. spectra
divided by the theoretical predictions, are also represented.

The energy spectra provide different information if we are looking at scales smaller or larger
than the forcing scale. Experimentally, the forcing scale is assumed to be approximately
the mean distance between two injections on the bottom plate, i.e. L f ≈ 7.4 cm and k f ≈
84.9 radm−1. First, at scales smaller than the forcing scale, k > k f , we observe a slope close to
k−4. This slope is steeper than the −3 slope expected from the direct cascade of enstrophy, but
this behaviour is commonly observed in both numerical simulations and experiments of 2D
turbulence, and may be due to a lacking logarithmic correction, or to friction effects (Boffetta
et al. 2012). For the remaining of the chapter, we thus focus scales larger than the forcing scale
(k < k f ), corresponding to the shaded area on the compensated spectra (Fig.4.4(b,d,f)). We
observe that the residual energy spectra follow a −5/3 slope consistent with the presence of
an inverse cascade of energy. This slope proceeds farther than kβ, meaning that the inverse
cascade continue past the anisotropisation threshold, consistently with the numerical spectra
of Sukoriansky et al. (2007). For the zonal energy spectra, in Regime I (Fig.4.4(a,b)), the zonal
energy is peaked at k = k f , meaning that the zonal flow develops at the forcing scale and is
locally forced. This is consistent with the mechanism described in the chapter 3 for zonal jets
formation in Regime I. In addition, the m = 0 mode contains less energy than the residual ones
at all scales except the forcing one. More precisely, the time-averaged total kinetic energy in
the flow is of 8.12×10−6m2 s−2, with a zonal part of 1.63×10−6m2 s−2, such that the m = 0 mode
contains ∼ 20% of the total kinetic energy. In Regime II, for both experiments B and M, the zonal
energy spectra are not peaked at the forcing scale anymore, and instead the spectrum follows
a steep k−5 slope up meaning that there is an energy transfer towards scales larger than the
forcing one. Fig.4.5(b) shows the superposition of the zonal spectra for the three experiments.
For experiments M and B, the zonal energy peaks at k ∼ 30 and 24 respectively, corresponding
to wavelengths of 21 cm and 26 cm which represent the large radial wavelength of the zonal jets
seen in Fig.4.5(a). At the largest scales, the zonal mode now contains more energy than all the
residual modes. Note that the energy progressively flows towards these large scales, since this
steep slope is not developed yet during the transient of the same experiments (dashed line in
Fig.4.4(e)). For experiment M, the total kinetic energy is of 7.75×10−5m2 s−2 and the zonal mode
contains 58% of it, whereas for experiment B, the total kinetic energy is of 3.66×10−4m2 s−2 and
the zonal mode contains 68% of it.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.4. – Kinetic energy spectra for three different experiments. We separate the zonal (EZ ) and residual (ER )
contributions. The grey lines correspond to the theoretical predictions given by equations (4.6) and (4.7). On the right
side, the spectra are normalized by these theoretical predictions, and the shaded area corresponds to k < k f . For E theo

R ,

we take CK = 6 and find ε that best fits the experimental spectra. For E theo
Z , since β is known, we find CZ that best fits

the data. (a,b) Experiment in Regime I. (c,d) Experiment M of Table 4.2. (e,f) Experiment B of Table 4.2. The dashed
lines correspond to EZ computed during the transient of the experiment.
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Reg.I

Exp.M

Exp.B

(a)

(b)

Reg.I Exp.M Exp.B

Z

Figure 4.5. – (a) Time-averaged azimuthal component of the velocity uφ. The time average is performed over 600
rotation times, similarly to the spectra. (b) Superposition of the zonal kinetic energy spectra of the three experiments
of Fig.4.4.
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4.3.2. Rate of upscale energy transfer

Previously, we estimated the upscale energy transfer of the inverse cascade, εE , by assuming
that dissipation consists in Ekman friction. The amplitude of the theoretical spectra can be
used to actually measure ε (equation (4.6)) which is otherwise difficult to do experimentally. To
do so, we take the commonly accepted value CK ≈ 6 for the Kolmogorov-Kraichnan constant
(Boffetta et al. 2012) and deduce εS from the fit of the −5/3 slope on the spectra. The deduced
values are reported in Table 4.3, and lie between 5×10−8 and 3×10−6m2 s−3 for the selected
experiments. We see from Table 4.2 that the estimated εE has the correct order of magnitude
compared to the measured one εS , but the precise comparison between the two, visible in
Fig.4.6(a), shows a small deviation from a pure proportionality relationship. For the zonal
spectra, since β is known, we report the values of CZ corresponding to our fits (equation (4.7)).
CZ is supposedly universal in the zonostrophic regime. According to the numerical simulations
reported in Sukoriansky et al. (2002), Galperin et al. (2006), and Sukoriansky et al. (2007), it
should lie around 0.5. Our experimental measurements show that CZ ∼ 0.2−0.3 and remains
almost the same for all of our experiments despite very different upscale energy transfer rate,
which comforts the idea of a universal constant. Its value is smaller for our weakest experiments
(M,N), but these experiments are only slightly super-critical with respect to the transition from
Regime I to II, and they are probably only marginally zonostrophic. We also note that our value
for CZ is smaller than that of Cabanes et al. (2017) who found CZ ∼ 1.7−3.7. This difference
may come from the fact that the experiments of Cabanes et al. (2017) are not in the β-plane
framework since β is strongly varying with radius (see Fig.B.10(b)). The β parameter to use
in equation 4.7 is thus uncertain, whereas in our case β is uniform and uniquely defined. In
addition, the forcing scale in Cabanes et al. (2017) is twice larger than the present one, and
close to the transitional scale as we discuss later. Galperin et al. (2006) report that in that case,
the spectra exhibit non-universal behaviours.

The intersection of the theoretical −5/3 (equation (4.6)) and −5 (equation (4.7)) slopes defines
a spectral transitional wavenumber kS

β
, which can be expressed as

kS
β =

(
CZ

CK

)3/10 (
β3

ε

)1/5

. (4.12)

This scale thus defines the scale above which the zonal mode contains more kinetic energy
than all the residual modes considered together. In our case, since CK = 6 and CZ ∼ 0.2−0.3,
the prefactor (CZ /CK )3/10 is of about 0.36−0.4. The spectral transitional wavenumber, kS

β
is thus

less than half that based on the values of ε and β only, kε
β

(equation (4.3)). Both values are
reported in Table 4.3 for our selected experiments. We additionally report the values of the
Rhines wavenumber kR , based on the total rms velocity. The Rhines and transitional scales are
also indicated on the spectra, in Fig.4.4. Finally, the last two columns of Table 4.3 report the
zonostrophy parameter with or without using the prefactor on the transitional wavenumber:
RS
β
= kS

β
/kR and Rε

β
= kε

β
/kR . The spectral zonostrophy index of our experiments lies between

0.95 and 1.6, whereas without the prefactor on kβ, we obtain values between 3 and 4.

4.3.3. Discussion on the zonostrophic theory

The measured values of RS
β

question the extent to which our experiments are in the zonos-
trophic regime. Using 2D barotropic simulations on the sphere, Galperin et al. (2006) and
Sukoriansky et al. (2007) found CZ ∼ 0.5 and CK ∼ 6 (prefactor (CZ /CK )3/10 ∼ 0.5), and a lower
bound for the zonostrophic regime RS

β
& 2.5. We would then be in the transitional regime

between the dissipation-dominated regime and the zonostrophic turbulence. But since we
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Label urms (cms−1) εS ×107(m2 s−3) CZ kS
β

(radm−1) kε
β

(radm−1) kR (radm−1) RS
β

Rε
β

A 3.39 27.6 ∈ [24.7,30.8] 0.3 58.0 135.4 38.1 1.43 3.52
B 2.70 11.4 ∈ [10.2,12.8] 0.3 63.3 161.6 43.1 1.52 3.75
C 3.17 22.0 ∈ [18.5,26.2] 0.2 61.4 166.4 45.0 1.32 3.66
D 3.44 37.1 ∈ [33.6,40.8] 0.2 33.7 79.6 25.7 1.11 3.09
E 2.96 15.4 ∈ [12.4,18.9] 0.2 54.0 152.2 41.0 1.33 3.70
F 3.30 29.1 ∈ [24.7,3.08] 0.3 58.6 134.0 38.9 1.40 3.44
G 3.28 20.7 ∈ [16.8,25.4] 0.3 58.8 143.5 39.1 1.49 3.67
H 1.62 3.78 ∈ [3.01,4.76] 0.3 76.9 201.6 55.5 1.47 3.62
I 1.84 3.69 ∈ [2.70,5.05] 0.3 73.3 202.6 52.1 1.58 3.88
J 1.87 3.62 ∈ [2.75,4.76] 0.3 72.9 203.3 51.8 1.60 3.92
K 1.60 2.70 ∈ [2.18,3.32] 0.3 50.2 134.4 37.7 1.45 3.56
L 1.18 1.80 ∈ [1.59,2.03] 0.2 77.4 233.8 65.2 1.29 3.59
M 1.24 1.63 ∈ [1.40,1.91] 0.1 62.1 238.5 63.5 1.09 3.75
N 0.92 0.56 ∈ [0.45,0.69] 0.05 57.0 295.3 73.7 0.95 4.00

Table 4.3. – Parameters deduced from the spectral analysis. We use CK = 6 and deduce εS from equation (4.6) and a
fit of the −5/3 slope the residual spectra. The constant CZ is determined by a fit on the −5 slope of the zonal spectra,
since β is known (Table 4.2). The transitional wavenumber based on the spectral slopes intersection is denoted kS

β

(equation (4.12)), whereas the transitional wavenumber based on ε only is denoted kε
β

(equation (4.3)). kR is the Rhines

wavenumber (equation (4.4)), RS
β
= kS

β
/kR and Rε

β
= kε

β
/kR .

(a) (b)

Figure 4.6. – Upscale energy transfer rate measured on the spectra, εS , versus (a) the estimated one based on dissipation
by Ekman friction (4.1), εE , and (b) the deduced one from the Thorpe scale, εT , assuming that LT

β
= LT /0.031 (Fig.4.9(b))

and εT = (LT
β

/2π)5β3. Vertical error bars account for the uncertainty in εS due to the uncertainty in the slope measured

on the spectra. Horizontal error bars account for the standard deviation when measuring the Thorpe scale.
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measure CZ ∼ 0.2−0.3, the prefactor is reduced, and the threshold should be rescaled as RS
β
& 1.8.

In addition, as seen in Fig.1.15(a), the 2.5 threshold is only indicative (the boundary between
the regimes is not a strict proportionality relationship, and implies an offset). That being said,
in Galperin et al. (2006) and Sukoriansky et al. (2007), the authors in fact use the spectra as a
diagnostic tool to determine the flow regime. In other words, the simulations considered in
the zonostrophic regime are those where the predicted spectra are recovered, with a universal
behaviour and a CZ ∼ 0.5 constant. Consistently, we argue that one should rather look at the
spectra to determine in which regime we stand, and not the absolute value of the zonostrophy
index alone. The important differences between our 3D experiments and their 2D simulations
on the sphere is very likely to induce significant differences in the threshold of the zonostrophic
regime. The fact that we recover a −5 steep slope for the zonal spectrum, and that the zonal
flow contains more energy than the fluctuations at large scales is somewhat more robust and
physically meaningful that the absolute value of Rβ alone. The zonostrophy parameter is
nevertheless useful to compare the degree of zonostrophy of different experiments, as soon as
it is computed the same way for each experiment. This is what was done to plot Fig.3.1, where
we compare various experiments on zonal jets.

A second point that we want to discuss is the importance of the forcing scale. In the theory
of zonostrophic turbulence, the zonostrophic regime is not defined by a single inequality on
Rβ, but rather a series of inequalities: 30/R ≤ 8kα ≤ 2kβ ≤ k f , where R is the radius of the sphere,
and we recall that k f is the forcing wavenumber (Galperin et al. 2006). The forcing should
thus act at a scale smaller than the scale at which the eddies start to feel the β-effect for a
significant Kolmogorov-Kraichnan inertial range to exist and an isotropic inverse cascade
to develop. Practically, when the forcing scale is too large, Galperin et al. (2006) report that
non-universal behaviours are observed on the spectra, without giving much additional details.
In environmental flows (oceans and planetary atmospheres), typically, the forcing acts at a
scale smaller than the scale of turbulence anisotropisation Lβ by a factor 2 to 3 (Galperin et al.
2019b, table 13.1). In our experiment, and as discussed previously, we can estimate that the
forcing scale is in fact about one to twice Lε

β
. The forcing is thus already directly influenced by

the β-effect, which is quite clear on the fluid response at the earliest times of our experiments
(see Fig.3.10 of the previous chapter). The variability in the forcing scale compared to Lβ may
explain the rather non-universal estimates of CZ in simulations on the sphere compared to
Jupiter’s zonal flows and experiments. Second, it is probable that we prevent the initial isotropic
inverse energy cascade – an anisotropic cascade is present since the jets scale remains larger
than the forcing scale. Since we do obtain the scalings expected in the zonostrophic regime, our
experiments hence seem to demonstrate that the scale of the forcing is not such an important
parameter for the zonal flow to develop at large scales, and that a steep zonal spectra may
develop even if k f ∼ kβ. Again, it is not extremely surprising that the condition on the forcing
scale might be relaxed in an experimental, 3D flow, compared to numerical simulations of a
purely 2D flow. These considerations on the forcing scale are consistent with the work of Scott
et al. (2019), who demonstrated in the framework of potential vorticity mixing that the late-time
resulting zonal jets profile is the same whether the forcing is performed at large scale or at small
scale, the important parameter being the zonostrophy index Rβ only. Here, despite forcing
the flow at a relatively large scale, the observed jets are highly energetic and instantaneous. If
nevertheless one wishes to reach the regime of a well-developed inverse turbulent cascade, the
goal should be to decrease the forcing scale, which is then a further experimental challenge.
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4.4. Potential vorticity mixing

We now turn to the second theoretical framework thanks to which we can better understand
the saturation in regime II, and use it to quantify turbulent dissipation rates independently of
the spectral analysis presented in the previous section.

In the inviscid limit, the quasi-geostrophic model of the experimental flow reduces to the
material conservation of the potential vorticity (PV) q defined as

q(ρ,φ, t ) = ζ(ρ,φ, t )+ f

h(ρ)
(4.13)

(see equation (C.29) in Appendix C). An mentioned in the introduction, in the framework of PV
mixing, narrow prograde jets correspond to strong gradients of PV whereas large retrograde
jets coincide with regions of weak gradients, leading to the establishment of a PV staircase, as
illustrated in Fig.1.15(d).

In Fig.4.7, we plot instantaneous PV contours and associated PV maps for the experiments
J and A (Table 4.2), which correspond to increasing Reynolds numbers. Because the fluid
height h increases exponentially with radius, the background PV profile, f /h, obtained when
the flow is at rest in the rotating frame, is maximum at the centre and decreases smoothly
towards the edge of the tank. When zonal jets develop, the PV maps show that the PV does not
decrease smoothly radially, but instead thin areas of sharp gradients develop. In Fig.4.8(a,b),
we represent the associated azimuthally-averaged PV profiles, 〈q〉φ(ρ) (referred to as “zonal
PV”). The steps are more readily visible on these profiles, and each of them corresponds to the
presence of a prograde jet, whereas the regions in between are supporting a retrograde flow.
As underlined in chapter 3, despite significantly increasing Re, and thus increasing degree of
mixing, the “staircasing” remains moderate even for our most extreme experiments.

To obtain quantitative information from this framework of potential vorticity mixing, we
follow the idea developed in Galperin et al. (2014a) which takes advantage of the analogy
that exists between the salinity staircases that develop in stratified turbulence (observed in
the oceans), and the PV staircases that develop in β-plane turbulence (observed on the gas
giants). A common analysis performed in stratified turbulence is to quantify the efficiency
of the turbulent mixing by computing how far is an instantaneous density profile from a
monotonous density profile, where density would increase monotonously with depth. This is
quantified using Thorpe’s sorting algorithm, where each profile of density with depth is sorted
in ascending order, and the corresponding rms displacement of the fluid parcels from their
initial position is deduced. This rms displacement is called the Thorpe scale, LT , and gives
an estimate of the size of the overturns due to turbulent eddies (Thorpe 2005). We apply this
procedure to instantaneous PV profiles along the radius, for all the possible angles φ. Examples
of such profiles before and after sorting are shown in Fig.4.8(b,e), and the resulting Thorpe scale
estimated on several profiles at different angles are represented in Fig.4.8(c,f). The increase
in the Thorpe scale and thus in the turbulent mixing is clear when the Reynolds number of
the experiment is increased: experiment J shows almost no deviation from a monotonous PV
profile, meaning that overturns are not frequent and the PV is not efficiently mixed, whereas
strong deviations are observed for experiment A.

The advantage of the Thorpe scale is that it is very easily measured a posteriori, for a given
flow, and that it is an indirect measure of turbulence intensity (Thorpe 2005). For stratified
turbulence, the Thorpe scale can be used to estimate the so-called Ozmidov scale, LO which
corresponds to the scale at which the turbulent turnover time is equal to the internal waves
period, i.e. the scale at which turbulence starts to feel the stratification of buoyancy frequency
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(a) (b)

(c) (d)

Figure 4.7. – Instantaneous potential vorticity contours and maps. The contours are plotted from q =15 to 85 m−1 s−1

with a step of 3.5 m−1 s−1. (a,b) Experiment J. (c,d) Experiment A.
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(a) (b)

(c)

(d) (e)

(f)

Figure 4.8. – (a,d) Instantaneous zonally-averaged potential vorticity profiles 〈q〉φ(ρ) (black line). The grey lines show
the variability of the PV profiles before performing the zonal average. (b,e) Instantaneous PV profile at a fixed angular
position q(ρ,φ0). Blue line: before sorting, red line: after sorting. (c,f ) Thorpe scale computed by the sorting processing
for all the possible angular positions φ0 ∈ [−π,π]. The indicated value, LT , corresponds to the averaged value for all
angles. Top row: experiment J. Bottom row: experiment A.
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N :

LO =
( ε

N 3

)1/2
. (4.14)

LO is thus the largest isotropic scale of the system, and is analogous to the transitional scale,
Lβ. Hence, if LT allows to estimate LO in stratified turbulence, it may allow to estimate Lβ in
β-plane turbulence. This is of interest because ε can then be estimated from Lβ (equation (4.3)).
Here, we wish to confront this hypothesis to our experimental measurements, where we have
measured ε and thus Lε

β
in a completely independent way using the spectral analysis. Fig.4.9

compares the Thorpe scale measured in our experiments with the Rhines scale LR and the
transitional scales Lε

β
and LS

β
. These figures show that there is a very good correlation between

LT and both LR and Lβ. The fact that the correlation works equally well for those two scales
arises from the fact that in our experiments, we always have LR ∼ 3Lε

β
, i.e. the zonostrophy

parameter does not vary sufficiently for the two scales to behave independently. This is however
a demonstration that LT can be used as a proxy of the typical length scales of the flow. If one
assumes LT ∼ 0.031Lε

β
as determined from Fig.4.9(b), then we can defined a Thorpe estimate

of the turbulent dissipation rate εT computed from the relation between Lβ and ε (equation
(4.3)). The comparison between the measured εS and εT is represented in Fig.4.6(b). There
is a non-negligible dispersion around the 1:1 relationship, but the overall tendency is good,
suggesting that PV sorting can effectively be used to estimate turbulent energy transfers. Note
that to properly address the correspondence between LT and Lβ, it would be necessary to
explore the parameter space (E ,Re,Rβ) more extensively. This is beyond what is reachable
with our experiments, because we cannot explore independently a sufficient range of Ekman,
Reynolds and zonostrophy parameters. In that prospect, performing numerical simulations
where each of the non-dimensional parameters can be varied while keeping the two other fixed
would be relevant. That being said, the scaling that we found holds for the whole range of Re
explored.

(a) (b) (c)

Figure 4.9. – Comparison between the Thorpe scale LT and (a) the Rhines scale (4.4), (b) the transitional scale based
on the upscale energy transfer (4.3), and (c) the spectral transitional scale (4.12). The equation at the top of each panel
is the best linear fit plotted in dashed line.

We mentioned in the chapter’s introduction that PV mixing is associated with the idea that
prograde zonal jets act as meridional (radial) transport barriers owing to the Rossby waves
elasticity. As will be discussed further in section 4.6, the transport properties of zonal flows have
important implications for oceans, atmospheres but also liquid cores dynamics and budgets of
heat and energy. In the next section, we present preliminary results on the turbulent transport
properties of our experimental zonal flows.
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4.5. Effective turbulent diffusivities and zonal jets as transport
barriers

A problematic closely related to the turbulent saturation in Regime II is the characterisation
of the transport properties of the associated flow. Indeed, the flow being both turbulent
and anisotropic, we expect that the dispersion properties of a passive scalar can provide
information on both the turbulent intensity and the degree of anisotropy of the flow. For
geophysical applications, the interest is twofold:

— Measuring Lagrangian transport properties in a natural flow can provide a third way of
estimating ε. This is particularly relevant for the terrestrial oceans, for which we have
dispersion data from floats (van Sebille et al. 2018);

— Since the anisotropy of natural flows can be estimated from velocity fields, one could
deduce from it the influence on both the magnitude and the anisotropy of the turbulent
diffusivity. Understanding such effects is important for improving global circulation mod-
els of oceans or atmospheres since the effective turbulent diffusivities are parametrized
and do not results from the actual dynamics of resolved scales (Fox-Kemper et al. 2019).

These points will be further developed in the discussion section, §4.6. To quantify turbulent
transport, we perform two distinct analyses described in the next two sections: first, we
compute the finite-scale Lyapunov exponent of our flows to quantify anisotropy and identify
different dispersion regimes. Second, we estimate more directly an effective diffusivity as a
function of radius to evaluate how the zonal flow affects the transport. Both analyses rely on the
post-processing of numerically integrated Lagrangian trajectories computed from PIV velocity
fields.

4.5.1. Finite scale Lyapunov exponent (FSLE) analysis

4.5.1.1. Method

Using Finite Scale Lyapunov Exponents (FSLE) to characterize transport properties is useful
because it provides a scale-dependent quantification of transport (LaCasce 2008). In our flows,
the presence of a transitional scale separated from the scale of the jets let us think, a priori, that
dispersion will indeed be dependent on the considered scale, as concluded by Ollitrault et al.
(2005) from oceanographic data, and Lacorata et al. (2012) from laboratory experiments. In
addition, the scaling law between the FSLE and the scale tells about the nature of the dispersion
regime, and has been used in regional oceanic flows to quantify the contribution of different
scales to oceanic mixing (e.g. Corrado et al. 2017).

From mixing length theory, the effective diffusivity at a scale δ is

D(δ) = Ecml(δ)1/2δ, (4.15)

where Ecml(δ) is the turbulent energy cumulated up to scale δ. The underlying assumption is
that all scales smaller than δ contribute to dispersion at this scale. If the flow is isotropic, then

158



Ecml can be estimated by integrating the kinetic energy spectra up to scale δ:

Ecml(δ) =
∫ +∞

kδ
E(k)dk (4.16)

= CK ε
2/3

∫ +∞

kδ
k−5/3dk (4.17)

= 3

2
CK ε

2/3k−2/3
δ (4.18)

= 3CK

2(2π)2/3
ε2/3δ2/3 (4.19)

where we used the theoretical kinetic energy spectrum expected from an inverse cascade of
energy (equation 1.58). The associated effective diffusivity then reads

D(δ) = (3/2CK )1/2

(2π)1/3
ε1/3δ4/3. (4.20)

This is the so-called Richardson diffusion law, where diffusivity depends on the scale at the
power 4/3.

Now, for a strongly anisotropic turbulence, it has been argued that different regimes of
turbulent dispersion should be observed at different scales. For β-plane turbulence, the idea is
based on the same assumptions as those of zonostrophic turbulence:

— At small scales, δ≤ Lβ, isotropic KBK turbulence exists and we expect to be in a Richard-
son regime (equation (4.20)). In addition, we expect no difference between the radial
and azimuthal dispersion since the flow is supposed to behave in an isotropic way below
the transitional scale. Hence,

Drad(δ≤ Lβ) = Dzon(δ≤ Lβ) ∝ ε1/3δ4/3. (4.21)

— At large scales, δ ≥ Lβ, the turbulence becomes strongly anisotropic. The inverse cas-
cade can still proceed in the azimuthal direction, hence we expect that the Richardson
regime should hold for the azimuthal dispersion. On the contrary, the inverse cascade
is blocked in the radial direction, and the radial diffusivity should be strongly affected
by the presence of zonal jets. Sukoriansky et al. (2009) argues that the radial dispersion
becomes independent of the length scale, and that we should reach a Taylor regime of
constant diffusivity where all the scales smaller than Lβ contribute to the diffusion, but
scales larger do not, i.e.

Drad(δ> Lβ) ∝ ε1/3L4/3
β ∝ ε3/5β−4/5. (4.22)

To retrieve these scalings, it is necessary to quantify the Lagrangian dispersion in a scale-
dependent way. One method consists in computing the finite-scale Lyapunov exponent (FSLE).
If two passive particles initially separated by a distance δ takes the time τ(δ) to become sepa-
rated by a distance µδ, then the FSLE is defined as

λ(δ) = ln(µ)

〈τ(δ)〉 (4.23)

where the brackets denote an ensemble average over a large number of particles pairs, and
µ is a growth factor. λ thus physically represents a dispersion rate. The computation of the
FSLE is valid only in the limit where the separation between two trajectories is only slightly
perturbed, i.e. the growth factor should be of order 1. In addition, keeping µ=O(1) ensures that
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contributions from different scales are not cumulated. In the Richardson regime, the ensemble
average of the squared distance between two particles evolves as 〈||δx(t )||2〉 =CRεt 3, where CR is
a constant. We can deduce from it the expected FSLE:

〈τ(δ)〉 =
(

(µδ)2

CRε

)1/3

−
(
δ2

CRε

)1/3

(4.24)

= (CRε)−1/3(µ2/3 −1)δ2/3 (4.25)

=⇒ λRi(δ) = C 1/3
R ln(µ)

µ2/3 −1
ε1/3δ−2/3. (4.26)

In the Taylor regime, 〈||δx(t )||2〉 = 4Dt where D is the scale-independent diffusivity. Similarly, we
can deduce that the FSLE in this regime should scale as

λTa(δ) = 4ln(µ)

µ2 −1
Dδ−2. (4.27)

The FSLE should thus allow us to make the distinction between Richardson (λ ∼ δ−2/3) and
Taylor regimes (λ∼ δ−2).

The FSLE is measured the following way in our experiments. We work with experiments A, B
and N of Table 4.2 for which we have PIV Eulerian velocity fields separated by a time step of
0.05s, for a total duration of 300s (6000 velocity fields). These Eulerian velocity fields allow to
compute Lagrangian trajectories for passive and punctual particles by integrating the equation

dx

dt
= u(x , t ), (4.28)

where x is the position vector of a particle. Integrating this equation requires to know the
Eulerian velocity at the particle position, which in general does not coincide with a node of our
velocity field grid. We thus employ a fourth-order Lagrange interpolation of the velocity field
in both directions. The time integration is performed using a third-order Adams-Bashforth
scheme. The particles initial positions are randomly distributed in the experimental domain.
Once the trajectories have been computed, we eliminate the trajectories that went out of the
domain due to experimental noise, or that went in the two shadow regions where no PIV
measurement is available. For the results presented here, we computed 10,000 trajectories per
experiment. Two examples of the resulting trajectories are represented in Fig.4.10. For each
pair of particles, we then compute its initial separation distance δ and the time necessary for
the two trajectories to become separated by a distance µδ, where we use µ= 1.1. We chose µ as
close as possible to 1, but such that the measure of τ is not dominated by experimental noise.
We use a linear interpolation to determine the separation time with a sub-timestep accuracy.
To make the distinction between radial and azimuthal dispersion processes, in addition to the
total FSLE, λ, based on the total distance between particles, we compute separately a radial
FSLE, λr and a zonal FSLE, λφ. For λr , the time τ is based on the radial separation distance
δr (t ) = |ρ2(t )−ρ1(t )|. For λφ, the time τ is computed based on the azimuthal separation distance,
δφ(t ) = |ρ2(t )φ2(t )−ρ1(t )φ1(t )|. Note that to avoid considering pairs of particles that are initially
close radially, but far azimuthally, or vice versa, we only keep pairs of particles for which the total
initial distance δ= ||x2−x1|| is smaller than 1.2δr and 1.2δφ when computing the FSLE. After this
selection process, for each separation distance δi , 1000 and 5000 pairs are typically taken into
account when computing the radial and zonal FSLE respectively. Note that for all the results
presented here, the trajectories are computed from the raw PIV velocity fields. We verified that
if we filter the experimental data with a Gaussian kernel before computing the trajectories, the
same statistical results are obtained. The results are hence unrelated to the experimental noise,
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(a) (b)

(c)

Figure 4.10. – Typical Lagrangian trajectories computed by numerically integrating equation (4.28) using the measured
Eulerian velocity fields from PIV. (a) Experiment N. 310 trajectories out of 10,000 are represented, for a duration
of 50s. (b) Experiment A. 165 trajectories out of 10,000 are represented, for a duration of 50s. The colour of each
trajectory represents the mean angular velocity of the particle times its mean radial position (negative for a retrograde,
anti-clockwise motion, and positive for a prograde motion). (c) Zoom showing the superposition of the Eulerian
velocity field to some computed Lagrangian trajectories. Each trajectory corresponds to 100 time steps, i.e. a duration
of 5 seconds. Note that the displayed velocity field corresponds to the first time step, hence the trajectories are expected
to be tangential to the velocity vectors at the very beginning only.
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even if it can lead to individual unphysical trajectories (e.g. trajectories leaving the domain).
Note however that the PIV resolution intrinsically filters small-scale fluctuations which might
contribute to the dispersion, but are discarded by the current approach.

4.5.1.2. Results

The results of FSLE computations are represented in Fig.4.11 for the statistically steady state
of experiments A, B and N, as well as for the transient of experiment N, before any zonal jet
develops. The typical separation times measured range between 2s and 20s. For the transient
of experiment N, the flow does not show a profound anisotropy yet since the zonal jets are not
developed. Accordingly, Fig.4.11(a) shows that λr ≈λφ at all scales. The picture is significantly
different for the saturated flows (Fig.4.11(b,c,d)). The total FSLE, λ (black markers), shows
that a −2/3 slope indicative of a Richardson regime is only recovered for the most turbulent
experiments, A and B. For these two experiments, when the total scale approaches the Rhines
scale, which is approximately the scale of the jets, λ starts to follow a steeper slope, but it seems
that our experimental domain may be too small to see the Taylor diffusion regime at large
scales.

The distinction between radial (red markers) and azimuthal (blue markers) dispersion should,
in principle, allow to better visualize Richardson and Taylor regimes, since the Taylor regime
is expected for the radial dispersion only. At a scale δ∼ Lε

β
, λr and λφ starts to follow different

trends, with a systematically more efficient azimuthal dispersion. The radial slope (red markers)
is steeper, but we see that it does not properly follow a −2 scaling. In addition, a plateau (labelled
p1 in Fig.4.11) is present in λr at scales slightly smaller than the jets scale. It seems to be also
present in the measurements of Lacorata et al. (2012) and Galperin et al. (2016), but with a
reduced extent, similar to what we obtain for the less turbulent experiment N. A constant
λ corresponds to an exponential separation, which may indicate a chaotic and non-local
advection of the particles by structures of scale larger than the particles separation (LaCasce
2008). The observed plateau may thus be indicative of a coherent structure into which the
particles are trapped, and it is tempting to associate it with the core of the jets. This would
be compatible with the fact that the plateau is larger as Re increases (compare Exp.B and A
in Fig.4.11), since the jets becomes more coherent, less wavy, and broader. After this plateau,
λr continues to follow a steep slope, possibly close to −2. But overall, it is difficult to argue
for a clear Taylor regime, we can only say that the FSLE scaling is steeper than what would be
obtained with a Richardson regime. Similarly, we do not recover a clear Richardson regime for
the zonal FSLE (blue markers). Another plateau (labelled p2) is observed for λφ for experiment
N on panel (b). Such a plateau in the zonal dispersion is also recovered by Galperin et al. (2016),
and can be associated with particles being trapped in the coherent vortices or Rossby waves
that interact with the jet. As visible in Fig.4.10(a), 9 large-scale vortices strongly deflect the jet
in experiment N. The distance between two vortices is of ∼ 14 cm, compatible with the scale at
which the plateau p2 is observed for λφ. Fig.4.10(b) shows that these vortices are not present
anymore in experiments A and B, and consistently, the plateau completely disappears from the
zonal FSLE of these experiments (Fig.4.11(c,d)).

As underlined previously, Galperin et al. (2016) used experiments where a unique westward
jet is directly and locally accelerated. It is thus not surprising that we do not recover the same
results. The difference with Lacorata et al. (2012) is more surprising, given that their forcing
(described in Espa et al. (2010)) consists this time in an electromagnetic array from which both
westward and eastward jets indirectly develop. The difference between our experiments lie
essentially in the regime, where Rε

β
∼ 1 in their setup whereas Rε

β
∼ 3 here. In addition, their local

Reynolds number is of about 240, which is an order of magnitude smaller than experiment A.
As a consequence, their jets are less strong but also thinner, and two to three jets are present in
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(a) (b)

(c) (d)

Exp.N (transient) Exp.N (sat)

Exp.B Exp.A

p1 p1

p2

Figure 4.11. – Total (λ, black), radial (λr , red) and azimuthal (λφ, blue) finite-scale Lyapunov exponents. (a) Transient
of experiment N. (b) Experiment N. (c) Experiment B. (d) Experiment A. The forcing scale L f , Rhines scale LR (4.4)

and transitional scales Lβ (equations (4.3) and (4.12)) are superposed for indication. The δ−2 scaling is indicative of a

Taylor diffusion regime, the δ−2/3 of a Richardson regime and a constant λ corresponds to exponential separation. p1
and p2 refer to the two plateaus discussed in the text.
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the domain, leading to a better scale separation between the experimental domain and the jets
scale, allowing to explore further dispersion at large scale.

4.5.2. Direct measure of effective diffusivity and its anisotropy

To better characterize the link between the Lagrangian diffusivity and the zonal flow, we
adopt a different and perhaps more intuitive method compared to the FSLE for which a clear
physical interpretation of the results is difficult. Here, we instead propose to directly measure
effective radial and zonal diffusivities as a function of radius in our experimental flow. To
do so, we release 2000 particles at a given radius, ρ0, and random angular positions, and we
compute their Lagrangian trajectories to follow the dispersion of the particles through time.
Two examples of the evolution of the zonally-averaged concentration in particles as a function
of radius are represented in Fig.4.12. We note that there can be an important anisotropy
between diffusion towards the centre or the exterior of the tank. This is readily visible in
Fig.4.12 where the release at ρ0 = 0.15 cm disperses in a symmetric way, whereas the release
at ρ0 = 0.25 cm disperses in an asymmetric way. To quantify the dispersion, we fit the radial
concentration profiles separately for ρ ≥ ρ0 or ρ ≤ ρ0 with a Gaussian profile, which is expected
in case of a diffusive process:

N (ρ ≥ ρ0, t ) = Nm exp

(
− (ρ−ρ0)2

4D+
radt

)
, (4.29)

N (ρ ≤ ρ0, t ) = Nm exp

(
− (ρ−ρ0)2

4D−
radt

)
. (4.30)

D+
rad is thus the effective diffusivity towards the exterior of the tank, and D−

rad towards the centre.
For the zonal diffusivities, in addition to being localized radially, the releases are confined
azimuthally in a given ∆φ= 2π/50 centred on φ0. We compute a zonal diffusivity again by fitting
a Gaussian function to the dispersed profiles in the azimuthal direction:

N (ρ0φ, t ) = Nm exp

(
− (ρ0φ−ρ0φ0)2

4Dzont

)
. (4.31)

In Fig.4.13, we plot zonally-averaged radial concentration profiles for a release located at
ρ0 = 0.25 cm, on the inward flank of the prograde jet. These profiles are averaged over seven
realisations, and plotted at six different times. We again see that the radial dispersion of the
particles is asymmetric and more efficient towards the exterior of the tank, i.e. towards the peak
of the jet. For a single realisation (not shown) peaks would appear in the radial distributions,
corresponding to clusterings of particles along preferred paths, as seen in the 2D views of
Fig.4.12. Averaging over several realisations smooth the distributions, which are statistically
close to Gaussian profiles.

Fig.4.14 shows the resulting radial and zonal effective diffusivities as a function of radius.
The radial diffusivity profiles for experiment A (panel (b)) confirm the asymmetry that we
just mentioned. D+

rad peaks at the inward flank of the prograde jet, whereas D−
rad peaks at the

outward flank of the jet, even if the difference is less pronounced. This means that the prograde
jet tends to trap particles in its core as a result of this asymmetric diffusive-like behaviour.
Note that at the core of the jet, the diffusivity is instead reduced compared to its flanks. This
behaviour is consistent with the presence of a plateau previously mentioned in the radial
FSLE (Fig.4.11(c,d)), which we interpreted as particles trapped in the jets. The same behaviour
seems to hold for the less turbulent Experiment N (panel (a)), where the jet has a different
position. Note also the big difference in the magnitude of the radial diffusivity between the

164



(a)

(b)

Figure 4.12. – Evolution of the radial distribution of 2000 passive particles released at an initial radius ρ0 (horizontal
dashed line) for a single realisation. The vertical sinuous white dashed line is the mean zonal flow of Experiment A, in
arbitrary units. The colour scale represents the number of particles per unit area and is equivalent to a concentration.
The squared panels show the particles concentration after a time t=7.5s, where the white circle shows the initial
position of the particles. (a) ρ0 = 0.15 m. (b) ρ0 = 0.25 m.
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Figure 4.13. – Radial dispersion of Lagrangian particles initially released at a radius ρ0 = 0.25 cm (vertical dashed line)
in Experiment A. The histograms show the number of particles per unit area, as a function or radius. They are averaged
over 7 realisations at different times. The asymmetry of the dispersion towards larger or smaller radii than the initial
one is clearly visible. The red and blue curves correspond to best fits of the data with half Gaussian profiles (equations
(4.30))

two experiments. For the zonal diffusivity (panel (c)), we again see a correlation with the mean
zonal flow: the zonal diffusivity peaks at both edges of the prograde jet. This result is less
surprising than the radial diffusivity: the shear is maximum at the jets edges. Close to the jet,
some particles will be advected in the prograde direction whereas others in the retrograde
direction, leading to an enhanced zonal dispersion. The positive correlation between the zonal
diffusivity and the shear (dashed line) is clear on Fig.4.14(c).

In terms of magnitude, by averaging D+ and D− over the whole domain, we measure a
mean radial diffusivity of Drad = 8.78×10−6m2 s−1 for experiment N, Drad = 5.07×10−5m2 s−1 for
experiment A, and Drad = 2.54×10−5m2 s−1 for experiment B (not shown). The diffusivity can
also be separately predicted following equation (4.22), which assumes that only scales smaller
than Lβ contributes to the mixing: Dtheo

rad ∝ ε1/3k−4/3
β

. Fig.4.15 shows that our three estimates are

in quantitative agreement with the theoretical predictions, with Drad ≈ 0.7Dtheo
rad . The prefactor

falls in the range observed in numerical simulations by Sukoriansky et al. (2009), who found
a prefactor between 0.3 and 2 for the zonostrophic and frictional regimes respectively. Of
course, more than three measurements would be needed to confirm the adequacy between
the experimental diffusivities and the theoretical prediction. Due to memory constraints, it is
impossible for us to record both at high acquisition rates and over long times (several thousands
rotation times). Since the other experiments of Table 4.2 were performed to study long-term
dynamics, velocity fields were computed every second, which is not sufficient to conduct the
same Lagrangian post-processing.

Given the results on the radial diffusivity, we expect that the zonal flow may lead to clustering
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(a) (b) (c)

Figure 4.14. – Profiles of diffusivity as a function of radius. (a,b) Radial diffusivity towards increasing radius (D+
rad

)
(black continuous line) and radial diffusivity towards decreasing radius (D−

rad
) (black dashed line) for experiments

N and A, respectively. (c) Zonal diffusivity (Dzon) (blue line) and absolute value of the radial derivative of the mean
zonal flow (grey dashed line) for experiment A. In all panels, the background colours represent the mean zonal flow
(red: prograde, blue: retrograde) and the transparent envelope represents the variability when applying the same
measurement at seven different initial times.

Figure 4.15. – Measured radial diffusivity in experiments A, B and N, as a function of the theoretical prediction. The
vertical error bars account for the standard deviation when performing the mean along the radial profile, and the
horizontal error bars account for the uncertainty in the measurement of εS , and thus in Dtheo

rad
= (εS )1/3(kS

β
)−4/3.
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of Lagrangian particles in preferred areas of the flow. This clustering is not that clear in our
Lagrangian trajectories experiments, probably because the duration of available experimental
data (375tR ) is not long enough. For instance, according to the estimated radial diffusivity
for experiment A, the timescale to diffuse over a distance R/2 is R2/4Drad ∼ 1480 tR . Some
tendencies are nevertheless visible with the available data. Fig.4.16 shows the evolution of the
zonally-averaged concentration profiles as a function of time for the end of the integration.
Whereas the particles are initially distributed homogeneously, one can see that on average,
their concentration seems to increase inside of the prograde jet. This average behaviour
however corresponds to the displacement of particle “trains”, i.e. regions highly concentrated
which move radially while oscillating at the same time. This observation is consistent with
the previous one of particles trapped along preferred path while dispersing. Fig.4.16(b,c) show
the time-averaged probability of finding a particle at a given radius (which is equivalent to a
normalized concentration). The initial probability density, pi (ρ) is almost homogeneous (the
inhomogeneities comes from the fact that we eliminate trajectories that exit the experimental
domain). On the contrary, the final probability density, averaged over 5s, exhibits preferred
locations for the particles. The difference, p f −pi , is plotted in Fig.4.16(d) and shows that the
areas which have gained particles coincide with the presence of a prograde jet. On the contrary,
the areas of retrograde flow lost particles. The correlation between p f −pi and the amplitude of
the zonal flow is represented in Fig.4.16(e) and confirms this tendency.
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(a)

(b) (c)

(d) (e)

Figure 4.16. – Evolution of the radial distribution of the Lagrangian particles after integrating the trajectories over 300s,
i.e. 375tR for Experiment A. (a) Radial profile of the number of particles per unit area as a function of time. The white
dashed line shows the mean zonal flow in arbitrary units. (b) Probability of finding a particle at a given radius averaged
over the 5 first seconds of the integration (100 time steps). (c) Probability of finding a particle at a given radius averaged
over the last 25 seconds of the integration (500 time steps). (d) Difference between panels c and b. The black line is the
mean zonal flow in arbitrary units. (e) Difference of the probability density function at the end and at the beginning of
the integration as a function of the amplitude of zonal flow (in ms−1).
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4.6. Conclusions and discussion

4.6.1. Advantages and drawbacks of different methods for estimating the
turbulent energy transfer rate

Apart from the adequacy of the frameworks of zonostrophic turbulence and potential vortic-
ity mixing, our experiments allow to address their efficiency in the prospect of using them as
tools to quantify the upscale energy transfer rate of a given turbulent flow with a β-effect. ε can
indeed be estimated independently from kinetic energy spectra, PV mixing, and dispersion
measurements. Our experiments can shed light on the most efficient method depending on
the studied geophysical flow.

1. The first and simplest estimate that can be made is based on the assumption that the
energy is dissipated by Ekman friction at a rate α=ΩE 1/2, and hence ε can be estimated
simply by measuring the total kinetic energy of the flow: εE ∼K α.

2. The second method, and perhaps the most rigorous one, consists in computing the
residual kinetic energy spectra and fitting the −5/3 slope, s, which is proportional to ε2/3:
εS ∼ (s/CK )3/2.

3. The third method consists in measuring a Thorpe scale by sorting local and instantaneous
PV profiles. The deduced scale, assuming that it is correlated with Lβ, allows to retrieve ε
thanks to the relation εT ∼β3(LT

β
)5.

4. The fourth method consists in measuring an effective turbulent diffusivity, by computing
finite-scale Lyapunov exponents or by following the dispersion of a passive scalar. Indeed,
the diffusivity can be expressed in terms of ε and Lβ by assuming that only scales below
Lβ contributes to it: D ∼ ε1/3k−4/3

β
.

In this chapter, we consider the results of method 2 to be the reference ones, and compare the
results of other methods to it.

— Method 1 gives a good order of magnitude for ε, but we did not found an exactly linear
relationship between the two (Fig.4.6(a)), probably because bulk viscous dissipation
and side friction are not completely negligible in our experiment. In addition, the main
dissipation mechanism in natural flows is far from being a simple Ekman friction, and
this is rather a practical scaling for idealized experimental or numerical model than a true
method. While this first method supposes that dissipation is due to viscous boundary
layers only, the three other methods do not make any hypothesis on the nature of the
dissipation process.

— Method 2, which we consider as the reference one, is probably the most robust but
requires to have high resolution spatial and temporal observations to be able to compute
energy spectra.

— For method 3, we show that the Thorpe scale is strongly correlated with the transitional
scale, suggesting that the turbulent transfer rate could be efficiently retrieved in natural
flows using simple measurements of instantaneous potential vorticity profiles. The
success of this method however requires a precise estimate of the scaling law between
LT and Lβ. Here, we found Lβ ∼ 3.2LT , but this factor may potentially vary. We show
nevertheless that this scaling holds for the whole range of Reynolds numbers explored.
A complete systematic study, where E and Rβ are varied independently would allow to
determine the validity of this scaling depending on the flow regime. Note that the Thorpe
scale is routinely used in oceanography on the vertical direction, to measure the vertical
mixing of stratified turbulence. Our results support the analogy raised by Galperin et al.
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(2014a), i.e. that an equivalent method can be used on horizontal directions to measure
the lateral mixing due to β-plane turbulence.

— Finally, for method 4, we first show that our experiments poorly support the finite scale
Lyapunov exponent estimates of diffusivity in the zonostrophic regime. If FSLE are largely
employed for oceanographic data (van Sebille et al. 2018), it hence remains to be seen if
such a method could be applied to gas giants flows. For instance, it would be interesting
to perform similar Lagrangian dispersion experiments in the Jovian atmosphere based
on velocity fields derived from cloud-tracking. Apart from the FSLE, we nevertheless
show that the estimated radial diffusivity in our experiments indeed scales as predicted,
D ∝ ε1/3k−4/3

β
, and could be used to estimate ε provided that the transitional scale is

known.

Note that an alternative use of method 4 is that, if one knows the upscale energy transfer rate, it
is possible to deduce an effective diffusivity, which can be useful to better constrain or model
the transport of momentum, heat or passive scalars in natural flows, namely in global scale
simulations of oceanic and atmospheric circulations. However, this method would only provide
an average estimate of the global diffusivity. Our results on transport properties show that it
may be important to take into account the inhomogeneity of the diffusivity due to the zonal
flow, for which ε gives no information. This point is discussed below.

4.6.2. A zonal-flow dependent diffusivity for planetary transport and
modelling

Analysing Lagrangian transport is important when it comes to modelling global circulation
for any planetary flow, and in particular for Earth’s oceans. Indeed, for now, performing direct
Navier-Stokes simulations of the global oceanic circulation is far beyond reach. Global oceanic
and climate simulations thus have temporal and spatial resolutions which are too coarse to
resolve all the dynamics, however, the unresolved small-scale dynamics is crucial for the long-
term evolution of the system. An important contribution of mesoscale eddies is that they
transport tracers, momentum, and energy (Fox-Kemper et al. 2013), and affect large scale prop-
erties of the ocean such as heat uptake or carbone storage (Fox-Kemper et al. 2019). In place
of being resolved, mesoscale and sub-mesoscale motions are routinely parametrized which
can limit the predictability of global-scale models given their sensitivity to these parametriza-
tions (Fox-Kemper et al. 2019). The parametrizations consist in explicitly specifying a sub-grid
scale term in the momentum and tracer concentration evolution equations, by employing
diffusion-based description. Generally, it is assumed that any tracer flux due to mesoscale
eddies is related to the mean tracer gradient through an eddy diffusivity (Ferrari et al. 2010).
This type of parametrization arises from the fact that the effects of small-scale motions must be
represented entirely in terms of large-scale features to close the equations. The specification
of the associated eddy-diffusivity coefficients remains the problematic point as there is no
consensual formulation of these coefficients as a function of large-scale features only.

The point that we want to raise is that, a priori, the diffusivity is expected to be temporally
variable, inhomogeneous and anisotropic. Indeed, unlike molecular diffusivity, eddy-diffusivity
is likely to be modulated by the large scale circulation. Most oceanic models ignore these
modulations, which could however be crucial to take into account. Evidence that mean flows
affect eddy diffusivity exists for a long time, but it is only recently that a modelling effort has
been made to quantify this effect of “mean flow-suppression” of mixing (Ferrari et al. 2010;
Klocker et al. 2012; Groeskamp et al. 2020). Assuming that eddy mixing can be represented as a
stochastically forced wave equation, these studies show that the eddy-diffusivity taking into
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account mean-flow suppression expresses as

K̃ = K
1

1+k2α−2(cw −U )2 , (4.32)

where k is the Rossby (eddy) wave number, cw is their Doppler-shifted phase speed, and α is a
decorrelation rate (taken to be a frictional rate). The reduction in diffusivity is proportional to
the ratio of the decorrelation time scale α−1 to the advection time scale 1/k(cw −U ). K is the
non-corrected eddy-diffusivity estimated from mixing-length theory, in the case where eddies
do not propagate relatively to the mean flow (passive advection): K = (k/kt )2EKEα−1 (EKE is
the eddy kinetic energy, and kt the total wavenumber). Suppression in then expected to be
strong at the core of strong currents where cw −U is large, to vanish at the critical levels where
cw −U = 0, and to be weak where there is no mean flow. Physically, Ferrari et al. (2010) explains
that when there is a high velocity difference between the eddies propagation and the zonal
flow, the zonal flow advects tracer out of the eddy before much filamentation has occurred,
leading to a reduced mixing length, and thus a reduced diffusivity based on mixing-length
theory. On Fig.4.17, we plot the effective diffusivities measured by Klocker et al. (2012) in the
Southern Ocean using numerical advection of tracers from a proxy velocity field. If the zonal
flow is artificially suppressed from the velocity field, the diffusivity peaks in the core of the jet
where the EKE is also the largest, consistently with mixing-length theory. But when the whole
velocity field is used, it is clear that the suppression effect is the most effective in the core of
the Antarctic Circumpolar Current (ACC) where diffusivity is reduced because the eddies have
a greater zonal speed difference with the zonal flow. Fig.4.17 also shows that the diffusivity
is then greater at the flanks of the ACC, consistently with the idea of critical layers where the
eddies do not propagate relatively to the zonal flow. Note that the aforementioned theories rely
on a scale separation between the eddies and the zonal flow. Its applicability to systems where
the zonal jets have width comparable to the eddies size remains to be addressed, even if the
fact that it works well for the ACC is encouraging.

Our experimental diagnosis corroborates well these results. Similarly to Ferrari et al. (2010),
we find that cross-stream diffusivity is increased at the flanks of the zonal jet, and decreased
at the core of the jet, as can been seen by comparing Fig.4.14(b) and Fig.4.17. Our results
constitute an additional suggestion that their theoretical model may hold even when the eddies
diameter is comparable to the jet width. Of course, the present work does not constitute a full
quantitative comparison with their theoretical model, which would need precise estimates
of eddies/Rossby waves propagation speed as a function of radius as well as estimates of the
decorrelation time. This comparison could be the scope of future work since all the needed
experimental data are available. Then, the zonal diffusivity is not discussed in these studies
since, from the parametrization point of view, studying transport along zonal direction is
less interesting because it is dominated by mean flow advection rather than by the effects of
small-scale eddies. Finally, we also want to mention that here, we use a Lagrangian method to
estimate the diffusivity in our experimental flows by following dispersion of passive particles.
An alternative method to compute the radial diffusivity, and which would be closer to what
is usually done in oceanographic Lagrangian analysis, would be to solve for the advection (or
advection-diffusion) equation of a passive tracer of concentration c, measure the radial eddy
flux 〈uρc〉φ and define the diffusivity as the ratio between the flux and the mean tracer gradient
∂ρ〈c〉φ.

Apart from diffusivity, clustering into jets has been less discussed in the literature of ocean
dynamics. For instance, the aforementioned works do not mention if the enhanced diffusion at
the flanks of the jets is symmetric or not, whereas our experiments clearly exhibit an asymmetry.
To find discussion about clustering, one should turn to the literature on Lagrangian transport
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Figure 4.17. – Diffusivities estimates in the Southern Ocean from Klocker et al. (2012). The continuous line is the
effective diffusivity measured by tracer advection numerical experiments in the Southern Ocean. The dashed black
line is the same quantity, but measured after removing the zonal flow from the velocity field. The white dashed line is
the measured eddies rms velocity in arbitrary units. The colours indicate the intensity of the zonal flow as a function of
latitude. The largest amplitudes correspond to the Antarctic Circumpolar Current. The represented data have been
digitized from Figures 1 and 3 in Klocker et al. (2012).

barriers. As discussed in the introduction about PV mixing, zonal jets have been associated to
transport barriers. Initially, this idea emerged from the argument of Rossby wave “elasticity”:
large PV gradients are associated with a large restoring force for Rossby waves that inhibits
meridional (radial) exchange of fluid (Dritschel et al. 2008). This argument would mean that
only prograde jets are transport barriers, since retrograde jets are well-mixed regions of small
PV gradient. An alternative mechanism shows that in fact, the meridional shear (i.e. the
radial derivative of the zonal flow) is instead responsible for an increased meridional exchange,
leading to enhanced exchange at the edges of the jets where the shear is maximum, and
minimum exchange at the core of both westward and eastward jets (Rypina et al. 2007; Beron-
Vera et al. 2008). From numerical simulations, Thompson (2010) show that strong mixing
regions are found on the flanks of the eastward jets, and that cores of the eastward jets are
strong barriers to transport, while cores of the westward jets are weaker barriers to transport.
For Jupiter, Beron-Vera et al. (2008) argue that the idea of transport barrier is consistent with
observations of Jupiter’s clouds, where the limits between belts and zones (of different chemical
composition) coincide with local extrema of the zonal flow, i.e. peaks of both prograde and
retrograde jets. In the oceans, transport barriers have often been associated with fronts of
advected tracers, for instance sea-surface temperature, chlorophyll, oxygen or oil spills (van
Sebille et al. 2018, and references therein). But to the best of our knowledge, there is no
particular emphasis of fronts formation in zonal jets, maybe because of the moderate intensity
and coherence of jets in the oceans compared to gas giants. Finally, besides transport properties
of oceanic or atmospheric circulations, the problematic of how zonal jets modify turbulent
transport is also of importance when studying the heat budget of rapidly-rotating thermal
convection in liquid outer cores. In these planetary envelopes, convection is indeed the main
heat transport mechanism. But the spherical geometry of the system and the fast-rotation
leads to development of intense zonal flows (e.g. Guervilly et al. 2017). Just like mean currents
in the ocean, zonal and shear flow indirectly modifies heat transport by modulating convection.
Guervilly et al. (2017) show that despite radial rms velocities are high in prograde jets, the heat
transfer is reduced there consistently with the previous discussion on mean flow suppression
effect. The argument provided by the authors is that of Rossby waves elasticity, i.e. that the
radial velocities in the core of the jets are mainly associated with Rossby waves, which are not
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efficient for transporting heat outward. The prograde jets thus act as a barrier for heat transport.
It could be interesting for future work to estimate if the mechanism of mean-flow suppression
could be applied to rotating convection and help predict and diagnose heat transport in such
systems.

To conclude, our experimental diagnosis confirms the idea that both the effects of the mean
flow and anisotropy should be taken into account when modelling transport in geophysical
flows, and incorporated in sub-grid-scale eddy closures of coarse resolution models. Of course,
both our studies of diffusivity and clustering are preliminary, and we do not pretend that
the present results are definitive in either case. The idea was to use available experimental
data to pull together some generic points and ideas that are present in the literature, quantify
their applicability and relevance depending on available data, and open pathways to deeper
dedicated analysis which will be performed in the future. Regarding the improvement of ocean
models, the first step would be to introduce spatial variation of an isotropic diffusivity based
namely on the mean flow, but ultimately one should seek to implement spatial variation of an
anisotropic diffusivity, since meridional and zonal diffusivities are not expected to be similarly
affected by the zonal flows. Implementing mean-flow dependent mixing parametrizations
has not yet been done in global models, but it may be soon. Groeskamp et al. (2020) gives
for instance a practical method for taking into account the previously presented suppression
mechanism of eddy diffusivity using available observations at the surface (salinity, temperature,
pressure and EKE).
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Chapter 5.

Non-linear saturation into the zonostrophic
regime of zonal jets: long-term stability and

multistable states
u 2 U
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Chapter 5.

Despite an apparent quasi-steady state, turbulent zonal flows can exhibit long-term
behaviours such as drift, nucleation or coalescence. Long-time experiments were
performed to address this slow dynamics, which is the focus of the present chapter.

Chapter aims

1. Study the long-term dynamics of zonal flows in regime II.

2. Evaluate the uniqueness of the zonal flow profile obtained in the statistically
steady state.

Highlights

Z Drifting, nucleations and coalescences of jets are only observed during the
transient dynamics. Once in statistically steady state, the obtained zonal flow
profile is stable, at least for the duration of our experiments (∼ 40,000 rotation
periods for the longest experiments).

Z The zonal jets configuration in regime II is multistable. Based on two sets of
fixed external parameters for which we performed multiple realisations, we
identify respectively three and two multistable configurations. This multista-
bility is retrieved in QG numerical simulations.

Z Spontaneous transitions between multistable states are not observed experi-
mentally, even when stochasticity is introduced in the forcing (fluctuating
amplitude and spatial distribution). Nevertheless, it seems possible to trigger
transitions by abruptly changing the rotation rate – and consequently the
β-effect – to a close value.

Z We report that in regime II, close to the transition described in chapter 3,
the jets sometimes exhibit a long-term fluctuating behaviour and destabilize
into possibly solitary Rossby waves, reminiscent of the so-called zonons
(Sukoriansky et al. 2008).
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5.1. Introduction

In chapter 4, we described the turbulent statistics and transport properties of regime II. We
analysed the properties of the flow obtained after thousands of rotation periods, i.e. once a
statistically steady state has been reached. In the present chapter, we discuss the long-term
dynamics (or stability) of the zonal flows obtained in regime II. Indeed, despite an apparent
quasi-stationary state, the flow can undergo very slow evolution and transitions, as observed in
other chaotic natural systems such as the global climate (e.g. Abe-Ouchi et al. 2013) or planetary
magnetic fields (e.g. Berhanu et al. 2007; Gissinger 2012). Understanding the long-term chaotic
behaviour of non-linear systems is important, for instance regarding their predictability. How-
ever, this requires to be able to change the system external parameters to study its response,
which cannot be done in natural systems. In this regard, experimental and numerical studies
based on idealized models are crucial to provide insights into the behaviour of such systems.

For turbulent zonal flows, capturing the long-term dynamics requires to correctly represent
the complex interaction between the small-scale turbulence and the slowly varying zonal flow,
which is difficult given the time-scale separation between the two. Laboratory experiments
then have a major role to play since they allow for measurements at high-resolution over long
times. Studying long-term dynamics using 3D direct numerical simulations is on the contrary
out of reach because of computational costs. That being said, recently, some studies showed
that it is possible to overcome this obstacle using rare-event algorithms which focus on rare
transitions instead of simulating the whole dynamics (Bouchet et al. 2019b). In experiments,
the full three-dimensional dynamics is naturally solved, and we can let the experiment run
as long as we need, in principle. The long-term dynamics of jets can be divided between two
rather different processes described in the literature:

— On one hand, the slow, progressive dynamics of the zonal flow due to accumulated effects
of the small-scale turbulence (e.g. drifting);

— On the other hand, critical transitions between attractors of the system (e.g. abrupt
nucleations and coalescences leading to a change in the number of jets).

The first type of dynamics – migration of jets – has been described in various numerical models,
e.g. in the seminal work of Panetta (1993) using QG baroclinic simulations, but also in more
realistic frameworks like rotating thermal convection in planetary cores (Guervilly et al. 2017).
However, such long-term dynamics is not that common in natural systems. For instance, as
shown in Fig.5.1, jets on Jupiter are remarkably steady since we observe them (Tollefson et al.
2017), even if one Jovian jet seems to have broken apart into vortices in 1939-1940 (Rogers 1995;
Youssef et al. 2003). Similarly, in laboratory experiments, meridional jet migration has only
been described by Smith et al. (2014), and the authors underline that it may be due to a long-
term thermal equilibration, i.e. a transient rather than a long-term drift. In our experiments,
the radial migration of the jets is always associated with transients, or with merging events, and
is not a robust long-term behaviour. Using QG simulations, we can show that the stability of
the jet’s position is not due to the fact that we work with a uniform β-effect. Our simulations
suggest that it could arise from the particular forcing pattern on concentric rings. We can also
reasonably assume that the spatial confinement of the experiment, and the fact that there is
not a huge scale separation between the jets and the tank size may impede drifting.

The second type of dynamics – critical transitions between attractors – has been described
in simulations of stochastically forced barotropic jets on the β-plane (Bouchet et al. 2019b;
Simonnet et al. 2021). Multistability refers to the coexistence of several stable states for a given
set of external parameters. It has been observed for an extremely large class of natural and
experimental nonlinear systems, from neurology to solid state physics and climate (Feudel
et al. 2018). In particular, multistability and bifurcations over turbulent flows have been
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observed experimentally in various setups such as Von Kármán flows (Ravelet et al. 2004, e.g.),
quasi-2D turbulence (Michel et al. 2016), turbulent wakes (Cadot et al. 2015), non-rotating
(Sugiyama et al. 2010) and rotating (Stevens et al. 2009; Favier et al. 2019) Rayleigh-Bénard
convection, as well as a dynamo experiment (Berhanu et al. 2007). Bouchet et al. (2019b)
and Simonnet et al. (2021) show that β-plane turbulence is not an exception. For identical
external parameters, several turbulent steady states corresponding to different number or
position of jets are possible, and similarly to the magnetic field, “reversals” between different
jets configurations can occur. Contrary to drifting, we do recover some multistability within
our experiments. Even if the turbulent statistics remain the same, we show the coexistence of
different large-scale configurations of the zonal flow for identical external parameters.
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retrieve a detailed velocity field in 2014, due to Ganym
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Figure 5.1. – (a) Comparison of Jupiter’s zonal winds profile in 1979, 2000 and 2015 (figure taken from Simon et al.
(2015)). (b) Comparison of Jupiter’s zonal winds profile in 2009, 2012 and 2015 (figure plotted from data sets provided
in Tollefson et al. (2017)).

The chapter is organized as follows. In §5.2, we explain the experimental and numerical
approaches that were used to characterize the multistability of the system. In §5.3, we describe
the multistable states observed experimentally for two sets of external parameters, and in the
quasi-geostrophic (QG) numerical simulations. In §5.4, we report experimental investigations
which goal was to trigger transitions between multistable states. In §5.5, we discuss the origin
of the observed multistability, and why we have not been able to observe transitions. We finally
report another type of long-term dynamics observed in some experiments and consisting
in periodic perturbations of the zonal flow which may be associated with the generation of
nonlinear Rossby waves, reminiscent of so-called zonons.

5.2. Methods

5.2.1. Experimental approach

To characterize the multistability observed in our experiments, we performed three types of
investigations:

— Realisations: we repeated the exact same experiment several times, to see if the final
steady state obtained can be different with the same set of external parameters;

— Long time experiments: for external forcings which exhibit multiple possible states,
we performed three continuously forced experiments over long times (about 8 hours,
corresponding to 40,000 rotation periods) to track possible spontaneous transitions;
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— Transition experiments: we performed experiments aiming at triggering a transition
between two multistable states, instead of waiting for a spontaneous one.

The associated experiments are listed in Table 5.1. The three types of investigations were
conducted with the first or the second set of pumps (see Appendix B). We recall that the second
set of pumps was installed in order to reach more turbulent regimes, but also to homogenize
the forcing radially. Reaching higher Reynolds number was also motivated by the fact that it
increases the background noise and thus the probability of seeing transitions.

In addition to the two sets of pumps, we tested both stationary and fluctuating forcings,
again with the idea of increasing noise and transitions probability. More precisely, each forcing
ring can fluctuate randomly around a prescribed mean within an imposed interval around
this mean, with a period of 3 seconds. This time step is the smallest that we can achieve given
the delay of the pumps in responding to a change in the input power. This type of forcing is
referred as “Fluct.” in Table 5.1. Finally, we also explored more drastically fluctuating forcings
where one ring out of two is switched off alternatively every prescribed time interval ∆t . This
means that during ∆t , only the rings C1, C3 and C5 are switched on, and the following ∆t , only
the rings C2, C4 and C6 are activated. This type of alternating forcing referred as “Alt.” in Table
5.1, and we report the associated duration of the time interval.

Note that given the time scales of the experiments, we could not afford to perform tens or
hundreds of realisations to obtain statistical results. Instead, for each set of pumps, we have
about 10 realisations. In our case, this seems however sufficient to identify the possible states.
Similarly, the duration of our long-time experiments is limited by the duration of the day, since
letting the rotating table run overnight is not possible, for security reasons.

5.2.2. Numerical approach

To complement our experiments, multistability was also tested using quasi-geostrophic
numerical simulations (Appendix C.4). All the simulations presented here were performed
with the experimental β-effect, an Ekman number ER = 1.25×10−7 and a small-scale polar
forcing similar to the one discussed in chapter 3 (12 forcing rings, and a typical forcing scale
L f /R ∼ 7.1×10−2). This forcing scale is half the experimental one. We recall that QG numeri-
cal simulations performed with the experimental forcing pattern are presented in chapter 3
(Fig.3.16). The goal is again to address the robustness of the experimental results with decreas-
ing forcing scale, with planetary applications in mind. The initial condition of the simulations
is a fluid at rest, plus a noise added to the vorticity field (we use the fortran subroutine ranset).
When different realisations are mentioned, it simply means that the seed of the initial noise
was changed.

5.3. Observed multistable jets configurations in experiments
and QG simulations

The identified multistable states are represented in Fig.5.2 (2D maps of azimuthal velocity)
and 5.3 (zonal flows) for the QG simulations, experiments with set#1 and experiments with
set#2. With forcing set#1, based on 11 realisations, we have identified 3 different steady states
where the configuration of the jets are different. These states are labelled E1.1, E1.2 and E1.3 in
Table 5.1. Fig.5.3(b) shows that they correspond to permutations between the location of the
jets. In the three configurations, the local extrema of the zonal flow are the same, but they can
be prograde or retrograde. For instance, E1.3 can be obtained by shifting E1.1 radially outward
over a distance of ∼13 cm. E1.2 has the central prograde jet of E1.1, and the most external jet
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Label Date Type Set U f (mms−1) Forcing type Configuration
(AA/MM/DD)

1A 19/11/12 Realisation1 1 6.8 Stat. E1.1
1B 19/11/12 Realisation2 1 6.8 Stat. E1.2
1C 19/11/12 Realisation3 1 6.8 Stat. E1.3
1D 19/12/12 Realisation4 1 6.8 Stat. E1.1
1E 19/12/12 Realisation5 1 6.8 Stat. E1.2
1F 19/12/12 Realisation6 1 6.8 Stat. E1.3
1G 19/12/12 Realisation7 1 6.8 Stat. E1.1
1H 19/12/12 Realisation8 1 6.8 Stat. E1.3
1I 19/12/12 Realisation9 1 6.8 Stat. E1.1
1J 19/12/12 Realisation10 1 6.8 Stat. E1.1
1K 20/01/22 Realisation11 1 6.7 Fluct. ∆t = 3s E1.3
1L 19/12/05 Long time 1 6.8 Stat. E1.1
1M 20/01/23 Long time 1 6.7 Fluct. ∆t = 3s E1.3
1N 19/10/28 Transition 1 6.8 Stat. E1.1&2
2A 20/10/06 Realisation1 2 25 Stat. E2.1
2B 20/10/06 Realisation2 2 24 Stat. E2.1
2C 20/10/06 Realisation3 2 24 Stat. E2.1
2D 20/10/06 Realisation4 2 24 Stat. E2.2
2E 20/10/06 Realisation5 2 24 Stat. E2.1
2F 20/10/06 Realisation6 2 24 Stat. E2.2
2G 20/10/06 Realisation7 2 24 Stat. E2.2
2H 20/10/06 Realisation8 2 24 Stat. E2.2
2I 20/11/05 Realisation9 2 24 Stat. E2.2
2J 20/11/18 Realisation10 2 24 Stat. E2.2
2K 20/10/01 Long time 2 24 Fluct. ∆t = 3s E2.1
2L 20/11/09 Transition 2 24 Alt.∆t = 7s E2.2
2M 20/11/10 Transition 2 24 Alt.∆t = 35s E2.2
2N 20/11/12 Transition 2 24 Alt.∆t = 117s E2.2
2O 20/11/13 Transition 2 24 Alt.∆t = 76s E2.2

Table 5.1. – Parameters of selected experiments performed to evaluate the long-term stability of regime II. The “Set”
column refers to the type of pumps used to perform the forcing (see Appendix B). The forcing is indicated as a mean
rms velocity (see appendix B.2 and B.3 for details on the forcing calibration). The forcing can be stationary (“Stat.”),
fluctuating around a given mean with a period of 3 seconds (“Fluct.”), or alternating between rings C1,3,5 and C2,4,6
(“Alt.”). The observed jets configurations (last column) are represented in Fig.5.2 and 5.3.

180



of E1.3. In terms of probability, if we include the long-time experiments, E1.1 was observed 6
times out of 13, E1.2 was obtained 2 times out of 13 and E1.3 was obtained 5 times.

With forcing set#2, as discussed in the previous chapter, due to increasing rms velocities the
jets are more intense but also broader. Instead of having three to four prograde jets in the tank,
we obtained only one or two prograde jets for all the experiments with set#2. For the same
external forcing, we observed two multistable states represented in Fig.5.2(c) and Fig.5.3(c).
State E2.1 consists in two prograde jets, with a broader external one. State E2.2 consists in a
single broad prograde jet and a strong retrograde flow inside, with a very small prograde flow at
the centre of the tank. E2.1 was obtained 5 times and E2.2 was obtained for 6 realisations out of
11.

Finally, we are able to recover this multistability in QG numerical simulations. Fig.5.4(a–c)
show the space-time diagram of 3 realisations of the same simulations with a different initial
noise. For a non-dimensional forcing amplitude F ′

0 = 5×10−3 (equation (C.4.3)), we obtain
different final steady states reminiscent of what is obtained experimentally, where the jets
positions differ. Despite the reduced forcing scale compared to the experiment, the final jets are
comparable to the ones measured, suggesting that these states are intrinsic properties of the
system and unrelated to the details of the forcing pattern. We note that in the QG simulations,
the difference between realisations is less pronounced compared to the experiments. This is
due to the exact stationarity of the forcing in the simulations, whereas fluctuations are naturally
present in the experiment due to the three-dimensionality of the flow for instance. Using a
numerical stochastic forcing would probably lead to larger spread in the QG, but would also
require tuning the correlation time of the forcing.

181



(a)                 QG (b)         Exp. Set#1 (c)          Exp. Set#2

Figure 5.2. – Multistable states. (a) QG numerical simulations with F ′
0 = 5×10−3 (see Fig.5.4 for corresponding space-

time diagrams). (b) Experiments with the first set of pumps. (c) Experiments with the second set of pumps. The
configurations labels refer to those reported in Table 5.1. The colour scale is the same for all experiments.
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(a) (b) (c)
E1.3

E1.2

E1.1

E2.2

E2.1

Figure 5.3. – Zonal flow associated with the multistable states represented in Fig.5.2. (a) QG numerical simulations, (b)
experiments with the first set of pumps, (c) experiments with the second set of pumps. The multiple lines represent
the different realisations reported in Table 5.1.

183



(a) Realisation 1                             

(b)    Realisation 2

(c)    Realisation 3

(d)    

Figure 5.4. – (a–c) Space-time diagrams of the zonal flow in three QG numerical simulations corresponding to the exact
same forcing, F ′

0 = 5×10−3, but different initial noise. The three statistically steady states obtained are represented in
Fig.5.2(a) and Fig.5.3(a). (d) Space-time diagram for a QG simulation at a forcing F ′

0 = 15×10−3 and over a doubled
duration. A spontaneous transition between two multistable states occurs at t ∼ 6000tR .
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5.4. Seeking transitions between multistable states

5.4.1. Search for spontaneous transitions

The QG numerical simulations show that at relatively high forcing amplitude, spontaneous
transitions between multistable states can occur, even in our experimental regime. An ex-
ample is plotted in Fig.5.4(d), with a forcing amplitude F ′

0 = 15×10−3. At a time t ≈ 6000 tR , a
spontaneous transition between two co-stable states occurs, despite a completely stationary
forcing. According to such simulations, it should thus be possible to observe transitions in
our experiment, with reasonable waiting times. These observations motivated us to perform
long-time experiments to seek such spontaneous transitions, and were also one of the reasons
why we changed the forcing pumps from set#1 to set#2.

As reported in Table 5.1, we realised three day-long experiments, thus lasting tens of thou-
sands of rotation times. We performed one experiment with a stationary forcing and set#1,
one with a fluctuating forcing and set#1, and one with a fluctuating forcing and set#2. For the
fluctuating experiment with set#1, the power of each pump fluctuates around ±10% of its mean
value, with a time step of 3 seconds. For the fluctuating experiment with set#2, the fluctuation
interval is ±20% of the mean power for each pump. These experiments are labelled 1L, 1M and
2K in Table 5.1. We recorded images of the flow at regular time intervals during these experi-
ments (typically every 30 min). Hovmöller diagrams for experiments 1L and 2K are available in
Appendix E. Fig.5.5 shows a condensed view of the evolution of the zonal flow radial profile.
Despite the clear identification of multistable states for the two forcings investigated, we have
never observed spontaneous transitions in these long-lasting experiments. The steadiness of
the zonal flow is striking. Fluctuations are more important for experiment 2K performed with
set #2, and a very slight migration of the jets is maybe occurring at the end, but overall, the
conclusion is that the obtained jets state is incredibly stable through time.

(a) (b) (c)

Figure 5.5. – Evolution of the zonal flow profile for the three long-time experiments. (a) Experiment 1L. (b) Experiment
1M. (c) Experiment 2K. The dots localize the maximum prograde velocity. Each curve corresponds to a different time
and is shifted horizontally compared to the previous one for a better visualisation. Corresponding Hovmöller diagrams
are provided in Appendix E for experiments 1L and 2K.
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5.4.2. Experimentally forced transitions

Our last attempt to observe transitions consisted in trying to experimentally trigger them, by
introducing finite amplitude perturbations stronger than a simple noise due to a fluctuating
forcing.

The first example that we describe is an experiment where we keep the forcing constant, but
we slightly increase the β-effect halfway through an experiment. The corresponding Hovmöller
diagram is represented in Fig.5.6. More precisely, we started with a rotation rate of 70 RPM and
waited for a statistically steady state to be achieved. 15 minutes (1125tR ) after the beginning
of the experiment, the system is in the steady state E1.1. We then increase the rotation rate
of the turntable by 1 RPM every 3 minutes until we reach a rotation rate of 75 RPM at time
t = 27min = 2025tR . After relaxation, the system is now in the steady state E1.3, different than
its initial state. The initial and final zonal flow profiles are represented in Fig.5.6(c,d) and
compared with the profiles of all the other experiments in states E1.1 and E1.3. The profile
obtained before the successive spin-ups is a little bit different in amplitude from the other ones,
but this is probably due to the fact that at 70 RPM, the β-effect is slightly different from that
at 75 RPM, with a mean value of 38.7 m−1 s−1 and maximum and minimum values of 42.9 and
36.5 m−1 s−1 respectively (see Fig.B.10).

Of course, changing the rotation rate does not instantaneously change β. The acceleration of
the fluid due to the increase of the rotation rate occurs typically over several spin-up time scales,
τ ∼Ω−1E−1/2 = 3.45 min = 258tR . Since the camera is rigidly fixed in the rotating frame, each
acceleration appears as an instantaneous retrograde solid-body rotation of 1 RPM superposed
to the actual flow (blue steps in Fig.5.6(a)), until the fluid is accelerated towards a new mean
solid body-rotation equal to that of the tank. In Fig.5.6(b), we have removed the mean angular
velocity induced by the sudden change of frame of reference, which allows to better visualize
the intrinsic evolution of the zonal flow. More precisely, we plot 〈uφ〉c

φ = 〈uφ〉φ−Ω f (t )ρ, whereΩ f

is the solid-body rotation rate of the fluid, computed by averaging radially the zonal flow: Ω f =
2/R ×〈〈uφ〉φ〉ρ . This figure shows that despite the strong perturbations induced by accelerating
the whole fluid, the zonal flow remains coherent and the jets are not broken. Instead, the
successive spin-ups triggered a merging between two jets of state E1.1 to give a new prograde
jet at an intermediate radius between the two, leading to state E1.3. We can also see that the
additional space due to the new radial position of this jet allows the central jet to broaden and
intensify. Of course, we acknowledge that between 70 and 75 RPM, β is increased by about
20%, hence one could question the notion of “perturbation” and the fact that the two observed
states correspond to the same set of external parameters.

Finally, a second type of experiments was performed to trigger transitions. Fig.5.7 shows the
results of experiments where the forcing alternates as a whole between rings C1,3,5 and C2,4,6

with a time step ∆t . The idea is again to sufficiently perturb the system to trigger transitions
between multistable states. The time steps were chosen as natural prominent frequencies of
the system. To identify them, we performed temporal Fourier transforms of the flow with a
stationary forcing, and selected frequencies corresponding to peaks in the spectrum amplitude.
We identified peaks at frequencies of [0.07,0.014,0.0066,0.0043] Hz, corresponding to time steps
of [7,35,76,117] seconds, or [8.75,43.8,95,146]tR . The two highest frequencies correspond to
fast dynamics inside of the prograde jet, whereas the two low frequencies correspond to
the slow migrations/nucleations which can be guessed in the retrograde flow in Fig.5.7(a).
Fig.5.7(b,c,d,e) show that this alternating forcing did not trigger any transition for the duration
of our experiments. The low frequency forcing enhances and regularizes the nucleation and
merging of jets in the retrograde flow, but overall, the position and intensity of the jets remain
extremely stable.
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(a)

(b)

(c) (d)

c

Figure 5.6. – Forced transition between states E1.1 and E1.2 observed in experiment 1N. (a) Raw space-time diagram.
At times t = [1125,1350,1575,1800,2025] tR , the rotation rate of the tank is increased by 1 RPM (initially, Ω= 70 RPM, and
at the end, Ω= 75 RPM). (b) Space-time diagram where we have removed the angular velocity induced at each RPM
increase. (c) Zonal flow profile before the spin-ups. The grey lines are the zonal flows observed in other experiments in
state E1.1. (d) Zonal flow profile after the spin-ups. The grey lines are the zonal flows observed in other experiments in
state E1.3.
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(a)

(b)

(c)

(d)

(e)

Figure 5.7. – Space-time diagrams of experiments (a) 2I, (b) 2L (∆t = 7s), (c) 2M (∆t = 35s), (d) 2O (∆t = 76s) and (e) 2N
(∆t = 117s). For each experiment except 2I, the forcing alternates between rings C1,3,5 and C2,4,6 with a time step ∆t .
The power of each ring is identical for the five experiments.
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5.5. Discussion

5.5.1. Origin of the multistability

To the best of our knowledge, this is the first time that multistability among multiple zonal jets
states is described experimentally. In the context of transition to super-rotation for planetary
atmospheres, the existence of two bistable states (one super-rotating, and the other not)
has been discussed and observed both numerically and experimentally (Charney et al. 1979;
Charney et al. 1981; Weeks et al. 1997; Tian et al. 2001; Arnold et al. 2011; Herbert et al. 2020).
We have shown in chapter 3 that such bistability holds for out-of-equator dynamics, and is
observed at the transition between regimes I and II. However, this bistability describes two
possible states for a single jet (sub or super-resonant states). The multistability described in
the present chapter is different. It applies to the system at a global scale, and can be described
in terms of mutual organisation of the zonal jets. For the exact same set of external parameters,
the jets, of fairly similar amplitude and width, can organize differently in space, leading to
multiple – but a priori a finite number of – configurations.

Recently, multistability between jets configurations was observed numerically thanks to rare-
events algorithms applied to stochastically forced barotropic turbulence (Bouchet et al. 2019a,b;
Simonnet et al. 2021). In particular, Simonnet et al. (2021) describe transitions between states
with two or three jets, associated with nucleations or merging events. They show that states with
3 jets have 6 possible configurations (3! permutations). Their results hold with either periodic
meridional boundary conditions, or in a channel flow with stress-free boundary conditions.
This is important for experimental comparisons or planetary applications, where the domain
has a finite size, and where confinement may play an important role. In Fig.5.8, we represent
qualitatively the 6 states that Simonnet et al. (2021) observe in a channel flow. Our experiments
have of course no-slip boundary conditions, which may decrease the number of states allowed,
but qualitatively their results are reminiscent of what we observed (compare for instance with
Fig.5.3). If we assume that the origin of the multistability is similar in our experiments and in
their numerical simulations, then it is not surprising that we could not observe spontaneous
transitions in our experiments, or we would have been very lucky! Simonnet et al. (2021)
observe transitions over time scales of about 105 or even 106 turnover times. In our experiments,
based on the vorticity field, a turnover time lasts between typically 5 to 15 rotation periods.
Our day-long experiments (40,000 rotation periods) would hence represent at best 104 turnover
times, thus 10 to 1% of the typical duration that one has to wait before a transition! Note that
Bouchet et al. (2019b) and Simonnet et al. (2021) explicitly state that these incredibly long
transition times are precisely the reason why despite decades of studies, they were not observed
before in direct numerical simulations of zonal flows. That being said, it is hard to say to what
extent our studies can be compared to each other. For instance, their numerical results stand
in a regime where both the friction and the forcing are vanishing, whereas our experiments are
both strongly forced and strongly dissipative. With their choice of non-dimensional parameters,
the ratio of turnover time to dissipative time is of ∼ 10−3 in their study, whereas we estimate it
between 0.2 and 0.02 for our experiments, depending on the length scale used for the turnover
time. Our non-dimensionalβ is also between 100 and 1000 whereas they considerβ ∈ [4,12]. The
fact that our experiments are strongly forced will certainly results in strong correlations between
the forcing and the jets, and may result in locking them in a given configuration. For planetary
applications, the extent to which the forcing resulting from convection or baroclinic instabilities
could be considered as “vanishing” is not a trivial question. That being said, multistability is a
tempting mechanism to explain, for instance, the asymmetry between the zonal winds profile
in the northern and southern hemispheres of the gas giants, which is represented in Fig.5.9. A
priori, the two hemispheres are subject to the same forcing, and have the same β-effect, but it
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is possible that two different multistable states developed independently in each hemisphere.
If one could spin down and spin up again the gas giants, the resulting zonal flows profiles may
be different from what we observe today.

Zonal flow 
amplitude

Cross-stream coordinate

Figure 5.8. – Qualitative illustration of the multistable states with 3 jets obtained by Simonnet et al. (2021) in a
barotropic channel flow with free-slip boundary conditions. The horizontal axis represents meridional (radial)
position, and the vertical axis is the zonal flow amplitude.

Figure 5.9. – Comparison of zonal winds profile in both hemispheres of Jupiter (in 2016) and Saturn (average from
2004 to 2009). The data are taken from Tollefson et al. (2017) for Jupiter, and García-Melendo et al. (2011a) for Saturn.

5.5.2. Non-zonal features

Despite the apparent long-term stability of the jets in our experiments, we would like to
mention that the prograde jets in regime II sometimes have a long-term fluctuating behaviour
with the repetition of cycles where the jets destabilize into vortices before recovering their initial
state. This phenomenon is illustrated in Fig. 5.10 and supplementary movie 5 in Lemasquerier
et al. (2021). More precisely, we observed the growth of zonal perturbations of the zonal flow
(figure 5.10(b)) followed by episodes of vortices “surfing" along the jet in the prograde direction
(figure 5.10(c-e)). These zonal packets of vortices may correspond to envelope Rossby solitary
waves, and are also reminiscent of non-linear waves called “zonons" which have been described
within barotropic jets in numerical simulations (Sukoriansky et al. 2008; Galperin et al. 2010;
Sukoriansky et al. 2012; Bakas et al. 2013).

Fig.5.11 shows the example of an experiment in regime II performed with the forcing set#1.
The arrows point to moments when the zonal jet slightly intensifies, corresponding to periods
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with no propagating vortices, separated by periods when the zonal jet is slightly weaker, and
with packets of vortices propagating. Fig.5.11(b) shows the radial component of the velocity as
a function of φ at a fixed radius ρ = 0.2 m. The dominant azimuthal mode visible is that of the
forcing. This diagram confirms the notion of wave-packets. At a given time, the vortices are
confined azimuthally, and they propagate in the prograde direction coherently, as indicated
by white stripes going towards the top-right of the figure. Inside each envelope (between two
stripes), we see that the vortices propagate in the retrograde direction (see the schematic in
Fig.5.11(c)). The picture is then that of Rossby wave packets of prograde group velocity and
retrograde phase speed, propagating in the vicinity of prograde jets. For the experiment of
Fig.5.11, the group velocity is of about 4.5 cms−1 (faster than the jet), and the phase speed can
reach −1.5 cms−1. Note that in experiments, meandering jets are frequently observed due to
barotropic or baroclinic instabilities, where the most unstable zonal wavenumber can lead to
the formation of polygonal jets and vortices (e.g. Barbosa Aguiar et al. 2010, and references
therein). The relevance of the barotropic instability to explain the observed vortices drift should
be addressed. But given the origin of the transition to regime II, we think that the observed
phenomenon is associated with a direct amplification of the quasi-resonant Rossby waves
rather than an indirect growth following a shear instability.

Finally, we would like to stress out that all these features are recovered in our QG numerical
simulations when a single jet is forced by turning on only one forcing ring. In these simulations,
the emission of the wave packets is enhanced, probably because the forcing is much steadier
than in real experimental configurations. As a result, a clear succession of events is observed:
first, the jet is perturbed zonally at the wavelength of the forcing, then, the amplitude of the
wave grows until a modulation appears and packets of vortices detach to propagate along the
jet, in the prograde direction. This propagation lasts until the vortices break, and a new cycle
with a growing linear wave begins. The cycles repeat regularly and never stop, but for the same
simulation, we also observed cases where the state with drifting vortices remains stable for
very long times. This long-term dynamics is probably due to the fact that in regime II close to
the transition, the jet is locked in a quasi-resonant state where the forced Rossby waves are
quasi-stationary. The forcing can thus almost directly force the waves, which may eventually
become non-linear because of this amplification. A feedback mechanism between the jet and
the excited solitary waves may then be responsible for the observed cycles, since Rossby waves
are enhanced by steep potential vorticity gradients associated with prograde jets.

(a) (b) (c) (d) (e)

Figure 5.10. – Illustration of the jet’s instability for an experiment in regime II, and forcing set#1 (a) t = 2412 to 2436 tR .
(b) t = 2486 to 2511 tR . (c) t = 2568 to 2580 tR . (d) t = 2580 to 2593 tR . (e) t = 2593 to 2605 tR . This sequence is also
available as supplementary movie 5 in Lemasquerier et al. (2021).

Even if we have not investigated further the physical origin of these waves yet, it is worth
mentioning that analogous phenomena are observed in different natural and idealized systems.
Their possible link or difference with the present phenomenon remains, of course, to be
addressed. First, in the Earth atmosphere community, there is a substantial literature describing
so-called Rossby Wave Packets. Wirth et al. (2018) give for instance a review of Rossby Wave
Packets which are observed to propagate in longitude along the midlatitude jet stream, and
which are sometimes precursors of extreme weather events. The interpretation of these wave
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(a)

(b) Group velocity (prograde)

Phase velocity (retrograde)

(c)

Group velocity

Phase
velocity

Figure 5.11. – (a) Space-time diagram of the zonal flow. The arrows indicate moments of intensification of the
zonal flow which precede the release of wave-packets. (b) Space-time diagram of the radial velocity as a function of
angular position φ at a fixed radius of 0.2 m (inward flank of a prograde jet, see panel a). The continuous black lines
materializes the edges of a wave-packet, which thus propagate in the prograde direction. The dashed lines materializes
the retrograde phase speed of each wave crest. (c) Qualitative schematic of a Rossby wave packet at a given time,
corresponding to a vertical line in panel b. The envelope of the wave-packet propagates in the prograde direction
(clockwise), whereas each vortex inside of it propagate in the retrograde direction. Not that several packets can be
present at the same time, as visible in panel b.
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packets as envelope solitary Rossby waves arising from a Benjamin-Feir instability is supported
by theoretical (e.g. Redekopp 1977; Esler 2004) and two-layer QG numerical models (e.g.
Lee et al. 1993). But how the theory of solitons may apply to the real atmosphere remains to
be studied. Similarly, Sukoriansky et al. (2012) points towards the analogy between zonons
observed in 2D turbulent simulations on the sphere and solitary Rossby waves. However, to
date, there has been no quantitative comparison between the Kortevieg-De-Vries or Non-Linear
Schrödinger equations derived analytically and observations in more complex systems such as
β-plane barotropic or baroclinic turbulence.

Then, we would like to mention that somewhat similar features were observed in recent direct
numerical simulations of gas giants’ compressible convective flows, where large-scale vortices
drift along zonal jets, particularly at high latitudes where the β-effect is smaller. We refer the
reader to Fig.4 in Yadav et al. (2020) and their supplementary movie S1. In these simulations,
the forcing is not external but comes naturally from small-scale thermal convection. The
observed large scale vortices thus emerge from the inverse energy cascade, and persist thanks
to stress-free boundary conditions. As suggested by Yadav et al. (2020), the deep large scale
vortices and associated wavy aspect of the jets may explain the polygonal aspect of the polar
jets on Saturn, such as the hexagonal jet at the North Pole (Sayanagi et al. 2018). At the South
Pole, completely polygonal jets are not observed, but a partial m = 12 azimuthal mode (confined
in longitude) has been described by Vasavada et al. (2006), which is consistent with the idea of
propagating azimuthal wave-packets (see Fig.6.1). Meandering jets as well as cyclic “bursts
of eddies” have also been described in a Global Circulation Model (GCM) of Saturn recently
developed (Spiga et al. 2020). The same phenomenology of large-scale vortices at high latitudes
associated with meandering jets also seems to occur in Jupiter’s GCM (Young et al. 2019).

We argue that possibly, Rossby wave packets along jet streams in the Earth atmosphere, gas
giants convective envelope, or what we observe experimentally, may be described within a
unified framework of solitary Rossby waves propagating along potential vorticity fronts. The
degree of supercriticality of the zonal flow would then determine the frequency of emission
and amplitude of such solitons relatively to the jets. In our experiments, the large-scale vortices
associated with meandering jets are somewhat directly forced, even if they certainly grow in
size following an inverse cascade since vortices in regime II are larger than those observed
in regime I (see for instance Fig.3.4). The azimuthal wavenumber of meandering jets is thus
selected by our forcing pattern, but based on the aforementioned studies, we argue that despite
different source mechanisms, the resulting dynamics may be relevant to more planetary-like
flows and deserves further study.
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Chapter 6.

Collective drift of floating cyclones towards
the pole and clustering: a preliminary

experimental study
u 2 U
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Chapter 6.

NASA’s Juno spacecraft produced for the first time images of Jupiter’s poles. They
revealed striking clusters of cyclones around each pole, a picture significantly
different from the single giant cyclone that is seen at each pole of Saturn. How
these clusters form under Jupiter’s conditions remains unclear. In this chapter, we
experimentally study the drift of single and multiple cyclones under a polar β-effect.

Chapter aims

1. Build up a setup in which long-lived cyclones can be externally generated in
a configuration analogous to the pole, and in particular with a polar β-effect.

2. Compare the drift of isolated cyclones to the β-drift mechanism.

3. Study the collective drift of multiple cyclones generated simultaneously. De-
termine in particular if cyclones coalesce at the pole, towards which they are
attracted, or if they can equilibrate without merging.

Highlights

Z We modified the Jacuzzi experiment to come up with the Clusters setup. We
removed the bottom forcing plate, and added a system where six cyclones
can be generated by sucking fluid from the top. The polar β-effect comes
from the paraboloidal shape of the free surface, and tends towards zero at
the pole (centre of the tank).

Z Two configurations are employed. The first one is a “deep” configuration
in which we use a single homogeneous layer of water, thereby generating
barotropic vortices extending vertically down to the bottom of the tank. The
second one is a “shallow” configuration where the cyclones are generated in
a top, thin layer of fresh water resting on a deep, dense layer of salt water.

Z The trajectory of the cyclones is consistent with the β-drift: they translate
towards the north-west and end up at the centre of the tank, analogous to the
pole. The cyclones are much more long-lived in the shallow configuration,
which is used in the cases of multiple cyclones.

Z When multiple cyclones are generated, their β-drift is perturbed by adja-
cent cyclones. We observed both mergers (occurring essentially when the
cyclones are close to each other from the start), and repulsive behaviours.
The competition between attraction to the pole and repulsion may lead to an
equilibrium around the pole without merging.
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6.1. Introduction

In the previous chapters, we focused on gas giants dynamics at midlatitudes, where the large
variation of the Coriolis force with radius is responsible for a strong β-effect and hence strong
zonal flows. The midlatitude deep (∼ 3,000 km) zonal flows coexist with large-scale shallow
(∼ 100 km) vortices, mostly anticyclonic. At increasing latitudes, the gradient of the Coriolis
forces decreases and tends towards zero at the pole. Consequently, the zonal jets weaken,
and the dynamics becomes more isotropic, with a predominance of vortices rather than jets
(see Fig.1.12). In addition, the vortices become predominantly cyclonic, contrary to what is
observed at midlatitudes. This transition in the dynamics with increasing latitude has been first
suggested by Theiss (2004) for Earth’s oceans, and later observed in shallow-water turbulence
models on the sphere (e.g. Cho et al. 1996; Scott et al. 2007).

In terms of observations, before Juno, we had very little information on the polar dynamics
of Jupiter. Our picture of the polar dynamics of gas giants was then that of Saturn, which was
much better characterized thanks to the Cassini mission, as shown in Fig.6.1 (Sayanagi et al.
2018). In particular, Saturn exhibits a hexagonal jet stream at its North Pole, surrounding a
large-scale cyclone centred at the pole (Fig.6.1(c)). At the South Pole, a central cyclone is also
observed, but the surrounding jet is not polygonal, even if one high latitude jet exhibit a partial
polygonal shape (Fig.6.1(b)). Before the observations of Juno, modelling efforts were dedicated
to explain how a cyclone could develop at the pole. Again, most of the investigations were
performed in the shallow-water framework (see e.g. Scott 2011; O’Neill et al. 2015, 2016).

When Juno spacecraft arrived at Jupiter, visible and infrared observations from above the
poles revealed an incredible dynamics consisting in persistent polygonal patterns of large
cyclones (Adriani et al. 2018). As represented in Fig.6.2(a), in the north, eight cyclones encircle
a polar one, and in the south, five cyclones encircle a central one. Adriani et al. (2020) reported
the evolution of these structures two years after their discovery. Their results are reproduced
in Fig.6.2(b,c). Both the position and the internal structure of the north circumpolar cyclones
remained stable during the observation period. At the South Pole, the pentagonal structure also
remained unchanged, even if one intruder changed the pentagon into an hexagon temporarily.
This stability is particularly surprising given the highly turbulent nature of the flow, but also
given that the cyclones of a given cluster are clearly in contact with each other as demonstrated
by well visible spiralling arms (Adriani et al. 2018). Hence, while Saturn guided modelling efforts
towards the formation of a single polar cyclone, Jupiter raises a significantly different question:
how can several cyclones pack together and form a stable polygonal pattern surrounding the
pole without merging?
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Figure 6.1. – (a) Top-right: False-colour image taken in near-infrared by NASA’s Cassini mission (Credits: NASA/JPL-
Caltech/Space Science Institute). Bottom-left: False-colour image of the South Pole taken in near-infrared by Cassini
in 2007 (Credits: NASA/JPL/University of Arizona) (b) Polar stereographic projection of Saturn’s southern hemisphere
on 18 September 2004 (adapted from Fig. 2 in Vasavada et al. (2006)). (c) North Pole observation made by Cassini in
2012, taken in wavelengths ranging from ultraviolet to infrared (Credits: NASA/JPL-Caltech/SSI/Hampton University).
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Figure 6.2. – Views and data of Jupiter’s poles collected by Juno. (a) Images of Jupiter’s south and north poles generated
from Juno’s JIRAM (Jupiter InfraRed Auroral Mapper) measurements (Adriani et al. 2018). (b) Positions of the cyclones
centre for the North Pole during an observation period of 10 months (perijove 4 to 10). (c) Positions of the cyclones
centre for the South Pole during an observation period of two years (perijove 4 to 18). Panels (b) and (c) are both taken
from Fig. 4 in Adriani et al. (2020).

When the polar observations of Juno arrived, the concept of clusters of vortices (or vortex
crystals) was already existing for a long time for two-dimensional Euler flows. It has been
shown that polygonal vortex patterns can develop and remain stable on a background of
weaker vorticity (Fine et al. 1995; Schecter et al. 1999). But the Euler equations do not represent
the fundamental physics of the gas giants dynamics. Among others, rotation but also the
variation of rotational effects with latitude, i.e. the β-effect, are missing. Rotation is responsible
for the zeroth order geostrophic balance of the vortices, and the β-effect is responsible for
the poleward drift of cyclones and southward drift of anticyclones (van Heijst et al. 2009, and
references therein). Any consistent model of polar clusters should include these effects, and
hence remains to be derived in gas giants context.

Recent studies tackled the problem of polar dynamics and clusters formation and stability.
O’Neill et al. (2015, 2016) used a 2−1/2 shallow-water model on the γ-plane (polar β-effect):
two layers are located above a third abyssal and quiescent layer, and the flow is forced with
parametrized moist convection in the top layers. They showed that with Saturn-like parameters,
a strong single polar cyclone develops at the pole. With Jupiter-like parameters, multiple
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vortices persist around the pole, but they are not organized in a polygonal pattern. Still in
the shallow-water framework, Brueshaber et al. (2019) showed that if the Rossby radius of
deformation is large, a single polar cyclone is favoured whereas a smaller radius of deformation
leads to multiple cyclones, but again, they do not form clusters and do not persist over long
times. Li et al. (2020) used a somewhat different approach, consisting in studying the stability
of an already defined polygonal pattern of vortices, instead of letting the vortices form by
convection. They conclude that a key parameter to the stability of clusters is the extent to
which the vortices are shielded (or in other words, isolated), i.e. how pronounced is the ring of
anticyclonic vorticity that surrounds the cyclonic core of the vortices. In the framework of deep
convection, Heimpel et al. (2020) observed a variable pattern of vorticity depending on latitude,
with shallow anticyclonic vortices favoured at mid-latitudes and deeply seated cyclones near
the poles. The deep-roots of polar cyclones are qualitatively attributed to the alignment of
thermal plumes with the rotation axis in the polar regions, as already noted by Aurnou et al.
(2008). But in these global scale simulations, no persistent clustering of cyclones emerge at the
pole. Finally, Cai et al. (2021) performed large eddy simulations of compressible convection by
parametrizing subgrid-scale processes. They show that on the γ-plane small-scale convective
eddies can merge up to a saturation scale and organize in polygonal patterns. This last study
is impressive because it combines the results of the aforementioned ones: natural vortices
emerging from convection, a possible inverse cascade, and stable polygonal patterns. However,
the computational cost of these simulations impedes to freely vary the model parameters,
and they include lots of different effects, which renders the analysis difficult. The work of Cai
et al. (2021) also lacks a description of the transient which lead to the formation of the large
scale vortices and their equilibration. Here, we aim at using an idealized experimental setup
to study the conditions under which cyclones can self-organize into polygonal patterns, and
identify the physical mechanisms at play. Our approach is similar than that employed by Li
et al. (2020), except that it is experimental, since we artificially generate cyclones in a fluid with
a polar β-effect, and follow their trajectory towards the pole and their interactions. Note that
the experiments that we performed up-to-date are preliminary. The goal was to build a setup
and perform a first exploration to identify, in a limited time, directions to follow for future work.
The results that we present are mostly qualitative, and constitute an avenue for more thorough
future work.

The chapter is organized as follows. In §6.2, we list the non-dimensional parameters relevant
to describe the dynamics of cyclones in a two-layer, reduced gravity configuration. We provide
estimates for these parameters in the Jovian case and in our experimental setup. In §6.3,
we present results of experiments in one-layer and two-layer configurations where one, two,
three or six cyclones were generated simultaneously. In §6.4.1, we discuss these preliminary
experimental observations in light of previous results and experiments on vortices pairing
and drift. In §6.4.2, we list ideas of experimental modifications and directions that could be
followed in future work.

6.2. Experimental set-up

6.2.1. Non-dimensional parameters

In the experiments that we will present, the cyclones are generated in a shallow upper layer
of fresh water on top of a deep layer of salt water. The bottom layer is analogous to the deep,
convective region in which the jets extend, whereas the top layer is the layer supporting the
vortices, assumed to be shallow. Experimentally, this situation is an advantage since floating
cyclones, which do not extend down to the bottom of the tank, are much more long-lived
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than their barotropic equivalent. In our setup, the bottom layer is much larger than the upper
one (Fig.6.3). We chose to treat it as a quiescent layer in the following, and consider only the
thickness h of the top layer as a relevant physical parameter of the problem. This configuration
is analogous the the so-called 1− 1

2 shallow-water model, also called the reduced gravity shallow
water system, where an active layer lies over a deep, denser, quiescent layer (see section 3.2
in Vallis 2017). The other relevant parameters of the background flow are the gravitational
acceleration, g , the density of the top and bottom layers, ρt and ρb respectively, the rotation
rate or the associated Coriolis parameter, f = 2Ω, and the gradient of the background rotation,
β. An important scale that quantifies stratification is the internal Rossby radius of deformation,
Rd , which corresponds to the length scale at which rotational effects become as important as
buoyancy effects:

Rd = (g ′h)1/2

f
, (6.1)

where g ′ is the reduced gravity g ′ = g
ρb −ρt

ρb
.

Contrary to the Jacuzzi experiment of chapters 3-5, it is not the whole layer of fluid that is
relevant for the β-effect since the vortex is confined in the upper layer. For a thin, shallow
layer of fluid, the β-effect arises from the fact that the normal to the free-surface is not aligned
with the rotation axis. If we assume that the motion are quasi-2D and constrained in a plane
perpendicular to the local normal to the surface, then only the component of the rotation
vector aligned with the normal enters in the Coriolis force (see the schematic in Fig.6.3). Just
like in the Jacuzzi experiments, the free surface is paraboloidal with a height

hsurf(ρ) = h0 − Ω
2

2g

(
R2

2
−ρ2

)
. (6.2)

The angle between the normal and the rotation axis, θ, varies with radius following θ(ρ) =
dhsurf/dρ = (Ω2/g )ρ. A β-effect thus arises due to the variation of the normal projection of the
rotation vector, Ωn(θ):

βshallow = 2
dΩn

dρ
= 2Ω

dcos(θ(ρ))

dρ
=−2Ω3

g
sin

(
Ω2ρ

g

)
. (6.3)

The corresponding curve is plotted in Fig.6.3. For completeness and comparison, we performed
an experiment with a single layer of fluid where vortices extend through the whole fluid column.
The motions are then quasi-2D in a horizontal plane, and we recover the topographic “deep”
β-effect related to the variation of the total fluid height with radius:

βdeep =− 2Ω

hsurf

dhsurf

dρ
=−2Ω3

g

ρ

hsurf(ρ)
. (6.4)

The corresponding curve is plotted in Fig.6.3. The shallow and deep β-effects vary qualitatively
similarly: they are maximum at the border of the tank and tend towards zero at the centre of the
tank. This configuration is analogous to the poles of the planets where both the topographic
(deep) and Coriolis (shallow) β-effects vanish (see chapter 1, section 1.2.4).
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Figure 6.3. – Illustration of the differences between the shallow and deep β-effects. Left: Sketch of the two types
of vortices. Ω is the global rotation vector, Ωn is its component normal to the free-surface. f = 2Ω is the Coriolis
parameter. hsurf is the height of the free-surface. ρ is the distance to the spin axis. Right: β-effect as a function of radius
felt by a deep or a shallow vortex (left axis). Dashed line: ratio between the deep and shallow β (right axis).

In addition to the background physical parameters ( f ,h, g ,ρt ,ρb ,β), the generated vortices
introduce two supplementary parameters: their maximal tangential velocity, V and their radius
Rv . With 8 parameters and 3 dimensions, we can describe our experimental regime with 5
independent non-dimensional parameters:

1. The relative density difference between the two layers: ∆ρ̃ = ρb −ρt

ρb
.

2. The Burger number of the vortex, which compares the Rossby radius of deformation
(equation (6.1)) to the vortex radius:

Bu =
(

Rd

Rv

)2

= g∆ρ̃h

f 2R2
v

.

When Bu À 1, the vortex is much smaller than the deformation radius, and is inefficient
in deflecting the interface between the two layers; gravitational effects are negligible.
When Bu . 1, buoyancy effects become important for the vortex dynamics.

3. The Rossby number of the vortex, which compares the vorticity of the vortex to the
background vorticity due to rotation:

Ro = V

f Rv
.

When Ro ¿ 1, rotation is dominant and the vortex is in geostrophic balance at zero-th
order.

4. The vortex aspect ratio Rv /h, which should be & 1 for the shallow hypothesis to hold.

5. A non-dimensional β-effect, which compares the background gradient of potential
vorticity to the dynamical gradient of PV due to the vortex flow:

β̂= βR2
v

V
.
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According to Li et al. (2020), a last non-dimensional parameter should be introduced to
quantify the shielding of the vortices, i.e. how rapidly the tangential velocity of the vortex
decreases from its centre. In other words, this parameter should quantify the strength of the
anticyclonic vorticity ring that surrounds the cyclonic vortices. In the literature, non-isolated
vortices are close to the Rankine model, in which the vorticity is constant in the core of the
vortex, and velocity decreases as a potential 1/r flow outside (van Heijst et al. 2009). The
following functional functions give a good description of non-isolated laboratory vortices:

v(r ) ∝ 1

r

[
1−exp

(
− r 2

2R2
v

)]
(6.5)

ζ(r ) ∝ exp

(
− r 2

2R2
v

)
, (6.6)

where r is the distance to the vortex centre, and ζ is the vorticity ζ= ∂r (r v)/r = ∂r v + v/r . These
vortices have a net circulation because the surface integral of the vorticity is not zero, and are
consequently considered as non-isolated. On the contrary, isolated Gaussian vortices have a
zero total circulation, and are commonly described by the functions

v(r ) ∝ r exp

(
− r 2

2R2
v

)
(6.7)

ζ(r ) ∝
(
1− r 2

2R2
v

)
exp

(
− r 2

2R2
v

)
. (6.8)

This time, the vorticity profile is not single-sided, and there is a region of opposite vorticity
surrounding the vortex core. To account for different intensity of shielding, Li et al. (2020)
proposes to introduce the single parameter b in the velocity profile as

v(r ) = vm
r

rm
exp

[
1

b

(
1−

(
r

rm

)b
)]

(6.9)

where vm the maximum velocity, reached at r = rm . Vortices with such velocity profile have
again a zero net circulation irrespective of b. Velocity and vorticity profiles with different
shielding parameters are represented in Fig.6.4. It is clear that for a vortex with a given Rossby
number, an increasing b leads to a stronger anticyclonic ring. The case b = 2 corresponds to the
classical Gaussian profile of an isolated vortex (equation (6.8)).

(a) (b)

Increasing shielding

Figure 6.4. – Tangential velocity (a) and vorticity (b) profiles corresponding to equation (6.9) with different shielding
parameters, b.

202



(a) (b)

(c) (d)

b = 1

b = 2

b = 1

b = 2

North Pole South Pole

Figure 6.5. – Velocity measured inside Jupiter’s polar cyclones. (a,b) Velocity field for a single cyclone (adapted from
Fig.7 in Grassi et al. (2018)). (c,d) Velocity profiles measured for all the polar cyclones. Shaded area: envelope of all
the velocity profiles considered together (digitized from Fig.6 in Grassi et al. (2018)). Black crosses: mean value of
the measured velocity. Blue line: best fit of the data with equation (6.9) (the deduced values of vm are in m/s, rm , in
km, and b is non-dimensional). The dashed blue lines show velocity profiles with different shielding parameters for
comparison.

Li et al. (2020) provide estimates of the physical parameters of Jovian circumpolar cyclones.
We recall the associated non-dimensional parameters below. Grassi et al. (2018) performed
the first velocity fields measurements of Jupiter’s circumpolar cyclones. In Fig.6.5, we report
two examples of velocity fields, as well as the average tangential velocity profiles for the north
and south cyclones. A best fit using equation (6.9) gives maximum velocities of vm =75 and
80 m/s respectively, radii rm =884 and 1140 km, and shielding parameters b =1.17 and 1.28.
Jovian circumpolar cyclones are hence moderately shielded (note that Li et al. (2020) finds
b ∼ 1.5 considering single profiles instead of averages). With Ω= 1.76×10−4 rads−1, the Rossby
number of these circumpolar cyclones is Ro ∈ [0.20,0.24]. At the latitude of the cyclones, the
β-effect is locally β∼ 2Ω dcos(θ)/dρ where ρ is the distance to the pole, and θ is the colatitude:
θ ≈ ρ/R J (R J is Jupiter’s radius). This gives β ∼ 2(Ω/R2

J )ρ. The cyclones are approximately
at ρ ∼ 8,700 km from the poles, and Jupiter’s polar radius is R J ∼ 66,854 km, leading to β ∼
6.85×10−13 m−1 s−1. The corresponding non-dimensional β is β̂ ∈ [0.007,0.011]. Finally, the most
uncertain parameter is the Burger number of the cyclones, which requires an indirect estimate
of the stratification through the radius of deformation. Li et al. (2020) proposes a radius of
deformation Rd ∈ [350,1300] km, leading to Bu ∈ [0.09,2.16]. These parameters are reported in
Table 6.1. For Jupiter, the β-effect is thus very small at the latitude of the circumpolar cyclones,
and the vortices have a size comparable to or even larger than the deformation radius, meaning
that buoyancy effects are of importance.
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Bu = (Rd /Rv )2 Ro =V /( f Rv ) β̂=βR2
v /V b

Present. Exp. 0.27 0.03-0.1 0.28 1.5-2.1
Jupiter 0.09-2.16 0.20-0.24 0.007-0.011 1.2-1.5
Li et al. (2020) 1-1000 0.23 0.0074 0.5-4
Flór et al. (2002) 625-6900 0.1-1.2 0.009-0.125 ≤ 2
Carnevale et al. (1991) 6-100 ∼ 1 ∼ 0.1 1-2
Firing et al. (1976) ∞ 0.02-0.15 0.16-1.23 ?
Stegner et al. (1998) 0.06-1.56 0.1-0.3 0.2-0.5 isolated

Table 6.1. – Non-dimensional parameters for Jupiter and different studies of cyclones dynamics in a flow with a β-effect.
Bu is the Burger number of the vortex, Ro the Rossby number of the vortex, b the shielding parameter. Details on these
parameter estimates are provided in the text.

6.2.2. Description of the setup

The experiments that we performed are preliminary, and consisted in building a setup and
performing first tests to identify, in a limited time, directions to follow for future work. For this
reason, we focused only on one set of non-dimensional parameters (see Table 6.1), which we
describe in the following.

The experimental setup that we built is sketched in Fig.6.6, and pictures are shown in Fig.6.7.
We used both the tank and the external structure of the Jacuzzi experiment. We recall that the
tank is 1m-diameter, and 1.6m-high. The tank is still mounted on the turntable, and for all
the experiments that we performed, it rotates at 30 RPM ( f = 2Ω= 2π rads−1). Our choice of
rotation rate is a compromise between several effects, discussed in section 6.4.2.

We work with a deep layer of salt water 67 cm-thick and of density ρb = 1030±6 kgm−3. It
corresponds to adding 25 kg of NaCl in 505 litres of water. The top layer of fresh water is 3
cm-thick, and has a density ρt = 998±1 kgm−3. The uncertainties correspond to temperature
variations between different experiments, but also to the fact that we do not generate a new
bottom layer for each experiment. After the spin-down, the two layers are almost mixed
because of centrifugal instabilities. We complete the mixing by pumping the tank’s water in
closed-circuit, and we add salt to reach the same salinity as before mixing. We finally remove
3 cm of water to go back to a 67 cm height. A new upper layer of fresh water is then added
for each experiment. To generate the upper layer, we use a siphon and add a floating foam
between the exit of the siphon and the free surface to avoid mixing at the forming interface.
Typically, we make up the upper layer in 3 hours.

Before generating the cyclones, the two-layer system needs to be brought to solid body
rotation. When spinning up a two-layer system, the bottom layer spins-out faster because
of the frictional coupling with the bottom solid surface, whereas it is the velocity difference
with the bottom and upper layers that brings the top layer in solid-body rotation (Pedlosky
1967). The Ekman spin-down timescale taking into account the whole fluid height of H =70
cm is tE = H/

p
νΩ= 395 s. In the first experiments that we performed, the top layer was opaque

due to the addition of Kalliroscope, which allowed us to qualitatively visualize its deformation
during the spin-up. The Ekman pumping in the bottom layer seems to advect part of the
upper layer downward at the centre of the tank. The upper layer finally relaxes upward once
the solid-body rotation is reached. Note that due to the circulation during the spin-up, some
mixing probably occurs at the interface between the two layers. The two layers are hence
separated by a stratification rather than a sharp density jump. To perform a slow spin-up, we
increase the rotation rate by 5 RPM every 5 minutes, leading to a 1 hour process to reach 30
RPM. We then wait another 1h15 before starting an experiment to make sure that the two layers
are both in solid body rotation. The total duration of a spin-up is then of 20 tE .
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Figure 6.6. – Sketch of the experimental setup. The tank is 1m-diameter and 1.6m-high. Up to six cyclones can be
generated simultaneously in the upper layer by sucking water from it using a peristaltic pump. Food colouring is
dropped in the core of the cyclones at the end of their formation for visualisation and tracking of their position. Silver
coated PIV particles can be added to compute streamlines (see Fig.6.17) and velocity fields (Fig.6.8). Additional details
are provided in the text.
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Figure 6.7. – Pictures of the experimental setup. (a) At rest. In this picture, the top layer of fresh water is opaque
because it contains Kalliroscope. (b) Picture after spin-up of the two-layers system at 30 RPM. The slight deformation
of the free-surface is visible. At 30 RPM, the altitude difference between the highest and lowest point of the free surface
is of 12 cm. The red spot is a cyclone during its drift.

To generate cyclones in the top layer, we use a system to pump water through aluminium
tubes and release it in a side reservoir (see Fig.6.6). Each aluminium tube is 1m-long, has an
inner diameter of 7 mm, and is held fixed by going through the top plexiglas lid which covers
the tank. A small piece fixing each tube on the lid allows them to slide vertically, such that
their vertical position can be adjusted. With the present setup, we can generate 6 vortices
simultaneously, plus a central one. The six tubes are arranged on a hexagonal pattern, at a
distance ρ0 = 34.6±0.5 cm from the centre of the tank. This position was chosen because it
coincides with the position at which the free-surface height is always the same for any rotation
rate (see Fig.B.10). This allows to change the rotation rate without having to vary the vertical
position of the tubes. The aluminium tubes are linked to a peristaltic pump (Fischer FH100)
with a flow rate up to 45 mL/s. We tested different pumping rates, but we observed that the
maximum flow rates formed the stronger vortices and gave the best results. All the experiments
presented here are thus performed with the maximum flow rate of the pump. In fact as we will
see later, even at this maximum flow rate the Rossby number of our cyclones is very small, and
we plan to replace the pump with a more powerful one. This peristaltic pump is controlled
remotely using the pump’s D-shell connector, a National Instruments card (USB-6001) and
LabView, installed on the computer fixed in the rotating frame (see Fig.6.6). Typically, the
cyclones were generated by pumping fluid from the upper layer for 30 seconds. Indeed, after 30
s of pumping, the cyclone already begins to drift and detach. Continuing the pumping would
lead to the formation of a second cyclone following the first one that has departed from below
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the aluminium tube.
To visualize the vortices, we tested several techniques. Particle image velocimetry is not easy

because the cyclones are confined in a thin paraboloidal layer, whereas the laser plane is strictly
planar. In addition, for these preliminary experiments, we wanted to be able to qualitatively fol-
low the cyclones position through time rather than perform precise quantitative measurements.
We first tested the addition of Kalliroscope particles in the top layer. Kalliroscope particles
are tiny reflective and anisotropic flakes that align with the flow and thus allow a qualitative
visualisation, in particular of shear layers. We made our own Kalliroscope-like fluid following
the method of Borrero-Echeverry et al. (2018), i.e. by diluting shaving cream in water. However,
we suspect that the use of shaving cream modified the surface tension of the top layer water,
and perturbed the vortices evolution, since the cyclones are associated with a deflection of the
free surface. The use of Kalliroscope was however useful during our first tests to distinguish
the two layers and follow their evolution during the spin-up (see Fig.6.7). For all the results
presented here, no Kalliroscope was added to the top layer. Instead, we chose to visualize the
vortices using food colouring. This technique is commonly used to visualize vortices evolution,
but mostly anticyclones. Indeed, to generate anticyclones, one has to inject fluid, and the
colouring can thus be mixed to the injection fluid beforehand. For cyclones, one has to suck
fluid. The colouring needs to be added at the end of the cyclone generation, by letting a few
drops fall into the cyclone’s core: a too strong injection would create an overpressure and
thus an anticyclone inside of the cyclone. Finally, in our case, we need a remote control for
dropping food colouring because we do not have access to the interior of the tank while it is
rotating. We ended up with the following system: we use six small peristaltic pumps (Garosa),
i.e. one pump for each tube, plugged in parallel to a power supply. We use a power relay, i.e. a
programmable electrical switch, that we control with a micro-controller (Arduino Nano), to
remotely turn on and off the six pumps simultaneously. We can choose the time during which
we inject food colouring using this system. Note that the colouring is injected through thin
capillary tubes which are fixed along the aluminium tubes used for generating the cyclones
(see Fig.6.6). The drops fall along the aluminium tube, thus gently impacting the free surface,
and do not seem to perturb the cyclone much. Images are acquired from a top-view camera,
at a frame-rate of 1 Hz. Finally, for some experiments, we added silver-coated PIV particles to
the colouring fluid. These particles are slightly less dense than the top fluid layer, and thus
float on the free surface. Using a top light, the reflection on the particles allows to follow their
displacement at the surface. Since the motions are extremely slow, this allowed us to perform
PIV measurements for selected experiments and estimate velocity profiles in the core of the
cyclones.

Fig.6.8 shows two examples of velocity fields and profiles measured by surface PIV measure-
ments for an experiment where three cyclones were generated. We estimate that the generated
cyclones have typical radii rm ∼ 3 cm and maximum tangential velocities of V ∼ 5 mm. In terms
of non-dimensional parameters, we thus have Ro ∼ 0.027, Bu ∼ 0.27. Note that for experiments
with a single cyclone, we estimate that the initial Rossby number is initially larger (∼ 0.1) be-
cause all the power of the pump is dedicated to forming only one cyclone. The experimental
shallow β-effect has a mean value of β∼ 1.57 m−1 s−1 (see Fig.6.3), leading to β̂= 0.28. Finally,
velocity profiles fit show that our sink vortices are shielded, with 1.5. b . 2.1, i.e. they are close
to Gaussian isolated vortices. This point is important to mention given that both Carnevale et al.
(1991) and Flór et al. (2002) report that their vortices formed by suction are not isolated. The
difference may come from the different diameter of the pipe used for suction. The experimental
non-dimensional parameters are reported in Table 6.1. Compared to Jupiter’s parameters, our
cyclones are weaker, and the β-effect is larger, even if we are in the relevant regime where the
vortex induced PV gradient is larger than the ambient one. We also want to underline that with
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this setup, we can explore small Bu cases, which may be relevant for Jupiter and which have
not been explored experimentally, except by Stegner et al. (1998), for anticyclones only.

x (m)

x (m)

y 
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)
y 

(m
)
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Figure 6.8. – Examples of velocity fields and profiles for the floating cyclones generated by suction. The velocity and
vorticity profiles are azimuthally averaged. (a-c) Velocity field, tangential velocity profile, and vorticity profile at time
t = 700 s = 1.8 tE . Sudden large velocity vectors are spurious ones due to reflections on the free surface. (d-f) Same
quantities for the same experiment at time t = 2050 s = 5.2 tE . The blue lines, and associated parameters, correspond to
the best fit of the data with equation (6.9).

6.3. Results

6.3.1. Single cyclone drift towards the pole

6.3.1.1. Qualitative evolution

Fig.6.8 shows that initially, our vortices are close to Gaussian isolated vortices (b ≈ 2), and
they seem to remain shielded over the whole duration of the experiment. An experiment
typically lasts 2,000 s, i.e. 1,000 tR where tR is a rotation period or equivalently 5 tE , where tE

is the Ekman spin-down timescale. The cyclones can merge or split during their evolution,
particularly when several vortices interact with each other, but overall, they are extremely
long-lived and we generally stop the recording even before that they are completely dissipated.

Fig.6.9 shows the qualitative evolution of a single dyed cyclone. For all our 25 experiments,
the cyclones drift northward (towards the centre of the tank, which represents the pole) and
westward (anticlockwise). The trajectory followed during the drift is very robust and has been
observed for all of our experiments. Note that on the contrary, if an anticyclone is generated,
it drifts towards the south, hits the border of the tank, and remains along the border until it
dissipates (not shown).

These qualitative observations are consistent with the β-drift of vortices on the beta plane.
It has been shown theoretically, numerically, and experimentally that cyclones drift in the
north-west direction (e.g. McWilliams et al. 1979; Sutyrin 1988; Carnevale et al. 1991; Reznik
1992; Stegner et al. 1998; Flór et al. 2002). This mechanism is also invoked to explain the
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trajectories of tropical cyclones in Earth’s atmosphere (Bin et al. 1999). The β-drift is explained
by a non-linear advection mechanism due to the development of a secondary circulation called
a beta-gyre (Sutyrin et al. 1994). Basically, a cyclone advects fluid particles towards the south
to its west side, and towards the north to its east side, leading to the formation of a secondary
cyclone to its west and anticyclone to its east, owing to potential vorticity conservation. This
secondary circulation results in a global northward flow at the primary vortex location, but with
an east-west asymmetry, pushing the vortex globally towards the north-west (see for instance
Fig.2 in Bin et al. 1999). On the contrary, anticyclones are expected to drift in the south-west
direction.

Figure 6.9. – Superposition of visualisations of a single cyclone during its trajectory towards the centre of the tank. The
vortex is dyed with food colouring by letting drops fall at the end of its generation. The pole is the centre of the tank
(blue circle), and the west direction is anti-clockwise.

6.3.1.2. Comparison between barotropic and baroclinic vortices evolution

All of the experiments presented in this chapter are performed in the two-layer configuration,
except one series of experiments performed with a single layer of salt water, 70-cm thick. As
underlined before, in this single layer, the cyclones are not floating ones but are barotropic and
extend through the whole fluid layer as Taylor columns. They hence feel a different β-effect,
but also an increased dissipation due to Ekman friction at the bottom of the tank. This series of
barotropic experiments serves as a reference to motivate the use of the two-layer system, and
to compare the β-drift of barotropic and floating vortices.

Fig.6.10 shows the trajectories of barotropic (deep) cyclones on the left, and shallow ones
on the right. To determine the vortex position we combine a manual pointing of the vortex
centre with a detection of the circular shape best fitting the vortex using Matlab imfindcircles
function. Qualitatively, the trajectories of deep and shallow cyclones are similar. This is
expected given the similarity of the β-effect profiles in the deep and shallow cases (see Fig.6.3).
Furthermore, this indicates that the drift is not controlled by dissipative mechanisms, which
are fairly different in the two cases. This is in agreement with the QG simulations of Carnevale
et al. (1991) which show no difference between viscous and inviscid trajectories for barotropic
vortices. The major difference between the barotropic and shallow setups rather resides in the
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fact that the deep cyclones reach the centre of the tank much more rapidly, but also dissipates
much faster. Fig.6.10(c-f) shows the evolution of the distance to the centre as well as the
translational velocity of the cyclones. We recall that the Ekman spin-down timescale taking
into account the whole fluid height is tE = 395 s = 197 tR . Lateral diffusion of momentum occurs
on the contrary on a timescale tν = R2

v /ν= 900 s = 450 tR . Deep barotropic cyclones reach the
pole in about 3 minutes (90tR = 0.46tE ), and have a translational speed about 1.5 times faster
than shallow vortices. Shallow vortices initially drift quite fast too, but much slower once they
have reached a distance of ∼ 20 cm from the pole. Due to this very slow drift, they reach the
pole in about 17 minutes (500tR = 2.5tE ).

The difference in the translational speed of the deep and shallow vortices constitutes a good
opportunity to test the hypotheses of a deep, topographic β-effect in the barotropic case, and
a shallow β-effect for the two-layer configuration. If the translational speed due to β-drift is
proportional to β, then the difference in magnitude between the shallow and deep β let us
indeed expect a factor ∼ 1.5 between the two drifts (see Fig.6.3, dashed curve). However, we
expect the drift speed to also depend on the size and strength of the cyclones, as well as the
radius of deformation (equation (6.1)), due to combined effects of Rossby waves and non-linear
advection. The phase speed of Rossby waves of length scale Rv scales as

c(ρ) =−β(ρ)
1

R−2
v +R−2

d

(6.10)

(Vallis 2017). The term involving the deformation radius Rd is only relevant for the two-layer
configuration due to buoyancy effects at the interface. A priori, the Rossby waves phase speed
depends on the distance ρ to the pole since β decreases. In a similar fashion, we expect the
translational speed to decrease with radius. In Fig.6.11, we plot the translational speed U

and the phase speed of Rossby waves c as a function of the distance to the pole. In both
the barotropic and two-layer cases, the observed decrease of the drift speed is qualitatively
consistent with the decrease of β. Many reasons may explain why we do not perfectly recover
the β trend: the initial adjustment of the vortex, the zonal flow induced when we generate the
cyclones, the decrease of the vortex strength, finite size effects, etc. When comparing the drift
speed with the Rossby waves phase speed, we find that the drift speed is systematically higher,
with U ≈ 2.5c = 2.5R2

vβ for the barotropic case. This is consistent with the experiments of Flór
et al. (2002), who found U ≈ 3R2

vβ for β̂> 0.1 (see their Fig.10(a)). Note that here, we assumed
that the Rossby waves excited by the vortex have a wavelength equal to the vortex radius
corresponding to the maximum velocity. It is possible that their wavelength is larger and based,
for instance, on the vorticity shield radius, which would subsequently reduce the 2.5 factor.
In the shallow case, the deformation radius is finite. Based on initial conditions (equation
6.1), we have Rd = 1.6 cm. Since our cyclones have a scale similar than the deformation radius,
their trajectory should be mainly westward and tend towards the maximum phase speed of
the baroclinic Rossby waves, cm = R2

dβ (Sutyrin 1988). We observe U ≈ 15cm . Such high scaling
is also observed by Flór et al. (2002) for barotropic vortices, but they work with a smaller β̂.
Note that the radius of deformation might be larger than the value we used, due to mixing and
thickening of the density interface during spin-up, leading to larger phase speeds.

A precise experimental study of β-drift of baroclinic vortices would be interesting to perform,
and is lacking in the literature. However, it is beyond the scope of the present chapter. It
would namely require cases where not only the trajectory is known, but also the evolution of
the velocity field inside of the vortex during its evolution. Theoretical predictive models for
baroclinic vortices indeed require the knowledge of v(r ) along the trajectory (e.g. Sutyrin et al.
1997; Reznik et al. 2007). Here, the goal is rather to perform proof-of-concept experiments to
investigate if β-drift of multiple vortices in a polar laboratory analogue can lead to interesting
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Figure 6.10. – Left: evolution of a single cyclone formed in the deep configuration. Right: shallow configuration. The
grey dots and curves are from one deep experiment, for comparison. (a,b) Trajectories for three realisations in each
case. The numbers correspond to the time, in seconds. (c,d) Distance from the pole. The shaded area is the typical
radius of the vortex: the vortex begins to overlap the centre of the tank when its position enters the shaded area. (e,f)
Translational speed.
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(a) (b)

Figure 6.11. – Translational speed of the cyclones compared to the Rossby waves phase speed as a function of their
distance to the centre of the tank (the pole). (a) Single deep cyclones. The dots correspond to the three realisations
represented in Fig.6.10(a). The continuous black line is 2.5 times the Rossby waves phase speed, c, at the scale of the
cyclones. In this barotropic case, c(ρ) = βdeep(ρ)R2

v . (b) Single shallow cyclones. In this baroclinic case, the Rossby
waves phase speed is different because of a different β-effect, but also because the radius of deformation Rd becomes
non-negligible due to stratification: cm (ρ) =βshallow(ρ)R2

d . The dashed lines are 2.5 times the phase speed for different
values of Rd . The grey dots are from one barotropic experiment, for comparison.

interactions.

6.3.2. Interaction of multiple cyclones generated simultaneously

Given the robustness of the observed trajectories when a single cyclone is formed, and its
long-lived behaviour, we chose to explore the effect of generating multiple vortices simultane-
ously. All the other parameters are equal to the previous ones, and we work with the two-layer
system exclusively. We have tested the following initial configurations:

— 2 opposite cyclones;

— 2 adjacent cyclones;

— 3 cyclones at the vertex of an equilateral triangle;

— 6 cyclones at the vertex of an hexagon.

6.3.2.1. Two cyclones

Fig.6.12 shows the cyclones trajectories in three experiments where two cyclones are gener-
ated opposite to each other, as well as their radial position and translational speed as a function
of time. The two opposite cyclones spiral around each other, each following the same trajectory
towards the north-west. One of the two cyclones ends at the pole, and interestingly, the second
one does not merge with it at the centre, but instead remains at a radial distance between 15
and 20 cm. Fig.6.13 shows the same quantities for two experiments where the cyclones are
generated side by side, i.e. at two adjacent vertex of the hexagon. Contrary to initially opposite
cyclones, the two cyclones generated side-by-side always end up merging at the pole.

These experiments seem to indicate that there is a competition between the drift, that tends
to attract all the cyclones towards the pole, and a repulsive effect between vortices. In the case
where the cyclones are adjacent, they may get too close to each other too soon, i.e. before
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Figure 6.12. – Experimental results for two opposite cyclones (3 realisations). (a-c) Trajectories. (d-f) Distance to the
pole. (g-i) Translational speed.

that the repelling effect becomes significant. For instance, we verified that in the case of two
opposite cyclones, a separation distance of 15 cm between the two vortices is reached after
700s, i.e. when one of the cyclones is already at approximately 5 cm from the pole. For two
adjacent cyclones, the moment when they are at 15 cm from each other is reached sooner, at
time t=370s, i.e. when they are both at 15 cm from the pole. The natural assumption is that the
repelling effect becomes greater compared to the β-drift when the cyclones get closer to the
pole, where β-vanishes. In the experiment with two opposite cyclones, the repelling effect is
hence more efficient.

We note that when cyclones do not merge, they remain at a distance between 15 to 22 cm
from each other. From Fig.6.8 and other measurements (not shown), we know that the radii
of the cyclones is of about 3-4 cm during the second half of our experiments. The minimal
distance between two non-merging cyclones thus falls between 3 and 3.75 Rv . This critical
distance is reminiscent of the critical initial distance below which barotropic (Leweke et al.
2016) and baroclinic (Griffiths et al. 1987; Estrada et al. 2020) vortices coalesce. This point is
discussed further in §6.4.1.
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Figure 6.13. – Experimental results for two adjacent cyclones (2 realisations). (a,b) Trajectories. (c,d) Distance to the
pole. (e,f) Translation speed.

6.3.2.2. Three cyclones

Fig.6.14 shows trajectories in three experiments with three cyclones and the corresponding
evolution of the distance to the pole and translational speed. We observe a combination of the
aforementioned dynamics: two cyclones end up merging, whereas the third one remains at
distance from them. Note that interestingly, there is not necessarily always a cyclone ending
up at the pole. This is the case for Fig.6.14(a,b), but in panel (c), the two remaining cyclones
are located on either side of the pole. Note that we retrieve in these experiments the critical
distance of 15 to 20cm at which non-merging vortices remain from each other.

6.3.2.3. Six cyclones

Fig.6.15 show trajectories during three experiments where six cyclones were generated
simultaneously. In this case, the dynamics gets more complicated because cyclones begin to
interact with each other very soon in the experiment. This leads to early coalescences, and
also splitting events. In this figure, two curves may thus correspond to the same initial cyclone
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(d) (e) (f)

(g) (h) (i)

(a) (b) (c)

Figure 6.14. – Experimental results when three cyclones are generated simultaneously (3 realisations). (a-c) Trajectories.
(d-f) Distance to the pole. (g-i) Translational speed.

which ended up separating into two cyclones. Similarly, two curves are superposed if the
corresponding cyclones merged. This is why there are 8 curves in Fig.6.15(a) (2 cyclones split),
7 curves in panel (c) (1 cyclone split), and 6 in panel (e). Despite this complicated transient
dynamics, the final organisation of these multiple cyclones exhibits interesting features. The
right column of Fig.6.15 (panel (b,d,f)) shows the trajectories at the end of the experiments (600
last rotation times over 1500). In the first experiment, four cyclones surround the pole, with
none at the centre. Fig.6.16(a) show that once again, they equilibrate at a distance between
15 and 20 cm from the pole. In the second experiment, we again retrieve a quadrupole, but
this time with a polar cyclone. Consistently with the presence of a polar cyclone, the four
circumpolar cyclones equilibrate at a greater distance from the pole (between 20 and 25
cm, see Fig.6.16(b)). In the last experiment, no clear organisation is visible at the end of the
experiment, with three cyclones surrounding a more central one and a polar cyclone. It is
possible that we may need to run the experiment longer in that case to reach an organised
state.

Fig.6.17 shows alternative visualisations of the flow for the final state of the two first ex-
periments. In these experiments, silver-coated particles were added to the colouring. We
post-processed the images by removing both the mean background and a median filtering of
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Total duration (t=70s to 2970s) End of the experiment (t=1770s to 2970s)

(a) (b)

(c) (d)

(e) (f)

Figure 6.15. – Trajectories obtained when 6 cyclones are generated simultaneously. (a,c,e) Full trajectories. (b,d,f)
Trajectories during the last 1200 seconds of the experiment, to visualize the final configuration.
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(a) (b) (c)

(d) (e) (f)

Figure 6.16. – Distance to the pole (a-c) and translational speed (d-f) for the three experiments where 6 cyclones are
generated simultaneously. See Fig.6.15 for corresponding trajectories.

Figure 6.17. – Streamlines of the flow for the final configurations of the 6 cyclones experiments. Images of silver-coated
PIV particles were stacked to obtain these streamlines.

the images to have an optimal contrast for the particles. We then stacked images to visualize
streamlines of the flow. The tetragons of cyclones are visible, along with quasi-zonal currents
surrounding the vortices. These mean currents probably also interact with the vortices. The
fact that the cyclones are able to organise despite the complications of the background flow is
hence encouraging.

Finally, Fig.6.18 allows to visualize the progression of the self-organisation of the vortices
through time, for the experiment corresponding to Fig.6.15(a). We plot, for each pair of vortices,
the distance and the angle (seen from the pole) between them. We additionally plot the
corresponding histograms, counting distances and angles between times t =2020 and 2970 s.
The two peaks in the distances histogram correspond, first, to the mean distance between two
adjacent cyclones of the tetragon (∼p

2×18 cm), and the second peak to the mean distance
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between two facing cyclones (∼ 2×18 cm). Similarly, both the evolution of the angle between
cyclones of a given pair and the histogram show a progressive tendency towards angles of 90
and 180◦, which demonstrate a progressive tetragonal organisation.

(a) (b)

(d)(c)

Figure 6.18. – Distances and angles between two cyclones for each pair of vortices in one of the six-cyclones ex-
periments. (a) Evolution of the distance between two vortices (the pairs are listed on the right). (b) Corresponding
histogram of the distances measured from time t = 2020 to 2970 seconds. (c) Evolution of the angle between the two
cyclones of each pair. The angle is measured from the pole. (d) Corresponding histogram of the angles measured from
time t = 2020 to 2970 seconds.

6.4. Discussion and future directions

6.4.1. Conclusions

As underlined before, the experiments presented here are preliminary, and give a first picture
of what could be explored in the future for an experimental study of the evolution and mutual
organisation of cyclones at the poles of gas giants. That being said, this first attempt with a
single set of parameters is very encouraging regarding what can be achieved experimentally,
and several points are already unambiguous here.

First, we demonstrate that the β-drift persists in the so-called reduced gravity system, where
shallow vortices float on a deep, denser and quiescent layer. To the best of our knowledge, β-
drift has never been investigated experimentally in this configuration. From the experimental
point of view, the big advantage is that floating cyclones are long-lived compared to their
barotropic counterparts (almost a factor 10 between their lifetime based on our experiments),
even if complications arise, of course, for spinning-up this two-layer system and for having
a precise knowledge of the stratification. The two-layer configuration is particularly relevant
for the gas giants, where, contrary to the Earth, there is no solid surface onto which the
cyclones dissipate. We observe a systematic and reproducible north-westward trajectory of the
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cyclones towards the pole, whereas anticyclones drift towards the south-west. We observed
that barotropic vortices, generated in a one-layer system drift and dissipate more rapidly than
baroclinic vortices in a two-layer system. We hypothesize that the difference in the drift speed
comes from the different origin of the β-effect in each case (deep and topographic, or shallow,
due to the curvature of the layer into which the cyclone evolve), in addition to the difference in
the Rossby deformation radius.

The motion of vortices on a β-plane has been studied experimentally for barotropic vortices
only (Flór et al. 2002; Carnevale et al. 1991; Firing et al. 1976; Masuda et al. 1990; Stegner
et al. 1998). The non-dimensional parameters of these experimental works are reported in
Table 6.1. They all stand in the regime Bu À 1, because they work with an homogeneous and
relatively deep layer of water, hence surface buoyancy effects are negligible. The only exception
is Stegner et al. (1998) who worked with a very thin layer of fluid in a paraboloid vessel. Let us
briefly compare our observations with the aforementioned studies. Our trajectories for single
cyclones are strikingly similar to those observed by Carnevale et al. (1991) for their case with
a flat bottom (see their Fig.9). Note that in their experiments, the vortex is strongly looping
around the centre. This behaviour was observed in our barotropic case but in a reduced way,
and it disappeared in the two-layer system. The major difference between our experiments
is that their β-effect is smaller (Ω = 1 rads−1), and their vortices have much higher Rossby
numbers (of order 1 initially), thus their β̂ is of about 0.003, much smaller than ours. Then,
both Carnevale et al. (1991) and Flór et al. (2002) observe that vortices formed by stirring fluid
are shielded, whereas sink vortices are not. In these studies, isolated vortices also have a more
important northward drift compared to the westward component. In our experiments, even if
our cyclones are formed by suction, we verified that they are well shielded. Second, despite
being isolated, it is clear from the trajectories that the westward component of the drift is
important or even dominant. This discrepancy could come from the difference in the system
used for generating the cyclones, but probably also from the very low Rossby number of our
vortices, for which the drift may be dominated by Rossby waves rather than by non-linear
advection, even if they are shielded. For baroclinic vortices, the fact that the westward drift
dominates is a priori expected from theory, since we are in a regime where the vortices have a
scale comparable with the radius of deformation (Sutyrin 1988). This strong westward drift
is also consistent with the experimental observations of Stegner et al. (1998) at small Burger
number.

Second, it is interesting to compare our results to predictions regarding vortices merger in a
stratified fluid. Aside from the question of clusters stability, vortex pairing in a stratified flow
in the presence of a β-effect has never been investigated experimentally. In 2D, inviscid flows,
vortex pairing occurs when the initial distance between the two vortices is below a critical
distance dc ≈ 3.3 Rv (Leweke et al. 2016). In a 3D, stratified flow, this picture is significantly
modified by buoyancy effects. In two-layer experiments, Griffiths et al. (1987) showed that dc

depends on the radius of deformation. Numerical simulations and recent experiments in a
linearly stratified fluid then demonstrated that the dependence with the stratification strength
is in fact non-monotonous (see Estrada et al. 2020, and references therein). At first, the critical
distance increases with stratification from dc ∼ 3Rv to dc ∼ 7Rv . This increase occurs up to a
radius of deformation of Rd ∼ 2−3Rv , meaning that first, pairing is enhanced by stratification.
But after this maximum, dc then decreases when further increasing the stratification. In our
case, the stratification is very weak (Rd /Rv ∼ 0.5), and the aforementioned studies predict that
we should recover the barotropic critical distance dc ≈ 3.3Rv . We observed that when vortices
do not coalesce, they equilibrate at a distance always greater than 3 times the cyclones radius,
which is consistent with the aforementioned results.

According to numerical studies, the picture should however be significantly different when
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vortices are shielded. The non-monotonous behaviour of the critical distance with increasing
stratification disappears. Instead, pairing is inhibited compared to the barotropic case with
a smaller critical distance dc ∼ 2.2−2.5Rv (Valcke et al. 1997; Ciani et al. 2016). Physically, the
mechanism invoked is that the vorticity initially in the shielding ring is redistributed to form
two lateral poles, making the vortices diverge from one another instead of merging. Note
that this behaviour was observed in numerical simulations in the two-layer and 1−1/2 layer
frameworks (Valcke et al. 1997), as well as for linearly stratified fluids (Ciani et al. 2016), but was
not recovered in the experiments of Estrada et al. (2020), despite the shielded aspect of their
anticyclones, which is puzzling. Finally, all the aforementioned studies are performed without
considering a β-effect. Studies including the β-effect for oceanographic applications are always
considering midlatitude dynamics, i.e. a β-plane approximation. In this framework, cyclones
drift due to β, but in the same direction, whereas with the polar β-effect cyclones are attracted
towards each other at the pole. Intuitively, one could think that if all the cyclones are attracted
at the pole, they will always at some point be closer to each other than the critical distance dc

and merge. This is not what we observe, hence there seem to be a long-range repelling effect.
This effect could have the same origin as the redistribution of PV mentioned by Valcke et al.
(1997), or it could be due to a local inversion of the PV gradient in the ring, as proposed by Li
et al. (2020). Our experiments show that the relative strength of the anticyclonic vorticity ring
compared to the local gradient of PV probably plays an important role, since cyclones meeting
at larger distance from the pole tend to coalesce. In any case, we think that the mechanism at
play deserves to be further investigated.

Finally, our experiments leading to tetragons are encouraging regarding what could be
achieved experimentally. Further exploration of the parameters space, as detailed below, could
lead to an experimental regime where clusters formation is robust and may be studied in depth.

6.4.2. Future work

According to me, the main directions that could be followed in the future to explore this topic
deeper are the following. First, the Rossby number of our cyclones is very small, and could
be increased by one order of magnitude, while still being in a quasi-geostrophic regime. We
were limited by the capacity of our peristaltic pump, but in principle, it should be possible to
reach higher flow rates with another pump. Vortices with a larger Rossby number will lead to a
smaller β̂, i.e. a stronger PV inversion by the anticyclonic vorticity ring, and a possibly stronger
repulsive effect between the vortices, hence less mergers. Regarding the vortices, it also seems
necessary to explore the behaviour of non-isolated vortices to investigate the importance of
shielding in the observed repelling behaviour.

Exploring different rotation rates is also something that may help to distinguish important
physical effects. Our choice of working at 30 RPM is a compromise:

— At higher rotation rates, β is stronger and the parietal friction is reduced, the vortices live
longer, and drift more rapidly. However, they also radiate stronger Rossby waves during
their formation. If β is too strong, the mechanism of inversion of the local PV gradient
by the vortices themselves invoked by Li et al. (2020) would also be impeded (in other
words, β̂ needs to be small). Increasing the rotation rate also complicates the spin-up
process of the two-layer system which needs to be performed extremely slowly to avoid
mixing the interface. Finally, a larger deformation of the free surface would make the
visualisation more difficult.

— At lower rotation rate, the friction is increased. The issue is then that the vortex may
drift on a similar timescale than it is viscously dissipated. A too small rotation rate
may thus impede the observation of interesting interaction dynamics because vortices
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may dissipate before reaching the centre of the tank. This problem could however be
overcome if we generate stronger vortices. Investigating smallerΩmight be interesting to
explore smaller β̂, because the balance between attracting-β and repelling-shielding will
be increased in favour of shielding. Note however that the duration of the experiments
will then also necessarily increase.

Another parameter that could be varied is the Burger number of the cyclones, by changing
either the upper layer thickness, or the density difference between the two layers. Here, we
worked with a relative density difference of ∆ρ̃ ∼ 3%, but we could achieve up to 17% of density
difference by saturating the bottom layer in salt. The height of the top layer can also be
increased, but we argue that we should seek to remain in the limit Rv /h ≤ 1, otherwise the
cyclones may not feel anymore the shallow β-effect due to their confinement in a curved thin
layer. That being said, the shallow-water results of Li et al. (2020) seem to show that the Burger
number has not an important effect on the stability of polygonal patterns of vortices.

To have a better control on the interface thickness between the two layers, it may be necessary
for the future to conceive a setup where the two-layer configuration is generated once one of
the two layers is already in solid-body rotation. We argue that here, and similarly to previous
studies working with rotating two-layers systems (e.g. Linden et al. 1984), the mixing at the
interface occurring due to instabilities or Ekman circulation during the spin-up only thickens
the interface, which is then diffuse rather than sharp. However, the important point in our
experiments is that the upper, shallow vortex is insensitive to friction at the bottom of the
tank, rather than the detail of the stratification profile. A compromise would be to first install
a system to measure vertical density profiles after spin-up, and thus have a better idea of the
sharpness of the interface at the beginning of an experiment. Immiscible fluids may also
be employed, but then care should be taken to avoid introducing important surface tension
effects.

Finally, here, we adopted an idealized approach consisting in generating almost similar
cyclones in a controlled environment. The goal is to determine to what extent do they drift,
merge or equilibrate in polygonal configurations, and identify the dominant physical effects at
play. The next step, would be to progressively switch to a more Jupiter-like flow. First, instead of
generating a finite number of vortices, we could think of generating a large number of cyclones
at the same time, or periodically in time, and see how they equilibrate. In a way, our experiments
with 6 cyclones almost fall in this category, because the transient of the experiment becomes
complicated and characterized by numerous interactions between vortices. The extreme limit
of this approach would consist in sustaining a turbulent flow, let the vortices grow in size
following the inverse cascade, and self-organize around the pole. We could consider using a
similar forcing than the one used for the Jacuzzi experiment. If β is small because of a a low
rotation rate, no strong jets should develop, but the vortices should nevertheless feel the small
background gradient of PV and organize around the pole. The experimental challenge posed
by this turbulent approach is twofold. First, experimentally, the rotation rate and the β-effect
are not independent. A small β implies a small rotation rate, hence a large Ekman number, and
it will be difficult to reach high, turbulent, Reynolds number while keeping the local Rossby
number small. The turbulence will necessarily have to be moderate. Second, to avoid the
strong friction due to the large Ekman, it would be nice to work in the two-layer system. But
then the challenge is to be able to generate turbulence in the thin top layer without mixing it
with the bottom one.
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Conclusions and future prospects
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7.1. Main results

The global aim of the present thesis was to develop idealized modelling to better identify
the basic physical mechanisms at play on Jupiter. In particular we focused on three aspects of
Jupiter’s dynamics which are midlatitude floating vortices, zonal jets, and polar vortices. We
employed three different experimental setups, complemented by numerical and theoretical
analyses when relevant. The principal results of the present work are summarised below.

Z Following on from Aubert et al. (2012) and Facchini et al. (2016), we used the pre-existing
Revival experimental setup, complemented by direct numerical simulations and theoret-
ical modelling to show that the quasi-static equilibrium shape of anticyclones embedded
in a rotating and stratified shear flow is predictable based on the ambient parameters.
Using estimates of velocity fields, rotation, and stratification difference between Jovian
vortices and the surrounding atmosphere, we confirm that they are very shallow struc-
tures, extending over thousands of kilometres horizontally but with a thickness of only
50 to 150 km. Our model additionally predicts that despite its recent shrinkage, the Great
Red Spot has kept a constant thickness comprised between 100 and 200 km during its
evolution. These results are compatible with the recent observations of the Juno mission,
which suggest that the density anomaly associated with the GRS could extend up to 300
km, i.e. winds that would extend up to about 180 km deep.

Z We designed a new experimental Jacuzzi setup, expanding upon that employed by Ca-
banes et al. (2017), to study extreme regimes of barotropic zonal jets in the deep model
scenario. Our experiments, associated with a linear quasi-geostrophic model, show that
the jets are forced by a wave-mean flow interaction, but that two different regimes can be
reached. In regime I, at low forcing amplitude, the Rossby waves excited by the forcing
lead to the development of local, steady prograde jets at the forcing locations. When the
forcing is sufficiently strong, the Rossby waves become stationary in the prograde jets
because of their eastward advection by the zonal flow. This linear resonance leads to a
transition to regime II where the jets merge and become non-local, broader, and of higher
amplitude. The transition is characterized by a bistability and a hysteresis, observed ex-
perimentally and well explained by a simple low-dimensional model which incorporates
the resonance. In previous studies, such resonance was shown to be possibly relevant for
Earth’s atmospheric jet stream, and may explain extreme weather events as well as super
rotation in terrestrial atmospheres. Based on Rossby waves zonal velocity measurements,
we propose that it could also explain the difference between Earth oceanic jets, which
may be sub-resonant, except the Antarctic Circumpolar Current, and the gas giants jet
streams which are presumably super-resonant. Drawing conclusions for planetary flows
however require to further investigate the influence of the forcing coupling with the
zonal flow, as discussed later.

Z We analysed the statistical properties of the intense, experimental β-plane turbulence
obtained in regime II by modifying the Jacuzzi setup to reach more extreme regimes,
far from the transition. We show that the turbulent flow shares the properties of the
so-called zonostrophic turbulence, relevant to the gas giants, in which the zonal flow
alone contains more kinetic energy than the remaining of the flow. Along with Cabanes
et al. (2017), these are the first experiments able to reach such extreme regimes (see
Fig.3.1). Despite the strength and rectilinear shape of the zonal jets in our most extreme
experiments, they are not accompanied by a strong potential vorticity mixing. However,
we show that estimating the potential vorticity mixing via the Thorpe scale allows to
retrieve a good order of magnitude of the upscale energy flux measured using spectral
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analysis. This result underlines the consistency between the zonostrophic turbulence
and potential vorticity mixing theories.

Z From a Lagrangian analysis of the turbulent flow in regime II, we show that the transport
properties of the flow are anisotropic and inhomogeneous due to the retroaction of the
zonal flow: we namely confirm the so-called suppression effect of the zonal flow on
the turbulent transport efficiency, which underlines the importance of accounting for
the retroaction of zonal flows on turbulent transport in global oceanic or atmospheric
circulation models, where small-scale turbulence must be parametrized.

Z By performing repeated realisations of experiments with the same set of external param-
eters, we show that, in regime II, the final zonal flow profile is multistable, thereby sup-
porting recent idealized numerical observations (Simonnet et al. 2021). However, once
in a given steady state, the zonal jets are extremely stable; no spontaneous transitions
between multistable states have been observed over the duration of our experiments,
even when introducing large fluctuations in the forcing amplitude and distribution.

Z Finally, we show using the Clusters experimental setup that shallow cyclones, floating
above a deep denser layer, drift westward and towards the pole when subject to a polar
β-effect in agreement with the β-drift mechanism. When multiple cyclones are simulta-
neously generated, we sometimes observe a repulsion between the vortices, which can
eventually lead to their equilibration around the pole without merging. Continuing these
preliminary experiments could help to understand the formation of clusters of cyclones
at the poles of Jupiter.

7.2. Complementarity of experimental and numerical
approaches for studying gas giants’ dynamics

Both experiments and numerical simulations have their pros and cons for studying gas giants
dynamics. We would like to briefly discuss this point in light of the present work.

7.2.1. Advantages of experimental approaches

For studying zonal jets, the main advantage of the Jacuzzi experimental setup is that it
allows to model a fully three-dimensional system, without any a priori assumption on the
bidimensionality of the flow. The fact that jets can emerge spontaneously from a deep, fast
rotating, fully-3D turbulent flow, even in the presence of a large bottom drag (relatively to that
on Jupiter), supports the deep hypothesis of zonal jets origin.

The regimes reached experimentally (E ∼ 3×10−7, Re ∼ 104, Ro ∼ 10−3) are not impossible to
reach in direct numerical simulations, but at very large cost. To give an order of magnitude, a
single DNS of 1,000 rotation times at a larger Ekman number E ∼ 10−6 represents 13 minutes
of an experiment, but would require 13 days of computation on 2048 CPU cores (650,000
CPU hours). This type of DNS was performed in Cabanes et al. (2017), but it is clear that
numerical systematic studies in these regimes are inconceivable. The high cost of these
DNS is inherent to 3D simulations of geostrophic turbulent flows, where both large-scale
structures and small-scale turbulent eddies and inertial waves are present and need to be
resolved simultaneously. On the contrary, one experimental realisation “costs” about 2 days
(one for the actual experiment, and one for saving and post-processing the images through
the PIV algorithm), which allows for multiple realisations and exploration of the parameter
space. In addition, the dynamics of the large-scale jets is slow, and results from cumulative
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effects from the underlying turbulence. Studying their long-term dynamics requires to wait for
very long times. Experimentally, we can easily reach several thousands of rotation times, and
time-resolved particle image velocimetry allows for high-resolution records of the interactions
between the turbulent flow and the slowly evolving large-scale jets.

Of course, idealized numerical models allow to circumvent these difficulties. This is the
case for instance of reduced bidimensional models, such as shallow-water models and quasi-
geostrophic models including the one employed in the present thesis. Statistical simulations
and quasilinear models (e.g. Constantinou et al. 2014) where eddy-eddy interactions are ne-
glected can also be used. Recently, rare events algorithm have also been employed to study
multistability and spontaneous transitions among zonal jets (Bouchet et al. 2019b). However,
the assumptions underlying each of these models and their relevance for gas giants dynamics
need to be systematically addressed.

7.2.2. Limitations of experimental approaches

Of course, the advantages of experimental exploration comes along with limitations, which
is why combining them with numerical investigations is complementary. The main limitations
that we encountered are the following:

— The spatial confinement of the experiment is problematic for studying zonal jets equili-
bration. For instance, finite-size effects “discretize” the evolution of jets spacing when
varying any control parameter. Due to confinement, jets are not free to evolve in space,
and this may for instance impede long-term drift or nucleation of jets. One could nev-
ertheless argue that jets on the planets are also confined, but there are still about ten
prograde jets on Jupiter, leading to a scale separation between the size of the domain and
the jets. We should hence seek to build experiments where the scale of the tank is large
compared to the scale of the jets. This is challenging, because when trying to reach more
extreme regimes, we increase the turbulence intensity or decrease the Ekman friction,
which increases the jets scale. Imposing a fast rotation on larger scale containers is also a
technical challenge.

— The high rotation rates of experiments allow to reach regimes with small friction (E ∼
3×10−7), but never asymptotically small. We stand in a strongly forced-dissipative regime,
and it is difficult to address the relevance of the comparison with idealized models where
both the forcing and the dissipation are vanishing.

— The experimental forcing is performed at small-scale, but it is difficult to reach the
same scale separation as in numerical simulations. Exploring numerically the effect
of the forcing scale and spatio-temporal stationarity is hence required to extrapolate
experimental results to more realistic planetary conditions.

— Finally, and as discussed in chapter 4, a last difficulty is that we cannot vary independently
the Ekman and Reynolds numbers and the zonostrophy index of the flow. Changing
the rotation rate modifies the Ekman number but also the zonostrophy index because
it changes the free surface shape. One way of avoiding this is to use a sloping bottom
and a rigid lid instead of a free surface for the β-effect, but it introduces a supplementary
friction. This remark is also valid for the Clusters setup, in which reducing the β-effect
requires to reduce the rotation rate and increase Ekman friction.

To conclude, we think that the numerical investigations necessary to complement experi-
mental investigations can be divided into three types. The first type is numerical simulations
which reproduce the experimental conditions, and allow to explore one by one some effects
artificially introduced by the experimental constraints (forcing nature, spatial confinement,
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high viscosity, boundary conditions, etc.). The second type should investigate, in idealized
frameworks, the addition of physical effects which will hardly be incorporated in experiments,
such as magneto-hydrodynamical dissipation of zonal flows or compressibility effects on zonal
jets and vortices. The goal of these idealized experimental and numerical models is then to
shed light on fundamental mechanisms governing the dynamics of the system, rather than be
quantitatively predictive regarding the specific case of Jupiter. That is why global scale simula-
tions constitute the third type of complementary simulations, by incorporating as accurately as
possible planetary processes, in the limit of what can be achieved with available computational
resources.

7.3. Future lines of work

We conclude this thesis by pointing towards possible improvements of the methods and
results presented here, and by proposing future lines of investigation.

7.3.1. Future work on midlatitude and polar vortices

For midlatitude large-scale anticyclones, a possible improvement of our conclusions on their
equilibrium shape would be to numerically include compressibility effects, which will lead
to an asymmetry in the vertical extent of Jovian vortices. In addition, those vortices form in a
highly turbulent flow, whereas turbulence is absent from the Revival experiments. In chapter 2,
our assumption is that the large-scale equilibrium is unaffected by the small-scale turbulence,
which is not expected to significantly modify the large-scale potential vorticity anomaly associ-
ated with the vortex. However, including turbulence and more realistic dissipation processes
such as radiative heat transport is likely important to explain the longevity of these structures.
Finally, those anticyclones are a priori expected to drift towards the equator because of the
β-effect. Quantifying the effect of the shear on the β-drift would be interesting and could be
tackled experimentally, with a sloping bottom to induce a topographic β-effect. In that purpose,
it may be necessary to set up a bulk shear rather than a boundary-driven one, which would be
much more easily incorporated in simulations than in experiments.

Given their very recent discovery, a lot remains to be investigated regarding the dynamics
of high latitude cyclones. From the experimental perspective, the work exposed in chapter 6
needs to be completed by experiments with higher vortex Rossby number or lower β-effect,
such that the potential vorticity gradients induced by the vortex are dominant compared to the
planetary vorticity gradient, which is the case of Jovian polar cyclones. However, similarly to
the Jacuzzi experiment, reducing the β-effect requires to slow down the rotation rate, which
increases viscous dissipation. This may be problematic and impede the cyclones equilibration
at the pole before being viscously dissipated. Another possible improvement of the setup
would be to use immiscible fluids rather than two miscible aqueous layers, in order to better
control the two-layer system properties after the spin-up. In a similar fashion to what was done
for the Revival and Jacuzzi experiments, the Clusters setup is also currently under numerical
investigation by Djihane Benzzegoutta who uses the quasi-geostrophic numerical model in a
configuration close to the experiment. This will allow to guide future experiments, for instance
by determining at moderate cost the relative importance of the β-effect, the Ekman number,
and the shielding of the vortices, to allow for their equilibration without merging. Given the
small Burger number of the experimental vortices, it may be necessary to set-up a two-layer
quasi-geostrophic model rather than a barotropic one, where buoyancy effects enter into
play. Finally, complementary numerical investigations could also consist in exploring the
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spontaneous emergence of vortices from a turbulent flow close to the conditions at the poles
of Jupiter, rather than imposing them beforehand as an initial condition.

7.3.2. Jets forcing mechanisms: local or non-local energy transfers?

We show in chapter 3 that the jets developing in the Jacuzzi experiment are initially due to
wave-mean flow interactions through the transport and deposition of momentum by Rossby
waves, i.e. a streaming process. The nature of the transition towards the second regime, a Rossby
wave resonance, leads us to the hypothesis that wave-mean flow interactions are probably also
of importance in the second regime, even in the highly turbulent cases. The acceleration of the
zonal flow by the streaming process is non-local, contrary to what is assumed for a turbulent
cascade mechanism. However, we showed that the kinetic energy spectra of our flow are in
agreement with that expected in the regime of zonostrophic turbulence. This is not necessarily
inconsistent, since both local turbulent cascades and direct transfers between waves and the
mean flow can coexist. One possible line of investigation would be to continue the spectral
analysis a little bit further to confirm or not the presence of a turbulent inverse cascade of
energy, for instance via the computation of structure functions. This would also allow for a
direct comparison with the turbulent statistics of Jupiter derived from the Cassini movie (Young
et al. 2017). We could for instance verify if we also retrieve a direct energy cascade despite the
quasi-bidimensionality of our fast-rotating experimental flows.

7.3.3. Sensitivity of the Rossby waves resonance to a more realistic forcing

The Rossby waves resonance described in chapter 3 explains quantitatively the experimental
transition between two regimes of zonal jets. To address the relevance of such a mechanism for
planetary flows, further work is required to tend towards more realistic forcing. The experiments
are essentially limited by their high viscosity due to the use of water, and the necessary idealized
nature of the forcing, which is mechanically prescribed at the bottom of the tank. Given the
size and rotation rate of our setup, viscous effects are in fact already small. For instance, we
verified thanks to the QG numerical model that the experimental flow obtained in regime II
does not significantly change when decreasing the Ekman number by an order of magnitude
(see Fig.7.1 below). Furthermore, for vanishing friction, the bistable range described in chapter
3 is expected to increase (Fig.3.15). On the contrary, the nature of the forcing has much more
significant effects. In particular, the experimental forcing is spatially stationary because the
bottom plate is fixed in the rotating frame. Such stationary forcing is possibly relevant for zonal
flows in Earth’s atmosphere, where Rossby waves are excited by the stationary topography
and equatorial heating. On the gas giants, which are fully fluid, there is a priori no reason for
stationary features to develop. An important point is thus to address the robustness of the
resonance to a non-stationary forcing, both in space and time. This could again be explored
numerically, using the quasi-geostrophic numerical model. For instance, in Fig.7.2, we show
the results of simulations where the forcing pattern is rotated azimuthally by a random angle
every time interval ∆t , for three different values of ∆t . These simulations show that despite the
addition of stochasticity in the forcing, the distinction between locally and globally forced jets
seems to persist. That being said, using a stochastic forcing is not necessarily a better approach
than a stationary one to better simulate the planetary forcing. Ideally, one would need to define
a single parameter that can be varied to switch progressively from a stationary forcing to a
forcing passively advected by the zonal flow that it generates. Regarding the resonance, we
expect that as soon as the forcing is not passively advected by the zonal flow, there should
always be a prograde jet speed for which the excited Rossby waves will be phase locked with
the forcing.
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(a)      

(b)     

(c)     

Figure 7.1. – Results of QG numerical simulations with a decreasing Ekman number and a fixed forcing amplitude
F ′

0 = 5×10−3. The forcing pattern is the same as in Fig.3.17, i.e. a polar forcing pattern at a scale about half the
experimental one (k ′

f ∼ 90). These simulations are performed with a free-slip boundary condition for both the inner

and outer boundaries.
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(f)

Δt = ∞ (stationary)

Δt = tR

Δt = 10 tR

Δt = ∞ (stationary)

Δt = 10 tR

Δt = tR

Δt = 0.1 tR Δt = 0.1 tR(g) (h)

Figure 7.2. – Results of QG numerical simulations with a stationary forcing (top row) or with a forcing pattern rotated
azimuthally by a random angle every ∆t . The time interval at which the position of the forcing is varied is indicated at
the top of each plot. The forcing pattern is the same as in Fig.7.1. (a,c,e) Forcing amplitude F ′

0 = 5×10−4 (Regime I).
(b,d,f) Forcing amplitude F ′

0 = 5×10−3 (Regime II). (g) F ′
0 = 5×10−3. (h) F ′

0 = 5×10−2

7.3.4. Zonal jets equilibration in regime II: a wave-mean flow WKB model.

For the transition from regime I to regime II, we used a simple low-dimensional model where
we assumed the zonal flow U to be uniform in space (chapter 3). By accounting for Rossby
waves emitted by the experimental forcing, this model showed that the sudden acceleration of
the zonal flow in regime II, and the associated hysteresis, can be explained in terms of a linear
resonance of Rossby waves. However, because the zonal flow is assumed uniform, this model
cannot explain the changes in the meridional profile of the zonal flow, and in particular the
new scale of the jets in regime II. I propose that a similar approach, which focuses only on
wave-mean flow interactions, could be employed to explain the saturation in regime II.

To do so, I would like to build again a low-dimensional model of the mean flow evolution, but
which incorporates both the meridional structure of the zonal flow U (y), and the retroaction of
the meridional curvature of the zonal flow, ∂2

yU , on the Rossby waves. To derive such a model,
it is possible to adopt an approach analogous to Plumb’s model of the acceleration of the
mean flow by internal waves in the framework of the quasi-biennial oscillation (Plumb 1975,
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1977). The principle is to solve for the wave field using a Wentzel-Kramers-Brillouin (WKB)
approach (Vallis 2017, chapter 6, appendix A), use this WKB solution to derive an analytical
expression of the Reynolds stresses divergence, and use this expression to integrate the zonal
flow evolution equation. This modelling is still under investigation, but let us give the main
steps and assumptions of its derivation below.

The retroaction of the zonal flow on Rossby waves is due to the fact that, besides the advection
(Doppler-shift), the zonal flow itself modifies the potential vorticity gradient necessary for
Rossby waves propagation. To see it, let us decompose the velocity into a zonal flow plus
fluctuations, as in chapter 3, except that this time we allow for a meridional structure of the
zonal flow, U (y):

u = 〈u〉x (y, t )+u′(y, x, t ) = U +u′, (7.1)

v = 〈v〉x (y, t )+ v ′(y, x, t ) = v ′, (7.2)

ζ= 〈ζ〉x (y, t )+ζ′(y, x, t ) = −∂U

∂y
+ζ′. (7.3)

We recall that 〈·〉x = 1
2π

∫ 2π
0 · dx is the zonal mean. In the β-plane barotropic vorticity equation

(1.31), we substitute the variables with this Reynolds decomposition, and linearise the equation
around the background zonal flow, leading to

∂ζ′

∂t
+U

∂ζ′

∂x
+

(
β− ∂2U

∂y2

)
︸ ︷︷ ︸

β∗

v ′+αζ′ = 0. (7.4)

We recall that α is the Ekman friction rate. The effective β-effect, denoted β∗, incorporates the
modification of the β-effect due to the retroaction of the zonal flow. For instance β∗ vanishes
in a retrograde flow of curvature β. In other words, a retrograde zonal flow flattens the global
potential vorticity gradient (decreases the effective beta-effect) whereas a prograde zonal flow
steepens the PV gradient (increases the effective beta-effect). Using the streamfunction ψ′

(u′ =−∂yψ
′, v ′ = ∂xψ

′ and ζ′ =∇2ψ′), the Rossby waves equation becomes

∂

∂t
∇2ψ′+U (y)

∂

∂x
∇2ψ′+β∗(y)

∂ψ′

∂x
+α∇2ψ′ = 0. (7.5)

We consider plane wave solutions of zonal wavenumber k and Doppler-shifted zonal phase
speed c (c <U for Rossby waves) under the form

ψ′ = ψ̃(y)e i k(x−ct ) +cc., (7.6)

where cc. stands for “complex conjugate”, and the meridional structure ψ̃ remains to be deter-
mined. Substitution into equation (7.5) leads to

d2ψ̃

dy2 + l 2(y)ψ̃= 0, (7.7)

where

l 2 = β∗

U − c

(
1+

(
α

k(U − c)

)2)−1 (
1+ i

α

k(U − c)

)
−k2 (7.8)

represents the meridional structure of the Rossby waves, including their dissipation due to
friction accounted for by the imaginary part. The term γ2 = (α/(k(U − c)))2 quantifies the
frictional damping of the Rossby waves. In the weak damping limit (γ¿ 1) and assuming
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l 2 À k2,

l 2 ≈
β−∂2

yU

U − c

(
1+ i

α

k(U − c)

)
. (7.9)

The weak damping limit amounts to consider a scale separation between the wavelength of the
waves ((c/β)1/2) and the distance over which they are damped, the so-called attenuation length

Λ= cg

α
= kc3/2

αβ1/2
, (7.10)

where cg is the characteristic Rossby waves group velocity. In this limit, a Wentzel-Kramers-
Brillouin solution of equation (7.7) can be found for the wave field (see Appendix A of chapter
6 in Vallis (2017)). From the WKB solution, an analytical expression for the Reynolds stresses
induced by the Rossby wave field can be derived:

〈u′v ′〉x (y) = F ′ exp

− 1

Λ

∫
y ′

[
1−β−1∂2

y ′U
]1/2

[U /c −1]3/2
dy ′

 . (7.11)

This expression readily shows that the Reynolds stresses associated with the wave field will
exhibit a particular behaviour close to the critical latitudes (when U → c), and when ∂2

yU →β.
This analytical expression can then be used in the zonal flow evolution equation

∂U

∂t
=−∂〈u

′v ′〉x

∂y
−αU +ν∂

2U

∂y2 . (7.12)

This is an integrodifferential equation, which can be numerically integrated. To use the WKB
solution, one has to chose one or several meridional positions at which the Rossby waves are
emitted. Preliminary results show that increasing the number of lines of emission can lead
to a transition between a regime where each forcing line is independent from the other ones
(one prograde jet per latitude of emission), to a regime where the Rossby waves emitted by
different forcing latitudes influence each other. Such a model may thus be able to explain the
difference between locally and globally forced jets by Rossby waves, i.e. the difference between
the saturated states in regime I and II. In the second case, we expect that the retroaction of the
zonal flow on the waves may lead to non-trivial stationary states where the zonal jets profile
will be equilibrated at a scale different than the forcing scale and predictable as a function of
the model parameters. This modelling will be the focus of future work.

7.3.5. Coupling between deep barotropic jets and a stratified layer

We conclude this chapter by suggestions in the broader context of the challenges posed by
Jupiter’s interior. Zonal jets on Jupiter are not isolated structures, and unclear interactions
occur at both their top and bottom boundaries. As sketched in Fig.7.3, it is for instance possible
that the barotropic zonal jets penetrate a stratified layer at both boundaries.

At the top boundary, the zonal jets – assumed to be generated deeply in the molecular
hydrogen envelope – reach the stratified weather layer. To date, most models decouple the
shallow weather layer dynamics and the deep convection. This is also what we did in this thesis,
where we studied separately shallow vortices and deep jets. Given the picture drawn by Juno, it
now seems necessary to tend towards models that integrate both deep, barotropic zonal jets
and shallow, atmospheric processes such as floating lenticular vortices, baroclinic instabilities,
moist convection and radiative damping.

In addition to this shallow coupling, jets may also interact with a stratification at their bottom
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boundary, deep into Jupiter’s interior. The best candidate to account for a deep stratification is
the immiscibility between helium and hydrogen under Jupiter’s conditions (Debras et al. 2019;
Helled 2019). The motivation for including a deep, stably stratified layer in dynamical models
comes from the fact that zonal jets dissipated by Lorentz force at their bottom lead to unrealistic
jets magnitude and structure (Christensen et al. 2020). In particular, when including Jupiter’s
electrical conductivity profile, global dynamo simulations exhibit equatorial jets (outside the
tangent cylinder) much more predominant compared to midlatitude jets which are too strongly
damped (see e.g. Jones 2014; Gastine et al. 2014; Dietrich et al. 2018). This is reminiscent
of what is observed in non-magnetic models of Jupiter’s convection, where no-slip bottom
boundary condition seems to kill mid and high-latitude zonal jets (Aurnou et al. 2004; Heimpel
et al. 2020). For these reasons, a deep, stably stratified region that inhibits convection is being
considered in addition to the Lorentz forces to limit the depth of zonal jets. We note, however,
that the upper limit of the helium rain (∼ 0.84R J , 11,000 km below the clouds) is located below
the inferred termination of the zonal jets (∼ 3,000 km below the clouds). The origin and location
of such a stratification thus remain unclear, but the recent dynamo model of Gastine et al.
(2021) shows that it may be one of the keys to understand the structure of Jupiter’s magnetic
field, namely its dipole-dominated nature.

Figure 7.3. – Illustration of possible coupling between zonal jets in the molecular hydrogen envelope and stably
stratified layers. The origin of a deep, stratified layer at the base of the zonal jets is unclear since the region of the
He rain is expected deeper than the jets dissipation level. Such a basal stratification is nevertheless proposed as an
alternative or a complement to Lorentz forces in dynamo models to account for zonal jets quenching. Figure adapted
from Fig.5 in Helled (2019).

The inclusion of a stratified layer at the base or at the top of zonal jets could be tackled
experimentally. For the case of the coupling with the weather layer, now that we have a
barotropic setup where deep zonal jets can be robustly generated, the next step is to add a less
dense layer at the top of this zonal jets system to see how the two layers dynamically couple.
It may for instance be possible to find a configuration in which baroclinic instabilities can
occur at the location of the density jump, leading to the spontaneous formation of baroclinic
vortices which would persist as floating vortices in the top layer. Another possibility would be
to combine the Jacuzzi and Clusters setups, and artificially generate vortices in the top layer
once the zonal jets are formed. This would allow, for instance, to quantify the persistence of
cyclones and anticyclones depending on the direction of the shear, or to study the meridional
equilibrium position of the vortices as a function of the zonal flow profile, and compare them
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with Jupiter’s data.
Regarding the deep stratification, the jets could be generated in the upper layer, and rest

onto the bottom denser – or stably stratified – layer. In a similar fashion to the Clusters setup,
such a configuration would significantly decrease the bottom drag of the jets due to Ekman
friction. It would then be possible to study both jets dissipation and penetration in the stratified
layer. The challenge is then to be able to force the flow in the upper layer only, which is not
possible with the actual setup, forced at the bottom. These two experimental configurations
may also be completed by modifying the actual QG numerical code from a single layer to a
two-layer system. For a given system of zonal jets forced in one of the two layers, the degree of
coupling with the other layer and associated dissipation may be investigated by varying the
internal Rossby radius of deformation (equation (1.23)) which quantifies the strength of the
stratification.

Jupiter exhibits a wealth of dynamical processes, occurring at very different temporal and
spatial scales. Our understanding of Jupiter and the gas giants as global systems is still com-
plicated by numerous sources of uncertainty and technical limitations. As beautifully stated
by Vasavada et al. (2005), “Jupiter’s atmosphere constitutes an immense fluid dynamics ex-
periment of a scale that could never be achieved in the laboratory, and one that continues to
challenge state-of-the-art computers”. The combination of simplified studies of experimental,
numerical and theoretical nature, which focus on selected phenomena, constitutes one way
of improving our understanding of Jupiter’s dynamics, and this is the approach that we chose
to follow in the present thesis. In addition, the continuous improvement of technical and
computational capabilities allows experimental and numerical models to get closer to the plan-
etary regimes. However, understanding Jupiter by forward modelling requires observations
of sufficiently good quality and coverage to which the models outputs can be compared. The
recent, accurate observations of Jupiter and Saturn from the Juno and Cassini missions consti-
tute a very good opportunity in this regard, while introducing new and exciting challenges for
planetary modellers at the same time.
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APPENDICES

A. Table listing the parameters of experimental studies of zonal
jets

In this appendix, we provide the dimensional and non-dimensional parameters that are used
to plot Fig.3.1, where the regimes reached by experiments on zonal jets are compared. Table
A.1 lists the corresponding experimental studies. Note that various forcing types are employed.
The definition of the Ekman number E , Reynolds number Re and and zonostrophy index Rβ

are those of Table 4.1.
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B. Forcing details and calibration in the Jacuzzi (zonal jets)
experiment

In this appendix, we provide further details on the forcing of the Jacuzzi experiment. We pro-
vide the forcing calibration results for the two different sets of pumps used in our experiments.
We also give further details on the optical calibration of the recorded field of view, and we plot
the topographic β-effect in the cases of a curved or flat bottom plate for various rotation rates.

B.1. Forcing details

We force small-scale fluid motions using an hydraulic system located at the base of the tank.
This system is inspired from previous setups designed to study turbulent (Bellani et al. 2013;
Yarom et al. 2014) and zonal flows (De Verdiere 1979; Aubert et al. 2002; Cabanes et al. 2017;
Burin et al. 2019).

A curved bottom plate, made of Acrylonitrile Butadiene Styrene (ABS), is placed at the bottom
of the tank. The plate is curved such that at a rotation rate of 75 RPM, the fluid height increases
exponentially with radius, which provides a uniform β-effect across the tank. Practically, this
gives a bottom topography hb of

hb(ρ) = hmin + Ω
2

2g
ρ2 −hmin exp

(
− β

2Ω
ρ

)
, (B.1)

where g is the gravitational acceleration, Ω= 7.854 rads−1 is the rotation rate, R = 0.49 m is the
tank radius, hmin = 0.2 m is the minimum fluid height in rotation and β= 50.1 m−1 s−1. These
parameters were chosen as the best compromise between a large β, a large but reasonable
rotation rate, and to minimize the thickness of the bottom plate which is 1m-diameter and
needs to be machined (drilled and threaded 128 times). This gives

hb(ρ) = 0.2+3.145ρ2 −0.2×exp
(
3.190ρ

)
, (B.2)

where ρ and hb are in meters. The profile of the bottom plate is illustrated on Fig. B.1(b). It has
the shape of a curly bracket, with a maximum depth of 5.33 cm.

This curved bottom plate is drilled with 128 holes (64 inlets and 64 outlets) of 4 mm diameter
(Fig. B.1(c)) through which the forcing is performed. The holes are distributed on a polar lattice
with 6 rings C1−6 located at radii Ri ∈ {0.067,0.140,0.214,0.287,0.361,0.434} m as represented by
the top-view schematic in Fig. B.1(a). Each ring counts respectively 6, 12, 18, 24, 30 and
38 holes, half of them being inlets (sucking water from the tank and generating cyclones)
and the other half outlets (generating anticyclones). The holes are uniformly distributed
along each ring, leading to a minimum separation distance of 7.0 cm (ring C1) and a maximum
separation distance of 7.6 cm (ring C5). Note that there is also a spatial phase shift between each
consecutive rings in order to minimize the variance in the distance between two neighbouring
inlets or outlets.

All the holes of a given ring are connected to a submersible pump via a network of flexible
tubes. To do so, we use two distributors per ring, one which collects the tubes going to the
pump’s inlet, and the other one collecting the tubes going to the pump’s outlet. Pictures
and schematics of the distributors are provided in Fig. B.1(d,e). Twelve distributors and six
submersible pumps are thus located beneath the bottom plate, and circulate water through the
six rings. Two different sets of pumps were used, and are detailed in the calibration sections.
Pictures of the tubing and pumps beneath the bottom plate are visible in Fig. B.2. The resulting
circulation induces no net mass flux, since the water is directly sucked from the working fluid
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and released in it. The system was designed to minimize the direct forcing of the zonal mean
zonal flow and that only the eddy momentum fluxes should be responsible for its eastward or
westward acceleration.

Finally, each ring is controlled by one pump independently of the others which allows us
to control the forcing intensity with the radius. The pumps are controlled remotely by linking
them to their drivers (TCS EQi Controllers) through the base of the tank (Fig. B.5). The drivers
are controlled by an analog signal consisting in a 0-5V voltage coming from a Raspberry Pi.
Pictures of the drivers and their connections are provided in Fig. B.3 and B.4 for the two sets
of pumps. To communicate remotely with the Raspberry, which is fixed on the rotating table
with the drivers, we use a publish-subscribe network protocol called MQTT (Message Queuing
Telemetry Transport). In this protocol, the publishers send messages on a given topic, and all
the clients that have subscribed to that topic receive the message. The server (called a MQTT
broker) that we use to make the link between publishers and subscribers is the open-source
broker Mosquitto 1. Finally, we use Node-RED 2 to generate a graphical interface on a local
webpage (Fig. B.6), and to communicate the orders given by the interface to the Raspberry
and the drivers through the MQTT broker. We can chose the power of a given pump to be
stationary, or to fluctuate randomly within a prescribed power range with a fixed period. For
some experiments, we also added the possibility to turn off a given pump periodically.

1. http://mosquitto.org/
2. https://nodered.org/
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Figure B.1. – Schematics and pictures of the bottom plate and distributors. (a) Inlets and outlets distribution on the
bottom plate. (b) Vertical slice through the bottom plate. (c) Picture of the bottom plate. (d) Schematic (external view
and vertical slice) and picture of a distributor for the sixth ring (19 holes per distributor). (e) Picture of the lower side of
the bottom plate, before plugging the 128 tubes. Five of the six pairs of distributors are visible.
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Figure B.2. – Views of the tubing and pumps below the bottom plate through which the forcing is performed. (a) First
set of pumps. The six pumps are TCS Micropumps M510S. Each pump controls one of the forcing rings, and is linked
to two distributors, one for the inlet of the pump, and the second one for the outlet. (b) Second set of pumps. The
pumps C4,5,6 are replaced by TCS Micropumps M3000.
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Figure B.3. – Control box for the first set of pumps. The six EQi drivers control each submersible pumps thanks to a
0-5V analog signal coming from the RaspberryPi. The XYZ phase signal is sent to the pumps via a cable which enters
the bottom of the tank through a waterproof connector. The total power required when the pumps are at maximum
power is of about 180 W. The commands from the drivers are sent to the pumps by passing a cable through the base of
the tanks using a waterproof connector (see Fig. B.5).
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Figure B.4. – Control box for the second set of pumps. The three EQi-V2-M drivers control the three M510S pumps
(0-5V signal from the Raspberry), and the three EQi-M3 drivers control the three M3000 pumps (0-3.3V signal from
the Raspberry). The XYZ phase signal is sent to the pumps via a cable which enters the bottom of the tank through
a waterproof connector. The same power supply as for the first set of pumps is used, but this time, the total power
required when the pumps are at maximum power is of about 800 W. The commands from the drivers are sent to the
pumps by passing a cable through the base of the tanks using a waterproof connector (see Fig. B.5).
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Figure B.5. – Pictures of the waterproof connections between the drivers (Fig. B.3 and B.4) and the submersible pumps
which are fixed beneath the bottom plate. The waterproof connectors passing through the bottom of the tank and
inside of the tank are SOURIAU Trim Trio UTS Connectors (refs. UTS014E19S, UTFD14B, UTS6JC14E19P).
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Figure B.6. – Webpage interface generated using Node-RED to remotely control the six forcing pumps. The power of
a given pump is chosen between 0 and 100, the message is sent to the Raspberry through a MQTT protocol, and in
return the Raspberry sends a signal between 0-5V to the corresponding driver of the pump. A “random” mode can be
activated for each pump, in which their power fluctuates around a given mean with a prescribed amplitude and time
step. In the latest version, we added an option to completely switch of a given pump periodically (not shown).

B.2. Calibration of the first set of pumps

For the first set of pumps that we used, the six pumps were identical (TCS Micropump,
M510S-V), and can be seen in Fig. B.2(a). Their maximum flow rate, without any pressure drop,
is of about 8 mLmin−1. These pumps operate at a maximum current of 2 A and a maximum
pressure of 1.5 bar. Each pump is controlled by an EQi-V2 M brushless controller (Fig. B.3).

The forcing is calibrated in situ on the horizontal laser plane used for PIV measurements,
while the system is in solid-body rotation. For each pump Ci , we turn it on at a given fraction
of its maximum power. We measure the corresponding velocity field, and define a region of
interest (ROI) around the chosen ring, limited by two circles of radius Ri + ∆R

2 and Ri − ∆R
2 where

∆R is the spacing between two consecutive rings. We measure the total RMS velocity on this
ROI, 12 to 15 seconds after the forcing was turned on, i.e. when the forced vortices have reached
their maximum vorticity but before the zonal jets fully develop. This measurement was realized
for each ring separately and several pump powers. The corresponding data are represented in
Fig. B.7 and B.8 for the two different sets of pumps that we used. We then performed a linear fit
of the induced RMS velocity as a function of power to obtain a calibration law for each pump.
In the main text, the forcing amplitude U f corresponds to the mean of the six RMS velocity
deduced from our calibration, knowing the power fraction for each pump.
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Figure B.7. – Calibration of the experimental forcing for the first set of pumps. Left to right and top to bottom: rings C1
to C6. The total RMS velocity inside of a region of interest is plotted for each pump separately, and several fractions of
the pump maximum power (dots). The lines are the result of a linear fit between the induced velocity and the pump
power.

B.3. Calibration of the second set of pumps

With the first set of pumps, because of the increased pressure drop due to the increasing
number of tubes from ring C1 to C6, the forcing is necessarily reduced at large radii. As can
be seen from Fig. B.7, the largest RMS velocity reached by C6 is smaller than the lowest RMS
velocity of C1. Note that their is a minimum velocity for each pump because there is a power
threshold below which the pump would not prime. The sixth ring is hence for instance always
less forced than the first one. This issue led us to change half of the submersible pumps to ones
with higher flow rates (Fig. B.2).

For the second set of pumps that we used, the three pumps controlling C1, C2 and C3 are the
previous ones (TCS Micropump, M510S-V). The pumps controlling C4, C5 and C6 are replaced
by new models, TCS Micropumps M3000, which maximum flow rate, without any pressure
drop, is of about 50 Lmin−1, which is about 6 times larger than the previous pumps (see Fig.
B.2(b) for a picture of the new pumps). These pumps operate at a maximum power of 200 W.
The three M3000 pumps are controlled by EQi-M3 brushless controllers, controlled by a 0-3.3V
input from the Raspeberry Pi (Fig. B.4).

The same process as for the first set of pumps is employed for calibration. The resulting RMS
velocities as a function of the pumps power are represented in Fig. B.8. This figure shows that
with the new set of pumps, we are able to perform a homogeneous forcing except for ring C3

which will always be less forced than the others.
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Figure B.8. – Calibration of the experimental forcing for the second set of pumps. Left to right and top to bottom: rings
C1 to C6. The total RMS velocity inside of a region of interest is plotted for each pump separately, and several fractions
of the pump maximum power (dots). The lines are the result of a linear fit between the induced velocity and the pump
power.

B.4. Correction of optical distortion from the free surface

Due to the paraboloidal shape of the water free surface, the images recorded on the horizontal
laser plane are distorted. To correct this distortion, we use the calibration tool included in the
DANTEC acquisition software, DynamicStudio. We built our own calibration target, represented
in Fig. B.9. It consists in a 1 cm-thick disk of Plexiglas, into which we drilled regularly spaced
holes on a cartesian grid. The centre marker is larger, and the four adjacent ones are smaller, in
order to define the origin and the axes of the coordinate system respectively. The holes were
filled with black silicon, and the lower face of the target was painted in white to maximize the
contrast with the black markers of the calibration target. This calibration target was placed
inside of the tank at the height of the horizontal laser plane (Fig. B.9(b)), we filled the tank with
water, and we recorded images of the calibration target through the water layer once solid body
rotation was reached (Fig. B.9(c)).

Once the image of the calibration target was acquired, we used the Imaging Model Fit process
of DynamicStudio software. We use the third order polynomial model fit, for which the position
of each point after the correction (X ,Y , Z ) is related to the location of each point (x, y) in the
image acquired by the camera by the relation:(

x

y

)
= A000

+ A100 X+ A010Y + A001 Z

+ A110 X Y + A101 X Z+ A011Y Z

+ A200 X 2+ A020Y 2+ A002 Z 2

+ A300 X 3+ A210 X 2Y + A201Y 2Z

+ A030Y 3+ A120 X Y 2+ A021Y 2Z

+ A102 X Z 2+ A012Y Z 2+ A111 X Y Z
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An example of the coefficients resulting from the calibration is given in Fig. B.9(d). Note that
in our case, the calibration target is purely horizontal, thus all the coefficients related to the
vertical position Z are null.

(a) (b)

(c) (d)

Figure B.9. – Optical calibration. (a) Picture of the calibration target. (b) Calibration target once placed at the level
of the horizontal laser plane used for PIV. (c) Picture of the target through the water layer once solid body rotation is
reached: the distortion of the initially cartesian pattern is visible. (d) Result of the projection of the target markers
true position onto the image acquired by the camera using the third order polynomial model fit from DynamicStudio
software. The coefficients on the right are the results of the third order polynomial fit.
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B.5. Beta-effect for various rotation rates and a curved or flat bottom

(a)  Exponential fluid height (curved bottom)

(b)  Parabolic fluid height (flat bottom)

Figure B.10. – Topographic β-effect obtained for various rotation rates and a curved (a) or flat (b) bottom. From left to
right: vertical coordinate of the fluid free surface, total fluid height, and associated topographic β-effect, β= | f /h dρh|.
(a) For the curved bottom designed for our experiment, β is exactly constant at 75 RPM, and slightly inhomogeneous
for other rotation rates. (b) For a flat bottom, the β-effect is always inhomogeneous, and in particular tends to zero at
the centre of the tank.
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C. Quasi-geostrophic modelling of the Jacuzzi (zonal jets)
experiment

C.1. Motivation

Because of fast background rotation, or equivalently the small Rossby number of the system,
the geostrophic balance dominates the experimental flow. As a consequence, the flow is quasi
two-dimensional, but the curvature of the free-surface as well as the friction over the bottom
(Ekman pumping) induce three-dimensional effects. Nevertheless, the weakness of these
effects allows their incorporation into quasi-two-dimensional physical models, the so-called
“quasi-geostrophic” (QG) models.

These models were first developed in the “shallow-water” community focusing on atmo-
spheric and oceanic dynamics. Starting from the shallow-water equations, the QG approx-
imation consists in this case in expanding variables as asymptotic series using the Rossby
number Ro =U / f L, where U and L are typical velocity and length scale of the flow, as a small
parameter (see e.g. Vallis 2017; Pedlosky 2013). The hypothesis that Ro ¿ 1 is at the origin
of the name of the QG approximation: if the Rossby number is infinitely small, the flow is in
geostrophic balance which means that the Coriolis force balances the horizontal gradient of
pressure. Shallow water QG models also originally assume that the variations of the fluid free
surface height is small compared to the total fluid depth. This is relevant to describe oceans
and atmospheres which are thin fluid layer, but in our experiment, this is not the case since
the fluid height observes strong variations, of order of the mean fluid height itself. But luckily,
another class of QG models has been developed in a "deep" framework by the core dynamics
community with a focus on spherical rotating convection (e.g. Busse 1970; Cardin et al. 1994;
Aubert et al. 2003; Schaeffer 2004; Gillet et al. 2006; Guervilly et al. 2017). In this framework,
it is important to take into account the vertical motions generated at both boundaries: the
variation of the fluid height due to the spherical geometry leads to a topographic β-effect, and
the vertical Ekman pumping occurring at the solid boundaries allows to properly represent
the dissipation in the Ekman boundary layers. In our case, we deal with a simpler geometry
where the Ekman boundary layer, situated at the bottom of the tank, is almost horizontal and
thus not as complicated as for a spherical interface, and we have a free surface which defines a
simple evolution of the fluid height with radius. Nevertheless, the methods are identical.

In sections C.2 and C.3, we derive the conventional quasi-geostrophic model corresponding
to our experimental setup, “conventional” meaning that we retain only the linear terms of the
β-effect and Ekman pumping. This reduced model allows us to:

– demonstrate that the free-surface curvature leads to a β-effect analogous to a linear
variation of the Coriolis parameter with radius (i.e. to a β-plane);

– express the linear friction due to the Ekman pumping.

We use this conventional model in chapter 3 to unveil the physical mechanism of the transition
observed experimentally.

Besides theoretical modelling, we also use a slightly different QG model to carry numerical
simulations of the experiment. Indeed, in our problem, 3D direct numerical simulations (DNS)
are very computationally demanding, namely because the simulation has to resolve both very
large scale structures (the jets) and thin Ekman boundary layers that are essential for the long
term dynamics. By performing numerical simulations, our goal is to guide and complement the
experiment, for instance by exploring the forcing amplitude, scale and spatial heterogeneity,
which is difficult to do experimentally because it would require to change the bottom plate and
the associated tubing. Additionally, we use simulations as a tool to study extreme regimes that
are not reachable experimentally, such as larger β-effects or smaller Ekman numbers which
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would require too high rotation rates. For that purpose, DNS are clearly not adapted. Instead,
we aim at using a QG model to reduce the momentum equations to a set of 2D equations while
incorporating friction by “parametrizing” the effect of the Ekman boundary layers instead of
resolving them. In section C.4, we derive the QG equations used in our numerical code. The
difference with the conventional QG model is that, following Sansón et al. (2000, 2002) we
retain higher order, non-linear terms for the Ekman pumping and β-effect.

C.2. Derivation of the quasi-geostrophic model

We use the cylindrical coordinates (ρ,φ,z) with z oriented downward and (eρ ,eφ,ez ) the
associated unit vectors (figure 3.2). We consider the flow of an incompressible fluid of constant
kinematic viscosity ν and density ρ f , rotating around the vertical axis at a constant rateΩ=Ω ez .
In our setup, Ω > 0 since the turntable rotates in the clockwise direction. We denote the
velocity field u = (uρ ,uφ,uz )eρ ,eφ,ez . The fluid is enclosed inside a cylinder of radius R. The lower
boundary is a rigid plate located at z = 0 and the upper boundary is a free surface defined by
z =−h(ρ). Note that here we assume that our experiment, which have a parabolic free-surface
and a curved bottom, can be modelled with a flat bottom and an exponential free-surface.
Doing so, we neglect the influence of the shape of the bottom topography on the vertical
velocity (see equation (C.8)). For a bottom which is almost flat, we expect these effects to be of
small amplitude, but one should keep in mind that the presently derived model is only valid
for relatively smooth bottom topographies for which we can use the expression of the Ekman
pumping over a flat surface.

We start from the continuity and horizontal Navier-Stokes equations in the rotating frame:

∂uρ
∂t

+uρ
∂uρ
∂ρ

+ uφ
ρ

∂uρ
∂φ

−
u2
φ

ρ
− f uφ = − 1

ρ f

∂P

∂ρ
+ν

(
∇2uρ −

uρ
ρ2 − 2

ρ2

∂uφ
∂φ

)
, (C.1)

∂uφ
∂t

+uρ
∂uφ
∂ρ

+ uφ
ρ

∂uφ
∂φ

+ uφuρ
ρ

+ f uρ = − 1

ρ f

1

ρ

∂P

∂φ
+ν

(
∇2uφ−

uφ
ρ2 + 2

ρ2

∂uρ
∂φ

)
, (C.2)

1

ρ

∂(ρuρ)

∂ρ
+ 1

ρ

∂uφ
∂φ

+ ∂uz

∂z
= 0, (C.3)

where ∇2· = ∂2
ρ ·+∂2

φ ·/ρ2 +∂ρ ·/ρ. The Coriolis parameter is f = 2Ω and P = p +ρ f g z −ρ f f 2ρ2/8 is
the reduced pressure incorporating the gravity and centrifugal effects. Note that if we neglect
the vertical dependence of the horizontal velocity, we keep it for the vertical velocity w . Indeed,
as previously explained, w is expected to strongly vary close to the top and bottom boundaries,
and we want to take into account these effects on the horizontal velocity divergence.

The curl of the Navier-Stokes equation leads to the vorticity equation

∂ζ

∂t
+uρ

∂ζ

∂ρ
+ uφ
ρ

∂ζ

∂φ
+ (ζ+ f ) ∇∇∇h ·u = ν∇2ζ, (C.4)

where ζ= (∇∇∇×u) ···ez = (∂ρ(ρuφ)−∂φuρ)/ρ is the vertical component of the vorticity and ∇∇∇h ·u is
the horizontal divergence

∇∇∇h ·u = 1

ρ

∂(ρuρ)

∂ρ
+ 1

ρ

∂uφ
∂φ

. (C.5)

The last term of the left hand side of equation (C.4), the vortex stretching term, involves the
horizontal divergence of the flow which can be estimated from equation (C.3) after integration
from z = −h(ρ) to z = 0 (z oriented downward) to unveil the Ekman pumping through the
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vertical velocity:

∇∇∇h ·u =− 1

h(ρ)

∫ 0

z=−h

∂uz

∂z
dz = uz

∣∣
z=−h −uz

∣∣
z=0

h(ρ)
. (C.6)

The vertical velocity at the free surface uz
∣∣

z=−h is given by the kinematic condition

uz
∣∣

z=−h =−
(
∂h

∂t
+uρ

∂h

∂ρ
+ uφ
ρ

∂h

∂φ

)
=−uρ

∂h

∂ρ
, (C.7)

since h is axisymmetric and we neglect any temporal variations of the fluid height (rigid lid
approximation). The vertical velocity at the bottom uz

∣∣
z=0 results from the no-slip boundary

condition generating an Ekman pumping. According to linear Ekman theory, for a flat bottom
and small Rossby number, the vertical velocity at the top of the boundary layer is proportional
to the relative vorticity in the interior flow (see section 5.7 in Vallis 2017):

uz
∣∣

z=0 =−1

2
δζ=−1

2
E 1/2h0ζ, (C.8)

where δ=√
2ν/ f is the thickness of the Ekman layer and E = 2ν/( f h2

0) is the Ekman number, h0

being the mean fluid height. The horizontal divergence (C.6) is then

∇h ·u =−uρ
h

dh

dρ
+ E 1/2

2

h0

h
ζ. (C.9)

The squeezing and stretching of vorticity is hence due to both the changes in the fluid depth
and the vertical velocity induced by the Ekman boundary layer.

Substitution of the horizontal divergence (C.9) in the vorticity equation (C.4) yields

∂ζ

∂t
+uρ

∂ζ

∂ρ
+ uφ
ρ

∂ζ

∂φ
−(ζ+ f )

uρ
h

dh

dρ︸ ︷︷ ︸
Topographic β−effect

+ E 1/2

2

h0

h
(ζ+ f )ζ︸ ︷︷ ︸

Ekman pumping

= ν∇2ζ, (C.10)

C.3. Classical QG model used for theoretical modelling

As stated before, we stand in the limit where the local Rossby number of the flow Roζ = ζ/ f

is small, thus ζ¿ f . Retaining only the linear part of the β-effect and Ekman pumping, we
retrieve the classical 2D barotropic vorticity equation in the β-plane approximation:

Dζ

Dt
+ β uρ︸ ︷︷ ︸
β−effect

+ αζ︸︷︷︸
Ekman friction

= ν∇2ζ︸ ︷︷ ︸
Bulk dissipation

, (C.11)

with β the topographic β parameter resulting from the free-surface radial variations and α the
linear Ekman friction parameter:

β = − f

h

dh

dρ
, (C.12)

α = E 1/2 f h0

2h
. (C.13)

This classical quasi-2D model of our experiment is used in section 3.4 of chapter 3 to explain
the experimentally observed transition between two regimes on zonal jets.
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C.4. Advanced QG model used in numerical simulations

C.4.1. Derivation

As previously explained, we complement and guide the experiment with QG numerical
simulations, which, compared to the conventional model (C.11) retains higher order non-
linear terms from equation (C.10).

We switch to non-dimensional variables using 1/ f as the timescale and the radius of the tank,
R, as the length-scale, and we denote the non-dimensional variables with a prime, such that

ζ = ζ′ f , (C.14)

uρ = u′
ρ f R (C.15)

uφ = u′
φ f R (C.16)

ρ = ρ′R (C.17)

t = t ′/ f (C.18)

h = h′R (C.19)

We keep the primes in the following to better identify non-dimensional variables, and to
avoid confusion with the experimental variables and parameters which are always given in
dimensional forms first. Equation (C.10) becomes

∂ζ′

∂t ′
+u′

ρ

∂ζ′

∂ρ′ +
u′
φ

ρ′
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∂φ′ −
u′
ρ
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dh′
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R

2h′ (ζ′+1)ζ′ = ER

2
∇′2ζ′+F ′, (C.20)

where ER is the Ekman number based on the radius of the tank, ER = 2ν/( f R2) = (h0/R)2E , and
we have introduced a forcing term F ′. To close this equation, we now need an expression for
the horizontal components of the velocity. To do so, we use the definition of ζ to rewrite the
expression of the horizontal divergence (equation (C.9)) as a zero-divergence for a modified
velocity field:

1
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This allows us to define a streamfunction ψ such that
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or equivalently
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where we have neglected terms of order greater or equal to O (ER h′−2), which is justified in
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the limit where we stand since h′ is of order unity, and ER ¿ 1. Physically, this approximation
means that the Ekman boundary layers are very thin compared to the fluid height. Substituting
the horizontal velocities with their expressions (C.23) and (C.24) into the vorticity equation
(C.20), we obtain in its condensed form the final vorticity equation

∂ζ′

∂t ′
+J (q ′,ψ′)− E 1/2

R

2h′ ∇∇∇′ψ′ ···∇∇∇′q ′ = ER

2
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2h′ ζ
′(ζ′+1)+F ′ (C.25)

where J is the non-dimensional Jacobian operator in cylindrical coordinates

J (a,b) = 1

ρ′

(
∂a

∂ρ′
∂b

∂φ
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∂ρ′
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)
,

and we introduced the potential vorticity

q ′ = ζ′+1

h′ . (C.26)

Taking the curl of (C.23)-(C.24), we obtain the modified Poisson equation that links the vorticity
and the streamfunction, which closes the system of equations:

ζ′ =− 1

h′∇′2ψ′+ 1

h′2 ∇∇∇′h′ ···∇∇∇′ψ′+ E 1/2
R

h′2 J (h′,ψ′). (C.27)

Note that the potential vorticity q ′ is a materially conserved quantity if we drop the forcing
term and neglect viscous effects. Equation (C.25) can indeed be recast as

∂q ′

∂t ′
+ 1

h′ρ′

(
∂ψ′

∂φ

∂q ′

∂ρ′ −
∂ψ′

∂ρ′
∂q ′

∂φ

)
= 0 (C.28)

⇔ Dq ′

Dt ′
= 0. (C.29)

C.4.2. Justification for keeping higher order, non-linear terms

In the case of QG models derived for rotating convection (e.g. Cardin et al. 1994; Aubert
et al. 2003; Gillet et al. 2006), the Ekman pumping effects are incorporated the same way as
we did, except that their geometry is more complicated and the no-slip boundaries cannot be
considered as flat. Apart from these geometrical factors, the main difference lies in the fact that
in (C.4), it is common in the rotating convection community to assume that the local vorticity
ζ is negligible compared to the planetary vorticity f , and retain only the linear terms for the
topographic β-effect and Ekman pumping, exactly as we did for the classical model (C.11). In
that case, the terms E 1/2

R /2h′ ∇∇∇ψ′ ···∇∇∇q ′ and ζ′2E 1/2
R /2h′ are removed from equation (C.25). These

two terms hence represent corrections due to nonlinear Ekman effects. The first term corrects
the potential vorticity advection, while the second one is a correction of vortex stretching
effects. Following Sansón et al. (2000, 2002), we argue that these terms should be kept in our
simulations since they are at least of same order as the term ER /2∇2ζ′ which represents the
lateral and bulk viscous effects.

This can be verified by introducing the local Rossby number, based on the local vorticity,
Roζ = ζ/ f = ζ′ and the global Rossby number, based on a typical velocity U and tank radius,
Ro =U / f R. In our case, we are in a regime where both the Ekman and global Rossby numbers
are small, meaning that rotation dominates respectively viscous effects and inertia. Both
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conditions are mandatory to legitimately assume a bidimensionalization of the flow. However,
the local Rossby number may not be small and the local vorticity ζ associated with small
turbulent eddies may be of same order than the rotation rate f /2, which is indeed verified in
our simulations. This justifies the fact that we keep supplementary non-linear terms compared
to other studies. Using the (non-dimensional) Ekman spin-down time scale E−1/2 as the
reference time scale, the different terms of equation (C.25) are indeed of order

a.
∂ζ′

∂t ′
∼RoζE 1/2 ∼ 3×10−5,

b. J (q ′,ψ′) ∼(1+Roζ)Ro ∼ 1×10−4,

c.
E 1/2

2h′ ∇ψ′ ·∇q ′ ∼E 1/2

2
(1+Roζ)(Ro) ∼ 3×10−8,

d .
E

2
∇2ζ′ ∼E

2
Roζ ∼ 1×10−8,

e.
E 1/2

2h′ ζ
′2 ∼E 1/2

2
Ro2

ζ ∼ 3×10−6,

f .
E 1/2

2h′ ζ
′ ∼E 1/2

2
Roζ ∼ 3×10−5,

(C.30)

where we used E ∼ 10−7, Roζ ∼ 10−1, Ro ∼ 10−3. The two non-linear terms discussed (c. and e.)
are greater or equal to the lateral and bulk viscous effects (d.) and should not be neglected in
our case.

C.4.3. Forcing

For now, we have introduced the forcing as an additional source of vorticity (term F ′ in
equation (C.25)). The goal is to reproduce the experimental forcing such that the QG numerical
model can be used as a guide and complement the experimental exploration.

In the experiment, because of the Coriolis effect, each inlet or outlet generates respectively
a small cyclone or anticyclone right above it. This process can be modelled as a stationary
source of vorticity in the form of positive or negative Gaussian sources of vorticity of radius
` f distributed on a prescribed array. We thus define N forcing points distributed over the
numerical domain, and at each point, we place a Gaussian source of vorticity such that

F ′(x ′, y ′) = F ′
0

N∑
i=1

(−1)i exp

(
−

[
x ′−x ′

i

` f

]2

−
[

y ′− y ′
i

` f

]2)
, (C.31)

where (x ′, y ′) are non-dimensional cartesian coordinates, the pairs (x ′
i , y ′

i ), i ∈ �1, N� are the
centre of each forcing vortex, ` f their radius and F0 the forcing amplitude. In the simulations
presented in the manuscript, these vorticity sources are distributed over a polar array such that
the distance between two rings and between two adjacent vortices is approximately the same
(this condition cannot be rigorously verified because of the periodicity of the domain in the
azimuthal direction). We also performed simulations with a cartesian forcing pattern. In any
case, there is the same number of positive or negative vorticity sources such that there is no
net angular momentum introduced by our forcing. For the polar pattern, there is also as many
positive as negative sources on each ring such that the zonally-averaged forcing term is zero by
construction (there is no direct acceleration of the zonal flow).
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C.4.4. Zonal flow evolution equation

We perform a Reynolds decomposition of the flow by writing the velocity field as an azimuthal
(zonal) average plus some fluctuations:

〈X 〉φ = 1

2π

∫ 2π

φ=0
X dφ, (C.32)

u′
φ = 〈u′

φ〉φ+u′′
φ =U ′

φ(ρ, t )+u′′
φ(ρ,φ, t ) (C.33)

u′
ρ = 〈u′

ρ〉φ+u′′
ρ =U ′

ρ(ρ, t )+u′′
ρ(ρ,φ, t ). (C.34)

Note that the zonally-averaged radial velocity, U ′
ρ , is not zero because of the Ekman pumping.

Instead, from (C.21) we have

U ′
ρ =

E 1/2
R

2h′ U ′
φ. (C.35)

Taking the zonal mean of the φ-component of the momentum equation (C.2) gives an equation
for the mean flow evolution:

∂U ′
φ

∂t ′
+U ′

ρ

∂U ′
φ

∂ρ′ −
U ′
φU ′

ρ

ρ′ +U ′
ρ =−

〈
u′′
ρ

∂u′′
φ

∂ρ′ −
u′′
φu′′

ρ

ρ′
〉
φ︸ ︷︷ ︸

R(ρ,t )

+ER

2

(
∇2U ′

φ−
U ′2
φ

ρ′2

)
. (C.36)

Equation (C.36) shows that the zonal flow is driven by non-linear interactions between eddies,
R. This term corresponds to the divergence of horizontal Reynolds stresses, sometimes referred
to as the eddy momentum flux.

C.4.5. Numerical methods

We solve the vorticity-stream-function system (C.25)-(C.27) with a no-slip boundary condi-
tion at the outer boundary, and a free-slip condition at the inner boundary, the latter being
introduced at ρ′

i = 0.05 to avoid the singularity at the centre of the domain. The unknown ψ′

and ζ′ are decomposed into their Fourier components up to degree m = 2048 and we use a
pseudo-spectral method in the azimuthal direction with the 2/3rd-rule dealiasing method. In
the radial direction, we use centred finite differences of fourth-order on 1024 points. Time
integration is performed with an implicit Crank-Nicolson scheme for the linear operator, ap-
plied directly in the Fourier space. An explicit third-order Adams Bashforth scheme is used
for the non-linear terms. We use an adaptative time-step so that the CFL stability condition
is verified, with a safety factor of 0.1. The code is parallelized using MPI, and we typically ran
the simulations over 64 CPUs. Except when explicitly stated, the simulations presented in this
thesis were realized with an Ekman number ER = 1.25×10−7. The typical computational time is
then of ∼20 hours.
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D. Bessel-Fourier decomposition for kinetic energy spectra

In this appendix, we first describe the idea of the Bessel-Fourier transform with the example
of a continuous function on a polar domain (Wang et al. 2008). We then briefly explain the
methods used to compute the associated discrete transform, given that our velocity fields are
measured on discrete grids.

D.1. Principle for continuous functions

The following description for continuous functions is a summary of the methods described
in Wang et al. (2008) relevant for our experimental flows.

Basis functions Given the rotational symmetry of the experimental 2D velocity fields ob-
tained from PIV, we perform a Fourier-like analysis relevant in the polar system of coordinates
(ρ,φ). The basis functions, that is the eigenfunctions of the Laplacian, are separable in polar
coordinates:

Ψ(ρ,φ) = R(ρ)Φ(φ). (D.1)

Owing to the periodicity in φ, i.e. the single-value requirement Φ(φ) =Φ(φ+2π), the angular
part of these basis functions is

Φm(φ) = 1p
2π

e i mφ, (D.2)

where m is an integer. This angular part satisfy the orthogonality relation∫ +∞

−∞
e i k1x

[
e i k2x

]∗
d x = 2πδ(k1 −k2). (D.3)

The associated transform in angular coordinate is thus the classical 1D Fourier transform.
The radial basis functions are Bessel functions of order m, Jm(kρ) where the parameter k

can take either continuous or discrete values depending on whether the considered domain is
infinite of finite. In our case the functions are defined on a domain of finite maximum radius R

and we have zero-value boundary conditions for the basis functions. A set of k values can be
determined such that the radial basis functions are mutually orthogonal on the finite interval
[0,R]. More precisely, the zero-value boundary condition leads to knm =αnm/R, where αnm are
the positive zeros of the Bessel function of order m, denoted Jm . The normalized radial basis
functions can then be expressed as

Rnm(ρ) = 1p
Nnm

Jm(knmρ), (D.4)

with

Nnm = R2

2
J 2

m+1(αnm). (D.5)

{Rnm |n = 1,2, ...} form an orthonormal basis on the interval [0,R], and each Rnm has n −1 zeros
on [0,R]. Similarly to the complex exponential, these basis functions satisfy an orthogonality
relation ∫ R

0
Jm(knmρ)Jm(kn′mρ)ρdρ = Nnmδnn′ (D.6)

A function f (ρ) defined on this interval can thus be expanded as

f (ρ) =
∞∑

n=1

[∫ R

0
f (ρ′)Rnm(ρ′)ρ′dρ′

]
Rnm(ρ), (D.7)
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which is usually known as the m-th order Fourier-Bessel series of f .

Transform and expansion The total basis functions are the product of the radial and angular
parts :

Ψn,m(ρ,φ) = Rnm(ρ)Φm(φ). (D.8)

The orthogonality relation is given by∫ R

0

∫ 2π

0
Ψ∗

nm(ρ,φ)Ψn′m′ (ρ,φ)ρdρdφ= δnn′δmm′ . (D.9)

By definition, they satisfy the Helmoltz differential equation

∇2Ψnm +k2
nmΨnm = 0, (D.10)

along with the corresponding boundary conditions (zero-value in our case). The setΨnm with
n = 1,2, ... and m = ...,−2,−1,0,1,2, ... constitutes an orthonormal basis on the region ρ ≤ R. For
eachΨnm , |m| is the number of periods in the angular direction, and n −1 corresponds to the
number of zero crossings in the radial direction. The value of knm is thus an indication of the
scale of the basic patterns, similarly to the normal Fourier transform. The spatial structure of
Ψnm for some pairs (n,m) is represented in Fig.D.1.

A 2D function f (ρ,φ) defined on ρ ≤ R can hence be expanded with respect to {Ψnm}:

f (ρ,φ) =
∞∑

n=1

+∞∑
m=−∞

ˆ̂fnmΨnm(ρ,φ), (D.11)

where the coefficients
ˆ̂fnm =

∫ R

0

∫ 2π

0
f (ρ,φ)Ψ∗

nm(ρ,φ)ρdρdφ, (D.12)

are the Fourier-Bessel transform coefficients.
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Figure D.1. – Structure of the real part of the basis functions (equation (D.8)) for different values of the radial and
azimuthal indices (n,m).

D.2. Discrete transform

The experimental velocity fields being obtained on a discrete grid, the transform coefficients
need to be computed using numerical quadrature, and we will thus obtain a finite set of discrete
coefficients { ˆ̂unm |n = 1,2, ..., Nρ and m =−Nφ/2+1, ...,0,1,2, ..., Nφ/2}. For simplicity, we denote
f j i = f (ρi ,φ j ) where ρi and φ j are the discrete radial and azimuthal positions respectively
(i ∈ [[1, Nρ]], j ∈ [[1, Nφ]]).

Discrete Fourier transform The angular part of the transform is performed using the Matlab
fft function. For each radius, we thus compute a discrete FFT in the azimuthal direction. The
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direct and inverse discrete transforms read respectively

f̂m(ρ) =
Nφ∑
j=1

f j (ρ)e
−2iπm j−1

Nφ , (D.13)

f j (ρ) = 1

Nφ

Nφ∑
m=1

f̂m(ρ)e
2iπ( j−1) m−1

Nφ . (D.14)

The associated discrete version of the Parseval relation is

Nφ∑
j=1

| f j |2 = 1

N 2
φ

Nφ∑
m=1

f̂m f̂ ∗
m . (D.15)

The kinetic energy per azimuthal wavenumber can then be computed as

Em(ρ) = 1

N 2
φ

[
ûm û∗

m + v̂m v̂∗
m

]
(D.16)

(see Durran et al. 2017, for more details).

Discrete Hankel transform For each azimuthal mode m, its Fourier transform coefficient
f̂m(ρ) has a radial structure onto which we perform a discrete Hankel transform of order m. We
use the Matlab algorithm described in García-Melendo et al. (2011b). Briefly, for each mode m,
the discrete Hankel transform coefficients are computed following

ˆ̂fnm = 1

πV 2

Nρ∑
i=1

f̂mi

J 2
m+1(αmi )

Jm

(αnmαmi

S

)
, (D.17)

f̂m(ρ) = 1

πR2

Nρ∑
n=1

ˆ̂fnm

J 2
m+1(αmn)

Jm

(αnmαmi

S

)
(D.18)

where R is the maximum radius, V is the maximum radial wavenumber, which is different for
each mode m (Vm =αNρ+1,m/(2πR)), and S = 2πRV . Here again, αnm is the nth zero of the Bessel
function of the first kind of order m, Jm . The corresponding discrete Parseval relation is

Nρ∑
i=1

| f̂mi |2
2π2V 2 J 2

m+1(αmi )
=

Nρ∑
n=1

| ˆ̂fmn |2
2π2R2 J 2

m+1(αmn)
. (D.19)

Taking into account both the Fourier and Hankel transforms, the kinetic energy for each mode
(m,n) can then be expressed as

Enm = 1

N 2
φ

1

2π2R3 J 2
m+1(αnm)

[
ˆ̂unm ˆ̂u∗

nm + ˆ̂vnm ˆ̂v∗
nm

]
. (D.20)

Note that ˆ̂unm is in m3s−1 (equation (D.12)), and thus Enm is in m3s−2, which is homogeneous
to a kinetic energy per wavenumber. The corresponding wavenumber is knm =αnm/(2πR). The
zonal kinetic energy spectra EZ is then that of the axisymmetric mode m = 0 only, and the
residual energy spectra ER is what remains:

EZ = En0, (D.21)

ER = ∑
m,m 6=0

Enm . (D.22)
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E. Very long time experiments in the Jacuzzi setup

In this appendix, we plot the Hovmöller diagrams for two long-time experiments (experi-
ments 1L and 2K in Table 5.1). Images were recorded for 3 minutes every 30 minutes. The
corresponding plots of the zonal flow profile through time are available in Fig.5.5.

t = 30min = 2250 tR

t = 120min = 9000 tR

t = 210min = 15750 tR

t = 300min = 22500 tR

t = 390min = 29250 tR

Figure E.1. – Experiment 1L (see Table 5.1). Space-time diagrams of the zonal flow measured for 3 minutes every 30
minutes.
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Résumé

Dans cette thèse, nous nous attachons à modéliser certains aspects de la dynamique des
fluides à l’œuvre sur Jupiter. Notre étude est axée autour de trois dispositifs expérimentaux
en rotation, de simulations numériques idéalisées et d’analyses théoriques. L’objectif est de
mieux comprendre les processus fondamentaux qui gouvernent la dynamique de la géante
gazeuse, et ainsi compléter les modèles numériques globaux et les observations de Jupiter. Le
premier type de structure que nous étudions sont les grands vortex Joviens. En tirant profit de
leur état de quasi-équilibre au sein d’un environnement tournant, stratifié et cisaillé par les
jets zonaux, nous montrons que les anticyclones des moyennes latitudes sont des structures
superficielles, restreintes à l’atmosphère de la géante gazeuse. Aux hautes latitudes, où les jets
zonaux sont moins puissants, les cyclones sont libres de migrer vers le pôle sous l’effet de la
variation de la force de Coriolis avec la latitude (effet-β). Nous reproduisons cette migration au
laboratoire, et proposons quelques pistes pour comprendre leur équilibre autour du pole sous
forme de polygones, récemment révélé par la mission Juno. Le deuxième type de structure
à grande échelle auquel nous nous intéressons sont les jets zonaux, qui correspondent à
de puissants vents est-ouest qui s’étendent en profondeur dans Jupiter. Nous avons mis en
place un dispositif expérimental capable de reproduire l’émergence spontanée de jets zonaux
intenses au sein d’un écoulement turbulent en rotation rapide. Nous mettons en évidence
le rôle primordial des ondes de Rossby dans la formation initiale des jets zonaux, mais aussi
lors de leur saturation non-linéaire, au travers d’une transition entre deux régimes de jets,
accompagnée de bistabilité. Nous étudions les propriétés – inhomogènes et anisotropes – de
l’écoulement turbulent ainsi obtenu, dans un régime expérimental extrême pertinent pour
les géantes gazeuses, et nous interrogeons sa stabilité à long terme. L’ensemble des résultats
présentés se veut générique, et applicable à tout système fluide – planétaire ou non – soumis à
des effets physiques analogues.

Abstract

In this thesis, we aim at modelling selected aspects of Jupiter’s fluid dynamics. The present
work relies on three rotating experimental setups, complemented by idealised numerical
simulations and theoretical analyses. The goal is to better understand the fundamental
physical processes governing the dynamics of the gas giants, thereby completing global
scale simulations and observations of Jupiter. The first type of large-scale structures which
we focus on are Jovian vortices. By taking advantage of their quasi-equilibrium state in a
rotating stratified shear flow, we show that midlatitude anticyclones are very shallow structures,
confined near the weather layer. At high latitudes, where the zonal jets are weaker, the cyclones
are free to drift poleward due to the variation of the Coriolis force with latitude (so-called
β-effect). We reproduce experimentally this β-drift, and provide avenues in order to model
their equilibration into circumpolar clusters of cyclones, as revealed by the Juno mission.
The second type of large-scale structures which we focus on are zonal jets, the strong and
deep east-west winds responsible for the banded aspect of Jupiter. We design a setup where
dominant zonal flows emerge spontaneously from a rapidly-rotating turbulent flow. Our
experiments demonstrate the essential role of Rossby waves in the emergence of the jets, but
also in their nonlinear saturation through a transition between two regimes of jets involving
bistability and Rossby waves resonance. We study the inhomogeneous and anisotropic
properties of the associated turbulent flow, in an extreme regime relevant to the gas giants. We
additionally investigate its long-term behaviour, characterized by multistability. The present
work aims at being generic and applicable to other fluid systems – planetary or not – subject to
analogous physical effects.
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