N
N

N

HAL

open science

Evolution of the chemical composition of the atmosphere
above the Mediterranean basin: forcings, mechanisms

and scenarios
Arineh Cholakian

» To cite this version:

Arineh Cholakian. Evolution of the chemical composition of the atmosphere above the Mediterranean
basin: forcings, mechanisms and scenarios. Atmospheric and Oceanic Physics [physics.ao-ph]. Uni-

versité Paris Diderot (Paris 7), 2017. English. NNT: . tel-03396489

HAL Id: tel-03396489
https://hal.science/tel-03396489

Submitted on 22 Oct 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.science/tel-03396489
https://hal.archives-ouvertes.fr

DIDEROT

These de doctorat l- N

ISO |

PPPPPP

PARIS

Presentée a 'Université Paris Diderot (UPD)

Spcialité: Physico-chimie de 1'environnement

Evolution de la composition
chimique de l'atmosphere au-dessus
du bassin Méditerranéen:
Forcages, mécanismes et scénarios

soutenue le 17 décembre 2018 par:
Arineh Cholakian

Jury
Karine Sartelet (CEREA) : Rapporteure
Michael Gauss (MET): Rapporteur
Eric Villenave (EPOC) : Examinateur
Fabien Solmon (LA) : Examinateur
Nathalie Poisson (ADEME) : Invitée
Matthias Beekmann (LISA) : Directeur de these
Isabelle Coll (LISA) : Co-directrice de these
Augustin Colette (INERIS) : Co-directeur de these

Ecole Doctorale des Sciences de 1'"Environnement d'Ile de France
(ED129)






Acknowledgements

efore starting the serious business of atmospheric chemistry and physics, I would like

to take a moment and thank the many (many) people who have helped me during

the four previous years. Of course, having the memory of a goldfish, chances are I am
going to forget many people, to whom I offer my sincere apologies.

First of all, I would like to thank the reporters for this thesis, Karine Sartelet and
Michael Gauss for accepting to be in the jury, I would also like extend my sincere grat-
itude to Eric Villenave, Nathalie Poisson and Fabien Solmon for accepting to be a part
of the jury as well. I would like to thank ADEME, INERIS and the ChArMEx project, for
funding my thesis and to LISA for having me for the duration of my thesis. I would like
to thank the administrative part of LISA and Genévieve specifically for drafting many
contracts for me.

I would be remiss if I don’t start by thanking Matthias from the bottom of my heart,
my PhD director who was there for me the whole four years (despite being very busy
himself) and even before for my masters, giving excellent suggestions, taking the time to
have many lively debates with me and offering advice whenever he could. I would like
to thank Isabelle and Augustin as well, my co-directors, who also had many helpful ideas
and were extremely helpful whenever I approached them.

I passed the past four years in the modelisation department of LISA with the most
wonderful people: Mathieu (the best office-mate i could’ve asked for), Arthur (who kills
more plants than he would like to admit), Ines (who finally signed her contract, yay!),
Richard (who should’ve become a professional motivational speaker), Giancarlo (who
likes to put sound on atmospheric simulations), Victor (my INERIS neighbor whom I
never met at INERIS), Marie (the now "ex" coffee dealer for the group), Guillaume (prob-
lem solver extraordinaire), Adriana, Christel and Beatrice (my morning coffee partners),
Gil and Gilles, Benoit (the only person that calls us on the office number), Bernard (who
people say has a cupboard full of gazpacho cartons in his office),Boutheina (sorry for
your bottle that i threw away), all the people who I was lucky enough to meet at LISA
but left before I finished my PhD: Audrey, Vincent, Julie, Stéphanie, Hervé, Alice, Char-
lotte, Lorenzo and all the other people who helped in many ways.

Before finishing, I would like to thank my parents, who have always been there for
me and have helped me throughout my life whenever they could. I would also like to
thank my friends who have suffered through many lectures on how biogenic organic
aerosols can be considered air pollutants (and what biogenic organic aerosols actually
are). I would also pause here to give an honorable mention to my ps4, just because it
has entertained me whenever I needed it for the past four years. After that last sentence
I would like to deny being a geek.

Thank you everyone.







Contents

Contents iii
List of Figures viii
List of Tables xii
List of equations and reactions xiii
Abstract 1
Résumé 3
Introduction 5
I Scientific context 11
1  Earth’satmosphere . . . . .. .. .. .. .. ... ... . .. 14

2 Atmospheric gas-phase chemistry . . . .. ... ... ... ... . ..., 19
2.1  Formation of radicals in the atmosphere . ... ... ... ..... 19

2.2  Nitrogenoxides . . . . . . . . . . e e 20

2.3 Volatile organiccompounds . . . ... ... ... ... ... .. 21

24 Ozonecycle . . .. ... . ... 21

3 Atmospheric aerosol sources and chemical composition . . . . . ... ... 22
3.1 Formation of inorganic aerosols . . . ... ... ... ........ 23

3.2  Formation of organicaerosols . . . .. ... ............. 26

3.3 Health effects of atmospheric aerosols . . . .. ... ... ..... 28

3.4  Effects of aerosolsonclimate . ... ................. 29

4 Fine aerosol atmospheric observations . . . . ... ... ... ....... 31

iii



v CONTENTS

4.1  Measurements related to fine aerosols . . ... ........... 31

4.2  Spatial variability of fine aerosols . . . . .. ... ... ... .... 32

5 The Mediterranean region . . . . . . . . . . i i it e e e e e 33

5.1  Atmospheric characteristics . . . ... ... ... L. 34

5.2 The ChArMEx campaign . . . . . . . . . ..o v v v 37

6 Thesisgoals . . . . . . . . . e e e 39
6.1  Model evaluation and amelioration for the western Mediterranean

basin . . . . .. e e e e e 40

6.2  Future conditions of the Mediterranean basin in different scales . . 40

IT Atmospheric modeling 43

1  Fundamental basis of chemistry transport models . . . ... ... ..... 45

2 The CHIMERE chemistry transport model . . . ... ... ......... 48

2.1 Inputsandoutputs . . . . . . . . . . it 48

2.2 Physical processes and chemical mechanisms in CHIMERE . . . . . 51

2.2.1  Horizontal and vertical transport and turbulent mixing . . 51

2.2.2 Deposition . . . . . . v v v v i e e e e e e e e 52

2.2.3 Gaseous chemistry . . . . ... ... .. ... ... ..., 55

2.2.4 Aerosolmodule . . .. ... ... ... ... 55

3  Simulation of organic aerosols in atmosphericmodels . . . . . . ... ... 58

3.1 Two-productschemes. . . . ... ... ... .. ........... 59

3.2 Volatilitybasisset . . . . . .. ... e 61

3.3  Carbon number - polarity grid (np+mP scheme) . . . . . . ... .. 66

3.4  Statistical oxidationmodel . . . . . .. ... L Lo, 66

3.5 Molecularschemes . . . ... ... ... ... ... ... .. ..., 68

4 Simulation of organic aerosols in CHIMERE . ... ... ... ....... 69

ITII Evaluation of simulations for the Mediterranean basin 71

1  Specific modelisation chain for the Mediterranean region . . . . . . .. .. 73

2 Meteorological input simulations . . ... ... ............... 74

3  Anthropogenic emissioninputs . . . ... ... .. ... ... ..., 84

4 Orographic representativeness error for CapCorse . . . . . . . . ... ... 86

5  Simulation of dimethyl sulfide in CHIMERE . ... ... ... ....... 91

5.1  Physical dependencies of dimethyl sulfide flux into the atmosphere 91

5.2 Chemical processes . . . . . . . . . . e 95

5.3  Simulated DMS fields and its oxidation products . . . . ... .. .. 98

IV Simulation of OA in western Mediterranean 99

1 Summaryofarticle . . ... ... ... ... .. 101

2 Simulation of organic aerosols in the western Mediterranean basin . . . . 103

3 ADSITACL . . o v e e e e e e e e e e e e e e 104

4 Introdution . . . . ... e e e e 105

5 Modelsetup . . . . . . . i e e e e e e e e 106




CONTENTS v

5.1  Organic aerosol simulation . . . . ... ... ... .......... 107
5.1.1 CHIMERE standard scheme . .. ... ........... 107
5.1.2  Volatility basis set scheme . . . . ... ... ........ 108
5.1.3  Modified volatility basis set scheme . . . . . ... .. ... 108
6  Experimentaldataset. . . . .. ... .. .. ... .. .. 109
6.1 ChArMEx measurements . . . . . . . . . . v v v v v v v v v, 109
6.2 Other measurements . . . . . . . . . .. v v v v v v v v 111
7 Modelvalidation . . .. ... .. ... ... 111
7.1 Orographic representativeness €rror . . . . . . . . . v . v v v v . . . 111
7.2 Meteorology evaluation . .. ... ... ............... 113
7.3 GasSeoUS SPECIES . « « v v v v v i e e e e e e e e e e e e e e 113
7.4  Particulate species . . . . . .. ..o 115
8  Organic aerosol simulation . . . . .. ... ... ... ... ..., 116
8.1 Comparison of PM; total organic aerosol concentration . . . . . . . 117
8.2  Total cabonaceous particle origins based on *C measurements . . . 117
8.3  Volatility and oxidation stat comparison with PMF results . . . . . . 119
9  Budgetof organicaerosols . . . . . ... ... Lo 120
10 Conclusion and discussion . . . . . . . ... ..o oo 121
11 References . . . . . . . . i i i i i e e e e e e 125
V Effects of future drivers on PM;, concentration 131
1 Summaryofarticle . . ... ... ... .. ... 133
2 Future climatic drivers and their effect on PM;, components in Europe and
the Mediterranean Sea . . . . . . . . . . . .. ... e 135
3 ADSITACL . . . v e e e e e e e e e e e e e e e e 136
4 Introdution . . . . . ... e e e e e e e e e 137
5 Methods . . . . . . . . e 138
5.1  Modeling framework . . . . . ... ... ... .. L. 138
5.2  CHIMERE chemistry transport model . . . . ... ... ....... 139
5.3  Climate Scenarios . . . . . . v v v v v v vt e e e e e e 139
5.4  Airpollutantemissions . . . . . . . . ... .. 140
6 Climate impacts . . . . . . .« v v i e e e e e e e e 140
6.1  Meteorological parameters . . . . . . . . . . ... 140
6.2 PMip CONCENLIAtIONS . . + v v v v v v e e e e e e e e e e e e e 142
6.3 Distribution of PM;, chemical components . . . ... ... ... .. 143
6.4  Dependence of PM;, components to meteorological parameters . . 146
6.4.1 Inorganic PM components . . . . . ... ... ... .. .. 146
6.4.2  Biogenic secondary organic aerosols . . . ... ...... 148
6.4.3 Dustand salt particles . . . ... .............. 151
6.4.4 Total PM;, and PM, 5 dependencies to meteorological com-
PONENS . . . . v v vt i e e e e e e e e e 151
7  Impacts of boundary condition and anthropogenic emissions . . . . . . . . 151

7.1  Boundary conditions . . . ... ... ... ... .. 152




vi CONTENTS

7.2  Anthropogenicemissions . . . . . . ... .. ... ... ... 152

7.3 Cumulative impacts . . . . . . . . . . . v it e 154

8 Conclusion and discussion . . . . . ... ... ... ... . ... ... 155

9 References . . . . . . . . . i e e e e 157

VI OA simulation scheme effects on future scenarios 163

1 Summaryofarticle . . . ... ... ... 164
2 Importance of organic aerosol simulation scheme for particulate matter

concentrations in climate projections . . . . . . . . .. ... .0 166

3 ADSITaCt . . . . o e e e e e e e e e e e e e e e 167

4 Introdution . . . . . ... e e e e e e e 167

5 Simulations . . . . . ... e e 169

5.1 CHIMERE chemistry transport model . . . . ... ... ....... 169

5.2 OA schemes used for the simulations . . ... ............ 169

5.3 Choiceofyears . ... .. ... .. .. . ... e 170

6  Schemevalidation .. ... ... ..., ... .. . ... . ... 170

7  Analysis of the simulations . . . .. . ... ... ... .. ... ..., 172

7.1  Changes in biogenic emissions . . . . . . ... ... ... ...... 172

7.2  Europeanregion . . . . . . .. ... i it e e e e 173

7.2.1  Changes in BSOA concentration . . . . . . ... ...... 173

7.2.2  Changesin the originsof OA . . . . ... ... ...... 174

7.3  Mediterranean region . . . . . .. ... L e e e e e 175

7.3.1 Changes in concentration . . . . ... ... ... ..... 176

7.3.2  Changes in the origin and volatility state of organic aerosols176

7.3.3 Spatial distribution of future changes . . . . . ... .. .. 177

8  Sensitivity of different schemes to temperature changes . . . . ... .. .. 177

9 Conclusions . . . . . . . . . e e e e e 178

10 References . . . . . . . . i i i i i e e e e e 181

VII. Population exposure in PACA region 185

1  Summaryofarticle . . ... ... ... e 187
2 Population exposure in south of France to atmospheric pollutant in future

SCENATIOS « & v v v v v v e e e e e e e e e e e e e e e e e e e e e e e 189

3 ADSITACt . . . o e e e e e e e e e e e e e e 190

4 Introdution . . . . . . .. e e e e e e e e e 191

5 Materialsand methods . . . .. ... ... ... .. o L, 192

5.1 CHIMERE CTM . . . . . . . . e e e e e e it e e e 192

5.2 Simulations . . . .. ... e 192

5.3  Anthropogenicemissions . . . . . .. ... ... ... 0. 193

5.4  Current and future population for the PACA domain . . . . ... .. 193

6 Results . . . . . . . .. e 195

6.1  Meteorological parameters . . . . . . . . .. ... 195

6.2  Changes in chemical species . . . . ... ... ... ......... 196




CONTENTS

vii

6.3  Population exposure to atmospheric components in future scenarios 198

6.4  Exposure analysis for the entire PACAregion . . . . . .. ... ... 199

6.5  Spatial analysis of the simulated exposure tendencies . . . . . . .. 200

6.6  Localization of mainrisks . ... ... ... ... .......... 200

6.7 Countypercountyanalysis. . . . .. ... ... ... ........ 201

7  Summary and conclusions . . . . .. ... oL e e 204

8 References . . . . . . . . . . e e 205
VIII Conclusions and perspectives 207
1  Model evaluation and amelioration for the western Mediterranean basin . 208

2 Future conditions of the Mediterranean basin in different scales . . . . . . 211

3 Perspectives . . . . . . .. e e e e e e e e e e e e e e e 214
Bibliography 217
A Acronyms 251
1 ACronyms . . . . . .. e e e e e e e e e e e e e e e e 251

B Supplementary materials for articles 255
1 OA simulation schemes in CHIMERE article-SI . . ... .......... 256

2 Climate scenarios and PM concentration changes in CHIMERE article - SI . 265

C MELCHIOR2 chemical scheme 277
1 MELCHIOR2 Chemical scheme and meteorological parameters used in
CHIMERE . . . . . e e e e e e e e e e 277




I.1
I.2
1.3
1.4
L.5
1.6
1.7
1.8
1.9
1.10
I.11
[.12
[.13
[.14
I.15
1.16

I1.1
I1.2
I1.3
I1.4
I1.5
I1.6
1.7
I1.8
I1.9

List of Figures

Major components of the Solar system planets . . . . . ... ... ....... 15
Life-times of different atmospheric gases and aerosols . . . . . . ... ... .. 16
The temperature change projected by RCP scenarios . .. ... ........ 18
Theozonecycle . . . . . . . . . . e 22
Formation processes and size modes of atmospheric aerosols . . . . . ... .. 23
Simplified schematic of SIA and SOA formation . . . ... ... ........ 27
Health impacts of aerosols . . . . . . . . . ... ... . ... . ... ...... 29
Direct, semi-direct and indirect interactions of aerosols with solar radiation . 30
Composition of PM; concentrations in Cap Corse, Mallorca and Paris . . . . . 32
Anthropogenic characteristics of the Mediterranean Sea . . . ... ... ... 33
Natural characteristics of the Mediterranean Sea . . . . ... ... ...... 34
Anthropogenic emission sources of some species around the Mediterranean Sea 35
RCCI factor for future climatic sensitivity . . . . . . .. ... ... ... .... 36
MISTRALS axes . . . . .« v v v v i i it e it e e e e e e e e e e 37
ChArMEx project work packages . . . . . . . . . . i i i i 38
SAFMED SOP 1b measurements . . . . . . . v v v v v v v v v v e e e 39
Simplfied schematicofaCTM . . . . . . . . . . . . ... 46
Inputs needed, the major processes and outputs in CHIMERE . ... ... .. 49
Example of nestingina CTM . . . .. ... ... ... ... ... 51
Simplified schematic of a two-product scheme . . . . . . .. .. ... ... .. 59
Simplified schmeatic of the volatility basis set scheme . . . . . . .. ... ... 61
VBS-1D scheme including fragmentation and non-volatile SOA formation . . . 63
Schematicof VBS-2D . . . . . . . . e e e e 65
Representation of anp+mPscheme . . . . . . ... ... ... ... ...... 66
Representation of a statistical oxidationmodel . . . . . .. ... ... ... .. 67

viii



List of Figures ix

I[II.1 Coarse and nested domains used in thisstudy . .. ... ... ......... 73
III.2 Vertical levels and their distribution in the simulations . . ... ... ... .. 75
II1.3 2D maps of wind speed and direction in all tested parameterizations in the

WRF model forthe 19" of July . . ... ... ... ... ... ......... 77
III.4 Stations used for the evaluation of different WRF parameterizations . . . . . . 79
III.5 An example of radio-sounding comparisons for the midnight balloon of 19

of Julyat NTmes . . . . . . . . . . . e 79
II1.6 Comparison of the chosen parameterization to in-situ measurements . . . . . 80
I11.7 Boxplots showing the comparison of all radiosounding launches available in

the period of 10" to 30" of July . . . . . . . ... ... ... 83
I11.8 Comparison of shipping emissions in HTAP-V2 and MACC-III for SO, . . . . . 85
I11.9 3D representation of the Cap Corse as seen in the model in the DEMO1 (1km)

domain . . . . . . .. e e e e e e 86
IT1.10Real orography, simulated DEMO10 orography and DEMO1 orography . ... 87
II1.11The cell containing the measurements site and its neighbouring cells . . . . . 88
III.12Non-linear regressions performed using concentration of OA and altitude of

sites shown in figure ITL.11 . . . . . . . . . . . . ... ... .. .. .. ..... 89
II1.13Time series of all confidence intervals for all converged equations for OA . . . 90
II1.14Sea surface concentration of DMS for the month of July . ... ... ..... 94
II1.15Piston velocities calculated for a range of temperatures . . . . ... ... ... 96
[II.16Simulated DMS concentrations in DEMO30 and DEMO10 . . ... ...... 97
III.17Changes of some components in the four tested parameterizations for DEMO30

and DEMOT10 . . . . . . . e e e e e e e 97
IV.1 Domains used inthisstudy . .. ... ... ... .. ... ... .. ..., 107
IV.2 Schemesusedinthisstudy. . . . ... ... ... .. ... ... ... .. ... 109
IV.3 Experimental datasites. . . . . . . . . . . . . . e 110
IV.4 Orographic representativeness error calcultations . . . .. ... ... ... .. 112
IV.5 Time series for simulated gaseous species compared to observations . . . . . . 115
IV.6 Time series for simulated aerosol species compared to observations . . . . . . 116
IV.7 Time series for simulated total organic aerosol compared to observations in

different schemes . . . . . . . . . . ... e 117
IV.8 Simulation-observation comparisons for *C measurements in different schemes

IMAVETAZE .« . v v v o i e e e e e e e e e e e e e e e e e e e e e e e 119
IV.9 Simulation-observation comparisons for '*C measurements in different schemes

for different filters . . . . . . . . ... L 119
IV.10Simulation-observation comparisons for PMF results in different schemes for

different volatility bins . . . . . . . . ... L 120
IV.11Simulation-observation comparisons for PMF results in different schemes in

AVETAZE .« v v v v e e e e e e e e e e e e e e e e e e e e e e e e e e e e 121

IV.122D average organic aerosol concentration maps from different sources and
different altitudes in absolute values . . . . . . . . . . . . . . . ... .. ... 122




X List of Figures

IV.132D average organic aerosol concentration maps from different sources and

different altitudes in relative values . . . .. ... ... ... .. ... .... 123
V.1 Domains and sub-domains used in thisstudy . . . . . ... ... ........ 138
V.2 Meteorological time series for historic and future scenarios: temperature, pre-
cipitation amount and number of rainy hours . . ... .. ... ... ... .. 141
V.3 Meteorological time series for historic and future scenarios: wind speed, wind
direction and height of the boundary layer . . . . . . ... ... ... ..... 142
V.4 Time series for PM;, in historic and future scenarios in the EUR and MED
SUbdomains . . . . . . .. e e e e e e e e e e e e 143
V.5 2D average maps for PMy, in historic and future scenarios in different seasons 144
V.6 Seasonal boxplots for PM;, in historic and future scenarios . . . . . ... ... 145

V.7 Concentrations and relative changes of PM;, in historic and future scenarios . 146
V.8 BSOA, sulfates, nitrates and dust concentrations in historic and future scenar-

ios in all studied subdomains . . . . ... ... ... ... . L oL, 147
V.9 2D average maps for BSOA, sulfates, nitrates and dust concentrations in his-

toric and future scenarios . . . . . . ... i . e e e e 148
V.10 Correlation coefficients between all tested meteorological parameters to BSOA,

sulfates, nitratesand dust . . . . . . . .. .. L e 149
V.11 Correlation coefficients between all tested meteorological parameters to am-

monium, salt, PMpand PMos . . . . . . . .o e e e e 149
V.12 Relative impact of climate, boundary conditions and anthropogenic emissions

ON A€roSOl COMPONENTS . . . . v v v v v e e e e e e e e e e e e e e e e e 152
V.13 Emission scenario COMpariSONS . . . . .« v v v v v v v v v v v v e e e e 153
VI.1 Simulation chainused inthisstudy . . ... ... ... ... .......... 170
VI.2 Changes in BSOA concentration and choiceof years . . . . . . ... ... ... 171
VI.3 Comparison of the three tested schemes to experimental data . . . ... ... 173
VI.4 Comparison of concentration and percentage of changes of BSOA in future

SCENATIOS  « v v v v v et e e e e e e e e e e e e e e e e e e e e e e e 174
VL.5 Comparison of oxidation state and origins of OA in future scenarios in all

tested schemes for European and the Mediterranean regions . . . . . ... .. 175
VL.6 2D maps of changes in the concentration of BSOA, terpenes, isoprene and

temperature in historic simulations compared to future scenarios . ... . .. 176
VI.7 Normalized changes of BSOA concentration to temperature in different sce-

narios for summer in European and the Mediterranean regions . . ... ... 177
VII.1 Domains used in the thisstudy . . . ... ... ... ... ........... 193

VII.2 The procedure of preparation of anthropogenic emissions for the PACA region 194

VII.3 Population change (in %) in all SSP scenarios for France, compared to 2005 . 194

VII.4 Re-gridded population for 2005 and its changes in future SSP scenarios for
2030s and 2050s for the PACAregion . . . . . . . . . v v v v v v i i v i e 195




List of Figures xi

VIL.5 Changes of meteorological parameters in future scenarios compared to his-

toric simulation for 2005 . . . . . .. ..o Lo 196
VIL.6 Seasonal concentration change seen in future scenarios for a number of com-
ponents (in %0) . . . . . . i i e e e e e e e e e e e e e e e e 197

VII.7 2D representations of ozone, PM;o, PM, 5, dust and BSOA for the PACA region 198
VII.8 Population-weighted exposure in the reference simulation and its changes (in
%) compared with the reference simulation for the SSP3 and SSP5 demo-

graphic sCenarios . . . . . . . . . i i e e e e e e e e e e e 199
VII.9 2D representations of exposure to ozone, PM;q, PM, 5, dust and BSOA for the

PACA region for historic and future case studies . . . . ... ... ....... 201
VII.1@ounties of the PACA region and associated population density . .. ... .. 201

VII.1Population-weighted exposure in different departments for the SSP3 scenario 202
VII.1Population-weighted exposure in different departments for the SSP3 scenario 203




List of Tables

II.1 Anthropogenic and biogenic precursors of schemes coded in CHIMERE . . . .
II.2 Lumped surrogate species in SOA simulation schemes in CHIMERE . . . . ..

II1.1 Simulation chain, domains and their resolution and input data for simulations
used for the Mediterraneanarea . ... ... ... .. ... ..........
II1.2 Tested parameterizations for the WRF model in order to simulate the meteo-
rological fields . . . . . . . . . . . .. e
II1.3 Statistical information for radio-sounding stations in three domains, com-
pared to the four parameterizations . . . . . . .. ... ... ... .......
III.4 Comparison of DEMO30 and DEMO10 simulations with four parameteriza-
tionstoE-OBSdata. . . . . . .. . .. ... e
II1.5 Simulated altitude of the Ersa site in Cap Corse, as seen in different domains
and their difference with the real altitude . . . ... ... ... .. ......
II1.6 Orographic representativeness errors (ORE) calculated for different chemical
components and meteorological parameters . . . . . ... ... ... ... ..
III.7 Four parameterizations for the calculation of piston velocity, all depending on
wind speed and temperature . . . . ... L. e e e e

IV.1 Gas and aerosol and meteorological measurements . . . ... ... ... ...
IV.2 Relative orographic representativeness error values for some species . . . . .
IV.3 Statistical information for comparisons of gaseous species . . ... ... ...
IV.4 Statistical information for comparisons of aerosol species . . . . . ... .. ..
IV.5 Statistical information for comparisons for total organic aerosol to observa-
tions of different schemes . . . . . ... ... ... ... . o .

V.1 Series of historic and future scenarios used in this study and their inputs . . .

xii



I.1
1.2
1.3
1.4
L.5
1.6
1.7
1.8
1.9
1.10
[.11
[.12
I.13
1.14
I.15
I.16
1.17
I.18
1.19
1.20
[.21
[.22
1.23
1.24
[.25
1.26

List of equations and reactions

OHradical formation 1. . . . . . . . . . . . . . . i e 19
OH radical formation 2. . . . . . . . . . . o i i e e e 19
OH radical formation 3. . . . . . . . . . . . e 19
OH radical formation 4. . . . . . . . . . o i i e e e 19
HO, radical formation 1 . . . . . . . . . . 0 o e e e 20
HOy radical formation 2 . . . . . . . . . . . e e 20
HO,radical formation 3 . . . . . . . . . . . e e 20
NOsradical formation 1 . . . . . . . . . . . . . . e 20
Nitrogenoxides 1 . . . . . . . . . . . . i i e e 20
Nitrogenoxides 2 . . . . . . . . . . L e e e e e e e e e e 20
Titration of O3 . . . . . . . e e e e e e e e 20
Transformation of NOto NOy . . . . . . . v v i v e e e e e e e e e e e 21
Termination reactions for the Oz cycle 1 . . . ... ... ... ... ...... 22
Termination reactions for the Oscycle2 . . . ... ... ... ... ...... 22
Termination reactions for the Oscycle3 . . . ... ... ... ... ...... 22
Inorganic aerosol formation 1 . . . . . . .. ... ... L oL 24
Inorganic aerosol formation 2 . . . . ... ... ... oL oo 24
Inorganic aerosol formation 3 . . . . .. ... ... Lo 24
Formation of sulfates 1 . . . . . . . . . . . . . . e 24
Formation of sulfates 2 . . . . . . . . . . . ... e 24
Formation of sulfates 3 . . . . . . . . . . . . . .. 24
Reactions of ammonium with sulfates1 . . . . ... ... ... ... ..... 24
Reactions of ammonium with sulfates2 . . . . . ... .. ... ... ..... 24
Reactions of ammonium with sulfates3 . . . . ... . ... ... ....... 24
Reactions of DMS 1 . . . . . . . . . i i e e e e e e 24
Reactions of DMS 2 . . . . . . . . o i i e e e e e 25



Xiv List of equations and reactions

[.27 Formation of nitrates 1 . . . . . . . . . . . . . i 25
[.28 Formation of nitrates 2 . . . . . . . . . . . . L e e e e 25
[.29 Formation of nitrates 3 . . . . . . . . . . . .. e e e 25
[.30 Formation of nitrates 4 . . . . . . . . . . ... e e e e 25
[.31 Formation of nitrates 5 . . . . . . . . . . ... e 25
.32 Reaction of nitrates with ammonium . . . . . ... ... ... ......... 25
.33 Reaction of nitrates in maritime environments 1 . . . . . ... ... ... ... 26
[.34 Reaction of nitrates in maritime environments 2 . . . . . . . . .. . ... ... 26
.35 Reaction of nitrates in maritime environments 3 . . . . . . .. ... ... ... 26
.36 Reaction of nitrates in maritime environments 3 . . . . . . ... ... ..... 26
.37 Reaction of nitrates with ammonium 3 . . . . . ... ... ... ........ 26
[1.1 Mass conservation equation . . . . . . . . .« v v v v v v v vt et e 45
[.2 Turbulent mixing flux . . . ... ... .. .. ... . 52
II.3 Equivalent turbulent vertical velocity . . . . . . ... ... ... ... ..... 52
II.4 Drydepositionof gases. . . . . . . . . . i i i i i ittt 52
II.5 Drydepositionofaerosols . . . . ... ... ... ... ..., 53
I1.6 Wet scavenging in gases inside raindroplets . . . . . ... ... ... ..... 53
II.7 Wet scavenging of aerosols by nuclei formation . .. ... ........... 54
I.8 Wet scavenging in aerosols by rainout . . .. ... ... ... ......... 54
I.9 The size distribution of aerosols . . . . . ... ... ... ... ... . .... 56
I1.10 Aerosol coagulation in ProCess . . . . . . v v v v v v vt e e e e e e 56
II.11 Aerosol absorption flux . . . . . . . . . . . ... . ... ... ... 56
II.12 Aerosol absorption characteristictime . . ... ... ... ... ... ..... 57
II.13 Mass equation for absorption . . . . . ... .. ... ... ... ... ..., 57
II.14 Mean absorption coefficient . . . . . . . ... ... ... ... .. ..., 57
I1.15 Mean absorption coefficient for organic aerosols . . . . . . ... ... ..... 57
I1.16 Partitioning coefficient for organicaerosols . . . . . . . ... ... ... .... 58
[.L17 Oxidation of VOCs . . . . . . . . . o i e e e e e e e 59
ILISRaoult’slaw . . . . . . . . o e e e e e e e 59
I1.19 Partitioning of SVOCs in gaseous/particulate phases. . . . . . ... ... ... 60
I1.20 Partitioning constant for SVOCs . . . . . . . . . .. . ... ... .. 60
I1.21 Partitioning constant for SVOCs combined with equation I.18 . . . . . . . .. 60
I[1.22 Yield of SOA formation from SVOCs . . . ... ... ... ... .. ...... 60
[1.23 VBS-1D representation equations . . . . . . . .« v v v v v v v v v v e v 62
I1.24 VBS-1D representation equations including fragmentation and formation of
non-volatile SOA . . . . . . . . e e 63
I1.25 Average oxidation State . . . . . . . v v vt it e e e e e e e e e e e e 64
I1.26 Simplified average oxidation state . . . . . . . . . . . . . .. oo 64
I1.27 Partitioning constant for SVOCsused in VBS-2D . . . . ... ... ... .... 64
III1.1 Equations used for the orographic representativeness error calculation ... . 89
II1.2 DMS sea-air flux before simplifications . . . .. ... ... ... ........ 92

I11.3 Difference of concentration between the air-sea interface before simplification 92
II1.4 Difference of concentration between the air-sea interface after simplification . 92




List of equations and reactions XV

III.5 DMS sea-air flux after simplifications . . . . .. ... ... ... ........ 92
[II.6 Schmidt number . . . . .. . . . . . . . . e 94
II1.7 DMS chemistry scheme 1 . . . . . ... .. ... ... . ... ... 96
II1.8 DMS chemistry scheme 2 . . . .. . .. .. ... .. .. . ..., 96
II1.9 DMS chemistry scheme 3 . . . . . . ... .. .. .. .. .. .. .. .. ... 96
[II.10DMS chemistry scheme 4 . . . . . . ... ... ... ... .. . ... . .... 96

[II.11IDMS chemistry scheme 5 . . . . . .. .. ... . ... ... ... 96







Abstract 1

Abstract

ubject to numerous anthropogenic (gaseous and particulate atmospheric pollution burden)
S and natural (desert dust events ...) forcings, but also heavily populated on its shores, the
Mediterranean is recognized as a region particularly sensitive to the evolution of atmospheric pol-
lutants and climate change. Today, the assessment of the future composition of the atmosphere in
the Mediterranean is a major environmental and health issue. In particular, the simulation of the
secondary organic aerosol (SOA) in the western basin remains little discussed in the literature,
particularly because of the complexity of the subject. The ChArMEx (Chemistry-Aerosol MEditer-
ranean Experiment) intensive campaign, which aims to scientifically evaluate the current and
future state of the Mediterranean atmospheric environment, has given us the opportunity to im-
prove our understanding of the organic fraction as well as total aerosols over the Mediterranean,
using a 3D modeling approach.

As a first step, different simulation schemes of organic aerosols (OA) taking into account the
evolution of the semi-volatile organic compounds in the atmosphere (functionalization versus
fragmentation), as well as the formation of the non-volatile SOA, have been implemented in the
CHIMERE model. The comparison of these schemes with the measurements make it possible to
highlight the main sources of OA formation in the western basin of the Mediterranean and to
define the configuration of the most appropriate scheme for the simulation of this aerosol. We
found that the scheme that takes into account the non-volatile SOA fragmentation and formation
processes fits best to the mass cocnentration, oxidation state, and origin of the OA measured in
the ChArMEXx project, especially in Cap Corse and Mallorca.

Subsequently, we utilized the CHIMERE model in order to present a detailed look at the fu-
ture conditions of the Mediterranean basin. Future scenarios proposing different intensities for
climate change have been investigated. In particular, the isolated effects of different drivers (re-
gional climate, anthropogenic emissions and long-distance transport) have been identified, and
the share of each in the evolution of the composition of the atmosphere for the main components
of particulate matter has been estimated. In order to quantify the effect of the change of the
scheme used for the simulation of the OA on future scenarios, 15 years of historic simulations
and 15 years of future simulations were performed with three different OA simulation schemes.
The results show that the percentage change in biogenic SOA can be underestimated by a factor
of 2 in a simple scheme for the simulation of the SOA, compared to a scheme taking into account
the functionalization, fragmentation and formation of non-volatile SOA.

In order to bring a more regional perspective on the Mediterranean coasts, 5 years of simula-
tions have been carried out on the PACA region on the south-eastern coasts of France, in order to
study the exposure of the population to atmospheric pollutants, as well as the combined impact
of demographic evolution (population change) and future atmospheric scenarios on this expo-
sure in two case studies at the 2030 and 2050 horizons. The results show that the individual
exposure as well as the cumulative exposure of the population decreases for most atmospheric
compounds. On the other hand, the risk associated with the exposure of the entire population to
ozone, biogenic SOA and desert dust could increase over large parts of the region, particularly in
urban areas with high levels of population growth.
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Résumé

oumise a de nombreux for¢ages anthropiques (charge en polluants atmosphériques gazeux et
S particulaires) et naturels (recirculations cétiéres, évenements de poussieres désertiques...),
mais aussi fortement peuplée sur 'ensemble de ses rives, la Méditerranée est reconnue comme
une région particulierement sensible a I'évolution des émissions de polluants et au change-
ment climatique. Aujourd’hui, I’évaluation de la composition future de 'atmosphére en Méditer-
ranée constitue un enjeu environnemental et sanitaire majeur. En particulier, la simulation de
I'aérosol organique secondaire (AOS) dans le bassin occidental reste un volet peu abordé dans
les travaux de recherche, notamment en raison de la complexité du sujet. La campagne intensive
ChArMEx (Chemistry-Aerosol MEditerranean Experiment), qui vise a I’évaluation scientifique de
I’état actuel et futur de I'environnement atmosphérique méditerranéen, nous a offert 'opportunité
d’améliorer notre compréhension de la fraction organique des aérosols de 'atmosphére au-dessus
de la Méditerranée, par une approche de modélisation 3D.

Dans un premier temps, différents schémas de simulation d’aérosol organique (AO) prenant
en compte I’évolution de la matiere organique semi-volatile dans 'atmosphére (fonctionnalisation
versus fragmentation), ainsi que la formation de I’AOS non-volatile, ont été implémentés dans
le modele CHIMERE. La comparaison de ces schémas avec les mesures a permis de mettre en
évidence les principales sources de formation de ’AO dans le bassin ouest de la Méditerranée et
de définir la configuration du modéle la plus appropriée pour la simulation de cet aérosol. Nous
avons constaté que le schéma qui prend en compte les processus de fragmentation et de formation
de ’AOS non-volatile correspondait le mieux avec la masse, I'état d’oxydation et I'origine de 'AO
mesurés dans le projet ChArMEx, notamment au Cap Corse et a Majorque.

Dans un deuxieme temps, nous avons mis en ceuvre le modele CHIMERE dans sa version
améliorée afin de proposer une analyse future du bassin Méditerranéen. Des scénarios futurs
proposant différentes intensités pour le changement climatique ont été investigués. Notamment,
les effets isolés des forcages (climat, émissions anthropiques, transport longue-distance) ont été
identifiés, et la part de chacun dans I’évolution de la composition de 'atmosphére a été estimée,
pour les principaux composants de la matiere particulaire. Afin de quantifier I'effet du change-
ment de schéma sur I’évolution de ’AO sur les scénarios futurs, 15 années de simulations his-
toriques et 15 années de simulations futures ont été effectuées avec trois schémas distincts. Les
résultats montrent que le pourcentage de changement d’AOS biogénique peut étre sous-estimé
d’un facteur 2 dans avec un schéma simple pour la simulation de ’AOS d’origine biogénique, par
rapport a un schéma prenant en compte la fonctionnalisation, la fragmentation et la formation
de ’AOS non-volatile.

Avec la volonté d’apporter un regard plus régional sur les cétes de la Méditerranée, 5 années
de simulations ont été effectuées sur la région PACA, dans le but d’étudier I'exposition de la pop-
ulation aux polluants, ainsi que 'impact combiné de '’évolution démographique et de scénarios
atmosphériques futurs sur cette exposition dans deux cas d’étude aux horizons 2030 et 2050. Les
résultats montrent que 'exposition individuelle ainsi que le cumul d’exposition de la population
diminue pour plupart des composés atmosphériques. En revanche, le risque lié a I'exposition de
I'ensemble de la population a 'ozone, aux AOS biogéniques ainsi qu’aux poussieres désertiques
pourrait augmenter sur de larges parties du territoire, en particulier dans les zones urbaines
montrant de forts taux de croissance démographique.
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6 Introduction

echanisms for the formation of atmospheric gaseous species are now well known,
M particularly thanks to the extensive research work carried out over the last three
decades. The better understanding of these processes now allows for a more robust ap-
proach to assess their impacts on air quality and human health. Conversely, the processes
of formation and aging of atmospheric aerosols (also called particles or particulate mat-
ter - PM) are not yet fully understood, particularly with regard to the organic fraction
that composes them.

Atmospheric particulate matter has received a large amount of attention in the recent
years because of its particularly harmful effects on human health, accounting for around
7 million premature deaths both due to indoor and outdoor air pollution (World health
organisation 2018). Among the best-known effects are those related to cardiovascular
and pulmonary diseases, especially in vulnerable age groups (children and the elderly,
Kurt et al. 2012). The degree of particulate matter perilousness is highly dependent to
its size, as smaller particles can penetrate deeper into the pulmonary system, and even
into the blood circulatory system (Tie et al. 2009).

It has also been shown in recent studies that PM can have direct, indirect or semi-
direct effects on the Earth radiative balance: by reflecting or absorbing solar and ter-
restrial radiations, and by interacting with clouds changing their properties and their
life-times (Kurt et al. 2012). Quantitatively, the IPCC reports that aerosols play an im-
portant role in climate change scenarios, with negative or positive forcings, depending
on the type of aerosol (Edenhofer, Elgizouli, et al. 2014).

Understanding the problems related to atmospheric aerosols requires a good knowl-
edge of their physical and chemical properties. But one main issue about PM is its high
temporal and spatial variability, and the size dependency of this variability. PM can be
directly emitted into the atmosphere, or they can be formed in the atmosphere by chem-
ical or physical processes. The sources for the formation of both cases (directly emitted
or formed in the atmosphere) can be natural, such as deserts, directly emitting dust par-
ticles or vegetation emissions acting as a precursor in the formation of aerosols in the
atmosphere. PM sources can also be anthropogenic, road traffic or factory emissions
resulting in the formation of both primary and secondary types of aerosols. Therefore,
the spatial variability of aerosols depends on the proximity of the source - or precursor
sources in the case of aerosol formation. Temporally, differences in its concentration is
seen in diurnal, week-day/weekend, monthly and seasonal observations. For example,
changes in week-to-weekend concentrations can be observed for aerosols with anthro-
pogenic sources, as human activity during the weekend is less than the week. Diurnal
cycles can also be observed in light-sensitive aerosol formation, such as aerosol formation
from plant-based biogenic precursors. The same goes for monthly and seasonal changes,
as plant activity is reduced during the cooler periods or since the use of domestic heating
is very dependent on the season. In addition, PM covers different size ranges, from small
particles with a diameter of some nanometers (from nucleation) to bigger ones with di-
ameters around some micrometers (from mechanical abrasion). Atmospheric processes
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such as coagulation and condensation which occur during the life cycle of atmospheric
particles act further on the size distribution.

Aerosols are a mixture of organic and inorganic components. Indeed, while the pro-
cesses of formation of inorganic aerosols are almost entirely known, the mechanisms
of formation of organic aerosols (OA) are still very uncertain. This is in the first place
because of the sheer enormity of the number of organic compounds in the atmosphere
that are or can result in the formation of organic aerosols. The secondary reason is the
general complexity of organic chemistry that can occur in the atmosphere. Secondary
organic aerosols result from oxidation of volatile organic compounds (VOC) in the at-
mosphere and are in their majority in the fine fraction of PM. The spatial variability
explained above for total PM is even more pronounced for OA. Their distribution in the
fine aerosol fraction around the world can be between 20% to 50% and can reach as
high as 90% according to Kanakidou et al. (2005). J. Jimenez et al. (2009) created a
database of measurements for fine aerosols in about 30 sites around the world, showing
a high disparity for OA both in seasonality and also spatially. They also show that a
considerable amount of this OA is of the secondary type.

The Mediterranean Sea shows a high burden of organic aerosol background levels.
This area has many characteristics that explain this particular aerosol exposure. First, be-
cause of its location and climate, high temperatures and large amounts of solar radiation
contribute throughout the year to maintaining active photochemistry in the basin. Then,
geographically, the sea is surrounded by orographically high lands, which creates marine
recirculations over the basin that make the residence times of the air masses longer than
usual over the sea. Finally, the basin is located at the confluence of air masses coming
from Europe, Asia, North America and North Africa (Lelieveld et al. 2002). Therefore,
abundant sources of anthropogenic and biogenic particles can be transported to this re-
gion, where they contribute to the pollution levels locally. Also, local emission sources
such as shipping routes increase the burden of the existing pollution in the area. For all
these reasons, the Mediterranean Sea is a highly interesting region to study, especially
regarding the interactions of the aforementioned sources on formation of the Mediter-
ranean pollution burden. In addition, it could be among the most sensitive regions to
climate change. Giorgi (2006) estimated climate change hotspots using precipitation and
temperature changes in different regions in a set of climate scenarios. They concluded
that the Mediterranean Sea and northeastern Europe were the most sensitive regions of
the world, according to the global simulations studied. But it is important to note that
the issue of air quality in this region is becoming more important, given that there is
a high population density around the basin that is potentially affected by the harmful
effects of air pollutants.

Despite all the reasons cited above, few measurement campaigns investigating PM
issues have been conducted in the Mediterranean region. This is especially true for the
western basin. To address the problem mentioned above and also to fill the gap due
to lack of measurements in the region, the ChArMEx (CHemistry AeRosol Measurement
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EXperiment) project was organized, along with its sister projects forming the MISTRALS
(Mediterranean Integrated Studies at Regional and Local Scales) program, starting at
2010 and to be continued up to 2020. The general goals of this project are to bet-
ter understand the current atmospheric conditions and chemical state of the western
Mediterranean region, and to predict its future conditions. These objectives suggest the
need to use a numerical model in the project to give researchers the ability to understand
current chemistry and predict future conditions in the Mediterranean basin.

Atmospheric numerical models give us the capability to test, understand and evalu-
ate the processes resulting in the formation of different atmospheric components. For
this purpose and also for the prediction of future atmospheric conditions, atmospheric
models are an indispensable tool. Chemistry-transport models can take into account all
atmospheric phenomena, including emissions, chemistry, deposition and vertical or hor-
izontal transport of different atmospheric pollutants by discretizing the desired region
into small cubes. Of course, it is impossible for these models to include the entire at-
mospheric chemistry containing millions of compounds. Therefore, reduced chemistry
schemes are used in which chemically and thermodynamically similar compounds are
grouped together in order to reduce the number of species to be treated by the model.
This approach is especially useful for organic compounds, since they cover a spectrum
of 10* to 10° species (Goldstein and Galbally 2007). On the other hand, this approach
opens up a large number of possibilities in the classification, grouping and organization
of similar organic compounds. This, along with the fact that multiple formation pro-
cesses can be taken into account (or not) in atmospheric models for the simulation of
OAs, enable researchers in proposing several different schemes for the formation of OA
in atmospheric models. When exploring climate change, atmospheric models become an
indispensable tool. Many hypothesis can be made about the extent of changes made to
meteorological parameters due to climate change and the degrees of mitigation put into
place in order to combat it. Therefore, several scenarios exist with different degrees of
severity that can be tested in atmospheric models for the Mediterranean region. While
the climate scenarios present an interesting topic themselves, the effects of changing the
way OA is simulated in the model is of interest as well. We are uncertain about the extent
of effects of climate change on the mechanisms involving the formation of OA, therefore,
different eventualities can be tested in order to quantify the amount of changes in the
simulation of this aerosol in future scenarios.

The objectives of the present thesis focus on the problem of OA modeling to bet-
ter describe current and future atmospheric composition over the Mediterranean basin,
and their impacts on sensitive environments. The first goal is to achieve a better under-
standing and quantification of the sources and formation processes of OA in the west-
ern Mediterranean area. For this purpose, a version of the regional chemistry-transport
model CHIMERE, aiming at improving OA modeling, will be evaluated against intensive
and detailed measurements from the ChArMEx campaign. In particular, several model
configurations - including changes in the functionality of the aerosol chemical scheme -
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will be tested, in order to better take into account the peculiarities of the Mediterranean
and the complexities associated with the simulation of OA.

The second goal is to assess the future conditions of the Mediterranean basin. Several
underlying objectives lie inside this goal: first, analyzing the different drivers (mainly cli-
mate and emission changes) of future air quality and quantifying the effects of each one
on future PM concentration and composition in the western Mediterranean area, but
then also to provide an analysis of future air quality at a refined scale, focusing on the
Southeastern coasts of France, and exploring the exposure of current and future pop-
ulation in this region to atmospheric pollutants. In order to achieve this second goal,
several series of future climate scenarios will be set up and analyzed for our Mediter-
ranean domain, each of them being different from the others by a single driver, in order
to quantify its role on future simulations. The explored drivers here are anthropogenic
emissions, regional climate and long-range transport. The effects of changing the OA
simulation scheme are quantified as well. Finally, a regional focus on the Mediterranean
coasts of France is included, which proposes a discussion on the effects of climate and
demographic changes on the risk associated with the exposure of individuals to air pol-
lutants.

The thesis is divided into 8 chapters. A brief scientific context is presented in chapter
1, where a summary of the state of the art of atmospheric chemistry knowledge - regard-
ing both gaseous and particulate phases - is included, as well as a short presentation of
health and climate impacts of atmospheric PM. An analysis of the atmospheric charac-
teristics of the Mediterranean region is also conducted, including the description of the
ChArMEx campaign. Finally, the goals and methodology of this thesis are presented.

The second chapter discusses atmospheric modeling, briefly introducing chemistry-
transport models. A detailed description to the CHIMERE chemistry-transport model,
the model used in this thesis, is also presented in this chapter.

The third chapter concerns some of the atmospheric modeling peculiarities regarding
the Mediterranean region. Starting from this chapter, tests, simulations performed for
the present thesis and results obtained from each one are discussed. It presents expla-
nations on the simulation of dimethyl sulfide from bodies of water, discusses orographic
representativeness of the Cap Corse area - where most measurements of the ChArMEx
campaign were performed - and finally includes a comparison of the different param-
eterizations used for the simulation of the complex meteorology of the Mediterranean
region.

Chapter 4 compares several schemes implemented in the CHIMERE model for the
simulation of OA in the western basin to measurements of not only the OA concentration,
but also other concerned species (isoprene, mono-terpenes, etc.) and for properties of
OA such as oxidation state and origins.

Chapter 5 and onward revolve around the second goal of the thesis:
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* Chapter 5 explores the effects of anthropogenic emissions, regional climate change
and long-range transport on the concentration changes of PM and its components
in future scenarios.

* The changes induced in future scenarios by changing the OA simulation scheme
are presented in chapter 6.

* Chapter 7 focuses on a regional analysis of the Southeastern coasts of France - the
PACA region - exploring the effects of climate change in 2030s and 2050s. This
chapter also discusses future population changes for this region - as predicted by
different population scenarios - and calculates the population exposure to future
gas and PM concentrations.

A conclusion of the results achieved in this thesis is provided in chapter 8.
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Summary. The earth’s atmosphere is what makes life possible on earth. It con-
tains multiple layers each with their own behavior. Its composition changes in time
and in space. It contains a high number of chemical species, with different lifetimes
and chemical characteristics. An example of these species are a group of components
called greenhouse gases (GHGs), which help the planet keep survivable temperatures
for human beings. After the industrialization era, the emissions of these gases has in-
creased drastically, causing the average temperature of the earth to increase, leading to
a man-made rapid climate change. Particulate matter, or aerosols, defined as liquid or
solid particles in suspension in the air can exist in our atmosphere as well and they can
be of different types: primary aerosols are emitted directly into the atmosphere, while
secondary aerosols are formed in the atmosphere by the means of chemical reactions.
Among them, secondary organic aerosols (SOAs) are formed in the atmosphere from
organic compounds. The concentration of SOA is highly variable spatially and tempo-
rally, showing high summertime concentrations in the Mediterranean basin, which is the
focus of this thesis. The Mediterranean basin has some peculiarities: it has a high pop-
ulation density living around it, strong anthropogenic and biogenic emission sources in
or around the basin, high residence times for atmospheric compounds in this region,
particular meteorological regimes and finally high sensitivity to climate change. These
reasons are why the ChArMEx project was organized and also are the motivations be-
hind the current thesis. The goals of the thesis are to better understand the sources
and origins of high PM (particulate matter) concentrations in the Mediterranean basin,
and also to provide an estimation of what the conditions of the basin might be in the
future. To achieve these goals, a 3D chemistry-transport model is used in order to sim-
ulate the PM concentration in the region, compare these simulations to measurements
obtained during the ChArMEx project and improve the model, making it more adapted
to the particular characteristics of the basin. The second step is to use this improved
model in future scenarios to estimate the future characteristics of the basin regarding
particulate matter. In this concise introduction into the scientific context of this thesis,
first, we will be discussing the physical properties of the atmosphere (section 1). A brief
explication of gaseous chemistry is given (section 2), followed by a more detailed look at
the aerosol chemistry, physics, health effects (section 3) and its atmospheric dispersion
regarding to the region (section 4). In the part that ensues, a look at the natural and
human-dependent characteristics of the Mediterranean basin is given (section 5). At the
end, the goals of this thesis are discussed in detail (section 6).
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The atmosphere is a layer or a set of layers of gases surrounding a planet, held into
place by the gravitational force provided by the planet itself. The density of this
atmosphere depends on the mass of each planet; the higher the mass of the planet, the
higher the gravitational force produced, therefore the thicker the layer of gas that it can
hold into place. For example, Jupiter with a mass around 300 times more than the Earth,
creates a gravitational force of around 23.1m.s~2, which holds the thickest atmosphere
in the solar system. On the other hand, Mercury, with a mass 5.5% of mass of the Earth,
cannot sustain an atmosphere because of its low gravitational force (around 3.7m.s™2).
This, among other various reasons, can explain the differences between the composition
and density of the atmosphere in different planets. Looking at our own solar system,
an impressive variety of chemical compositions can be seen in different planets. Figure
1.1 shows the atmospheric composition of different planets in our solar system. Some of
these planets have kept their primordial nature from when they were formed, like Jupiter
and Saturn, made up of nearly 100% hydrogen. Others have changed in time, but not
in the direction that would make life possible, for example, Venus’ atmosphere is made
up of 96% carbon dioxide, making the clouds in this planet to be made up of sulfuric
acid. Only the earth’s atmosphere has evolved in a way that is capable of containing and
sustaining life.

co, 93,5305 CO 0.0059

o Ne 43157 Xe 0.0021

He 1.2439 O3 0.0012

CH, 0.4249 NO,  0.0012

. Kr 0.2706 NH;  0.0002
i H, 0.1258 SO,  0.0007
N20 0.0772 H;S  0.0000

Figure 1.1 — Major composition of different planets in the solar system (left image) and per-
centage of some trace gases in earth’s atmosphere (right table, Grey: stable species, orange:
variable species, pink: highly variable species).
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1 Earth’s atmosphere

The atmosphere on earth makes life as we know it possible since it provides multiple
conditions: oxygen for respiration, carbon dioxide for plant photosynthesis, greenhouse
gases (GHGs) which keep the earth temperature at survivable levels, and the ozone layer
which provides protection against UV rays. Its major contributors are 78.1% nitrogen,
20.9% oxygen, around 0.93% argon and a large amount of water vapor (which is not
counted in the percentages given before). The remaining 0.04% corresponds roughly
to the concentration of carbon monoxide in our atmosphere, leaving an extremely small
percentage for the other components. It is fair to say that the whole science of the atmo-
spheric chemistry is focused on this 0.04%, corresponding to millions of compounds, in
gaseous or particulate phase.

The atmosphere is divided into five major layers: troposphere, stratosphere, meso-
sphere, thermosphere and exosphere. The ones that concern major events in atmospheric
chemistry are the first and the second layers, the troposphere and the stratosphere. The
troposphere contains most of the mass of the atmosphere, albeit being the layer with
the smallest thickness. Each of these layers has a specific thermal profile. The planetary
boundary layer (PBL, or atmospheric boundary layer, ABL) is the part of the troposphere
that is immediately in contact with the earth’s surface. The planetary surface charac-
teristics, such as its radiative forcing, have direct impacts on the behavior of this layer.
Therefore, since the radiative forcing over the bodies of water is different than that of
continental areas, the PBL characteristics differ in these two, as described below. Strong
vertical mixing and rapid turbulences in temperature, humidity, wind speed, etc. are
some of the characteristics of the PBL.

The clear weather continental PBL can be either convective, typically during day-time
when solar insolation heats the surface, and creates a negative (potential) temperature
gradient or stable, typically during night time, when radiative heat loss cools the surface.
It thus results in strong daily temperature cycles. Its height can vary between 200m (at
night) and 1500 (during daytime) on average, while it can get to a few kilometers as
well. In addition, a neutral PBL often presents cloudy weather and strong winds lim-
iting the daily temperature and wind cycles. The average height of this kind of PBL is
around 1000m. The marine PBL has a smaller daily cycle, because of the slow temper-
ature change of the water surface. The height of the PBL for the ocean surface is lower
in general, somewhere between a few hundred meters to 2km (Garratt 1994), but in
average mostly around 500m. The atmosphere above the PBL, where the wind becomes
quasi-geostrophic and the atmosphere is more or less non-turbulent (but not yet strongly
stratified) is called the free atmosphere.

The chemical compounds that exist in our atmosphere (except the major ones cited
above) can be emitted directly into it, either by anthropogenic or biogenic processes, or
can be formed there by the means of chemical reactions. These two are called primary
and secondary compounds, respectively. Some of these compounds are chemically inert,
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Figure 1.2 — Life-times of different atmospheric gases from very short-lived species (radicals,
etc.) to very long-lived (methane, CFCs). The image is taken from Seinfeld et Pandis 2016.

such as CO,, therefore they do not participate in chemical reactions; however, this does
not in any way mean that they do not or did not in the past participate in the formation
and evolution of our current atmosphere. Figure 1.2 shows the life-times of some gases
in our atmosphere, where CO,, methane (CH,) and CFCs (with atmospheric life-times of
5 years, 10 years and around 100 years respectively) are classified as long-lived species.
On the other end of the reactivity scale, short-lived species also exist in the atmosphere;
an example of these are radical species which play an important role in the atmospheric
chemistry, albeit having low concentrations and short life times. Hydroxyl radical (OH),
hydroperoxyl radical (HO;) and atomic chlorine (Cl) are examples of these species,
which have atmospheric lifetimes of 1 second to 1 minute, so they are in steady-state
equilibrium with more stable compounds. Other species, such as sulfur oxide, hydrogen
peroxide, etc. have an a lifetime between the short-lived species and the inert ones.
These species can stay in the atmosphere for an intermediate time scale (like a day for
both species mentioned above). Normally these are the species that can have adverse
impacts on the human health.
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The composition of the atmosphere changes in time and in space, meaning that a
spatial disparity as well as an important temporal evolution can be seen in the concen-
tration of trace species, not only at short time scales, but also at climatological time scales
(decades or more). The importance of inert species comes into play when discussing our
atmospheric climate. Species such as methane, carbon dioxide, water vapor, etc. are
regarded as GHGs. While being (at least most of them) almost inert themselves, they ab-
sorb and emit radiative energy, heating our atmosphere and producing the greenhouse
effect. This effect is beneficial for our survival, since without these gases, the temperature
of the Earth’s surface would have been too low. It was first identified by Joseph Fourier
in 1827 (Joseph Fourier 1827). However, anthropogenic emissions have increased their
concentration in our atmosphere in recent times, having huge consequences.

With increasing GHG concentrations, the radiative forcing and the greenhouse effect
increases as well, raising the surface temperature and resulting in climate change. We
started experiencing this effect since the start of the industrial revolution (around 1800s)
in a lesser degree, when large amounts of GHGs were emitted into the atmosphere be-
cause of industrialization. Still, the GHG emissions back then were a fraction of what we
emit into the atmosphere today. After the discovery of the greenhouse effect in the early
1800s, Svante Arrhenius in 1896, presented the hypothesis that if the amount of GHGs in
the atmosphere were high enough, they would result in increasing surface temperatures,
in other words global warming (Arrhenius 1896). The idea was immediately disregarded
by his peers as to be too improbable. The scientific proof for global warming was found
in late 1930s to 1940s by Guy Callendar, who, while proving the link between CO, and
temperature increase (Callendar 1938), thought it to be a beneficial side-effect of the in-
dustrialization era since it would prevent future ice ages. The research on climate change
has continued since then to this day, gaining a lot of traction in recent years.

Since then we have understood that this is not a beneficial effect and thus climate
scenarios have been developed in order to estimate the effects of climate change on dif-
ferent aspects (local and global meteorology, rising water levels, water scarcity, etc.) by
the intergovernmental panel on climate change (Edenhofer, Elgizouli, et al. 2014) using
estimations on GHG gas emission changes, land use changes, population changes and in
some cases, expected changes in CO, removal technology from the atmosphere (IPCC,
2014). The IPCC proposes 4 climatic scenarios in its latest report, called Representative
Concentration Pathways (RCPs): RCP2.6, RCP4.5, RCP6 and RCP8.5. The number af-
ter each RCP refers to the maximum ratiative forcing reached at the end of the century
(e.g. 8.5 W.m? for RCP8.5). Depending on the severity of the scenario (from the ex-
tremely optimistic to the very pessimistic), the amount of GHG emission changes which
consequently induces temperature changes differ until the end of the century. For sce-
narios covering GHG emissions from 430ppm eq-CO, (RCP2.6) to more than 1000 ppm
eq-CO, (RCP8.5) with an average of 500-700 ppm eq-CO, for intermediary scenarios,
temperatures are likely to increase (till the end of the century) to between 1°C (RCP2.6)
and 4.6°C (RCP8.6) (figure 1.3b) with an average increase of around 2°C for RCP4.5
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Figure 1.3 — The RCP (representative concentration pathways) scenarios in IPCC (intergov-
ernmental panel on climate change). The number after each RCP represents the radiative
forcing by each scenario in W.m?2. (a): changes in GHG emissions in different scenarios
compared to a historical period of 1986-2005. (b): changes in global temperature in each
scenario compared to a historical period of 1986-2005 (IPCC, 2014).

and RCP6 (the intermediary scenarios) compared to a historical period of 1976 to 2005,
according to IPCC (Edenhofer, Elgizouli, et al. 2014).

While GHGs contribute to climate change, other gaseous species can have important
impacts, either directly or indirectly on our atmosphere, therefore it is important to study
the chemistry involving these species. Since most of the atmospheric chemistry happens
in the troposphere, the focus of the next section will be the chemistry of trace gases in
the Earth’s troposphere.
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2 Atmospheric gas-phase chemistry

As mentioned before, most of the chemical components emitted into our atmosphere
are consumed in the troposphere, except those with very long life-times (around decades
which were discussed before) that can make it into the stratosphere. The gas-phase
chemistry of the troposphere mostly revolves around the oxidation of organic compounds
(e.g. methane, VOCs) in the presence of nitrogen oxides (NO,, sum of NO and NO,) in
a chain of free radical reactions under the action of sunlight (J. Seinfeld and S. Pandis
2016). The production and the photolysis of ozone plays a central role in reaction cycles.
The presence of sunlight is indispensable to this chemistry since it provides the neces-
sary energy allowing the formation of reactive radical species, initiating and propagating
reaction chains. Most of these reactions happen in the presence of radicals, making OH
radical (in daytime) and nitrate radical (NO3, mostly during the night) important oxi-
dants in the atmosphere, albeit their low concentrations. In the following section, a brief
introduction to the gas-phase chemistry in the troposphere is given.

2.1 Formation of radicals in the atmosphere

Formation of the OH radical can be considered as the key background reaction in the
troposphere which happens due to photolysis of ozone:

O3+hl/—>02+0 (I]-)

Os +hy — Oy + O(lD) (I.2)
O'D)+M — O+ M (1.3)
O('D) + HyO + hv — 20H" (1.4)

In many cases, the fate of O('D) is being quenched by colliding with most commonly
O, or N, and forming oxygen atom (Reaction 1.3), which then reforms ozone, creating
a null cycle. Occasionally, O('D) collides with water molecules instead of O, or N,
resulting in the formation of an OH radical. The formation of OH from O('D) at room
temperature and at 50% relative humidity happens only 2 out of 10 times (J. Seinfeld and
S. Pandis 2016). The reaction presented above is globally the major source of production
of OH, however, other sources can exist for the formation of this radical as well, i.e.
nitrous acid (HONO) and recycling of peroxy radicals (in low-NO, environments).

The hydroperoxyl radical (HO,) is formed by the dissociation of HCHO in the pres-
ence of sunlight or by oxidation of hydrogen peroxide by OH:

HCHO +hv — HCO + H (1.5)

HCO + 0y — CO+ HO, (1.6)
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HO, is another radical species, which has an important role in the oxidation of organic
compounds and also in the ozone cycle. Reactions which form new radicals from stable
species are called initiation reactions. The sum of HO, and OH is sometimes referred to
as HO,. Additional OH and HO, sources which transform OH into HO, and vice versa,
(keeping the HO, balance unchanged) will be presented a little further. This type of
reactions is called propagation reaction.

As seen above, the production of the OH radical needs sunlight. Therefore, it happens
only during the day. During the night, the main radical allowing chemistry in the atmo-
sphere is the nitrate radical, which is formed from the reaction of ozone and nitrogen
dioxide (NO,):

O3+ NOy;+M — NO;+ M (1.8)

During daytime, NOj is rapidly destroyed by photolysis forming back NO, and O or
NO and O,. Thus during daytime, OH is the most important oxidant agent, but during
the night NO; is considered as the most important oxidant in the atmosphere, together
with ozone. Other radicals of course exist in the atmosphere, however, these three are
the most important ones.

2.2 Nitrogen oxides

Nitrogen oxides are emitted into the atmosphere mostly because of human activities
during combustion: road transport, industrial activities, household activities, etc. They
can also be emitted naturally because of lightning, however, the amount of lightning-
related NO, emissions is negligible compared to emissions due to human activities. On
the sea surface, shipping emissions can be a big source of NO, emissions, while natural
emissions of NO from the sea surface can occur as well, however in much lower quanti-
ties. Nitrogen oxides are the only source of production of ozone in the atmosphere:

NOy+hy — NO +O (1.9)

O:+0+M — O3+ M (1.10)

M is commonly N, or O,. After its formation, ozone can react with NO to form NO,:

Reactions 1.9 to I.11 form a reaction cycle with a zero balance. Reaction 1.11 is
called titration reaction, because it rapidly removes ozone in environments with large
NO concentrations.

2.3 Volatile organic compounds

Volatile organic compounds (VOCs) are organic gaseous species in the atmosphere
composed of carbon, hydrogen and addition of oxygen, nitrogen, sulfur, halogens to the
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existing carbon-hydrogen chain. This class, includes an enormous number of species,
as mentioned before. They enter the atmosphere from being emitted from natural or
anthropogenic sources, therefore they can be regrouped into anthropogenic VOCs (AV-
OCs) and biogenic VOCs (BVOCs). The ratio of emission of BVOCs to AVOCs is around
90% to 10% globally. AVOCs are emitted from human activities such as road transport,
biomass burning, industrial processes, etc. While BVOCs are mostly emitted by plant
activities. For example, Isoprene (CsHg) is emitted by photosynthetic activities in a large
variety of plants, therefore it presents high sensitivity to solar radiation. Another exam-
ple of BVOCs are terpenes, which depend on biophysical activities in plants, therefore
their emission is not strongly light dependent and can continue overnight, however, they
depend strongly to temperature. There are multiple sinks for the removal of VOCs from
the atmosphere: oxidation reactions with major atmospheric radicals, photolysis by solar
radiation and deposition into the surface are among these sinks, the oxidation reactions
being the most important removal process. BVOCs especially are highly reactive to said
oxidants because of their characteristic olefinic double bonds in their chemical structure.
For example, the isoprene life-time towards OH is around 1.4 hours, while that of some
mono-terpenes is around a few minutes. The lifetimes of AVOCs are more variable and
usually longer than that of BVOCs. The oxidation of VOCs in the atmosphere can result
in the formation of Secondary Organic Aerosol (SOA)s (see section 3).

2.4 Ozone cycle

Ozone is a purely secondary compound, meaning that it is formed in the atmosphere
and is not emitted into it. The tropospheric ozone cycle is summarized in figure 1.4. This
cycle is what combines the two cycles explained above, the NO, and the VOC cycles.
In the VOC cycle, the reactions of RO, and HO, radicals with NO create NO,, while
recycling RO and OH radicals:

HO; + NO — OH + NOy (I.12b)

Transformation of NO to NO, without consuming ozone allows net formation of
ozone by reactions 1.9 and 1.10.

This cycle, which functions principally using radical species, initiates with reactions
that form radicals (reaction 1.4 and 1.6), and finishes by reactions that form more stable
species (called termination reactions):

NOy+OH — HNO; (1.13)

HO, + HO; — H50, (I.14)
RO, + HO;, — ROOH + Oy (1.15)
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Figure 1.4 — ozone cycle in the troposphere. This cycle includes parts of the carbon cycle and
the carbon as well. Image is taken from Camredon and Aumont, 2007.

For high concentration of NO,, (reaction 1.13) on the left side of figure 1.4 becomes
the terminating reaction. If concentration of existing NO, is low, the top and down sides
of figure 1.4 become the ending reactions (reaction 1.14 and 1.15), each combining two
peroxy radicals. This cycle gives meaning to low-NO, and high-NO, regimes, where,
the formation and evolution of the concentration of ozone depends on the existing con-
centration of NO,. In the low-NO, regime, more NO, leads to more ozone formation,
because of the reactions of peroxy radicals with NO, forming NO, and recycling OH. In
the high-NO, regime, more NO, decreases ozone formation, because it removes OH from
the system. In this regime, a competing effect for OH is present between VOC and NO,, as
seen in figure 1.4 (Camredon and Aumont 2007). Increasing VOC concentrations always
increase ozone formation.

3 Atmospheric aerosol sources and chemical
composition

Particulate matter (PM) or aerosols denote liquid or solid particles suspended in the
atmosphere with the exception of all kinds of hydrometeors (clouds, rain, snow, etc.).
These aerosols can be classified in different ways, but mainly by their origin and by
their size. Primary aerosols are those emitted directly into the atmosphere from natural
sources (volcanic eruptions, sea-salt emissions, desert dust emissions, etc.) or human ac-
tivities (wood burning, shipping and traffic emissions, etc.); while secondary aerosol are
formed from precursor gases, implying a chain of physico-chemical processes of precur-
sor gases in the atmosphere. Secondary aerosols are divided into two groups: secondary
inorganic aerosols (SIA) and SOA.
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Figure 1.5 — Formation processes and size modes of atmospheric aerosols.

The formation processes of aerosols depend on their size range. Size wise, aerosols
are classified depending on their aerodynamic diameter (D,) into three groups: Nucle-
ation mode (Dp < 0.1 um), accumulation mode (0.1um < D, < 1um) and coarse mode
(D, > 1um). The formation of aerosols in the accumulation and nucleation modes is
usually a result of chemical processes such as nucleation, condensation and coagulation,
while that of coarse mode usually follows mechanical mobilization and emission into
the atmosphere. Figure 1.5 shows the typical atmospheric size distribution of aerosols.
Examples for coarse mode aerosols are mineral dust, sea salt and pollen which can be
produced by mechanical processes such as erosion, sea spray and resuspension. The
composition of these aerosols depends directly on their source, e.g. for the case of min-
eral dust, the mineral composition of the surface. In the scientific literature, particulate
matter is classified regarding its size as PM;, PM, 5, PM;, which corresponds to particles
with a diameter less than 1 um, less than 2.5 um and less than 10 um respectively. Particles
can both be solid or liquid, with both organic and aqueous phases.

3.1 Formation of inorganic aerosols

The main types of inorganic aerosols are ammonium, nitrate and sulfate. Sulfates are
mainly formed in the atmosphere as secondary particles from the oxidation of SO, into
sulfuric acid, either in gaseous or aqueous phases. The fastest pathway for the formation
of sulfates in the gaseous phase is by oxidation with the OH radical (radicals are denoted
by a circle above them in the reactions that follow):

SO +OH + M — HOSOy + M (1.16)

HOSOy 4+ Oy + M — SO5 + HO, (1.17)
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The third reaction (reaction 1.18) happens in the presence of water vapor. Sulfuric
acid has a very low vapor pressure and high solubility, and thus passes into the particulate
phase in order to form sulfates. The formation of sulfates in the gaseous phase by this
mechanism is slower than the mechanism given below for the aqueous phase.

The aqueous phase production of sulfates is initiated by the solution of SO, in water,
where SO, starts to dissociate and the products of this dissociation depend on the pH of
the aqueous environment:

SOy.H20(aq) +— HSO; + H" (2<pH <7) (1.20)
HSO; +— SO + H"  (pH > 2) (1.21)

Oxidation of these products results in the formation of S (VI), the major oxidant de-
pends also on the pH level of the aqueous environment (H,0,, O; or OH if pH~6 or
H,0, if pH<3). As said before, S (VI) has a very low volatility, therefore it can easily
condense into existing particles or nucleate with other compounds with low vapor pres-
sure, resulting in the formation of sulfates. For example, it can nucleate with ammonium
to form ammonium sulfate ((NH,),SO,) which is the resultant of neutralization of sul-
furic acid. The resulting product can be formed in the aqueous phase or in the aerosol
phase depending on the relative humidity (see below).

NH;(g) + HySO4(aq) — NHyHSO,  (aq or s) (1.22)
2N Hs3(g) + H2SO4(aq) — (NHy)2S04  (aq or s) (1.23)
3NH;(g) +2H2504(aq) — NHyHSO,.(NH,)250, (aq or s) (1.24)

A secondary source for the formation of sulfates is the emission of dimethyl sulfide
(DMS) in marine environments. The biologic activities of planktons in the oceans and
seas indeed results in the formation of DMS, which is then emitted into the atmosphere.
The flux of DMS emission into the atmosphere depends on the amount of DMS available
in the first layers of the water, and also on the velocity of the wind interacting with the
sea surface. The emitted DMS in the atmosphere can be oxidized by OH radical by the
means of abstraction or addition reactions to, in the end, form mostly methanosulfonic
acid (MSA), SO, and other minor products:

Abstraction : DMS +OH = aMSA+ bSOy + ¢SOz + ... (1.25)

Addition :  DMS + OH = dDMSO +eDMSOy + fSOs + ... (1.26)

The abstraction path is more active at higher temperatures and the addition path
at lower temperatures (J. Seinfeld and S. Pandis 2016). MSA and SO, then can form
sulfate aerosols. The flux of DMS emitted from the sea surface to the atmosphere has




CHAPTER I. SCIENTIFIC CONTEXT 25

been estimated in multiple studies, using techniques such as piston velocity (Elliott 2009)
or the sea surface chlorophyll concentrations (Albert et al. 2012), but it still stays an
uncertain topic. The formation of sulfates from DMS has been estimated to be 6-22% of
the total sulfates globally (Ganor et al. 2000).

The formation of nitrates is related to the formation of nitric acid in gaseous or aque-
ous phases. The gaseous phase reactions (especially during the day) include oxidation
of NO, by the OH radical:

NOy+OH + M — HNOs (1.27)
Or oxidation of NO, by:
NOy+ O3 — NO3 + Oy (1.28)
NOs;+ RH — HNO3; + R (1.29)
NO3 + NOy — Ny,Os (1.30)
NyOs(g) + HyO(s) — 2HNOs(g) (1.31)

The neutralization of sulfuric acid occurs first before that of nitric acid (J. Seinfeld
and S. Pandis 2016), the neutralization of nitric acid occurring if ammonia is still present
in the atmosphere once H,SO, is neutralized, to form ammonium nitrate in the aqueous
or solid phase:

HNO3(g) + NH3(g) +— NH,;NO3(s) or NH; (aq) + NO3 (aq) (1.32)

The phase in which the products are formed depends on atmospheric conditions and
mainly relative humidity. Not all aerosols share the same affinity to water: each aerosol’s
hygroscopicity is the deciding factor for the amount of water vapor it can take in. The
amount of water that can be absorbed by an aerosol depends on the ambient relative
humidity following a hysteresis function. If the relative humidity passes a certain limit
for each aerosol, the aerosol finds itself in a state of saturated aqueous solution, the
aforementioned limit being called the deliquescence point (DRH). From the other side,
if the relative humidity is lower than a certain point, the aerosol stays in solid state. This
point is called the efflorescence point (ERH). Both these points have a strong dependence
upon the chemical composition of the aerosol. For example, for the reaction mentioned
above (reaction 1.32), the DRH for ammonium nitrate is around 62%.

In certain atmospheric environments, other elements enter these equations. For ex-
ample, in maritime conditions, salt particles can interact with sulfuric or nitric acids,
liberating hydrochloric acid (HCI):

HNOs(g) + NaCl(s) — NaNOs(s) + HCI(g) (1.33)

Hy504(g9) + NaCl(s) — NaHSO4(s) + HCl(g) (1.34)
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H>S504(g) + 2NaCl(s) — NaaSO4(s) +2HCl(g) (1.35)

Or in areas with dust emissions, the dust particles can contain calcium which can
react with nitrates:

HNOs(g) + CaCOs(s) — Ca(NO3)s (1.36)

Or in anthropogenic areas:
HNO3(g) + NH3(9) — NH;y;NO5(g) 1.37)

The production of these species can depend greatly on different factors, such as
gaseous precursor concentration, levels of atmospheric oxidants, air temperature and
humidity and also the characteristics of preexisting aerosols. A simplified scheme for the
processes involving SIA formation is shown in figure 1.6.

3.2 Formation of organic aerosols

Formation of SOA generally results from the oxidation of volatile organic compounds
(VOCs). To put it simply, the VOCs in the atmosphere are oxidized to semi-volatile or-
ganic compounds (SVOCs), and these SVOCs can subsequently be oxidized again and
again on their way to form carbon monoxide or carbon dioxide. In the meanwhile,
SVOGCs, in any of their multiple stages of oxidation, can transfer to the particular phase
to form SOAs. SOA can be regrouped into anthropogenic SOA (ASOA) and biogenic SOA
(BSOA). SVOCs can oxidize a number of times before passing into particulate phase,
meaning that, for example, first generation SVOCs can react with oxidants to form sec-
ond generation SVOCs, which are more oxidized and thus less volatile; causing what is
called “aging” processes. When a VOC is oxidized, in most cases, the oxygen to carbon
(O:C) ratio of the product becomes higher and therefore its volatility becomes lower. This
is called functionalization. Another factor that can affect the volatility of SVOCs is the
carbon chain length. The longer the carbon chain for the SVOC is, the lower its volatility
gets. Longer carbon chain SVOCs can break in the atmosphere, causing a phenomena
called “fragmentation”. If an SVOC with a long C chain is broken in the atmosphere, the
resulting molecules are more volatile than the original SVOC. While this is the general
scheme in which SOA is produced, there are other processes that have to be taken into
account as well. For example, recent studies (C. Cappa and J. Jimenez 2010; Ehn et al.
2014) show that SVOCs, after their formation, can pass into a state of such low volatility
that they cannot become volatile after that and stay in particulate phase, this is called
the “nonvolatile SOA formation” processes.

It is important to bear in mind that what is called SVOC includes a range of 10* to
10° species, most of them having different thermodynamic and chemical characteristics
(Goldstein and Galbally 2007); the sheer enormity of the number of species that can
participate in the formation of SOA, the uncertainty of formation pathways, yields and
reaction speeds for each of these species makes them difficult to study and to model.
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Figure 1.6 — Simplified schematic of formation of secondary inorganic aerosols and secondary
organic aerosols in the atmosphere.
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Examples of VOC precursors for the formation of BSOA include isoprene, mono-
terpenes and sesqui-terpenes, which are emitted by plants. The formation of SOA from
these sources greatly depends on the dominant species of a region, for example, the
needle-leaf forests produce monoterpenes, while in broad-leaf forests are more suscep-
tible in producing isoprene. ASOA production precursors include xylenes and toluene,
which normally are produced by human activities such as road traffic and industries. A
simplified schematic of SOA formation is presented in figure 1.6.

3.3 Health effects of atmospheric aerosols

Multiple studies show that particulate matter affects human health through the toxic
properties of its compounds, causing mainly cardiovascular and respiratory diseases re-
sulting in premature deaths (R. M. Harrison and Yin 2000; Péschl 2005; Mauderly and
Chow 2008; Tie et al. 2009). The extent of these effects depends on their composition
and size. According to world health organization (WHO, 2018), ambient air pollution
causes 4.2 million premature deaths per year globally, from which around 40% corre-
sponds to respiratory diseases caused by PM pollution. On the other hand, indoor air
pollution causes 3.8 million deaths per year globally, where again particulate matter is
of special concern. Brunekreef and Holgate (2002) calculated the mortality caused by
PM;,, PM; 5, ozone and nitrogen oxides, concluding that PM, 5 represents more mortality
risk compared to PM;y. The smaller the particles are, the more they can penetrate into
the human respiratory system; ultrafine (PM, ;) particles are particularly dangerous in
this regard, since they are small enough to enter the blood stream through respiratory
tract membranes (figure 1.7). It is important to bear in mind that PM, ; particles have in
a large extent anthropogenic sources, while particles with diameters superior to 2.5um
have more natural origins. Therefore, while naturally occurring particles can also cause
health issues, it is in fact particles with anthropogenic sources that are more dangerous
for human health. Albeit an increasing amount of awareness and research in this area,
the relationship between particulate matter and human health is still subject of intense
research. The links between PM exposition and many other illnesses (allergies, neuro-
generative, psychiatric) yet have to be better assessed. Also, PM components are not
equally toxic. Especially reactive oxygen compounds are known to foster oxidative stress
and inflammatory processes, poly-aromatic compounds adsorbed at the surface of dust
particles are mutagenic (Cassee et al. 2013).

The only way to reduce the mortality caused by particulate matter air pollution, is to
control its emission and formation in the atmosphere, by limiting anthropogenic pollu-
tant emissions into the atmosphere. Such emission reduction policies have been carried
out to a degree in certain parts of the world, but the countries with higher risk factor for
such diseases, i.e. countries with high population and uncontrolled air pollution have
not yet reduced their emissions to an acceptable degree.
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Figure 1.7 — Health impacts of aerosols and their penetration distance into the respiratory
system by size.

3.4 Effects of aerosols on climate

Atmospheric aerosols affect our climate in different ways:

* They can reflect or absorb the incoming solar radiation
* They can reflect or absorb the terrestrial radiation (to a much lesser degree)

* They can interact with clouds in complex ways leading to changes in cloud reflec-
tivity and albedo, cloud lifetime, cloud height and cloud precipitation

* They can also change the soil albedo, but this effect is marginal compared to the
others.

These effects are categorized in IPCC report (Edenhofer, Elgizouli, et al. 2014) as irra-
diance changes from Aerosol-Radiation Interactions (ari) and from Aerosol-Cloud Inter-
actions (aci). Therefore, effective radiative forcing from aerosol-radiation interactions
(ERFari) includes radiative forcing caused by direct and semi-direct interactions of solar
radiation with aerosols and effective radiative forcing from aerosol-cloud interactions
(ERFaci) includes radiative forcing from changes made by aerosols in cloud properties
(figure 1.8). Direct interaction of aerosols with solar radiation is when radiation is inter-
cepted directly by a particle and this interaction results in either absorption or scattering
of radiation, respectively causing heating and cooling effects for the atmosphere.




30 CHAPTER I. SCIENTIFIC CONTEXT

Irradiance Changes from Irradiance Changes from
Aerosol-Radiation Interactions (ari) Aerosol-Cloud Interactions (aci)

I E——— I — p——
Direct Effect Semi-Direct Effects Cloud Albedo Effect Lifetime (including glaciation
& thermodynamic) Effects

Radiative Forcing (RFari) Adjustments Radiative Forcing (RFaci) Adjustments

Effective Radiative Forcing (ERFari) Effective Radiative Forcing (ERFaci)

= & =
_2 %Té

Highlighted Highlighted Expert
CMIPS AR4, AR5 Al GCMs Satelites Judgement

Aerosol Forcing (W m?)

-3
RFari ERFaci ERFari+aci

RFari (Wm?)

Sulphate

Total

Figure 1.8 — Definition of direct, semi-direct and indirect interactions of aerosols with solar
radiation and radiative forcing caused by direct, semi-direct and indirect interactions caused
by total aerosols and different components (IPCC, 2014).

Aerosol absorption may also decrease cloud cover since it heats the air, and as a
consequence reduces relative humidity (known as the semi-direct effects), leading to
a positive radiative forcing. The indirect effects include an increase in droplet number
associated with increases in aerosols, leading to an increase in cloud albedo (reflectivity),
and a decrease in precipitation efficiency associated with increases in aerosols.

The aforementioned interactions coupled with GHG increases cause the global cli-
mate to change. While the effects of GHGs is more straight-forward to calculate, the
radiative forcing from aerosols is still one of the most uncertain parts related to climate
change (Boucher et al. 2013). While GHGs in general cause warming of our atmosphere,
aerosols, in their totality, are believed to have a cooling effect, counterbalancing a part of
this warming. Figure 1.8-a shows the ERFari and ERFaci and their sum (ERFari+ERFaci)
for pre-industrial to present day period (1750-2011) calculated using global simulations,
satellite data and expert predictions, showing a radiative forcing of around —0.5 W m™2,
—~1.5Wm~2 and —1.3 W m~?2 on average, respectively. For comparison, radiative forcing
caused by carbon dioxide, well-mixed GHGs and ozone for the same period are around
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1.8Wm™2,1.1 Wm~2 and 0.4 W m~2 respectively. It is also important to bear in mind that
while we already know that clouds can strongly affect climate, their effect on a future
and thus warmer climate is not yet certain (meaning that the extent of its retroactions
with climate are uncertain). For future climate studies, global models are used to sim-
ulate the cloudiness, but due to their too coarse resolution, cannot fully resolve these
cloud fields. Therefore, the uncertainty of these models for future scenarios is high. This
uncertainty results in the scatter of climate model ensemble results delivered by IPCC
together with best estimates (Edenhofer, Elgizouli, et al. 2014).

While the totality of radiative forcing caused by aerosols seems to point to a cooling
effect, it can be different if each aerosol component were to be analyzed separately.
Figure 1.8-b shows the RFari caused by different components of anthropogenic aerosols
for the same period. The RF caused by almost all components points to a cooling effect
except for black carbon (BC) and dust from arid regions (Johnson et al. 2004) which
shows a warming one. BC, contrary to the other aerosols seems to have a heat absorbing
property. The RFari for individual aerosol components is more uncertain than the total
RFari.

The complexity of processes regarding aerosol formation and their uncertain effects
on climate mean that studying these components in more detail is necessary, especially
in a climatic context, where their complexity becomes two-fold (effect of aerosols on
climate, effects of climate on atmospheric composition) because of the uncertainties in-
volved.

4 Fine aerosol atmospheric observations

4.1 Measurements related to fine aerosols

Fine aerosols in the atmosphere include aerosols with an aerodynamic diameter less
than 2.5 um (PM, 5). The chemical composition of fine aerosol fraction can be determined
with different online or offline instruments. To determine the chemical composition of
submicron particles for a long period of time, usually on-line methods such as aerosol
mass spectrometers (AMS) are used, high resolution time of flight AMS (HR-ToF-AMS,
Ng et al. (2011)) and quadrupole aerosol speciation monitors (Q-ACSM, Decarlo et al.,
2006) are the most used in speciation of atmospheric submicron aerosol speciation. The
main difference between these instruments is the system that each utilizes to separate
ions, the ACSM uses electric fields accelerated by four cylindrical metal rods arranged
symmetrically around the ion beam and the HR-ToF-AMS functions on the premise that
after ionization, all ions (ideally) have the same kinetic energy and therefore smaller ions
reach the detector in shorter flight times than larger ions. Whatever the method, they
both measure the concentration of different ions present in submicron aerosols using the
obtained mass spectra and its standard deviation. Using these data, a receptor modeling
analysis can be performed to obtain different factors determining the true dimensional-
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ity of the obtained data. This method called positive matrix factorization (PMF, Paatero
(1997)) in the atmospheric scientific community allows to determine the origin (traffic,
marine, etc.) of different components of PM;, but it also enables the estimation of the ox-
idation state of submicron OA. In the classic utilization of the PMF method, three factors
are identified for the oxidation state of OA: HOA (hydrogen-like organic aerosol, not ox-
idized), SVOOA (semi-volatile oxygenated organic aerosols) and IVOOA (low-volatility
oxygenated organic aerosols) which correspond to newly emitted OA (POA, primary OA),
newly formed SOA and aged SOA respectively. J. Jimenez et al. (2009) examined these
factors for different parts of the world and showed, once again, a strong spatial vari-
ability in this aspect as well. Each of these factors can be highly variable depending on
the region where the measurements are performed, for example, urban or marine areas
show different characteristics, which will be discussed below.

1 Cap Corse
2 Mallorca
3 Paris Summer

= S04 245 379 25.2
sat 03 03 04
® NO3 48 15 51 284
NH4 12.2 144 6.5 119
= BC 59 57 13 6.8
= OA 522 399 498 36
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Figure 1.9 — Composition of PM, concentrations in Cap Corse, Mallorca and Paris.

4.2 Spatial variability of fine aerosols

Fine PM show high spatial and temporal variations in the atmosphere, as well as
high variability in sources and origins. To explain more, in figure 1.9, the distribution of
different components for PM; size fraction is shown for three measurement sites of the
SAFMED campaign in Ersa and Es Pinar for the summer of 2013 and Sirta, Paris in 2009.
The Es Pinar and Ersa stations will be discussed in more detail later, the Sirta station
values is taken from Crippa, Haddad, et al. (2013) and Crippa, Decarlo, et al. (2013).
As seen here, the distribution of different components in PM; changes between sites
and seasons. The two Mediterranean sites show similar distributions with some minor
differences, while the Parisian station shows a different structure. However, whatever the
differences, it is visible that OA has an important contribution to the PM; concentration.

The total concentrations of PM; in these sites show strong variations as well, showing
averages of 3.71ugm=3, 2.88ugm=3, 4.5ugm—2 and 14ugm—3 for Ersa, Es Pinar, Paris
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summer and Paris winter respectively, attesting to the high spatial and temporal variabil-
ity. If absolute values are compared, in the case of BSOA in summertime, the concentra-
tions correspond to 1.93ugm™3, 1.125ugm2, 1.62ugm 3 and 5.5 ug m~3. If these values
were compared to other sites in the world, this fact becomes more tangible. J. Jimenez
et al. (2009) shows this fact for multiple sites globally, finding average concentrations of
as high as 80 ug m~2 (Beijing, China) with high variation in PM; components.

The high contribution of organic aerosols in the Mediterranean area shown in the
previous section, justifies the need of studying this region in more detail. Alongside the
organic fraction, the total aerosol burden in the area is high as well and the region has
unique characteristics which will be explained in the following section.

5 The Mediterranean region

The Mediterranean Sea is the largest body of water in Europe, almost entirely en-
closed by land, connecting to the Atlantic Ocean by the strait of Gibraltar, to the Black
Sea by the strait of Bosporus and to the Red Sea by the artificially made Suez Canal. The
Mediterranean Sea is enclosed by southern Europe from the north, the Middle East at
the east, northern Africa in the south. It shares coasts with 22 countries in total. The
surface of this sea is around 2.5 million km?. The average depth of the Mediterranean is
around 1,500 meters, with a maximum recorded depth of 5,267m in the Calypso deeps.
A total of 10,000 islands exist in the Mediterranean Sea, including Corsica and Mallorca
islands which will be discussed in more detail in the sections that follow, because they
offer possibilities for remote atmospheric observations.
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Figure 1.10 — Anthropogenic characteristics of the Mediterranean Sea: a: population den-
sity(person/m2), b: shipping routes, c: land use around the basin, d: roads around the
basin.
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The density of population living in the Mediterranean coasts is quite high with a
high spatial variability (figure 1.10-a), from 1000 people.km 2 around the Nile delta to
20 people.km~2 around the coasts of Libya; the population growing from 95 million in
1979 to 143 million in 2000 and it is estimated to reach 174 million by 2025. Also,
the basin counts 33% of the worldwide tourism, counting 306 million travelers out of
980 million worldwide in 2013. A 25-30% increase in this tourism is estimated till
the year 2030 (Lanquar 2011). Apart from the anthropogenic emissions caused by a
high density of population around the basin (I.10-d as an example for road traffic), the
shipping emissions in the basin itself are important as well (figure 1.10-b). The burden
of merchant shipping traffic for the Mediterranean Sea is around 30% of the world-wide
amount , the burden of emissions of nitrogen oxides, sulfur oxides and particulate matter
is 3.5%, 3.9% and 3.7% respectively for the year 2015, of global emissions, all sectors
confounded (Johansson et al. 2017). Land use for the Mediterranean region is highly
diverse spatially (figure 1.10-c), the European coasts, Turkish coasts and North West
African coasts mostly contain agricultural lands, urban sites as anthropogenic sources
and broadleaf forests and shrubs as natural uses; while north eastern African coasts
mainly contain barren lands, with the exception of some areas like the Nile delta.

5.1 Atmospheric characteristics

Figure 1.11 — Natural characteristics of the Mediterranean Sea: a: orography (m), b: plan-
etary boundary layer height (m), c: sea surface temperature (k), d: wind speed (m/s), wind
direction and major wind systems.

The basin, especially the western part, is enclosed by land with elevated orography
(figure I.11-a), creating barriers for the movement and transport of air masses and there-
fore keeping the air circulating within the basin. Like other bodies of water, on average,
low boundary layer height is observed (figure 1.11-b), the average being around 500m
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for the basin (compared with around 800m for the European continent). The average
10m height wind speed is around 4m.s~!, with wind systems such as the Mistral, the Bora
and the Etesian which can transport air masses from the European continent towards the
basin, the Sirocco transporting African air masses, and the Westerly transporting west-
ern air masses (figure 1.11-d). With these strong wind systems transporting pollutants
towards the basin and the high altitude lands enclosing the basin, the chances of an air
mass staying in the basin and circulating locally within the basin are quite high, resulting
in high residence times for pollutants in the region.

The sea surface temperature (SST) is on average around 20°C (figure 1.11-c); two
quite different profiles are seen for the SST in the northern and southern parts of the
basin (and in consequence western and eastern parts as well) for the SST. The Mediter-
ranean climate consists of hot dry summers and rainy winters. This region is at the
crossroads of the descending branches of both large-scale convective motions, Hadley
and Walker cells, resulting in lower than usual mixing depths which prevent efficient
dispersion of pollutants, especially in the eastern part of the basin (Dayan et al., 2017).
The western part is affected by the transport of air masses from the northern American
as well. Moreover, high solar radiation during summer provides the conditions for high
photochemical activity. It is also important to take into account that deposition is gener-
ally less favored over the water for compounds with low solubility like ozone than over
vegetation. These factors result in high ozone concentrations during the summer period
for the whole basin, as well as increased PM concentration. This is contrary to what is
seen in central Europe, where PM concentrations are maximum during winter because of
lower boundary layer heights, more SVOCs and inorganic compounds (such as nitrates
and ammonium) in the particulate phase due to of lower temperatures.
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Figure 1.12 — Anthropogenic aerosol emission sources that affect the Mediterranean basin
for NO,,, SO,, NH5 and CO in molecules.cm >

The Mediterranean Sea is subject to multiple aerosol sources (emission sources of
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pollutants in figure 1.12), both natural and anthropogenic, making the aerosol burden
in general in this area quite high (Lelieveld et al. 2002). Biogenic aerosol sources are
mainly transported from Europe (K. N. Sartelet et al. 2012), while anthropogenic sources
are transported both from Europe and Africa; dust particles enter the area mainly from
the African coasts (Bouchlaghem et al. 2009; Vincent et al. 2016); and biomass burning
generates aerosols that come from Spain, Europe and Africa to the basin especially during
the summer period (M. O. Andreae and Merlet 2001; Korontzi et al. 2006). In addition,
local emissions such as shipping emissions (Marmer et al. 2009), sea salt and other
marine aerosols (Schwier et al. 2017) also contribute to the aerosol burden in the area
(figure 1.12).

RCCI, 20 Models, Three Scenarios (A1B, A2, B1)
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Figure 1.13 — RCCI (regional climate change index) value calculated using 20 global climate
models for three SRES scenarios: A2, B1 and A1B. Image is taken from Giorgi, 2006.

The Mediterranean region is identified as one of the hotspots for climate change,
meaning that it shows high sensitivity to changes of climate in future scenarios (Giorgi
2006). Giorgi, using an ensemble of global climate models and three climatic scenarios
(A1B, A2 and B1 IPCC-SRES scenarios, Ipcc 2000; Bernstein et al. 2007), calculates
a regional climate change index (RCCI) based on regional mean precipitation change,
regional mean surface temperature change and changes in inter-annual variability of
precipitation and temperature. This index was calculated for 26 different regions of the
world, to estimate the most responsive regions to climate change. Giorgi then concludes
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that the Mediterranean and North Eastern Europe are the principal hotspots (figure 1.13).
Other studies were performed by other researchers concluding high sensitivity for the
Mediterranean region (Adloff et al. 2015; Ciardini et al. 2016).

In light of all these factors, studying the Mediterranean region becomes interesting
and necessary. This is true for both occidental and oriental sides of the basin, but the
amount of literature existing for the eastern basin is much more than that of the western
region area (Lelieveld et al. 2002 ; Bardouki et al. 2003 ; Sciare, Oikonomou, Cachier,
et al. 2005 ; Kogak et al. 2007 ; Koulouri et al. 2008 ; Sciare, Oikonomou, Favez, et al.
2008). Among the research done for the western basin, studies focusing on gaseous
species and their reactivity seems to prevail and not much attention has been given to
the aerosol formation in the area, especially when speaking of organic aerosols.

To summarize, the Mediterranean basin is impacted by multiple sources for aerosols
in and around the basin, intense photo-chemical processes, high population density
and high climate sensitivity; these reasons make studying the Mediterranean interesting
and they also underline the importance of measurement campaigns and measurement-
simulation comparisons for this basin.

5.2 The ChArMEx campaign
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Figure 1.14 — MISTRALS axes

The MISTRALS (Mediterranean Integrated Studies at Regional and Local Scales, http:
//www.mistrals-home.org) program was initiated, with the aim of focusing the efforts
of the international environmental research communities in different fields around the
Mediterranean basin. The program started in 2010 and is to continue its activities for
10 years, covering 8 different axes: HyMeX (Hydrological cycle in the Mediterranean eX-
periment, https://www.hymex.org), ChArMEx (Chemistry-Aerosol Mediterranean Ex-
periment, http://charmex.lsce.ipsl.fr), MERMEx (Marine Ecosystems Response in
the Mediterranean Experiment, https://mermex.mio.univ-amu.fr), SocMed (Sociétés
en Méditerranée), TerMEx (the Terra Mediterranean earth science Experiment), SICMED
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(Surfaces et Interfaces Continentales Méditerranéennes), PaleoMEx (Paleo Mediterranean
Experiment) and BioDivMEx (BioDiversity of the Mediterranean Experiment). The prin-
cipal goals of each of these axes is shown briefly in figure 1.14.
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Figure 1.15 — ChArMEx project work packages

The current thesis is a part of the ChArMEx project, which aims to evaluate the cur-
rent and future state of the Mediterranean atmosphere and to understand the impacts
of the atmospheric conditions in the basin on the regional climate, air quality, human
health and marine biogeochemistry. To achieve these goals, the project was divided into
seven work packages (WPs): source apportionment, chemical processes, health impacts,
aerosol properties and climate impacts, deposition, variability/trends and future (figure
1.15). While there is some overlap between different work packages, this thesis is mainly
based on the goals aimed to be achieved by WP2 and WP7: to understand and to quan-
tify the formation processes of secondary compounds over the Mediterranean basin with
regards to the unique conditions of this basin and to estimate future changes in the basin.
In particular, one of the main goals of WP2 is to use the measurements obtained during
the different observational periods of the ChArMEx campaign to better understand the
atmospheric conditions especially regarding the production of photo-oxidant and organic
aerosol production in the western Mediterranean basin. The second objective of this WP
is to evaluate atmospheric models by comparing simulated concentrations of different
components to measurements and to identify necessary improvements taking into ac-
count the specific conditions of the Mediterranean basin. Such atmospheric models can
then be used in WP7 to predict future changes in the basin.

Many different observation periods were performed during the ChArMEx campaign.
One period that interests this work is the SAFMED (Secondary Aerosol Formation in the
MEDiterranean) SOP 1b (Special Observation Period 1b) sub-campaign. This campaign
took place during the summers of 2013 and 2014 (the results obtained during the sum-
mer of 2013 are used in this work). The general goal of SAFMED is to understand the
origins of high SOA concentrations observed over the western Mediterranean during the
summer. While the ChArMEx campaign covers the whole Mediterranean, the SAFMED
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part of this campaign only concerns the western basin of the Sea. Since the focus of this
thesis is the western Mediterranean as well, the data from this project will be used in this
work. Figure 1.16 shows the location and type of measurements performed during the
SAFMED SOP 1b campaign in 2013, during this campaign, the Ersa supersite, located
in the northern Corsica was decided to be chosen as a representative site for the whole
western Mediterranean basin.
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Figure 1.16 — SAFMED SOP 1b measurements

6 Thesis goals

The Mediterranean region, as mentioned before, presents its own particular char-
acteristics. High aerosol burden, high pollutant transfer towards the basin, high solar
radiation which results in high oxidant levels, and on the other hand, an important pop-
ulation density and high climatic sensitivity makes this region an essential object to study.
As explained before, the studies covering the western Mediterranean basin focusing on
the chemical composition of this region are scarce, which is why this work is focused on
the aerosols in the western basin. In light of these facts, the general goals of the current
thesis are the following:

* Goal 1: Achieve a better understanding and quantification of sources and formation
processes of OA (and also other particles) in the western Mediterranean basin

* Goal 2: Study the impacts of climate change on the atmospheric conditions and air
quality of the western Mediterranean basin on different scales
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The first goal is important on its own, since it answers many of the issues raised in this
introduction about the Mediterranean atmosphere, therefore it is necessary to achieve
the goals assigned in this part in order to be able to proceed to the second part. The two
goals are intertwined when it comes to understanding the performance of the model in
this region: without a good grasp on the performance of the model and without finding
the most appropriate parameterization for the simulation of the Mediterranean basin
(e.g. the results of goal 1), the second goal could not be achieved. The two goals each
follow a different methodology which will be discussed in the following sections:

6.1 Model evaluation and amelioration for the western
Mediterranean basin

The focus of this part is to characterize the aerosol composition in the western Mediter-
ranean basin, by the means of a 3D chemistry-transport model (CTM, in the case of this
thesis the CHIMERE model). This study is based on the measurements achieved during
the ChArMEx project, which gives the opportunity of precise and rigorous observation-
simulation comparisons. Because of the aforementioned particularities of this region,
improvements to the model might be necessary in order to fully represent the western
Mediterranean basin. Among the studied components, a special focus has to be given to
organic aerosols, which have a high concentration in this region and also their simulation
is more difficult in CTMs.

The methodology of achieving this goal is to first, effectuate a thorough evaluation of
the CHIMERE model. This evaluation is done by first, preparing the model for an initial
simulation, and then comparing the resulting simulations with observations obtained
for the same period. As a consequence of this step, the weak points of the model for
this specific region of the world can be pinpointed. The second step is to implement
changes in the model in order to mend the weak points identified in the previous step. An
important attention is given to OA simulation when these modifications are performed.
This modified version of the model can be further used in the other parts of the thesis,
identification of sources and origins of aerosols is done using the modified model.

6.2 Future conditions of the Mediterranean basin in different scales

The second part of the thesis envisions to understand the changes and their intensity
in future scenarios for the Mediterranean basin. The focus of this part is on the PM and
organic aerosols because of the problematic explained before. Because of the importance
of OA in this region, special attention is given to this type of aerosol, both in regards to
its future concentrations and also the changes that its concentration can show because
of different forcings. This goal applies not only to the basin on its entirety, but also to a
more local scale (PACA region in the south-eastern coasts of France), where the exposure
of the population living around the basin is explored in future scenarios to find the extent
of the effects on the increasing population due to changing climate.
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The approach taken in this phase is to in the first place, study the conditions of the
Mediterranean basin in different future scenarios. In this part, a thorough comparison
of different future scenarios to historic simulations is performed for the whole basin and
then compared to the European region, in order to identify the differences between the
two areas. The goal of the thesis is to study PM and especially the OA, therefore, an
analysis of the changes of PM in total and different PM components is performed, includ-
ing OA. Certain factors contributing to PM concentration changes in future scenarios are
identified and the amount of the impact of each one is calculated. Using the modified
model obtained from the first phase, the effect of changes in OA simulation methods is
also studied.

Second part of this phase, is to focus on local air quality changes in future scenarios
for the Mediterranean basin. In this part, the simulations from the previous part are
used as boundary conditions for a smaller domain focused on the southern coasts of
France with the Mediterranean Sea. The air quality of these regions is studied for 2030s
and 2050s using future anthropogenic emissions corresponding to each period and the
impact of climate change on the population of these areas is calculated.

As a summary, the goals of the two phases are to:

e Phase 1

— Evaluate the CHIMERE model for the Mediterranean area (chapter III)

— Modify the model taking into account the specific conditions of the Mediter-
ranean basin (chapter III)

— Identify the sources and origins of OA in this region (chapter IV)

e Phase 2

Study future scenarios with a focus on PM concentrations (chapter V)

Identify and quantify factors contributing to the changes in PM concentrations
in future scenarios (chapter V)

Quantify the effects of changes in the OA simulation scheme used in future
scenarios (chapter VI)

Study the effects of climate change on the air quality of southern coasts of
France and its consequences on the population of this area (chapter VII).
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Summary.3D modeling of the chemical composition of the atmosphere is a relatively
new science. The simulations done with these models can be global with less horizon-
tal resolution and less details on the chemical composition or they can be regional with
higher resolution and more simulated species. Of course, given that the atmospheric
chemistry and physics are complicated topics, in order to afford the computational needs
necessary, simplifications have to be done both in chemistry and in the solving of equa-
tions regarding physical processes. Numerous chemistry-transport models (CTMs) exist
that are used for this purpose, the basis for which are discussed in this chapter (section
1). The focus of this thesis is on the CHIMERE CTM, therefore the explications on the
different modules of a CTM will be presented for the CHIMERE model (section 2). The
simulation of OA is what we want to improve in the Mediterranean basin, therefore a
detailed review of different schemes implemented in different CTMs has been included
(section 3). At the end, a short discussion about OA simulation schemes that have been
added and tested in CHIMERE has been included (section 4).
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modeling of the atmospheric composition is performed by global chemistry mod-
3 els or rCTMs. Global chemistry transport models simulate the concentrations
of multiple atmospheric components for the globe, they may be coupled with an online
general circulation model or use the information produced by one in an off-line fashion.
rCTMs, however, only simulate a chosen region, but with a better horizontal resolution
and often with a larger number of simulated species and included reactions. In this work,
an rCTM is used, which will be introduced shortly.

History of atmospheric modeling is intertwined with efforts to create a method for
meteorological forecast. The basis of most of the early models in this area was Bjerknes’
theorem which was developed late 1800s and early 1900s (Bjerknes 1902). He actu-
ally proposed the idea that using his theorem, it would be possible to predict what the
atmospheric meteorological conditions would be in a few hours (Thorpe et al. 2003).
Using his theorem, Richardson developed a primitive meteorological prediction model,
which was supposed to predict one day of meteorological conditions, using a room full of
people as ‘calculators’ who did calculations manually and each passed their calculations
to the next person. Like Peter Lynch says in his book (Lynch 2006) his model failed to
do what it was supposed to, while he also explains that the reason for the failure was
not in the physical processes used, but because of not applying smoothing techniques
to the data. This was the first effort in simulating atmospheric conditions. In 1940s
when computers were invented, weather forecasting became feasible. After the sugges-
tion of Von Neumann in 1946, a project was started to dedicate a recently developed
computing system (the ENIAC) to weather forecasting. Charney in 1949 performed the
first successful numerical weather prediction using a 1D model (Charney and Eliassen
1949). Since then, weather forecast models have come a long way. After first successful
attempts in meteorological modeling, atmospheric modeling was extended to chemistry,
first treating a limited number of chemical reactions in order to see the chemical evo-
lution of certain species. The first global chemistry-transport models were developed in
the 1970s (Holloway et al. 1971; Arakawa and A. 1972; etc.), although the complexity
of the chemical scheme followed the available computational power directly. The first
rCTM, was developed in 1980s (Robbins et al., 1980; Eliassen et al. 1982; Garcia and
Solomon 1983; Owens et al. 1985; etc.).

1 Fundamental basis of chemistry transport models

A CTM uses the mass conservation equation for each component used in the model
to determine the changes in its concentration:

0C; 0C; 0C; 0C; 0C; 0C;
8t — (E ) chemistry + ( W )emzssmns + (E ) advection + (W)dszusmn + (E ) deposition (H ]-)

Equation II.1, called the mass conservation equation, contains all the source and the
sink terms for each chemical component in the model; therefore, solving this equation
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Figure II.1 — A simplified representation of what a CTM looks like: In each cube, the time
evolution of chemical species is calculated taking into account different processes, then the
interaction between horizontal and vertical cubes covering the simulation domain is simu-
lated.

would give the concentration of a given species for a given time. However, solving this
equation analytically is possible only for extremely simplified cases. These cases, obvi-
ously do not in majority of circumstances comply with the complexity of the atmospheric
physics and chemistry. Therefore, it should be solved numerically.

One way to achieve that goal is to discretize in time and space, cutting the desired
simulation domain into small cubes both horizontally and vertically (figure I1I.1). For
each cube, the sources and sinks are calculated, and the interactions between neighbor-
ing cubes are taken into account. Generally, the hypothesis is made that the concen-
tration of each species in each cube is homogenous. If n variables are considered and
the domain has m cubes, a system of nxm equations with nxm unknowns should be
solved in order to provide the necessary output for each time-step. As an example, a
domain covering the European continent with a horizontal resolution of 0.44° and 9 ver-
tical levels would have around 70000 cubes (m=70000). If around 100 species were to
be simulated (n=100, which is a relatively low number of species for rCTMs), the num-
ber of unknowns would be around 7x10°. Solving this number of differential equations
has to be done using numerical methods. Numerical solvers used in chemistry-transport
models can be divided into two types: explicit and implicit ones. An explicit solver im-
plies that a direct computation of the desired unknown is possible and the variable is not
dependent to other variables, while in an implicit solver coupled sets of equations or a
matrix based solution has to be used, since variables are dependent to each other and
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have to be solved simultaneously. Implicit methods use an iterative approach to func-
tion, while semi-explicit solvers combine both explicit and implicit methods. In iterative
methods, an initial guess is used, and then the equation is solved multiple times, each
time improving the solution (in a stable case) with the number of iterations decided by
the user. As it can be guessed, the higher the requested number of iterations, the higher
the time necessary to solve the equation and in most cases, the higher the accuracy of
the resulting solution. In this way, the aforementioned equation is solvable in each cube.

To solve the mass conservation equation, some input information needs to be pro-
vided to the CTM. An rCTM does not cover the whole globe, therefore, boundary condi-
tions are necessary, which are provided either by global chemistry models or by bigger-
domain simulations with the same rCTM. This technique, imbricating smaller and spa-
tially better resolved ones in a larger domain is called grid-nesting. Initial conditions
are also used in order to provide information about the existing atmospheric chemical
conditions of the region, which are fed to the model the same way as boundary con-
ditions only for the first time-step. Anthropogenic and biogenic emissions of different
components have to be presented in the model as inputs. In addition, the rCTM needs
information about the land use types of the simulation domain. Each CTM contains in-
formation about chemical and thermodynamic properties of different species, reactions
types and their speeds, which are normally obtained from dedicated laboratory experi-
ments, such as atmospheric chamber studies.

Each CTM has several modules, treating chemistry, transport, deposition, etc. pro-
cesses. Some of them provide additional information as well, for example the size dis-
tribution of aerosols can be calculated in some CTMs, while others only give the total
amount of aerosols. The chemistry module in each CTM revolves around a chemical
mechanism, which is an essential part of the inner working of the model. A chemi-
cal scheme represents the reactions and species that exist in our atmosphere and it can
be divided into two types: explicit and reduced schemes. Explicit mechanisms con-
tain a detailed chemistry of reactions and species. For example, Generator for Explicit
Chemistry and Kinetics of Organics in the Atmosphere (GECKO-A, Aumont2005a) is a
box-model that is used to generate explicit chemical schemes for different atmospheric
species. While the mechanism created by these types of models is very complete, it is
too heavy to be implemented directly into CTMs because of the high number of species
and reactions contained in them. That’s why reduced schemes are created, where species
with similar chemical and thermodynamic properties are grouped (lumped) together in
order to reduce the number of the reactions and components in the model. This group-
ing of species especially concerns VOCs, since their numbers are high and their chemical
properties can be close to each other. The lumped species can be decided in two fashions,
either by the properties of a real species, meaning that all species close to that compo-
nent are lumped together, or by a fictive average species, meaning that an average of a
group of species is assigned to a lumped group.

It is important to mention that each CTM is different. They normally have their own
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specific modifiable options. For each CTM (sometimes even for different versions of one
CTM) the input information has to be provided in a specific format. The thermodynamic
and chemical information used by each CTM can be unique to that CTM. The coding
(language, functions, order of functions, etc.) is generally specific for each CTM. This is
why we see comparisons of different CTMs to each other in inter-comparison studies (for
example EURODELTA project, Bessagnet, Pirovano, et al. 2016), especially when all the
input information are kept the same in order to compare these models.

The main processes used in the CHIMERE CTM, the model used in this thesis, is
explained in the section that follows.

2 The CHIMERE chemistry transport model

CHIMERE is an offline Eulerian rCTM which can be used for physical and chemical
processes research, climatological and future scenario runs and operational air pollution
forecasts (Menut, Bessagnet, et al. 2013). Like other atmospheric models, it needs exter-
nal forcings to function: meteorological fields, boundary conditions and information on
emissions of atmospheric pollutants. Using this information, CHIMERE can simulate the
concentrations of a chosen list of species in a continental or regional scale over a range of
horizontal resolutions from 1km to 100km. The first version of the model was released in
1997, covering just gas-phase chemistry. First studies performed with this model aimed
at better understanding the photo-oxidant chemistry around Paris area (Cécile Honoré
et al. 2000; Menut, Vautard, et al. 2000; Robert Vautard et al. 2000). In 2004, a module
was added to the scheme making it capable of simulating aerosol components as well as
gaseous species (Bessagnet, Hodzic, et al. 2004). Since then, it has grown and (as of the
writing of this thesis) its last version is the CHIMERE2017b. In this work, two different
versions of the model are used: 2013b and a modified version of 2014b. The inputs
needed, the major processes and outputs are shown in figure II.2.

2.1 Inputs and outputs

First step in running CHIMERE is choosing the horizontal and vertical resolutions
of the domain of the simulations. The horizontal domain can be rectangular or it can
be quasi-rectangular with a small increment in order to take into account the surface
changes in higher and lower latitudes.

The vertical domain is defined by hybrid sigma-p coordinates, meaning that the sur-
face pressure scales the levels. The number of vertical layers can be chosen by the user.
The algorithm allows layer thickness to change exponentially in the lowest 200hPa of the
atmosphere, and have constant thickness (in pressure coordinates) from 200hPa to the
top of the atmosphere.

The land use data is then extracted using the horizontal domain. Two options are
available for land use data inputs: GLCF (http://glcf.umd.edu/data/) or Globcover
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Figure I1.2 — Inputs needed, the major processes and outputs in CHIMERE.

(Arino et al. 2008; Bicheron et al. 2011). The resolution of these two databases are
1kmx 1km and 300mx300m respectively. Globcover originally contains 22 classes and
is derived from satellite data, the version used in CHIMERE has 8 classes: Agricul-
tural lands, glass lands, Barren lands, inland water, urban, shrubs, needle leaf forests,
broadleaf forests and oceans.

CHIMERE, in its standard chemical scheme, uses anthropogenic emissions of 23
species, which have to be provided as an input. Although this data can be delivered
by different emission inventories, specific factors, such as the coverage area, the res-
olution, the species, etc. should be considered when choosing the emissions inven-
tory. The default anthropogenic emissions in CHIMERE is the EMEP (European Moni-
toring and Evaluation Programme, Vestreng et al. 2007; http://www.ceip.at/) emis-
sions inventory which provides annual data for NO,, Non-Methanic Volatile Organic
Compounds (NMVOCs), SO,, CO, PM,; and PMcoarse for 10 activity sectors (SNAP,
Selected Nomenclature for Air Pollution). This annual data is distributed into monthly
emissions for species used in the model by passing through an aggregation table using
(most commonly) the emiSURF interface. The same aggregation table is used to dis-
tribute NMVOC emissions into individual species, then to group them again according the
lumped species used in the model. Any other emission inventories such as edgar-HTAP
(Hemispheric Transport of Air Pollution; http://edgar.jrc.ec.europa.eu/htap_v2/
index.php), MACC-TNO (Kuenen et al. 2014), ECLIPSE (http://www.iiasa.ac.at/),
etc. can also be used in the model if they have annual data for these activity sectors for
at least species mentioned above and the desired region. It is important to mention that
these emission inventories might have major differences with each other, either because
of the method used in their construction (top-down, bottom-up) or the raw information



http://www.ceip.at/
http://edgar.jrc.ec.europa.eu/htap_v2/index.php
http://edgar.jrc.ec.europa.eu/htap_v2/index.php
http://www.iiasa.ac.at/

50 CHAPTER II. ATMOSPHERIC MODELING

used by the developer, therefore inter-comparison studies exist for different emission in-
ventories (Granier et al. 2011; Pouliot et al. 2012). Almost each of these inventories has
a different horizontal resolution. Although in emiSURF means for downgrading emis-
sions to finer resolutions has been provided, it is better to use anthropogenic emissions
with higher default horizontal resolution for finer domains. Fire emissions can be pre-
pared for the model as well, using another interface called APIFLAME (Turquety et al.
2014).

Biogenic emissions in CHIMERE are taken from an online module implemented in-
side CHIMERE called Model of Emissions of Gases and Aerosols from Nature (MEGAN,
Guenther et al. 2006). MEGAN provides emission factors for isoprene, limonene, a-
pinene, $-pinene, ocimene, and some other monoterpenes with a horizontal resolution
of 0.008x0.008. In calculating biogenic emissions, meteorological parameters such as
wind speed, solar radiation, actinic flux and monthly leaf area index (LAI) are taken into
account. Bear in mind that the MEGAN implemented in CHIMERE is a reduced version
of this model and some of its options are not available (as an example CO, attenuation,
O; effects on isoprene emissions, effects of humidity on emissions).

Salt emissions from the sea surface in the model are optionally calculated using the
parameterization proposed by Monahan (1986). Sea salt can be likewise treated as inert
species not interacting with other species in the atmosphere, or as reactive species (Na™*,
Cl', SO4*) interacting with others.

Dust emissions also can be activated in the model. The parameterization is different
for emissions originating from Africa or Europe. For African dust emissions the scheme
from S. C. Alfaro and Gomes (2001) and the optimizations from Menut, Schmechtig, et
al. (2005) are used. The model proposed by S. C. Alfaro and Gomes (2001) is the combi-
nation of saltation flux calculation proposed by Marticorena and Bergametti, (1995) and
sandblasting model by S. Alfaro et al. (1998). The dust emissions over Europe follow a
simplified version of the same scheme, close to what is proposed by Zender et al. (2003).
Since dust emissions from continental Europe are not comparable in their intensity with
those of African area, a simplified scheme was deemed to be sufficient.

Modules capable of treating and regridding meteorological information from two
sources are implemented in CHIMERE: the ECMWF data (https://www.ecmwf.int) or
outputs of the WRF model (Weather research and forecast, Wang et al. 2015). The
ECMWF data can be used directly in CHIMERE, while in order to prepare WRF data,
the WRF model has to be used separately. In other words, the WRF model has to sim-
ulate a domain a little bigger than what is going to be used in CHIMERE using NCEP
data (National Centers of Environmental Predictions) reanalysis meteorological data
(http://www.ncep.noaa.gov) with a base resolution of 1°. The WRF model includes
an impressive list of modifiable parameters for meteorological simulations.

Boundary conditions are taken from global chemistry model simulations in case of
a domain covering the whole Europe in CHIMERE. For example, LMDZ-INCA (Hauglus-
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Figure I1.3 — The process of nesting smaller domains inside a continental domain: The
domain on the left side uses global chemistry transport simulation results as boundary con-
ditions, the rest use the results from the previous bigger domain as boundary conditions.

taine et al. 2014), GOCART (Ginoux et al. 2004) or C-IFS from the CAMS project (https:
//atmosphere.copernicus.eu/) global models can provide this information; modules of
extracting and regridding this information are already present in CHIMERE. For smaller
domains, it is preferred to use the simulations from a bigger domain with lower resolu-
tions for the same period as boundary conditions. Sometimes a higher resolution for a
specific part of the domain is desired, in this case “nested” domains can be used in order
to use a bigger but coarser domain as boundary conditions for the smaller one. The big-
ger domain still has to use data from global chemistry models as boundary conditions.
Figure I1.3 shows the nesting process for a coarse domain with three nested domains
inside.

With all the input information provided, CHIMERE can simulate the concentrations of
a list of gaseous and particulate species depending on what options were activated in the
model. Hourly time steps are provided for all output species; for dry and wet deposition,
12 hour sums are provided for each component.

2.2 Physical processes and chemical mechanisms in CHIMERE
2.2.1 Horizontal and vertical transport and turbulent mixing

Three parameterizations are available for horizontal transport:

* First order upwind scheme: A simple scheme that does not need much computa-
tional power, in return it is not very accurate.

» Second order Van Leer scheme (Leer 1979): More complex and more accurate than
the upwind scheme, in return it needs more computational sources.

* Third order parabolic piecewise method (PPM, Colella and P. R. Woodward 1984)
scheme, accurate, little diffusive, but time consuming.
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Vertical transport advection is calculated in a way that vertical wind speed balances
horizontal divergence/convergence. For the first layer, the lateral incoming and outgoing
fluxes for each cell are calculated and this value is balanced with an incoming/outgoing
flux from the upper border of each cell. After the first layer, the calculation is repeated
for all cells of the second layer, using all lateral fluxes and those to the first layer. This is
repeated in a recursive manner until the top layer. Vertical transport is represented by the
two first mechanisms presented for horizontal transport (the upwind and the Van Leer
schemes). The Van Leer scheme used by default is on the second order, therefore, the
necessary information cannot be assured for the first and the last layers of the simulation,
since a second order scheme requires information from at least the previous and the next
layers. Therefore, the scheme is changed automatically to the upwind scheme for these
two levels even if the Van Leer scheme is activated.

At each layer change, a turbulent mixing flux for that layer (layer k) is calculated
using:

Cror(2 — C
me:w,ﬂﬂm+ ) (I1.2)
Hy,

Where,

C' — Concentration

H — Layer thickness

D — Density

Vi — Equivalent turbulent vertical velocity

The density dependent ratio is used in this equation since the mass should be con-
served between the two layers. The same equation is repeated for the upper layer. And
Vj. is calculated by:

- I1.3
(Hp + Hit1) -3

Where K. is the vertical turbulent diffusivity which is calculated using the Troen and
Mahrt (1986) method.

K.
Vie=+
2

2.2.2 Deposition

The dry deposition of gases is treated with an analogy of resistances (Wesely 1989),
corresponding to the inverse sum of aerodynamic resistance, laminar boundary layer
resistance and surface resistance:

. 1
P S— L.
T R, Ry + R _—

Where,

v, — Deposition speed for the gaseous species i
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R, — Aerodynamic resistance
R} — Quasi-laminar boundary layer resistance
R. — Surface resistance

The aerodynamic resistance is the resistance to vertical transfer from a given level
in the surface layer to near the surface. Quasi-laminar resistance depends on the at-
mospheric turbulence as well the molecular diffusion of gas i. Surface resistance is a
combination of parallel resistances itself, each corresponding to soil, plant surface, plant
stomata, plant mesophyll, etc. Aerodynamic and boundary limit resistances are calcu-
lated using meteorological parameters (friction velocity, v* and the Obukov length, L).

Dry deposition for aerosols is calculated with the same analogy, but the sedimentation
velocity (J. Seinfeld and S. Pandis 2016) has been added to the equation:
1

Vg = Ug + I1.5
d Toq +Tp + ToTple ( )

Where,

vq — Deposition speed

r, — Aerodynamic resistance

r, — Quasi-laminar boundary layer resistance for particles
vs — Sedimentation velocity

Over vegetal canopies, corrections have been added, including a dependence to leaf
area index (LAI) for different seasons, and more realistic treatment of resistances in
winter (depending on ice, water, etc., L. Zhang et al. 2003). The dry deposition of
aerosols follows two processes: a Brownian motion process which is efficient for small
particles and a sedimentation process efficient for large particles. For the intermediate
size range of aerosols (the accumulation mode), dry deposition is very slow and therefore
particles accumulate in this size range.

Wet scavenging has also been taken into account in the model, in clouds or rain
droplets and for aerosols or gases, each with a different parameterization. Gases can
be scavenged in non-raining clouds. Since the clouds can evaporate and therefore the
captured gases can be released again, the scavenging of gaseous species in clouds is
considered to be a reversible process. The parameterization of this process is taken from
J. Seinfeld and S. Pandis (2016). On the other hand, gases can be scavenged inside rain
droplets under clouds as well, which then fall onto the ground. This irreversible process
is expressed by:

pD, 1,1
r=_ P2 (94 06ReSc 1.6
6 x 107, D2 (2 T 0-0Rez5e3) (IL.6)

Where,
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I’ — Scavenging coefficient

p — Precipitation rate

D, — Molecular diffusion coefficient
u, — Raindrop velocity

Re — Reynolds number of droplet
Sc — Scmidt number of droplet

For aerosols, the interactions of particles with clouds can be two-fold: They can be
scavenged by coagulation with clouds or they can act as nuclei for the formation of
new droplets. The latter process is more efficient in clouds. The flux of this process is
expressed by Tsyro (2002):

[

gf] _ _Zfz o a7)
Where,

P, — Precipitation rate per grid cell

w — Liquid water content

h — Cell thickness

¢ — Empirical uptake coefficient (between 0-1)

Aerosols can also be captured and rained out to the ground by falling rain droplets,
the flux for this process follows:

%] — apEl
dt Ug

[ Q; (IL.8)

Where,

E — Collision efficiency coefficient
«a — Empirical coefficient

p — Precipitation rate per grid cell
u, — Raindrop velocity

Resuspension of particulate species is parameterized following what was suggested
by Vautard, Honoré, et al. (2005). This process involves freshly deposited small particles
by turbulent wind which are really easy to mobilize shortly after their deposition. For
the sake of simplicity, resuspension of secondary components is ignored. A simple resus-
pension rate depending on the friction velocity and the time after start of resuspension
is used for this process (Loosmore and Cederwall 2004).
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2.2.3 Gaseous chemistry

As explained before, reduced chemical mechanisms are used in CTMs in order to
reduce the number of reactions and species existing in the model and thus reducing the
computational time. CHIMERE contains three chemical mechanisms:

* MELCHIORI1 (Lattuati 1997) containing 300 reactions and 80 gaseous species. The
principal goal of this scheme was to study the evolution of the ozone in the atmo-
sphere.

* MELCHIOR2 (Derognat et al. 2003) which is a reduced version of MELCHIOR1 con-
taining 120 reactions and 40 gaseous species in order to reduce computing times.
This scheme’s principal goal was to study boundary layer atmospheric chemistry. It
follows the chemical operators concept (W. P. Carter 1990; Aumont, Jaecker-Voirol,
et al. 1996). This scheme is commonly used in most studies done by the CHIMERE
model.

e SAPRC-07A (W. Carter 2010) which contains 275 reactions and 85 species. It
is the most recent chemical mechanism added to CHIMERE. It was compared to
MELCHIOR2 (Menut, Bessagnet, et al. 2013) and for common atmospheric species,
good agreement was seen between the two schemes (Mailler et al. 2017).

Different types of reactions are used in the model, but most of the reaction kinetics
follow the Arrhenius law. The chemical species and reactions existing in the default
MELCHIOR2 scheme are presented in annex C.

2.2.4 Aerosol module

The gaseous chemical mechanism explained above is coupled with a sectional aerosol
module containing several species: PPM (primary particle material), nitrate, sulfate, am-
monium, several BSOA and ASOA species, salt (dry salt or sodium and chloride as well),
dust, black carbon, elemental carbon and water. The usage of many of these aerosol
species is activated by options in the model. Particles are distributed into logarithmic
sectional size bins, which can be modified by the user by choosing the number of bins,
the finest and the coarsest bin. For example, in this work, a 10 bin distribution is used,
with bins ranging between 40 nm to 40 um. In this way, each bin covers a size fraction of
a factor of 2.

For the simulation of inorganic aerosols the ISORROPIA model is used as explained
before.

Physical processes taken into account for aerosol formation are coagulation, absorp-
tion and nucleation. The mathematical representation of aerosols in the model is de-
pendent of composition and size distribution of aerosols. The density distribution of
aerosols is discretized in a finite number of bins, so, all particles in section [ have the




56 CHAPTER II. ATMOSPHERIC MODELING

same composition characterized by their mean diameter di (for each aerosol type). This
representation sums up to:

Q= Q (I1.9)
i
Where,
Q; (ugm~—3) — Total mass concentration in section /
QF (ugm—) — Mass concentration of component k in section [

For coagulation, the classical theory of Gelbard and J. H. Seinfeld (1980) has been
used. Assumption is made that the coagulation involves binary collision, therefore the
mass balance is written as:

de 1 I-11-1 L . " .
dt 2 >0 (B Q5+ BijuQ; Qi)
im1j=1
-1
— > (B Qi = B Q) (I1.10)
i—1
1 m
_5(36@1@?@1) - Qf Z (45@1@@)
i=l+1

Where,
12343 — Sectional coagulation coefficients

The first term on the right side of this mass balance equation represents the flux of
coagulation of component k into the section [/, from the collision of two aerosols from
all the sections below /. The second term shows the sink flux of difference between a
particle larger than section /, formed from coagulation of a particle within section / and
section lower than /, and a particle within section / and a section lower than /. The third
and the forth terms are the out flux of coagulation of particles from the section / into
another one and the coagulation of particles from section / into higher sections. The
sectional coefficients for coagulation depend on composition of particles, their physical
characteristics and also to meteorological data such as temperature, pressure and tur-
bulence (Fuch, N. 1964). The major phenomena controlling coagulation for sub-micron
particles is the Brownian movement and for coarse particles is the sedimentation.

For absorption, the absorption flux J is calculated by:

J= i(G _a.) (L11)

Where,

G — Gas phase concentration
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(¢q — Equilibrium concentration
7 — Characteristic time

If the gas phase concentration is higher than the equilibrium concentration condensa-
tion happens. On the other hand, evaporation of the particulate phase will happen if the
gas phase concentration is lower than the equilibrium concentration. The characteristic
time is: .

14 2
T=_——<ad I1.12
2 AcdN ( )

Where,

A — Free path of molecules

a — Accommodation coefficient
¢ — Mean molecular velocity

d — Diameter

N — Particle number

Two things to notice about the characteristic time equation: first, it depends on the
particle number, so molecules in the model are assumed to be internally mixed. Second,
in clean conditions, the characteristic time increases, therefore, the absorption flux de-
creases. The characteristic time for rather clean conditions (N < 10%*e¢m™2), for SVOC
with a diameter of 0.1um and an accommodation coefficient of 0.2 is around 5 minutes.
The mass equation for absorption for the species k in the section [ is:

dor

dl )absorption = HZICQl (1113)

(

Where,
Hf — Mean absorption coefficient
This variable is calculated by the equation I1.11 represented above, resulting in:

12>\Ck

Hf = 2 (18X e G];q,l) (IL14)

PELN agd,

For inorganics, the equilibrium concentration is calculated by the processes included
in ISORROPIA, which also calculates the water content in the particles. For organics,
the equilibrium concentration is temperature dependent and is calculated by (Pankow
1987):

" QF

GF = I1.15
eq,l OM[ K[}g) ( )

Where,
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K7} — Partitioning coefficient
OM, — Absorbent organic matter concentration

And K7 is expressed by (considering thermodynamic equilibrium between gas and

particulate phases):
107°RT
KP= —— — (II.16)
B MWouCipy

Where,

R — Ideal gas constant

T — Temperature

MWon — Mean molecular weight

(. — Activity coefficient in bulk aerosol phase
p;. — Vapor pressure of ¢ as a pure liquid

The activity coefficient is difficult to calculate, so it is assumed constant and equal to
1. It is also important to mention that the interactions between organic and inorganic
compounds are not taken into account since they are not well known.

For nucleation, the parameterization of Kulmala et al. (1998) is used for sulfuric acid.
Sulfuric acid/water vapor homogeneous nucleation occurs in cold and humid regions
with weak particle load as this process is in competition with absorption. In addition, the
effect is on the ultrafine particles and the calculated nucleated aerosols are added to the
lowest bin. The nucleation rate is parameterized as a function of temperature, relative
humidity and sulfuric acid vapor concentration. Although nucleation of organic aerosols
has been already proven to be important (Kavouras et al. 1998), no parameterization
exists for its simulation, so it is not considered in the model.

3 Simulation of organic aerosols in atmospheric models

The simulation of OA in CTMs follows the same logic as explicit and lumped chem-
istry mechanisms: because of the sheer enormity of the number of components that can
participate in their simulation, implementation of an explicit chemical scheme in CTMs
for the simulation of organic aerosols is not possible. Therefore, simplified chemical
schemes that can characterize the complex nature of OA and numerous phenomena that
can participate in their formation are necessary. So, many different parameterizations ex-
ist for their simulation in CTMs, each of which have advantages and drawbacks. We will
try to discuss the basis and the positive and negative points for some of these schemes in
this section.
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3.1 Two-product schemes

VOC

®

gaseous particulate

@
@ O

SVOC pSVOC

Figure 11.4 — Simplified schematic of a two-product scheme.

This SOA scheme is based on the method proposed by Odum et al. (1997). The
authors performed several laboratory studies on species such as a-pinene and m-xyléene,
observing an increase in the yields of SOA formation when more organic mass is formed.
They proposed a mass dependent yield with the hypothesis that the condensation of SOA
on preexisting OA occurs mostly by absorption. Odum et al. (1997) considered that the
oxidation of a precursor VOC will result in n semi-volatile products:

VOC +OH =Y a;8VOC,, (I1.17)

=1

«; is the yield to be determined for each SVOC. It is assumed that each VOC can only
pass one oxidation state. It is also assumed that there is a perfect miscibility between all
components of OA and the mixture is homogenous, therefore the Raoult’s law applies:

P, = Nz PP (I1.18)

Where (i corresponds to each SVOC component),

P; — Partial vapor pressure

x; — Molar fraction

i — Activity coefficient

P#* — Saturation vapor pressure of i

Each SVOC can enter particulate phase following Pankow’s theorem (Pankow 1987,

see above) using a partitioning constant (koas;):

SVOC,, <2 SV OC,, (IL.19)
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And kOM,i is:

Cpi
Cg,iCOA

Where (i corresponds to each SVOC component),

kom,i = (11.20)

C,.. — Concentration of i in the particulate phase
C,: — Concentration of ¢ in the gaseous phase
CoA — Total OA concentration

Combining equations I1.18 and II1.20 gives:

10°5RT

_— I1.21
MWonAip; ( )

Kowm,i =

If all these hypothesis are taken into account, the SOA formation yield can be ex-
pressed as:

N askon
Y. =C _ I1.22
S04 0A 22:31 T+ Conkonrs ( )

Where:

Ysoa — SOA formation yield

a; — Yield from each SVOC

ko — Partitioning constant for each SVOC
Coa — Total concentration of OA.

Odum et al. (1997) then calculated «; and ko,,,; for a certain number of SVOCs. They
concluded that in the limits of the observed species, formation of two SVOCs (i = 2) is
necessary to reproduce the measured concentration (hence a “two-product” scheme).
They then optimize the parameters o, and kopr12 for the tested species. Figure I1.4
shows a simplified schematic for the two-product scheme.

The advantage of this scheme is the fact that it contains a minimal number of species
and reactions for the simulation of SOA, therefore it is light and less demanding numer-
ically. It was also very convenient for expressing the available laboratory data within a
model. The negative point is that in many cases, it cannot represent either the concen-
tration of OA or its characteristics (oxidation state) since it has an extremely simplistic
look at a very complex issue (J. Jimenez et al. 2009). In addition, the SOA concentration
simulated by this scheme can show a strong underestimation (depending on the region
that is simulated), since the experiments performed to develop this scheme were not long
enough to take into account multiple oxidation steps for SVOCs (Volkamer et al. 2006).
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Also, the concentrations of OM (Organic Matter) used in the laboratory experiments in
order to calculate the SOA production yields were too high, therefore are not realistic for
the atmospheric concentrations of this component.

Many CTMs use this scheme (or a scheme close to this one with minor modifica-
tions) in order to simulate the concentration of OA. The secondary organic aerosol model
(SORGAM, Schell et al. (2001)) which is an Odum-based module has been used in many
atmospheric models such as RCG (Stern and Yamartino 2006), CMAQ (Byun et al. 2006;
Matthias et al. 2008), MINNI (Calori et al. 2014), EURAD (Memmesheimer et al. 2004)
and WRF-chem (Grell et al. 2005).

3.2 Volatility basis set

O‘\ N gaseous particulate
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Figure II.5 — Simplified schmeatic of the volatility basis set scheme.

The Volatility Basis Set (VBS) was introduced by Donahue, Robinson, et al. (2006).
They proposed that the organic compounds could be classified according to their volatil-
ity calculated in terms of saturation concentration (or C*) for each component. So, they
created a set of groups of volatility (bins) and distributed organic aerosols in said bins
according to their volatility range.

They continued this work in Robinson, Donahue, M. K. Shrivastava, et al. (2007),
where they distributed POAs in bins covering the range of 10 2ugm=2 to 10°ugm=3.
They considered that these volatility bins cover three larger groups: non-volatile organic
compounds with C*<0.1 ug m~3, SVOCs covering the range of 0.1 ug m 3 <C*<10? ugm3
and Intermediate-volatility Organic Compounds (IVOCs) covering the range of 10> ug m—3
<C*<10%ugm™2 (Robinson et al., 2007). In this scheme, IVOCs cannot pass to the par-
ticulate phase and the formation of particulate OA occurs in the range of 0.1 ugm™3
<C*<103ugm=3. For normal atmospheric concentrations of OA, SVOC can exist both
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in gaseous and aerosol phases, but IVOCs are always in gaseous phase. This parame-
terization for POA is used in other works as well, defining the volatility distribution of
different sources of POA emissions from chamber experiments. For example, Grieshop,
Logue, et al. (2009) and Grieshop, Donahue, et al. (2009) explore the volatility bins by
emissions from flaming and smoldering of hard- and soft-wood fires under plume-like
conditions, Robinson, Donahue, M. K. Shrivastava, et al. (2007) explored POA emissions
from traffic; Shrivastava et al. (2008) proposed aging processes to be added to POA
oxidation reactions. After aging processes were added into the scheme, IVOCs started to
be able to pass to lower volatility bins, therefore, there is a possibility for IVOCs to enter
the particulate phase after long enough processing.

What was discussed until now concerned POAs, but a similar approach was taken
for VOC precursors, which can be both biogenic and anthropogenic (BVOC and AVOC
respectively). Instead of 9 volatility bins, only 4 volatility bins in the range of 1 ugm™
<C*<103 ug m~2 are used for both ASOA and BSOA with yields dependent on NO,, avail-
ability (high-NO, or low-NO, conditions, Lane, Donahue, and S. Pandis 2008; Lane,
Donahue, and S. N. Pandis 2008; Murphy and S. Pandis 2010; Tsimpidi et al. 2010). In
these works, only the volatility of SVOCs is taken into account. This approach is called
the VBS-1D.

4
VOC + OH ko a;SVOC,;
~OH ; g

9 (I1.23)
POA+ OH koy »_ciSVOC,;
=1

SVOOg’i — bSVOOgﬂ'_l

The VBS-1D scheme can be and has been implemented and compared to observa-
tional data. For example, it was tested for PMCAMx-2008 CTM (Karydis et al. 2007) and
also in other CTMs many times (M. Shrivastava, Lane, et al. 2008; Murphy and S. Pandis
2010; Tsimpidi et al. 2010; Hodzic and J. Jimenez 2011; Q. J. Zhang et al. 2013). The
underestimation problem encountered for the two-product scheme has been solved here
by adding aging processes, however, the most common result that is seen when using
VBS-1D with the aging option turned on is an overwhelming overestimation of BSOA.
When the BSOA aging option is turned off, the scheme seems to represent the OA con-
centrations seen in the atmosphere better, albeit showing a slight overestimation on the
ASOA side, since turning BSOA aging off and leaving ASOA aging on can create an im-
balance in the distribution of these two. A simplified version of the VBS-1D scheme is
shown in figure IL.5.

Other processes have been added to VBS-1D as well, for example, strongly oxidized
heavier and less volatile SVOCs can be broken in the atmosphere to form smaller and
more volatile SVOCs (fragmentation processes). Also, recent studies have shown that, af-
ter its formation, the SOA can become non-volatile and hence, stay constantly in the par-
ticulate phase (formation of non-volatile SOA). For this reason, Shrivastava et al. (2011,
2013, 2015) added these two processes in the VBS version of WRF-CHEM, CAMS5 (5th
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Figure I1.6 — Simplified schematic of the volatility basis set scheme including fragmentation
and formation of non-volatile SOA.

version of CAMx) and CMAQ respectively. A simplified version of the VBS-1D scheme
with these processes included is shown in figure II.6.

4
VOC + OH ko a;SVOC,;
~OR ; g

0 .24
POA+OH koy Y aiSVOC,, 24

=1

SVOC,; — bSVOCy; 1+ ¢SVOC, 11 + ANV SOA

It is possible to add another dimension to the VBS scheme, in order to include the
oxidation state of OA in more detail (Donahue, Epstein, et al. 2011; Murphy, Donahue,
Fountoukis, et al. 2011; Donahue, J. Kroll, et al. 2012). The addition of a second di-
mension is to improve the ability of the model to predict thermodynamic properties,
including organic mixing and polarity and with a goal of ultimately describing oxida-
tion chemistry (Donahue, Epstein, et al. 2011). The logic behind adding the second
dimension is that the age and oxidation states of different types of OA should be better
presented in a scheme that is dependent on O:C ratio as well as volatility of the particles.
The reason for which oxidation state is chosen as a second dimension is because of the
almost interchangeable definition of oxidation and oxygenation in OA. What is meant by
oxygenation here is the O:C ratio in OA, which is, as shown by C. L. Heald, J. H. Kroll,
et al. (2010) highly correlated with the oxidation of OA. The aforementioned oxidation
level is calculated by the ratio of oxygen to carbon atoms (O:C) in each compound which
then results in the calculation of the average oxidation state (OS¢, J. Kroll et al. 2011).
The approach is to determine O:C and H:C values for OA using experimental instruments
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such as the HR-ToF-AMS, then calculate OS using equation II.25:
0Sc=-> 08" (I.25)
i nc

Where:
OS;: Oxidation state associated with element ¢

i+ Molar ratio of element 7 to carbon

OS¢: Average oxidation state.

The summation in equation I1.25 is done over all non-carbon elements in OA, which

in the atmosphere, consists primarily of hydrogen (OSy = +1) and oxygen (OSp = —2),
therefore I1.25 becomes:

O0Sc=~2(0:C)—(H:C) (I1.26)

Using this formula and the distribution of C* constrained from SOA growth, emission
dilution measurements or volatility based chromatography, Donahue et al. (2011, 2012)
proposed a 2D distribution between these two dimensions that is in presented in figure
I1.7. The probability of functionalization over fragmentation is also derived from OS¢
in this scheme (which is called the VBS-2D) and it becomes higher as OS is higher.
Figure I1.7 shows the naming convention proposed in Murphy, Donahue, Robinson, et al.
(2014) which is quite frequently used in OA simulation articles. The reaction constant
Kop for the reaction of each of VBS-2D species with OH has to be determined in order to
be able to use this scheme. Donahue, Chuang, Ye, et al. (2013) propose using an empiric
equation based on the number of oxygen and carbon elements:

Kop = 1.2 x 107(n¢ + 9no — 10(0 : C)?) (I1.27)

Where,
nc : Number of carbon atoms
no: Number of oxygen atoms

This equation, takes into account the increase of reaction constant both with increas-
ing carbon elements, and an initial increase with increasing oxygen functional groups.
For highly oxidized molecules which thus contain less hydrogen elements, the constant
decreases. Chuang and Donahue (2016) further modified this scheme to account for the
production and aging of organonitrates in high-NO, conditions, but as far as we know,
this modifications were tested only in a box model and were not implemented into a
CTM.

The VBS-2D was implemented in CTMs, though not as much as the 1D version of this
scheme since the 2D version is extremely demanding numerically. For example, Zhao




CHAPTER II. ATMOSPHERIC MODELING 65

0S¢

&

(4]

%)

N

o

o
> .
Approximate O:C

P TR E RIS o o oo i o e ST R R e .. « « o = o = = = = = = = = = ]

‘. TTHOA T 1 Vapor Emissions
-2.0p 1 L I Rl T S EETESTES e Ty N T falaiiaieiriet (4

! 1 1

—1:1

1
Approximate O:C

Figure I1.7 — The representation of the two dimensions (volatility and oxidation state) taken
into account in a VBS-2D scheme. Image is taken from Donahue et al. 2012.

et al., (2016) uses the VBS-2D scheme in CMAQ CTM to simulate the effects of organic
aerosol aging and IVOC emissions on the formation of OA over China. They find that
these two factors contribute 40% and to a factor of 10 respectively for Chinese urban
areas, the factor of 10 being the sum of effects of aging and IVOC emissions.

In addition, a simplified version of the VBS-2D (called the VBS-1.5) has been devel-
oped more recently and tested in CTMs. The difference between the VBS-1D, VBS-2D
and VBS-1.5D is the fact that in the first one, no dependence to O:C ratio is coded in
the scheme, in the second, a full scale two-dimensional dependence is added and in the
third case, a number of species with constant O:C ratios and C* (for each one) have been
added to the scheme, therefore limiting the depth of the second dimension while keeping
its functionality for lumped species. The VBS-1.5D was added to CMAQ and CAMx (Koo
et al. 2014). Ciarelli et al. (2016) tested VBS-1.5D as well for comparisons on Europe.
Comparisons between VBS-1D and VBS-2D have been performed using the CMAQ-VBS
(Zhao et al. 2015). Other models such as CMAQ (Zhao et al. 2015) , LOTOS-EUROS
(Manders-Groot et al. 2016), EMEP (Bergstrom et al. 2012) and WRF-CHEM (Ahmadov
et al. 2012) have been modified to include VBS-1.5D as well. The VBS-1.5D shows
promising results, while it is not as numerically demanding as the VBS-2D for CTMs, it
adds a new layer of complexity to the simulation of SOA. In most cases, the VBS-1.5D
can be compared to the VBS-1D accompanied with fragmentation and formation of non-
volatile SOA processes, both taking into account aging of different types of OA, their
oxidation state and formation of non-volatile SOA.
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3.3 Carbon number - polarity grid (np+mP scheme)

4p+P model with one parent HC on the n¢ vs. tmp grid 4p+P model: two parent HCs on the nc vs. tmp grid

0 5 10 15 20 0 5 10 15 20
total molecular polarity — total molecular polarity —

Figure I1.8 — Representation of a np+mP scheme. Image is taken from Pankow and Barsanti
(2009).

This approach was developed by Pankow and Barsanti (2009) with the goal of de-
veloping a scheme that contains more details than a two-product scheme and is simpler
than the VBS-2D scheme. For the authors, in both the VBS scheme and the two-product
scheme, temperature is the only non-kinetic variable taken into account. However, it
was shown that the polarity of organic compound in the presence of water especially
when the concentration of organic compounds is low can have important impacts on the
formation of OA (Pankow and Chang 2008; Pun and Seigneur 2008). They therefore
propose the np+mP scheme. It is based on the two product scheme, but the number of
products is more than two (n>2, therefore “np” in the name instead of “2p”) and the
formation of m non-volatile compounds is taken into account (corresponding to “mP” in
the name). The values and characteristics of n and m can be variable in different time
steps in this scheme. So in summary, it is a 2D scheme like the VBS-2D, but instead of
volatility and oxidation state as the two dimensions it uses carbon number and polarity
(Barsanti et al. 2011).

The scheme was tested in the chemically explicit GECKO model (Camredon, Hamil-
ton, et al. 2010), but was not implemented in its actual format in CTMs as far as we
know.

3.4 Statistical oxidation model

The statistical oxidation model (SOM) uses number of oxygen atoms compared to
number of carbon atoms in order to simulate the behavior of SOA (C. D. Cappa and Wil-
son 2012; C. Cappa, X. Zhang, et al. 2013). This scheme can be called a hybrid of the
oxidation state proposed by J. Kroll et al. (2011), the VBS-2D of Donahue et al. (2011,
2012, 2013a, 2013b) and the Ng-polarity grid of Pankow and Barsanti (2009). It is
based on consequent reactions of each species with OH which could result in addition
of an oxygen atom to aforementioned component. It uses a two-dimensional grid with
N¢-No as the two dimensions in order to predict the evolution and properties of gas- and
particle-phase organic precursors and their products; it can also decide the ratio of frag-
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Figure 11.9 — Representation of the statistical oxidation model (SOM). Image is taken from
Jathar et al. 2015.

mentation to functionalization processes. Each Ng-Ny pair is considered a component
in this scheme (called a SOM species), which reflects the average properties (e.g., vapor
pressure, reactivity, etc.) of actual species with the same No-Np. The reaction constants
and the SOA precursors are the same used in SAPRC-11 chemical scheme (W. Carter
2015).

Six parameters determine the fate of a SOM species: Four functionalization proba-
bilities, p1-p4 which correspond to the probability of addition of 1, 2, 3 or 4 oxygen
atoms to the SOM species; a fit parameter presenting the fragmentation probability; the
fragmentation probability and at the end the decrease in volatility because of addition of
an oxygen atom. These values are optimized using either atmospheric chamber studies
or chemically explicit GECKO model (Aumont, Szopa, et al. 2005; Camredon and Au-
mont 2007). The difference of this scheme with respect to the VBS-2D scheme is that no
volatility bins are used in this scheme (but precise vapor pressures).

This scheme was implemented and tested in CMAQ (Jathar et al. 2016; C. D. Cappa,
Jathar, et al. 2016) and compared to measurements. The former reference found that
the concentration simulated by this scheme is close to what was simulated by the two-
product scheme when using the same yields, however, the contribution of anthropogenic
precursors is stronger for the SOM than for the two-product scheme. Also, the SOA
simulated by SOM has much lower volatility than the two-product scheme, therefore it
consists more of aged SOA.
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3.5 Molecular schemes

The goal of a molecular model is to represent precursors and their products of oxi-
dation using thermodynamic and chemical properties. For this purpose, the procedure
is to identify all the precursors, their properties and their oxidation products and then
group them according to their chemical and thermodynamic characteristics in order to
reduce the number of species by proposing surrogate species with the same properties.
The aforementioned characteristics can be the chemical structure or physico-chemical
parameters such as molar mass, polarity, solubility, etc. ). This approach was proposed
by (Pun, R. J. Griffin, et al. 2001, Pun, Seigneur, and Lohman 2006; Pun and Seigneur
2007).

The molecular models use either chemically explicit models such as GECKO or atmo-
spheric chamber experiment data, in order to determine the properties of species and
lump them into groups. This approach is used in models like Polyphemus (Couvidat,
Kim, et al. 2013; Chrit, K. Sartelet, Sciare, Pey, et al. 2017, CMAQ (Pun, Wu, et al.
2003). There are different versions of this scheme available implemented in a variety of
modules, AEC (Kim 2011; Kim et al. 2011), H?O (Couvidat, Debry, et al. 2012; Couvidat,
Kim, et al. 2013) and SOAP (Couvidat and K. Sartelet 2015) are examples of modules
using this approach. As an explanation, H2O contains six surrogate species from the
oxidation of isoprene:

e Surrogate 1 (hydrophilic, oxidation by OH and low-NOx conditions, high-volatility)
 Surrogate 2 (hydrophilic, oxidation by OH and low-NOx conditions, high-volatility)
* Surrogate 3 (hydrophilic, oxidation by OH and low-NOx conditions, medium-volatility)

e Surrogate 4 (hydrophilic, oxidation by OH and high-NOx conditions, medium-
volatility)

e Surrogate 5 (hydrophobic, oxidation by OH and high-NOx conditions, medium-
volatility)

* Surrogate 6 (hydrophobic, oxidation by NO3, high-volatility)

The example shows the grouping processes used for a precursor, here, for isoprene, in re-
gards to their properties, where different combinations of thermodynamic and chemical
characteristics are formed as surrogates to take into account all types of possible species.
This scheme was tested for the Mediterranean region for the ChArMEx period, using the
POLYPHEMUS (V. Mallet et al. 2007) model and the SOAP scheme (mentioned above),
showing a good agreement between measurements and simulations for the Cap Corse
area, both for 2013 and 2014 campaigns (Chrit, K. Sartelet, Sciare, Pey, et al. 2017;
Chrit, K. Sartelet, Sciare, Majdi, et al. 2018).




CHAPTER II. ATMOSPHERIC MODELING 69

SOA1-SOA2-SOA3 VBS
o TOL Toluene (L) TOL Toluene (L)
'g TMB Trimethylbenzene (L) TMB Trimethylbenzene (L)
g NC4H1O0 n-butane (L)* NC4H10 n-butane (L)*
& OLE1 C4-C13 terminal alkenes (L)
= OLE2 C4-C13 internal alkenes (L)
5 ARO1 Toluene (L)
ARO2 Xylenes (L)
ALK4 Branched C5-C6 alkanes (L)
ALKS5 C7-C13 n-alkanes
APINEN a-pinene APINEN  a-pinene
.2 BPINEN [-pinene BPINEN  (-pinene
§° LIMONEN Limonene LIMONE Limonene
S OCIMEN  Ocemene (L) OCIMEN Ocemene (L)
M  C5HS Isoprene C5HS8 Isoprene
HUMULE Humulene (L) HUMULE Humulene (L)

Table II.1 — Anthropogenic and biogenic precursors of schemes coded in CHIMERE.

4 Simulation of organic aerosols in CHIMERE

CHIMERE uses the molecular scheme with a parameterization introduced by Bessag-
net, Menut, et al. (2008). It contains three different levels of complexity (which will
be called SOA1, SOA2 and SOA3 from here on) with different number of reactions and
simulated species. The chosen approach is to create different groups of lumped species
according to their physical and chemical properties. For example, hydrophilic and hy-
drophobic SOA are separated since the former is more likely to dissolve into aqueous
inorganic particles and the latter is more likely to be absorbed into organic particles.
In the first case, the dissolution processes is governed by Henry’s law and in the sec-
ond case by Raoult’s law. Both the Henry’s constant and the saturation vapor pressure
of the surrogate species are derived from the average properties of the group. Other
properties are estimated using the structure of each surrogate compound. The approach
is based on Odum et al. (1997) for anthropogenic compounds and R. J. Griffin et al.
(1999) for biogenic species and was tested and compared to in-situ observational data
by Pun, Seigneur, and Kristen (2006). Anthropogenic and biogenic precursors and sur-
rogate species are shown in table II.1 and II.2 respectively. Species starting with An
or Bi in this table are respectively of anthropogenic or biogenic origins; species names
finishing with D or P show hydrophilic or hydrophobic species; i or m in the species
name shows low or intermediate saturation vapor pressure; and finally 0, 1 or 2 shows
non-dissociative, once-dissociative or twice-dissociative species. In the simplest scheme
only one SOA species exists in the model: a lumped SOA representing all species that
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Molecular scheme VBS

Species C* M Species C* M

AnA0D? 10 142 (O —02-03)POAl 0.01 250
AnA1D*3 10 168 (0O —02—-03)POA2 0.1 250
AnA2D® 10 186 (0O —02—03)POA3 1 250
AnBIP*® 003 167 (0—02—03)POA4 10 250

( )

( )

)

AnBmP?*? 150 152 O—-02—-03)POA5 100 250
BiAOD? 10 168 O—-02—-03)POA6 1000 250
BiA1D?3 10 170 (O—-02—-03)POA7T 10* 250

BiA2D? 10 186 ASOA1 1 150
BiBmP?*? 41 236 ASOA2 10 150
ISOPA1?? 260 177 ASOA3 100 150
ISOPA2* 1.5 177 ASOA4 1000 150
SOA! 0.001 250 BSOA1 1 180
BSOA2 10 180
BSOA3 100 180
BSOA4 1000 180

Table I1.2 — Lumped surrogate species in SOA simulation schemes in CHIMERE, Saturation
concentration (C") is in png.m™3 and molar mass (M) is in g mol~'.

this aerosol can contain.

The VBS-1D version has also been added to CHIMERE in multiple studies (Hodzic and
J. Jimenez 2011; Q. J. Zhang et al. 2013) and has been compared to observational data
from the MILAGRO (Stone et al. 2010) and MEGAPOLI (Petetin et al. 2014) campaigns
for the Paris region respectively. Anthropogenic and biogenic precursors are shown in
table II.1 and surrogate species are shown in table II.2. In the standard version of VBS
added to CHIMERE, the POA is only oxidized for one generation.

The VBS-1D including fragmentation and formation of non-volatile SOA was not
tested in the CHIMERE model until now. The addition of this modified version of VBS-1D
is added to CHIMERE in this thesis.

The last scheme that was recently implemented in CHIMERE is the SOAP model (Sec-
ondary Organic Aerosol Processor, Couvidat and K. Sartelet 2015). This is a molecular
model, meaning that it functions with surrogates for species according to their chemical
and thermodynamic properties. A complete explanation and validation of this model is
presented in Couvidat, Bessagnet, et al. (2018).
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Summary. The Mediterranean Sea has specific particularities. In order for a sim-
ulation to be close to the real conditions of this region, these peculiarities have to be
introduced in the model. Thus the general purpose of this chapter is to describe the
work performed to set—up a model configuration specific for the Mediterranean region,
and to perform a first evaluation. This includes adding some new modules. One of these
issues concerns the complex meteorology of the Mediterranean region. In this work, the
WRF model used for the meteorological simulations has been tested with several param-
eterizations and compared to meteorological observations in order to find the set of pa-
rameterizations that best represent the region. Radio sounding data, in-situ stations and
E-OBS (a dataset containing gridded daily stations for the European and North African
regions) data have been compared to different WRF simulations (section 2). This model
also provides orographic outputs that can affect the quality of observation-simulation
comparisons. For example, the Cap Corse supersite is located in a region with a steep
altitude gradient. Therefore, there are some discrepancies in the orographic simulation
of this region compared to the real amtitude. In order to address this issue, a method
of calculating an orography induced error was put into place, which shows that the oro-
graphic representativeness error for most secondary pollutants is low, while it is high for
primary components (section 4). A brief introduction of anthropogenic emissions used
in this thesis is presented as well (section 3). Another peculiarity that is normally not
taken into account in CTMs is the biogenic emissions originating from the sea surface.
Dimethyl sulfide is an example of these emissions, which could then affect the formation
of SO, and subsequently sulfate particles. Different parameterizations for the simula-
tion of DMS emissions from sea surface have been implemented and tested in CHIMERE
(section 5). This model configuration will be used in the next chapter (IV) for a detailed
evaluation of organic aerosol schemes.
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1 Specific modelisation chain for the Mediterranean
region

he purpose of this chapter is to set-up an appropriate simulation chain that corre-
T sponds well to the characteristics of the Mediterranean Sea, and perform some pre-
liminary analysis on the simulations ran using these parameters. Domains, used input
information and other modifications added to the model in order to better catch the
specificities of the Mediterranean region are presented in this chapter. These informa-
tion and modifications will be then used for the simulation of OA which will be discussed
in the next chapter.

Figure I1I.1 — Coarse and nested domains used in this study, the horizontal resolution of the
coarse domain is 30km, three nested domains were used, zommed on the western Mediter-
ranean (10km), Corsica (3km) and CapCorse (1km).

First step into starting the simulations is to decide the domain or domains that are
going to be used in these simulations: a large domain was chosen that covers the whole
Europe and the Northern Africa, in order to take into account all sources that can be
transported to the Mediterranean Sea from farther away. For this purpose, not only Eu-
rope, but also Saharian Africa (to take into account dust sources) was included in the
domain. Because of the large size of this domain, its horizontal resolution is only 30km.
This resolution is in no ways enough for a successful representation of the northern part
of Corsica (where a ChArMEx supersite is located) with a geometry of 40km in length
and 15km in width (in other words, 1.5 cells by 0.5 cells in the simulation domain de-
scribed above). In order to address this issue, nested domains were added for a focus on
the western basin of the Mediterranean and on the Cap Corse itself. Figure III.1 shows
the domain grids used for this purpose, table III.1 shows the horizontal resolution of
these domains along with other input information used. The number of vertical layers
and their level of coverage can be chosen as well. For this purpose, we chose to use 15
vertical levels, starting from the surface and covering the altitude of about 12km (figure
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Domains
"DEMO30 DEMO10 DEMO3  DEMO1
Nested No Yes Yes Yes
Meteorology WRF-NCEP WREF-NCEP WRE-NCEP WRE-NCEP
Anthropogenic = HTAP- HTAP- HTAP- HTAP-
emissions MACC-III MACC-III MACC-III MACC-III

Blogenic MEGAN  MEGAN  MEGAN  MEGAN
emissions
Vertical levels 15 15 15 15
Resolution 30km 10km 3km 1km

Table III.1 — Simulation chain, domains and their resolution and input data for simulations
used for the Mediterranean area.

I11.2). The vertical resolution changes in specific areas of the atmosphere: resolution is
50 meters near the surface, 400m within the CBL on average and 1km above it. After
deciding the simulation domains and resolution, description of some of the input infor-
mation follows, meteorological data fields and anthropogenic emissions leaving most of
choices.

The simulations performed for this purpose cover the period of the SAFMED project,
starting from 10th of July 2013 for a month. The coarse domain simulations start 10
days earlier while smaller domain simulations start 5 days earlier, in order to provide the
necessary spin-up time (time needed for the model to get independent from the initial
conditions). The characteristics of the simulations used in this part have been shown in
table III.1.

2 Meteorological input simulations

The WRF (weather research and forecasting,Wang et al. 2015) regional meteorologi-
cal model has been used with the NCEP (National Centers of Environmental Predictions)
reanalysis meteorological data (http://www.ncep.noaa.gov) with a base resolution of
lo. The WRF model is used in order to interpret the NCEP data into regional grids and
using parameters needed for the CTM. It offers a large number of options, many of them
can be tested for the Mediterranean domain in order to find the parameterization that
is more suitable for the Mediterranean region. This is performed by first, running multi-
ple series of simulations with different parameters, comparing the resulting simulations
with meteorological data and deciding which series corresponds better with the mea-
surements. For simulating the meteorological fields, for each domain, the same domain
with the same resolution is used, containing around 20 more cells larger on each side in
order to exclude the relaxation factor used in the WRF model.



http://www.ncep.noaa.gov
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Figure II1.2 — Vertical levels and their distribution in the simulations.

Table II1.2 shows the six more stable parameterizations tested for the WRF domain.
Other configurations were tested as well, which were either not stable or did not show
major differences with a parameterization that is already explored in table III.2. Each of
the configurations aim to explore a specific option, for example parameterizations 1, 2
and 3 aim to see the differences caused by nudging, while the other parameters stay on
the default value. The fourth parameterization is meant to explore the feedback option
effects compared to parameterization 2. Parameterization 5 aims to explore SST update
and microphysics effects, (these two were explored separately in other configurations,
but are not presented in here). Parameterization 6 uses radiation, land surface and
surface layer schemes used by Menut, Rea, et al. (2015), the other options are kept at
values that have already been explored in this work. The aforementioned article was
used for these parameters for two reasons: (i) the authors tested the parameters for the
western Mediterranean region specifically and (ii) the number of available options in
the WRF model for these three parameters are 9 each, testing each one of these options

would have taken too much time and numerical resources.

The nudging option in table III.2 entails that the simulated values are “nudged” to-
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Parameterizations
"Par1 Par2 Par3 Par4 Par5 Par6
Nudging 0 1 2 1 1 1
Feedback 1 1 1 0 1 1
SST update 1 1 1 1 0 1
Microphysics 3 3 3 3 1 4
surface layer scheme 1/1 1/1 1/1 1/1 /1 2/4
Radiation 1 1 1 1 1 4

For all parameterizations,topographic wind,
Options ocean physics,cumulus and PBL options
have been activated.

Table II1.2 — Tested parameterizations for the WRF model in order to simulate the meteoro-
logical fields.

wards the measurements during the simulations (using a type of data assimilation in the
model), it provides three options: no nudging used, nudging used only for the surface
level and nudging used for all the levels.

Feedback option (also called two-way-nesting) means that the domains can commu-
nicate with each other, meaning that the simulated meteorological fields in the smaller
domain can affect the fields simulated in the bigger domain. Of course, this is in case all
domains are simulated at the same time and not separately.

SST update refers to the sea surface temperature update performed during simula-
tions, varying in time. Meaning that, if the option is activated, an input file containing
time-varying SST measurements is used in the simulations, otherwise, monthly constant
fields are used instead.

The microphysics module in the WRF model contains the options for simulating the
removal of moisture from the air, based on thermodynamic and kinetic parameters sim-
ulated in the model. In III.2, three options are explored for the simulation of this param-
eter: the Kessler scheme (option denoted as 1), the WRF Single-Moment 3-class scheme
(noted as 3, Hong et al. 2004) and WRF Single-Moment 5-class scheme (noted as 4).
The Kessler scheme is a simple warm-rain scheme that does not take into account ice,
while the other two tested schemes take into account in the first case ice and snow, and
in the second case, ice, snow and super cooled water as well as multi-phase interactions
between them.

The land surface option refers to the thermodynamic and kinetic relations between
the land surface and the atmosphere, here for the option 1, a 5-layer thermal diffusion
scheme is used, which takes into account only soil temperature; option 4 for the same
processes denotes the Pleim-Xiu land surface scheme.
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The surface layer option relates to the surface temperature prediction schemes, where
option 1 is a simple thermal diffusion scheme based on the Monin-Obukhov surface layer
scheme (Janjic 2003), while option 4 uses more evolved Noah-MP land surface model.

The radiation scheme refers to how shortwave radiation is treated in the model,
the options here used are the Dudhia scheme (Dudhia 2011) and the RRTMG scheme
(Mlawer et al. 1997).

A good explication and comparison of different WRF physics and microphysics schemes
is given in Dudhia (2010) and Dudhia (2011).

Changing some of the options presented in table III.2 results in negligible changes
in the meteorological fields, while some others show visible effects. Figure II1.3 shows
the results of these tests for the same parameterizations shown in III.2 for the DEMO10
domain for one time-step corresponding to the 19th of July at midnight for wind speed
and direction. As mentioned, while for some of the images (for example par 1, par 2
and par 3) visible differences are seen between the simulations, for others (par 6 with
par 5 and par 4 in most areas) no major differences are seen, at least between the given
series. Some configurations seem to be more unstable than the others regarding to wind
speeds in the basin, for example, par 3 shows high wind speeds at the northern coasts
of Africa, northern Africa itself and around the Corsica island which is not reproduced
in other schemes. Par 1 shows a strong wind regime passing between the Corsica and
Sardinia, and around the southern Italian coasts not seen in other configurations. Par 2
seems like a stable simulation, no high wind regimes in the basin are seen. Par 6 presents
something in between par 2 and par 1. The point being, there are visible and palpable
differences between these simulations, which means a procedure is necessary in order to
choose between them.

The problem now is to find a way to choose between these configurations, which
are all plausible physically speaking. In order to do so, the simulations were compared
to a set of measurements. The observations used here are from radio-sounding data
for three stations: Ajaccio, France (41 °55’5", 8 °47°38"), Nimes, France (43 °51°22",
4 °24'22") and Palma, Spain (39 °36'21", 2 °42’24") which are all within or near the
Western Mediterranean basin. These measurements cover the period of two months
(July and August 2013), two balloons for each day one at midnight and the other one
at midday (in rare cases, only one balloon a day). The data covers basic meteorological
parameters such as temperature, relative humidity and wind speed on a vertical column.

In addition, E-OBS data network (surface datasets provided by European Climate
Assessment & Dataset (ECAD) project for monitoring and analyzing climate extremes,
Haylock et al. 2008; Hofstra et al. 2009) was also compared to these series. E-OBS
dataset covers the period of 1950s to 2015 (updated each year to add the data for the
previous year), presenting daily values for minimum, maximum and average tempera-
ture, precipitation, relative humidity and wind speed and direction. The total number
of stations in this dataset is almost 7000, covering the whole European continent and
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Figure II1.4 — All E-OBS (blue), radio-sounding (red) and in-situ (green) measurements
used for the evaluation of the different tested WRF parameterizations.

also the northern coasts of Africa. However, not all these stations are in the simulation
domain, reducing the number of compared stations to around 4300 for DEMO30 and

400 for DEMO10.
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Figure III.5 — An example of radio-sounding comparisons for the midnight balloon of 19th
of July at Nimes, compared to four parameterizations. Vertical axis shows the different levels
in the model, and the horizontal axis shows temperature, relative humidity and wind speed
from left to right respectively. For the measurements error bars were calculated using the
multiple measurements done in each model level.

Also, some in-situ measurements were performed during the ChArMEx campaign
which have been added to the data pool for these comparisons. Two stations are the
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most notable: Ersa, Cap Corse and Es Pinar, Mallorca stations where hourly tempera-
ture, relative humidity, wind speed and direction and precipitation were provided.

For the data pool introduced above, all available stations in all domains were com-
pared to simulations. It is important to bear in mind that for some domains, no data was
available from the E-OBS stations (DEMO3 and DEMO1). For these two domains, only
radio-sounding data from the Ajaccio station and also in-situ meteorological measure-
ments were compared. All stations, the number of data points and their distribution is
shown in II1.4. In the parts that follow, each of these datasets will be compared to the
meteorological simulations showing the most differences: par 1, par 2, par 3 and par 6.
Of course the other parameterizations were compared to measurements as well, but will
not be presented in here. A comparison of the midnight radio-sounding of 19 of July is

WD (Simulations)
N
NW NE
w (0%, E
k\ 0-1
S SE 1-2
s .
M2-3 -
WD (Observations) 3-4 E
servations 4 _ 5 ;;
N 5.6 =
NW NE 6.7
I7 -8

w [iﬁ\ E

Sw SE

0
2
4
6
8
20

- o v v

AR LS S LA S LA L A LA LA S L

20
20
20
20
20
20
20

€20
20
20
20
20
20
20

Figure II1.6 — Comparison of the chosen parameterization to in-situ measurements in the
Ersa station for temperature, relative humidity, wind speed and wind direction.

presented in IIL.5, it shows the comparisons of the four of the parameterizations shown
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above for the Nimes station, for temperature, relative humidity and wind speed. The
vertical axis shows the vertical levels in the model, while the horizontal axis shows the
three aforementioned meteorological variables. While the balloon provides several mea-
surements for each interval representing a layer in the model, the model output gives
us only one value corresponding to that layer. These multiple measurements were aver-
aged (the black point shown in each plot for each level) using the ensemble of the points
to calculate an error bar (shwon by a black bar for each level). There is a table below
each parameter that shows the statistical information for this radio-sounding. Judging
from these images, among the tested configurations, in average, par 2 and par 6 are
more comparable to the data than the other two parameterizations. While it is impor-
tant to look at balloons each separately, one balloon is not representative for the whole
domain, therefore a comparison of the average statistical values was prepared for these
measurements shown in table III.3.

The E-OBS comparisons were also compared to the simulations for the two bigger
domains. These comparisons were done station by station, however, because of the high
number of stations only the averaged statistical information has been provided in table
I1I.4. The tables I11.3 and III.4 show that, on average, the performance of the sixth tested
parameterization is better that the other ones (concerning average biases and correla-
tions). Same results are obtained when individual in-situ comparisons are analyzed to
meteorological measurements. The comparison of this parameterization specifically to
all the radio-sounding measurements and the ChArMEx in-situ stations is shown in figure
I1I.7 (for DEMO10 and DEMO3) and III.6 (for DEMO1) respectively. Figure II1.6 shows
that there is a good correlation between different parameters for DEMO1 in Ersa for in-
situ measurements for this parameterization (correlation of 0.86, 0.54, 0.66 and 0.37
and bias of 3%, -2.4%, 16.4% and 13% for temperature, relative humidity, wind speed
and wind direction respectively).

In figure III.7, vertical profiles of the same variables shown in figure II.5 are pre-
sented, but for a total of 32 balloon launches at each site in the period of 10 july to 30
july (32 ballons for each site when data was available for all three sites). In addition,
for each vertical level of simulations, two boxplots show the variability of the 32 mea-
surements (in red) and corresponding simulations (in blue, for Ajaccio D10 in dark blue
and D3 in light blue). The small white dot on the boxes shows the average for each
level. The altitudes correspond to the average altitude represented in each vertical level.
For temperature, bias at different sites and altitude levels is in general small, being on
average -1.16, -0.61 and -0.39°C over the different altitudes for Palma, Nimes and Ajac-
cio respectively. Correlation (with respect to sounding time), is on average 0.65, 0.80
and 0.80, for Palma, Nimes and Ajaccio respectively. Looking at the box plots for each
altitude, there is a lot of variability in the values seen in each level both in the model and
in observations. This is normal since all balloons regardless of being midnight or midday
launches have been used to produce the boxplots.

The analysis provided here for the different parameterizations helped us to determine
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Stations
Ajaccio Nimes Palma
1 2 3 6 1 2 3 6 1 2 3 6
R 0.96 0.97 096 0.96 098 0.98 0.98 098 0.98 0.98 0.98 0.98

Mean 15.1 126 158 151 70 109 72 6.7 16,5 164 17.5 16.4
RMSE 78 53 80 78 26 47 27 28 48 47 55 47

= R 0.19 "0.44 0.02 0.27 022 0.26 0.17 033 03 04 02 04
o z Mean 34.7 48.7 34.6 359 629 51.0 474 56.9 356 40.2 34.0 39.8
E RMSE 25.8 19 26.7 23.2 245 20.0 24.1 228 20.5 18.6 23.8 18.5
= Bias 95 44 97 83 81 -38 -74 21 -39 0.7 -55 0.3
R 0.16 0.37 0.03 0.3 0.3 0.36 0.17 035 05 0.7 04 0.7
»» Mean 68 41 65 50 56 51 71 54 41 40 4.6 4.0
= RMSE 48 3.7 57 47 38 38 44 38 42 38 49 3.8
Bias 0.7 -20 04 -11 68 -05 15 -02 -15 -1.6 -1.0 -1.6
R 0.98 0.98 0.98 0.98
., Mean 13.0 133 13.9 132
RMSE 55 54 6.1 54
Bias -0.6 -03 -0.3 -04
~ R 0.41 0.44 0.42 0.46
% T Mean 48.1 45.2 46.4 45.0
= RMSE 19.8 20.5 20.2 20.3
A Bias 55 26 38 24
R 0.36 0.38 0.34 0.39
vn Mean 6.1 6.3 6.5 6.0
= RMSE 37 38 35 3.7
Bias -1.8 -2.0 -2.2 -1.7
R 0.98 0.98 0.98 0.98
Mean 10.8 11.0 11.1 11.0
RMSE 3.2 3.2 33 3.1
Bias -0.8 -0.6 -0.5 -0.6
-~ R 0.46 0.48 0.42 0.48
g Mean 40.8 46.7 44.1 46.9
4 RMSE 3.2 32 32 3.1

Table I11.3 — Statistical information for radio-sounding stations in three domains, compared
to the four parameterizations, bear in mind that DEMO3 and DEMO1 are small domains
and Palma and Nimes are not in them.
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Figure III.7 — Boxplots showing the comparison of all radiosounding launches available
(total of 32 balloons for each site) in the period of 10™ to 30" of July. Each row of figure
represents a parameter, each column a station. The Y axis shows the altitude and the X
axis shows temperature (oC), wind speed (m.s!) and relative humidity (%). The blue box
shows the simulations and the red box the observations. If possible, both D10 (dark blue)
and D3 (light blue) simulations are displayed, else only the D10 one. On each box the
white dot shows the average over 32 soundings, the bars the variability (minimum and
maximum with outliers shown with dots). R values represent the correlation coefficient
between measurements and observation for each level.

that one of them corresponds better on average, both taking into account the correlation
and bias of comparisons to radio-sounding and E-OBS datasets. This parameterization
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Parameterizations

Tmax(°C) 0.87 2.8 1.5 0.87 29 1.9 0.78 3.4 1.7 0.87 3.3 2.6

o Tmin(°C) 07 29 -1.8 0.7 29 -1.7 06 34 -1.8 0.7 25 -0.6
® Tmean(°C) 09 18 01 09 17 03 08 23 0.3 09 17 0.7
S RH(%) 08 140 95 07 109 5 04 161 102 0.7 8.9 -3.1
2 WS(m/s) 07 17 -1.0 07 14 0.7 04 22 -1.5 07 15 -0.7
WD(°) 04 982 40 04 971 51 04 1020 42 04 971 66
P(mm) 05 470 171 05 470 171 03 470 171 05 470 171
- Tmax(°®C) 07 44 23 08 37 24 06 41 17 08 42 32
o TminCCC) 03 3.1 -1.9 05 3.2 2.7 04 3.2 24 05 29 -1.9
S Tmean(°C) 05 2.6 1.4 08 1.4 05 0.7 20 07 08 18 1.3
S RH(%) 04 140 23 06 11.0 -43 02 146 88 0.6 129 -44
A WS(m/s) 05 1.5 0.7 06 11 02 03 18 -1 06 11 -0.1
WD(°) 03 765 236 04 731 140 01 951 460 04 731 107
P(mm) 03 5.1 20 02 51 20 01 51 20 02 51 2.0

Table I11.4 — Comparison of DEMO30 and DEMO10 simulations with four parameterizations
to E-OBS data for maximum, minimum and average temperature, relative humidity, wind
speed and wind direction and precipitation. The number of stations were shown in figure
11.4.

(par 6) was then compared in more detail to in-situ measurements obtained during the
ChArMEx campaign showing good results (presented above). In all the following simula-
tions presented in this chapter, this parameterization is used for the simulation of meteo-
rological fields (par 6 representing nudging to 1, feedback to 1, WRF single-momentum
5-class microphysics, Noah-MP land surface, Monin-obukhov surface layer and RRTMG
radiation schemes with SST update, topographic winds, ocean physics and cumulus op-
tions turned on).

The meteorological inputs presented here provide the orographic data to CHIMERE
as well. A simple comparison between the altitudes simulated for the Ersa site and the
real one shows us that a discrepancy exists in the simulation of Cap Corse orography
because of steep gradients of altitude, that are not reproduced in the model even at high
horizontal resolution of 1km. Therefore, in a later section (section 4), a detailed analysis
of this problem is presented and a method for analyzing the errors caused by this issue
is implemented.

3 Anthropogenic emission inputs

The HTAP-V2 emissions (Hemispheric Transport of Air Pollution-V2) are used for most
of the SNAP (Selective Nomenclature for Air Pollution) sectors in these simulations (table
III.1, http://edgar.jrc.ec.europa.eu/htap_v2/index.php). The base resolution of
this emission inventory is 10km x 10km and it covers the northern hemisphere globally.
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The MACC-III emissions (Monitoring Atmospheric Composition and Climate, Kuenen et
al. 2014) cover the European area and have a base resolution of 7kmx 7km. Both of these
inventories are good candidates as anthropogenic emission inputs for the European area,
but since our coarse domain covers the northern Africa as well as the European continent
we decided that it was more pertinent to the study to use the HTAP-V2 emissions instead
of the MACC-III emissions in order to cover this area. However, the shipping sector in this
inventory was judged to overestimate ship traffic around the Cap Corse area, especially
on the shipping lines between Marseilles and the Corsica Island, due to overweighing
ferries with respect to cargos (Van der Gon, personal communication). This, could be
explained by the fact that the boat traffic description is based on voluntary information.
The raw data used for this sector in the MACC-III emissions was re-distributed in order to
address this issue. Therefore for all SNAP sectors, the HTAP-V2 emissions are used, while
the shipping emissions sector is replaced in this inventory by the emissions proposed
by MACC-III inventory because of the importance of the shipping emissions around the
Corsica and the Gulf of Geneva in this study. Figure III.8 shows the comparison of the
shipping emissions in HTAP-V2 and MACC-III for the 10km domain for SO,, where it is
visible that the emissions proposed by HTAP-V2 are much more than what is presented
by MACC-III.
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Figure II1.8 — Comparison of shipping emissions in HTAP-V2 (left) and MACC-III (right)
emission inventories for SO;.
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4 Orographic representativeness error for Cap Corse

Before describing the observation-simulations comparisons in chapter IV, it is impor-
tant to assure that the model grid cell is representative of the measurement site. In urban
areas, one has to assure that a measurement site is not affected by local emissions which
might not be represented by the model. In case of a strong orography, one of the key
parameters that can affect representativeness of the comparisons to measurements is the
altitude of the in-situ site which might not be correctly represented in the model. In our
case, this orography is simulated by the meteorological inputs (WRF) that is afterwards
used in CHIMERE. It is important to bear in mind that a CTM functions in cells, meaning
that the domain is cut into several hundred small cubes. For each cell, the altitude in the
model is calculated by averaging the altitudes of the area inside the cell. For areas where
the altitudinal gradient changes too abruptly, this averaged altitude can be far from the
altitude of some of the points in the same cell as it can be imagined. This is what hap-
pens when simulating the Corsica region, being an island with high orographic points,
the altitude of a small region can change quite suddenly, making the simulated altitude
far from what it is in reality. The altitude in Cap Corse does not reach as high as high
as the highest point in Corsica itself, but compared to the size of this region, it presents
nevertheless a strong altitudinal gradient from three directions (western, eastern and
northern directions, figure II1.9).

]
] \ altitude (m)
2400
2000
- 1600

- 1200

- 800

400

Figure II1.9 — 3D representation of the Cap Corse as seen in the model in the DEMO1 (1km)
domain.

While increasing the horizontal resolution helps decrease the effects of this problem,
it does not fully remedy the issue. This is seen in figure III.10, where the differences
in simulated altitudes in two domains (DEMO10 and DEMO1) have been compared to
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Domains
"DEMO30 DEMO10 DEMO3 DEMO1
Altitude (m) 48 170 219 365
Bias (m) -472 -350 -301 -155

Table II1.5 — Simulated altitude of the Ersa site in Cap Corse, as seen in different domains
and their difference with the real altitude.

the real orography of the Cap Corse area. The simulated altitude in the 10km domain
(DEMO10) for the cell containing the measurements site (figure I11.10, b1 and b2) shows
around 170m asl. This is around 350m lower than the real altitude (around 520m asl,
figure I11.10, al and a2). When the horizontal resolution is increased to 1km, the simu-
lated altitude becomes 365m asl (figure II11.10 c1 and c2), which is still too low. Bearing
in mind that the average boundary layer height in a marine environment might be around
500m, a 200m difference between simulated and real altitude can cause discrepancies
when comparing the simulations to measurements. The exact altitudes simulated in all
the domains and their difference with the real altitude of the site is shown in table IIL.5.

Real Orography Simulated: DEMO1

2000

1000

Simulated: DEMO10 (zoomed)

2500

Figure II1.10 — Real orography (left), simulated DEMO10 orography (center) and DEMO1
orography (right). The red arrow points towards the site of the measurements.

One way to address this issue is to search among neighboring points for a cell with a
more appropriate altitude in the simulations. The goal is to find a cell with an average
altitude of higher than 500m asl. The hypothesis made here is that the vertical gradient of
the pollutants is much stronger compared to the horizontal gradients of said components.
This hypothesis is backed up by the fact that at this site, (i) we are far from emission
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sources, and (ii) vertical mixing is weak in the marine boundary layer resulting in a rather
stratified atmosphere, making the vertical gradient more important than the horizontal
one (with the exception of biogenic emissions). This approach would help us adjust the
altitude problem in the simulations. Figure III.11 shows the altitudes of the neighboring
cells to our in-situ measurements site, showing that there are no cells with the exact
characteristics that we are searching for.
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Figure III.11 — The cell containing the measurements site (square) and its neighbouring cells
(round). The colors show the altitude of each site.

Another possibility is to extrapolate the concentration in measurements site cell to-
wards the altitude of the Ersa site. If this approach is to be taken, a large dataset is nec-
essary containing concentrations and altitudes of neighboring cells for different species.
This dataset is then to be used to calculate a regression and at last use this regression
to extrapolate towards the desired altitude. The issue that arises here is the fact that
there is no unified equation that shows the relationship of different atmospheric species
with altitude. All that can be assumed in this regard is its non-linearity and its general
shape. To resolve this issue, multiple equations can be used to achieve multiple non-
linear regressions. This means that the final goal of this study becomes two-fold: Apart
from calculating the extrapolated concentration in the right altitude, a list of concentra-
tions each with a different non-linear regression can be calculated and then using these
regressions, an error can be approximated for different components of the atmosphere
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with changing altitude.

This approach was taken using neighboring cells to the cell containing the measure-
ments site having a minimum altitude of 100m asl (all the points shown in figure I11.11).
A total of 9 equations were tested for this purpose (II1.1).

a—d a—d \" ( -x
Eqly=d+ b Eq2.y= d+ﬁ s Eq3.y=ax\1—ebJ)+g,
1+(z) 1+(3)
X =3
Eq4.y=a><(1—eb)+logc, Eq5.y=a><(1—eb)+|c|,
=X
Eq6.y=|a|><(1—eT)+|c|, Eq7.y=axxP+c, Eq8y= axxb,
Eq9.y=a+bXxx+cxx?+dxx3
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Figure II1.12 — Non-linear regressions performed using concentration of OA and altitude of
sites shown in III.11. a— eq.1, b— eq.3, c— eq.5, d— eq.7, and e— eq.8 shown in III.1.

The regression for each of these equations was calculated for the aforementioned
points using a least square minimization, if a convergence was achieved for that regres-
sion, the calculated extrapolation was used for the error calculation. Bear in mind that
this process is repeated for each hourly time-step in the simulation period, resulting in
720 regressions in total for each equation. If for at least more than 40% of the time-steps
a convergence was achieved, that equation was used in the error calculation, otherwise
the equation was discarded. For the list of equations given above (III.1), 5 were used
(eq. 1, 3, 5, 7 and 8, examples shown in figure I11.12).

Figure II1.12 shows examples of these regressions for the equations that are used
for the error calculation at the end of this process, for one time-step for the organic
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aerosol. The results are filtered by the correlation coefficient of the regression, only
regressions representing a correlation of higher than 0.7 are taken into account. Each
regression gives us the corrected concentration for the real altitude and a confidence
interval. First interesting fact noticeable in III.12 is a relationship between altitude and
concentrations, since concentrations generally decrease with altitude. However, there is
a dispersion in the data presented in these figures as well, especially in lower altitudes.
Meaning that in lower altitudes (when emission sources such as shipping emissions are
nearby) horizontal gradient becomes important, while at higher altitudes the vertical
gradient is more important. Secondly, as seen when comparing the extrapolated and
the simulated concentrations in III.12, the calculated error interval is higher than the
proposed correction to the concentration. This is why we decided that it would be more
beneficial to take into account the orographic representativeness error calculated using
this approach than the concentration correction calculated by it, which would be too
uncertain.

i ——— Simulations
'R A Confidence interval

30
0
20130726
20130728
%0
201308
201

Figure I11.13 — Time series of all confidence intervals for all converged equations for OA.

Putting together the chosen regressions for all the time-steps, gives us a time series
of confidence intervals for each tested atmospheric component. Figure I1I.13 shows this
interval for organic aerosols for all the equations combined. An average of the confidence
intervals divided by the simulated average presents a percentage for each species, which
can represent the sensitivity of said component to altitude changes in this region. The
values obtained for several species are shown in table III1.6. The concentration correction
calculated for other species were also lower than the error, therefore for all the tested
species shown in II1.6, only the error is used instead of the concentration correction.

As a result, the orographic sensitivity of different components is calculated for the Cap
Corse area. What is concluded from the error calculated here is the fact that this error
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Orographic representativeness error

Pollutant ORE (%) Pollutant ORE (%) Pollutant ORE (%) Parameter ORE (%)
(O 4 CsHg 85 Mono-terpenes 59 Temperature 0.5

OA 10 BC 26 SO, 62 Relative humidity 18

SO3. 15 NO, 75 Aromatic species 49

PM,, 9 CO 2 MACR+MVK 60

Table III.6 — Orographic representativeness errors (ORE) calculated for different chemical
components and meteorological parameters.

is much higher for primary species or highly reactive secondary species(i.e. NOy with an
error of 75%), while for secondary pollutants with higher life times in the atmosphere
the orographic representativeness error is quite low (i.e. ozone with an error of 4%). For
organic aerosols this error is calculated to be 10%. For secondary species with high life-
times, this error is much smaller than the actual measurement-simulation differences
encountered. Therefore, for secondary species, model comparisons with observations
are not sensitive to orographic representativeness of the model, while the comparison of
primary components is indeed strongly affected.

5 Simulation of dimethyl sulfide in CHIMERE

Dimethyl sulfide (DMS) emissions from the sea surface can increase the SO, burden
in the atmosphere, which can then be transformed into sulfate particles, increasing the
aerosol burden especially over bodies of water. It can also influence the cloud albedo and
aerosol condensation nucleus fields. While accounting for a small fraction of sulfur con-
tent compared to anthropogenic emissions of this compound from continental areas or
from shipping emissions, its effect on the radiative budget of the atmosphere makes it an
important subject to study, especially when simulating near bodies of water. Ganor et al.
(2000) calculated the contribution of DMS in the production of sulfates to be between 6
and 22% (11% average) over the Eastern Mediterranean basin, showing strong seasonal
variations. Others have made estimations in this regard as well, showing around 17% to
28% contribution for sulfate formation for summer months depending on the region.

5.1 Physical dependencies of dimethyl sulfide flux into the
atmosphere

The natural emissions originating from the sea surface are generally hard to quantify.
They depend on the quantity of the species available close to the water surface or the
concentration gradient with the atmosphere, and an exchange speed, depending on near
surface turbulent processes, relating in turn on near surface wind speed. In order to get
an idea about these fluxes, measurements inside the sea water and at the vicinity of the
sea surface have to be performed. While the possibility of measuring in both these envi-
ronments exists, measurements for both sea surface DMS concentration and its flux into
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the atmosphere at the same time are hard to come by. In addition, the formation of DMS
in the ocean is related to the plankton activity, which is in turn related to temperature
and available nutrients, meaning that in different regions of the world and in different
months of the year the concentration of DMS in the ocean is quite variable. Also, the
influx of DMS into the atmosphere, apart from the amount of this component available
in the ocean, depends on the speed of the wind in contact with the ocean. In conclu-
sion, one could say that the decisive parameters for DMS emissions into the atmosphere
are the concentration of DMS in the ocean, the wind speed at the sea surface and the
temperature. This is shown in the equation expressed by Liss and Merlivat (1986):

F=K,AC (I11.2)

Where,

F — Flux

K,, — Piston velocity

AC — Difference of concentration between the air-sea interface
AC is expressed by:

AC = —C, (I11.3)

=| 8

Where,

C, — Concentration in the atmosphere
C,, — Concentration in the water

H — Henry’s constant

In the case of DMS, the atmospheric concentration is negligible compared to what is
available in the sea surface (and is at equilibrium with the underlying ocean), therefore:

AC = -C, (I11.4)

And thus:
F=-K,C, (I11.5)

In this equation, the piston velocity is calculated using wind speed and temperature,
and the concentration of DMS in the sea can be approximated. In the parts that follow,
different methods for the approximation of sea surface concentration of DMS and the
calculation of piston velocity will be explained in more detail.

Implementing simulation of DMS in CTMs means that some simplifications have to be
made, since CTMs are normally not coupled to an oceanic model that can provide con-
centrations of this component inside the sea. Meaning that, either emission fluxes have
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to be integrated directly into the model as 2D maps or simplified methods of calculating
these fluxes have to be identified. Both of these options have been tested in the literature
for the influx of DMS into the atmosphere and will be presented in the part that follows.

Kettle, M. Andreae, et al. (1999) assembled a large global database of measurements
regarding to not only DMS water surface measurements, but also other related obser-
vations such as sea surface salinity temperature, chlorophyll, etc. Using this database
that contains around 15000 points, they created climatological 2D fields of sea surface
DMS concentration using a complex series of interpolations, extrapolations and itera-
tions. They continued this research by calculating the flux of DMS into the atmosphere
using these 2D fields in their next work (Kettle and M. Andreae 2000). Most of the
parameterizations used today are based on the dataset collected by Kettle, M. Andreae,
et al. (1999), with sometimes addition of newly obtained measurements.

Simé and Dachs (2002) used the same dataset mentioned above, suggesting a pro-
cedure, where the DMS sea surface concentration fields are calculated using remotely
sensed chlorophyll-a data and climatological mixed layer depth fields. They obtained
climatological DMS sea surface concentrations which are then used to calculate the in-
flux of this component into the atmosphere. Another approach is using oceanic models,
for example, Chu et al. (2003) implemented a biogeochemical approach in an oceanic
model, simulating the gain and loss in DMS, which is then used for the simulation of flux
of DMS towards the atmosphere.

Belviso et al. (2004) compared 7 different climatological maps obtained by different
studies for the DMS concentration on the sea surface, concluding that different methods
were suitable for different regions of the world, for example the method proposed by
Simé and Dachs (2002) is more appropriate for the equatorial pacific zone. In this study;,
the suggested climatological 2D maps by Kettle and M. Andreae (2000) are taken as
reference.

In this work, the approach suggested by Lana et al. (2011) is used for the 2D climato-
logical maps of sea surface DMS concentration. The authors based themselves again on
the dataset provided by Kettle, M. Andreae, et al. (1999), however, they added around
30000 points to the measurements, assembling a dataset of over 45000 points. They
divided the globe into several regions and for each regions temporal interpolation and
substitution techniques are used in order to fill the gaps. This gave them a first guess
field, which was then smoothed using distance-weighted interpolation methods. The
end-point 1° horizontal resolution data is freely available and is used in our work, as
DMS sea surface concentration maps. A resolution of 1° is not sufficient for regional sim-
ulations, therefore, a re-gridding of this data has been performed in this work, changing
the resolution to the resolution used in MEGAN input files, i.e. 0.008° x 0.008°. The
re-gridding uses the same data provided by the aforementioned source, changing the
resolution into a finer one, taking into account a high-resolution land-sea mask (figure
III.14). It is important to mention that these fields provide monthly climatological data,
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therefore they are not dependent on the actual meteorological conditions used in the
model.

DMS sea surface concentrations
June
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Figure I11.14 — Sea surface concentration of DMS for the month of July according to Lana et
al (2011)

While this resolves the issue of concentration fields for the in-water DMS availability,
the flux of DMS into the atmosphere needs to be calculated as well. As mentioned before,
this flux depends on the wind speed and temperature. These two parameters are used in
the calculation of the piston velocity and the Schmidt number respectively. The Schmidt

number is calculated quite easily:

Sc = 2674.0 — 147.12T + 3.72617° — 0.038T° (I11.6)

Where,
Sc¢ — The Schmidt number
T — 2m temperature (°C)

However, the piston velocity equation differs depending on the intensity of the wind
speed. Several parameterizations exist for the estimation of the piston velocity, four of
them are presented in table III.7.

The parameters used in table III.7 are:

Sc, — Reference Schmidt number calculated at reference temperatures (normally
calculated for 20°C for freshwater CO, or seawater CO5)
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Constants e, =5.90 Sc, = 660 932 __0':02; ey = 2.85
ec = 26.79 er= ec = 0.612
eq = 0.612 Sc, = 600
Sc, = 600
Reference Liss and Merlivat, 1986 Woolf, 1997 Nightingale et al., 2000 Blomaquist et al., 2006

Table III.7 — Four parameterizations for the calculation of piston velocity, all depending
on wind speed and temperature. The reference for each configuration is given under the
table, an example of the calculated piston velocity with each of these schemes for different
temperatures is shown in II1.15.

Uip — 10m wind speed (m.s?)
e; — Constants for the calculation of each piston velocity

These piston velocity parameterizations are taken from Liss and Merlivat (1986)
(LM86), Woolf (1997) (W97), Nightingale et al. (2000)(NOO) and Blomquist et al.
(2006)(B07). A complete comparison of these methods (and some others) has been
provided in Elliott (2009). Figure III.15 shows the calculated piston velocities using dif-
ferent parameterizations for different temperatures. The four parameterizations shown
above were implemented in CHIMERE and tested for the Mediterranean domain.

5.2 Chemical processes

The complete chemistry of DMS is extremely complicated, therefore a reduced ver-
sion of this chemistry has to be used in CHIMERE in order to express the fate of DMS
emissions in the atmosphere and their contribution to SO, and sulfate. For this purpose,
the chemical scheme suggested by Mihalopoulos et al. (2007) has been used here, which
contains oxidation reaction of DMS with OH by the means of H abstraction, its oxidation
by OH addition and its reaction with NOs. It includes DMSO (Dimethyl sulfoxide) and
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Figure III.15 — Piston velocities calculated for a range of temperatures using the parameter-
izations presented in table III.7.Pay attention to the different vertical scales.

MSIA (Methanesulfinic acid) as intermediate gas-phase chemistry. While the aqueous
reactions are also available in this scheme, they were not implemented in CHIMERE,
since their importance compared to the gas-phase DMS chemistry is small. The reactions
added to CHIMERE for this purpose are presented below.

DMS + OH —» 0.997(SO, + CH305 + HCHO) + 0.003(MSA + HCHO)  (IIL.7)

DMS +OH — DMSO (I11.8)
DMS + NOs — SO;+ HNO3 + CH30, + HCHO (I11.9)
DMSO +OH — MSIA+ CHs0, (II1.10)
MSIA+OH — CH305 + SO, + HyO (II1.11)

Since MSA (Methanesulfonic acid) has been added to the CHIMERE chemical scheme
specifically for the simulation of DMS, the deposition processes for this species has to be
added to the model as well. For this purpose, both dry and wet deposition rates were
added for this species with information taken from J. Seinfeld and S. Pandis (2016).
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5.3 Simulated DMS fields and its oxidation products

The simulations performed for this part cover exactly the same period and use the
exact same input parameters as the ones previously mentioned. The simulations were
not performed for the two finest domains (DEMO3 and DEMO1) since no data was avail-
able in the Cap Corse area to be compared with the simulations, so the necessity of high
resolution simulations is not evident in this case. Figure III.16 presents the 2D maps
of DMS simulation in DEMO30 (from Saharian desert to Europe) and DEMO10 (over
the Western Mediterranean basin) domains, for all tested parameterizations and figure
I11.17 shows the percentage changes seen in different parameterizations explained in
table III.7 for a number of species that could be affected by DMS emissions. As seen
in figure II1.16 there are large differences of concentration between the methods used,
each of them simulating different amounts of DMS, and also different changes seen in
species connected to DMS (figure III.17). It is important to keep in mind that in this
section, a land-sea mask has been used to calculate the values that are provided, there-
fore each value presents concentrations (or percentages) only for the sea surface. In the
western mediterranean region for the period of simulations, a maximum of 10% change
for sulfate particles is seen in our simulations, while for DEMO30, this change increases
to around 25% since the DMS concentrations over the Atlantic Ocean is more important
compared to that of the Mediterranean Sea. This is while the SO, concentrations show a
maximum increase of 20% and 7% and an average increase of 15% and 6% for DEMO30
and DEMO10 respectively. The average change for sulfates for these two regions is 8%
and 20%, showing a lower change rate in the western mediterranean compared to what
is seen in the literature for the eastern mediterranean. Looking at these values it can be
conluded that for the mediterranean region, the formation of sulfates from DMS is a non-
negligible but a minor source. The difference between DMS emissions in the eastern and
the western mediterranean is also seen in the figure I11.17 for DEMO30, where higher
concentrations of DMS are simulated for the eastern basin (i.e Ganor et al. (2000)). A
maximum of 5% increase in PM;, and 8% increase in PM, 5 concentrations are seen for
DEMO30 and DEMO10 respectively in the same simulations as well (averages are around
4% and 6% respectively). The presence of DMS can change the radical concentrations
(OH especially) in the area, which may result in some changes in the concentrations of
other normally unimplecated components, but these changes should be minor.

The next step for this work is to compare the aforementioned simulations with mea-
surements of DMS, or its oxidation products such as MSA. While these comparisons are
a nessesity in order to validate the schemes used here for the simulation of DMS, no
data was available for the simulation period in the ChArMEx campaign. Therefore, no
observation-simulation comparisons will be presented in this work.
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he fourth chapter in this work concentrates on the simulation of OA in the western
Mediterranean region. The first goal of the current thesis is to better describe and
quantify OA sources in this area. In this regard, an evaluation of the CHIMERE model
is necessary before entering into the OA simulation itself. Validation of simulation of
different components apart from OA is included in this chapter. Regarding OA itself, an
in-depth study of different schemes for the simulation of this component is performed.
The modifications made to the model in the previous chapter regarding to meteorological
conditions and some other factors dependent to the specific conditions in the western
Mediterranean are used in this chapter.

1 Summary of article

The Mediterranean Sea is at the crossroads of multiple emission sources which trans-
port or provide the necessary precursors for the aerosol formation. Dust emissions com-
ing from Northern Africa, anthropogenic and biogenic emissions transported from Eu-
rope and local sources such as shipping emissions and salt emissions can contribute
directly or indirectly to the aerosol burden in this region. In addition, the geographic
situation shows some peculiarities as well: the residence times of pollutants in this re-
gion is long due to persistent anticyclonic situations and often high elevation of land
in the coastal areas bordering the basin and having a climate between temperate and
sub-tropical types, it provides favorable conditions for photo-chemistry.

This strong photo-chemistry triggers processing of biogenic and anthropogenic VOC
precursors, leading to a well-known ozone formation, and also to organic aerosol (OA)
build-up. The first goal of this thesis is to better describe and quantify OA sources in this
area. The method is chemistry- transport modelling.

Therefore, an evaluation of the CTM is necessary in order to improve the model if
necessary for this particular domain. This evaluation is based on comparison of simu-
lations to intensive measurements obtained during the ChArMEx campaign. Since one
of the regional peculiarities is its OA burden, a dedicated effort is necessary in order to
simulate this species in the CTM.

First step in evaluating the model is finding appropriate representation of specific
processes occurring over the Mediterranean Sea, this step was discussed in detail in
the previous chapter (chapter III). In this chapter, a detailed evaluation of the methods
used for the simulation of OA in the CHIMERE CTM is added. Four schemes have been
evaluated. The first one is a two-product scheme that is the standard method used in
CHIMERE for the simulation of this aerosol. The second and third ones are both VBS
schemes, the first one taking into account aging processes by functionalization of SVOCs,
for both ASOA and BSOA. The second one only considers the aging processes for ASOA,
since it has been shown in the literature that the BSOA aging processes in VBS can result
in a strong overestimation of this aerosol (Lane, Donahue, and S. Pandis 2008). Finally,
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the fourth scheme is based on VBS as well, but it follows the parameterization proposed
by M. Shrivastava, Easter, et al. (2015) and contains fragmentation and formation of
non-volatile SOA as part of the aging processes. Month-long simulations covering the
SAFMED period were performed for each of the schemes and the results were compared
to the measurements from the aforementioned campaign.

Since the goal is to evaluate the CHIMERE CTM as well as to ameliorate the pre-
sentation of OA in the model, it is necessary to perform comparisons for other species
along with OA. As a matter of fact, we need to make sure that the model well represents
gaseous precursors and transport, before specifically evaluating OA schemes. There-
fore, comparisons are performed for gaseous species (presented in this article are NOy,
isoprene, mono-terpenes and sum of methyl vinyl ketone and methacrolein) and particu-
late species (BC and sulfates included in this article). The orographic representativeness
error explained in the previous chapter has been taken into account when performing
the comparisons, since most of these species show high orographic representativeness
errors (i.e. NOy with 75% orographic representativeness error, which makes less conclu-
sive). These comparisons are performed for two Mediterranean sites: the Ersa supersite
and Es Pinar, Mallorca, where measurements for all these parameters were performed
for the same period. In general, good correspondence is seen in the model for the sim-
ulation of gaseous species, except for mono-terpenes, where an underestimation occurs
in both sites. For sulfates and BC, an overestimation for sulfates is observed and a good
correlation is shown for BC. The chapter also contains a synthesis of the evaluation of
meteorological simulations presented in the last chapter. This is a prerequisite for suc-
cessful simulation of transport.

Comparisons for the OA have been done for concentration, oxidation state and its
origins. For the oxidation state comparisons with three factor PMF results have been per-
formed (LVOOA, SVOOA and HOA), while for the origin of OA, *C measurements have
been used. The orographic representativeness error for OA is around 10%, which means
that comparisons for this aerosol in the model are not sensitive to orography. Concentra-
tion comparisons show that the standard VBS scheme overestimates the simulated OA,
while the CHIMERE standard scheme also overestimates the OA concentrations, but not
to the extent of the VBS standard scheme. The other two schemes, the modified VBS
scheme and the standard VBS scheme without BSOA aging achieve a good correspon-
dence (bias of -18% and 34% respectively) for the simulated concentration.

Oxidation state comparisons show that the modified VBS scheme presents a good cor-
respondence for all factors and the standard CHIMERE scheme overestimates the SVOOA
factor contribution. The schemes based on the standard VBS do not contain particles cor-
responding to the volatility range of LIVOOA, explaining their tendency to overestimate
the SVOOA partition. *C measurements show a good correspondence for the modified
VBS scheme as well as the standard CHIMERE scheme. The VBS scheme with BSOA ag-
ing overestimates the non-fossil contribution, while the VBS scheme without BSOA aging
underestimates the non-fossil part.
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2D maps of the western Mediterranean basin simulated with the modified VBS scheme,
selected because of its good results, show that the OA with biogenic origins is dominant
in the whole basin. In areas between Corsica and Marseille, the Gulf of Genoa and also
the northern coast of Africa, the contribution of shipping emissions becomes quite im-
portant. At higher altitudes, the contribution of the biogenic sources becomes dominant
over the whole basin, while the contribution of POA over the basin drops significantly.

Finally, as a result of this study, we have two OA simulation schemes that correspond
well for the simulated concentration, while the modified VBS scheme seems to be able
to simulate the oxidation state and the fossil/non-fossil distribution accurately as well.
This study gives us an improved version of the CHIMERE model, which will be used in
chapter VI for detailed analysis of climate impact on organic aerosol levels.

2 Simulation of organic aerosols in the western
Mediterranean basin

This chapter includes the article Cholakian et al. (2018) published in Atmospheric
Chemistry and Physics : “Simulation of fine organic aerosols in the western Mediterranean
area during the ChArMEx 2013 summer campaign,18, 7287-7312, doi:10.5194/acp-18-
7287-2018, url: Atmospheric chemistry and physics”.

The article was published the 25 May 2018.
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Abstract. The simulation of fine organic aerosols with
CTMs (chemistry—transport models) in the western Mediter-
ranean basin has not been studied until recently. The
ChArMEx (the Chemistry-Aerosol Mediterranean Experi-
ment) SOP 1b (Special Observation Period 1b) intensive field
campaign in summer of 2013 gathered a large and compre-
hensive data set of observations, allowing the study of differ-
ent aspects of the Mediterranean atmosphere including the
formation of organic aerosols (OAs) in 3-D models. In this
study, we used the CHIMERE CTM to perform simulations
for the duration of the SAFMED (Secondary Aerosol For-
mation in the MEDiterranean) period (July to August 2013)
of this campaign. In particular, we evaluated four schemes
for the simulation of OA, including the CHIMERE standard
scheme, the VBS (volatility basis set) standard scheme with

two parameterizations including aging of biogenic secondary
OA, and a modified version of the VBS scheme which in-
cludes fragmentation and formation of nonvolatile OA. The
results from these four schemes are compared to observa-
tions at two stations in the western Mediterranean basin,
located on Ersa, Cap Corse (Corsica, France), and at Cap
Es Pinar (Mallorca, Spain). These observations include OA
mass concentration, PMF (positive matrix factorization) re-
sults of different OA fractions, and 14C observations showing
the fossil or nonfossil origins of carbonaceous particles. Be-
cause of the complex orography of the Ersa site, an original
method for calculating an orographic representativeness er-
ror (ORE) has been developed. It is concluded that the modi-
fied VBS scheme is close to observations in all three aspects
mentioned above; the standard VBS scheme without BSOA

Published by Copernicus Publications on behalf of the European Geosciences Union.
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(biogenic secondary organic aerosol) aging also has a sat-
isfactory performance in simulating the mass concentration
of OA, but not for the source origin analysis comparisons.
In addition, the OA sources over the western Mediterranean
basin are explored. OA shows a major biogenic origin, es-
pecially at several hundred meters height from the surface;
however over the Gulf of Genoa near the surface, the anthro-
pogenic origin is of similar importance. A general assess-
ment of other species was performed to evaluate the robust-
ness of the simulations for this particular domain before eval-
uating OA simulation schemes. It is also shown that the Cap
Corse site presents important orographic complexity, which
makes comparison between model simulations and observa-
tions difficult. A method was designed to estimate an oro-
graphic representativeness error for species measured at Ersa
and yields an uncertainty of between 50 and 85 % for primary
pollutants, and around 2-10 % for secondary species.

1 Introduction

The Mediterranean basin is subject to multiple emission
sources; anthropogenic emissions that are transported from
adjacent continents or are produced within the basin, local or
continental biogenic and natural emissions among which the
dust emissions from northern Africa can be considered as an
important source (Pey et al., 2013; Vincent et al., 2016). All
these different sources, the geographic particularities of the
region favoring accumulation of pollutants (Gangoiti et al.,
2001), and the prevailing meteorological conditions favor-
able to intense photochemistry and thus secondary aerosol
formation, make the Mediterranean area a region experienc-
ing a heavy burden of aerosols (Monks et al., 2009; Nabat
et al., 2012). In the densely populated coastal areas, this
aerosol burden constitutes a serious sanitary problem con-
sidering the harmful effects of fine aerosols on human health
(Martinelli et al., 2013). In addition, studies have shown that
the Mediterranean area could be highly sensitive to future
climate change effects (Giorgi, 2006; Lionello and Giorgi,
2007). This could affect aerosol formation processes, but in
turn the aerosol load also affects regional climate (Nabat et
al., 2013). These interactions, the high aerosol burden in the
area, and its health impact related to the high population den-
sity situated around the basin make this region particularly
important to study.

The aforementioned primary emissions can be in the form
of gaseous species, as particulate matter, or as semi-volatile
species distributed between both phases (Robinson et al.,
2007). In the atmosphere, they can subsequently undergo
complex chemical processes lowering their volatility, which
leads to the formation of secondary particles. These pro-
cesses are not entirely elucidated especially for the formation
of SOAs (secondary organic aerosols) for example (Kroll
and Seinfeld, 2008), starting from initially emitted biogenic

Atmos. Chem. Phys., 18, 7287-7312, 2018

or anthropogenic VOCs (volatile organic compounds) and
SVOCs (semi-volatile organic compounds).

The chemical composition of aerosols has been studied
in detail in the eastern Mediterranean area (Lelieveld et al.,
2002; Bardouki et al., 2003; Sciare et al., 2005, 2008; Kocak
et al., 2007; Koulouri et al., 2008) and to a lesser extent in the
western part (Sellegri et al., 2001; Querol et al., 2009; Min-
guillén et al., 2011; Ripoll et al., 2014; Menut et al., 2015;
Arndt et al., 2017). Little focus has been given to the for-
mation of organic aerosol (OA) over the western Mediter-
ranean even if OA can play a significant role in both local
and global climate (Kanakidou et al., 2005) and can affect
health (Poschl, 2005; Mauderly and Chow, 2008). Its con-
tribution has been calculated in studies to be nearly 30 % in
PM; for the eastern Mediterranean area during the FAME
2008 campaign (i.e., Hildebrandt et al., 2010). It is also im-
portant to know the contribution of different sources (bio-
genic, anthropogenic) to the total concentration of OA in the
western part of the basin. Such studies have been performed
for the eastern Mediterranean basin (e.g., Hildebrandt et al.,
2010), while for the western part of the basin, they have been
in general restricted to coastal cities such as Marseilles and
Barcelona (El Haddad et al., 2011; Mohr et al., 2012; Ripoll
etal., 2014).

The ChArMEx (the Chemistry Aerosol Mediterranean
Experiment; http://charmex.lsce.ipsl.fr, last access: 17 Au-
gust 2016) project was organized in this context, with a fo-
cus over the western Mediterranean basin during the period
of 2012-2014, in order to better assess the sources, forma-
tion, transformation, and mechanisms of transportation of
gases and aerosols. During this project, detailed measure-
ments were acquired not only for the chemical composition
of aerosols but also for a large number of gaseous species
from both ground-based and airborne platforms. The project
ChArMEXx is divided into different sub-projects, each with
a different goal; among those, the SAFMED (Secondary
Aerosol Formation in the MEDiterranean) project aimed
at understanding and characterizing the concentrations and
properties of OA in the western Mediterranean (for exam-
ple Nicolas, 2013; Di Biagio et al., 2015; Chrit et al., 2017;
Arndt et al., 2017; Freney et al., 2017). To reach these goals,
two intense ground-based and airborne campaigns were orga-
nized during July—August of 2013 and also summer of 2014.
The focus of the present study is on the SAFMED campaign
in summer of 2013, since detailed measurements on the for-
mation of OA and precursors were obtained during this pe-
riod, namely at Ersa (Corsica) and Es Pinar (Mallorca). Other
ChArMEx sub-projects and campaigns included the TRAQA
(Transport et Qualité de 1’Air) campaign in summer 2012,
set up to study the transport and impact of continental air on
atmospheric pollution over the basin (Si¢ et al., 2016), and
the ADRIMED (Aerosol Direct Radiative Impact on the re-
gional climate in the MEDiterranean, June—July 2013) cam-
paign aimed at understanding and assessing the radiative im-
pact of various aerosol sources (Mallet et al., 2016).

www.atmos-chem-phys.net/18/7287/2018/




106

CHAPTER 1V. SIMULATION OF OA IN WESTERN MEDITERRANEAN

A. Cholakian et al.: Simulation of fine organic aerosols in the western Mediterranean area

Modeling of aerosol processes and properties is a difficult
task. Aside from the lack of knowledge of aerosol formation
processes, the difficulty lies in the fact that OAs present an
amalgam of thousands of different species that cannot all be
represented in a 3-D chemistry—transport model (CTM) due
to limits in computational resources. Therefore a small num-
ber of lumped species with characteristics that are thought to
be representative of all the species in each group are used in-
stead. There are many different approaches that can be used
in creating representative groups for OAs (e.g., which char-
acteristics to use to group the species, which species to lump
together, physical processes that should be presented for their
simulation). It is therefore necessary to test these different
simulation schemes for OAs in different regions and compare
the results to experimental data to check for their robustness.
For example, Chrit et al. (2017) modeled SOA formation in
the western Mediterranean area during the ChArMEx sum-
mer campaigns, with a surrogate scheme that also contains
ELVOCs (extremely low-volatility organic compounds). The
simulated concentrations and properties (oxidation and affin-
ity with water) of OAs agree well with the observations per-
formed at Ersa (Corsica), after they had included the forma-
tion of extremely low-volatility OAs and organic nitrate from
monoterpene oxidation in the model.

The present study focuses on the comparison of differ-
ent OA formation schemes implemented in the CHIMERE
chemistry—transport model for simulation of OA over the
western Mediterranean area. Different configurations of the
volatility basis set (VBS; Donahue et al., 2006; Robinson et
al., 2007; Shrivastava et al., 2013) and the base parameteri-
zation of the CHIMERE 3-D model (Bessagnet et al., 2008;
Menut et al., 2013) are used for this purpose. Our work takes
advantage of the extensive experimental data pool obtained
during the SAFMED campaign. This enables us to perform
model-observation comparisons with unprecedented detail
over this region, including not only the OA concentration but
also its origin ('*C analyses) and its oxidation state (posi-
tive matrix factorization (PMF) method results). In addition,
a comparison for meteorological parameters and gaseous or
particulate species which could affect the production of OA
or could help analyze the robustness of the used schemes has
been performed. Moreover, because of the orographic com-
plexity of one of the sites (Ersa, Cap Corse) explored in this
work, a novel method is designed to calculate the orographic
representativeness error of different species. To the best of
our knowledge, this is the first time that the concentrations
of precursors, intermediary products, and OA concentrations
and properties have been simulated for different OA simu-
lation schemes and compared for each scheme to multiple
series of measurements at different stations for the western
Mediterranean area. For OA schemes, the paper aims at as-
sessing the robustness of each scheme with regard to differ-
ent criteria as mass, fossil, and modern fraction and volatil-
ity. Section 2 describes the model and the inputs used for
the simulations. Also, the evaluated schemes are explained
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in this section in more detail. The experimental data used for
simulation—observation comparisons are discussed in Sect. 3.
An overall validation of the model is presented in Sect. 4,
together with comparisons of different gaseous and particu-
late species and meteorological parameters to observations.
In Sect. 5, comparison of implemented schemes to measure-
ments regarding concentration, oxidation state, and origin
of OA is presented. In Sect. 6, the contribution of different
sources to the OA present in the whole basin is explored, be-
fore the conclusion in Sect. 7.

2  Model setup

The CHIMERE model (Menut et al., 2013; http://www.Imd.
polytechnique.fr/chimere, last access: 9 August 2016) is an
offline regional CTM which has been tested rigorously for
Europe and France (Zhang et al., 2013; Petetin et al., 2014;
Colette et al., 2015; Menut et al., 2015; Rea et al., 2015).
It is also widely used in both research and forecasting ac-
tivities in France, Europe, and other countries (Hodzic and
Jimenez, 2011). In this work, a slightly modified version of
the CHIMERE 2014b configuration is used to perform the
simulations. The modifications concern an updated descrip-
tion of the changes in aerosol size distribution due to conden-
sation and evaporation processes (Mailler et al., 2017). Four
domains are used in the simulations: a coarse domain cover-
ing all of Europe and northern Africa with a 30 km resolu-
tion, and three nested domains inside the coarse domain with
resolutions of 10, 3, and 1km (Fig. 1). The 10 km resolved
domain covers the western Mediterranean area and the two
smaller domains are centered on the Cap Corse, where the
main field observations in SAFMED were performed. Such
highly resolved domains are necessary to resolve the com-
plex orography of the Cap Corse ground-based measurement
site, which will be discussed in Sect. 4, while for the flatter
Es Pinar site, a 10 km resolution is sufficient. The simula-
tions for each domain contain 15 vertical levels starting from
50m to about 12 km above sea level (a.s.l.) with an average
vertical resolution of 400 m within the continental boundary
layer and 1 km above. The CHIMERE model needs a set of
gridded data as mandatory input: meteorological data, emis-
sion data for both biogenic and anthropogenic sources, land
use parameters, boundary and limit conditions, and other op-
tional inputs such as dust and fire emissions. Given these in-
puts, the model produces the concentrations and deposition
fluxes for major gaseous and particulate species and also in-
termediate compounds. The simulations presented in this ar-
ticle cover the period of 1 month from 10 July to 9 August.
Meteorological inputs are calculated with the WRF
(Weather Research Forecast) regional model (Wang et al.,
2015) forced by NCEP (National Centers of Environmen-
tal Predictions) reanalysis meteorological data (http://www.
ncep.noaa.gov, last access: 11 September 2016) with a base
resolution of 1°. Slightly larger versions of each domain with
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Figure 1. The four domains used in simulations (D30, D10, D3,
D1). The resolution for each domain is given in the table below the
image.

the same horizontal resolutions (Fig. 1) are used for the mete-
orological simulations. The WRF configuration used for this
study consists of the single-moment 5 class microphysics
scheme (Hong et al., 2004), the Rapid Radiative Transfer
model (RRTMG) radiation scheme (Mlawer et al., 1997),
the Monin—Obukhov surface layer scheme (Janjic, 2003),
and the NOAA Land Surface Model scheme for land sur-
face physics (Chen et al., 2001). Sea surface temperature up-
date, surface grid nudging (Liu et al., 2012; Bowden et al.,
2012), ocean physics, and topographic wind options are ac-
tivated. Also, the feedback option is activated, meaning that
the simulation of the nested domains can influence the par-
ent domain. Some observation—simulation comparisons are
presented for meteorological parameters in Sect. 4.
Anthropogenic emissions for all but shipping SNAP (Se-
lected Nomenclature for Air Pollution) sectors come from
the HTAP-V2 (Hemispheric Transport of Air Pollution;
http://edgar.jrc.ec.europa.eu/htap_v2/index.php, last access:
21 August 2016) inventory. The shipping sector in this in-
ventory was judged to overestimate ship traffic around the
Cap Corse area, especially on the shipping lines between
Marseilles and Corsica, due to overweighing ferries with re-
spect to cargos (Van der Gon, personal communication). This
could be explained by the fact that the boat traffic descrip-
tion is based on voluntary information. Therefore HTAP-V2
shipping emissions were replaced by those of the MACC-III
inventory (Kuenen et al., 2014). The base resolution of the
HTAP inventory is 10km x 10km and that of the MACC-III
inventory is 7 km x 7 km. For both inventories the emissions
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for the year 2010 were used since this year was the latest
common year in the two inventories.

Biogenic emissions are calculated using MEGAN (Model
of Emissions of Gases and Aerosols from Nature; Guen-
ther et al., 2006) including isoprene, limonene, «-pinene, -
pinene, ocimene, and other monoterpenes with a base hori-
zontal resolution of 0.008° x 0.008°. The land use data come
from GlobCover (Arino et al., 2008) with a base resolution
of 300 m x 300 m. Initial and boundary conditions of chem-
ical species are taken from the climatological simulations
of LMDz-INCA3 (Hauglustaine et al., 2014) for gaseous
species and GOCART (Chin et al., 2002) for particulate mat-
ter.

The chemical mechanism used for the baseline gas-phase
chemistry is the MELCHIOR2 scheme (Derognat et al.,
2003). This mechanism has around 120 reactions to describe
the whole gas-phase chemistry. The reaction rates used in
MELCHIOR are constantly updated (last update in 2015);
however, the reaction scheme itself has not been updated
since 2003. Some reactions have been added to it by Bessag-
net et al. (2009) regarding the oxidation of OA precursors,
but they do not affect gas-phase chemistry. Also, MEL-
CHIOR has been compared to SAPRC-07A, a more recent
scheme (Carter, 2010), and the results show acceptable dif-
ferences between the two schemes; for example, when com-
pared to EEA (European Economic Area) ozone measure-
ments, both produce a correlation coefficient of 0.71. These
comparisons are presented in Menut et al. (2013) and Mailler
etal. (2017).

The CHIMERE aerosol module is responsible for the sim-
ulation of physical and chemical processes that influence
the size distribution and chemical speciation of aerosols
(Bessagnet et al., 2008). This module distributes aerosols in
a number of size bins; here 10 bins range from 40 nm to
40 um, in a logarithmic sectional distribution, each bin span-
ning over a size range of a factor of 2 (40-20, 20-10 um,
etc.). The module also addresses coagulation, nucleation,
condensation, and dry and wet deposition processes. The ba-
sic chemical speciation includes elemental carbon (EC), sul-
fate, nitrate, ammonium, SOA, dust, salt, and PPM (primary
particulate matter other than ones mentioned above).

2.1 Organic aerosol simulation

The SOA particles are divided, depending on their pre-
cursors, into two groups: ASOA (anthropogenic SOA) and
BSOA (biogenic SOA). Four schemes were tested to simu-
late their formation; more detail on each scheme is presented
below.

2.1.1 CHIMERE standard scheme
The SOA simulation scheme in CHIMERE (Bessagnet et al.,

2008) consists of a single-step oxidation process in which
VOC lumped species are directly transformed into SVOCs
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with yields that are taken from experimental data (Odum
et al., 1997; Griffin et al., 1999; Pun and Seigneur, 2007).
These SVOC species are then distributed into gaseous and
particulate phases (Fig. 2a) following the partitioning theory
of Pankow (Pankow, 1987). The precursors for this scheme
are presented in the Supplement (Sect. SI1). A number of
11 semi-volatile surrogate compounds are formed from these
precursors, which include six hydrophilic species, three hy-
drophobic species, and two surrogates for isoprene oxidation.
The sum of all 11 species results in the concentration of sim-
ulated SOA in this scheme.

2.1.2 VBS scheme

As an alternative to single-step schemes like the one in
CHIMERE, the VBS approach was developed. In these types
of schemes, SVOCs are divided into volatility bins regard-
less of their chemical characteristics, but only depending
on their saturation concentration. Therefore it becomes pos-
sible to add aging processes in the simulation of OA by
adding reactions that shift species from one volatility bin
to another (Donahue et al., 2006). This scheme was imple-
mented and tested in CHIMERE for Mexico City (Hodzic
and Jimenez, 2011) and the Paris region (Zhang et al., 2013).
The volatility profile used for this scheme consists of nine
volatility bins with saturation concentrations in the range of
0.01 to 10°ugm=3 (convertible to saturation pressure us-
ing atmospheric standard conditions), across which the emis-
sions of SVOCs and IVOCs are distributed, following a spe-
cific aggregation table (Robinson et al., 2007). Four volatil-
ity bins are used for ASOA and BSOA ranging from 1 to
1000 ugm—3. SOA yields are taken from the literature (Lane
et al., 2008; Murphy and Pandis, 2009) using low-NO, con-
ditions (VOC /NO, > 10 ppbCppb~!). The SVOC species
can age, by decreasing their volatility by one bin indepen-
dent of their origin with a given constant rate. SVOC species
are either directly emitted or formed from anthropogenic or
biogenic VOC precursors. Fragmentation processes and the
production of nonvolatile SOAs are ignored in this scheme.
In the basic VBS scheme, the BSOA aging processes are usu-
ally ignored since they tend to result in a significant overes-
timation of BSOA (Lane et al., 2008). Although physically
present, their kinetic constants for this aging process are con-
sidered the same as anthropogenic compounds and seem to
be overestimated. However, in Zhang et al. (2013), includ-
ing BSOA aging was necessary to explain the observed ex-
perimental data. Therefore, in this work, the VBS scheme
is evaluated both with and without including the BSOA ag-
ing processes. Figure 2b shows a simplified illustration for
ASOA and BSOA, while the partition for SVOC is presented
in the Supplement (Sect. SI2). For all bins, regardless of their
origin, the partitioning between gaseous and the particulate
phases is performed following Raoult’s law and depends on
total OA concentration. Under normal atmospheric condi-
tions, SVOC with the volatility range of 0.01 to 10> uygm—3
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can form aerosols. In total, the sum of 24 species in the model
(with 10 size distribution bins each, i.e., 240 species in total)
makes up the total concentration of SOA simulated by this
scheme.

2.1.3 Modified VBS scheme

The basic VBS scheme does not include fragmentation pro-
cesses, corresponding to the breakup of oxidized OA com-
pounds in the atmosphere into smaller and thus more volatile
molecules (Shrivastava et al., 2011). It also does not include
the formation of nonvolatile SOA, where SOA can become
nonvolatile after formation (Shrivastava et al., 2015). In this
work, these two processes were added to the VBS scheme
presented above and tested for the Mediterranean basin. The
volatility bins for the VBS model were not changed (ranges
presented in the previous section). SOA yields were kept as
in the standard VBS scheme; however, instead of using the
low-NO, or the high-NO, regimes, an interpolation between
the yields of these two regimes was added to the model. For
this purpose, a parameter is added to the scheme, which cal-
culates the ratio of the reaction rate of RO, radicals with NO
(high-NO, regime) with respect to the sum of reaction rates
of the reactions with HO, and RO; (low-NO, regime). For
this purpose, a parameter («) is added to the scheme, which
calculates the ratio of the reaction rate of RO, radicals with
NO (vno; high-NOy regime) with respect to the sum of reac-
tion rates of the reactions with HO; (vyo,) and RO (vro,;
low-NO, regime). The parameter « is expressed as follows:

g=— N0 1)

VNOo + VHO, + VRO,

This « value represents the part of RO, radicals reacting
with NO (which leads to applying “high NO, yields”). It is
calculated for each grid cell by using the instantaneous NO,
HO,, and RO, concentrations in the model. Then, the fol-
lowing equation is used to calculate an adjusted SOA yield
using this o value (Carlton et al., 2009).

Y = a x Yhighno, + (1 — ) X YiowNO, (@)

The fragmentation processes for the SVOC start after the
third generation of oxidation because fragmentation is fa-
vored with respect to functionalization for more oxidized
compounds. Therefore, three series of species in different
volatility bins were added to present each generation, similar
to the approach setup in Shrivastava et al. (2013). For bio-
genic VOC, fragmentation processes come into effect start-
ing from the first generation, as in Shrivastava et al. (2013),
because the intermediate species are considered to be more
oxidized. A fragmentation rate of 75 % (with 25 % left for
functionalization) is used in this work for each oxidation step
following Shrivastava et al. (2015). The formation of non-
volatile SOA is performed by moving a part of each aerosol
bin to nonvolatile bins with a reaction constant correspond-
ing to a lifetime of 1h, similar to Shrivastava et al. (2015).
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Figure 2. Organic aerosol simulation schemes. (a) CHIMERE standard scheme (Bessagnet et al., 2008): from a parent volatile organic
compound (VOC), different semi-volatile organic compounds (SVOCs) (only one represented) are formed in a single step by oxidation; they
are in equilibrium between gas and aerosol phases (pSVOC); (b) VBS standard scheme (Robinson et al., 2007): from a parent VOC, SVOCs
with regularly spaced volatility ranges are formed and are in equilibrium with the aerosol phase. Aging of SVOC by functionalization is
included by passing species to classes with lower volatility; (¢) modified VBS scheme (Shrivastava et al., 2015): here SVOC aging also
includes fragmentation, leading to transfer of species to classes with higher volatility. In addition, semi-volatile aerosol can be irreversibly
transformed into nonvolatile aerosol (yellow-filled circle). For each bin, saturation concentration is shown in micrograms per cubic meter.
Note that this schematic represents BSOA and ASOA (biogenic and anthropogenic secondary organic aerosol) where four bins are used;
for SVOC and IVOC (semi-volatile and intermediate-volatility organic compounds, where nine bins are used) a schematic is presented in

Supplement Sect. SII.

Figure 2c shows a scheme of the modified VBS for the VOC.
In total, 40 species (with 10 size distribution bins each, i.e.,
400 species in total) are added together to calculate the total
concentration of SOA simulated by this scheme. The result-
ing model has a total of 740 species in the output files (in-
cluding gas-phase chemistry), which makes this scheme the
most time consuming among the tested schemes. In Sect. 5
of this paper, the results from the three schemes introduced
above will be compared to observations.

3 Experimental data set

During the SAFMED sub-project, measurements were made
at two major sites, the Ersa, Cap Corse, station and the Cap
Es Pinar, Mallorca, station. The geographical characteristics
and the measurements performed at each site are presented
in the following section.

3.1 ChArMEx measurements

The Ersa supersite (42°58'04.1”, 9°22/49.1”) is located on
the northern edge of Corsica, in a rural environment, at an
altitude of 530 ma.s.l. The station is located on a crest that
dominates the northern part of the cape. It has a direct view of
the sea on the western, northern, and eastern sides. Measure-
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ments carried out in this station are reported in Table 1. More
details about the instrumental setup in Ersa can be found in
Michoud et al. (2017) and Arndt et al. (2017).

The Es Pinar supersite (39°53/04.6”, 3°11'40.9”) is lo-
cated on the northeastern part of Mallorca. The monitoring
station was placed in the “Es Pinar” military facilities be-
longing to the Spanish Ministry of Defense. The environ-
ment is a non-urbanized area surrounded by pine forested
slopes and is one of the most insulated zones on Mallorca,
in between the Alctdia and Pollenga bays, but can still be
influenced by local anthropogenic emissions. The site is lo-
cated at an altitude of 20 m a.s.l. The location of the station
and a list of available measurements are presented in Fig. 3
and Table 1, respectively.

At Ersa, NO, (nitrogen oxides) were measured using a
CraNOx analyzer using ozone chemiluminescence with a
resolution of 5min. The photolytic converter in the ana-
lyzer allows the conversion of direct measurements of NO;
into NO in a selective way, thus avoiding interferences with
other NO, species. At Es Pinar, an API Teledyne T200 with
molybdenum converter was used; therefore, the measure-
ments are not specific to NO, and interferences of NO,
are possible for these measurements. VOCs were moni-
tored at both supersites using a proton-transfer-reaction time-
of-flight mass spectrometer (PTR-ToF-MS) (Kore™" second
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Table 1. Gas and aerosol and meteorological measurements used for this study.

(1) Ersa, France (42°58'04.1”,9°22/49.1")
Gases: NOx (CRANOX), VOCs (PTR-ToF-MS-KORE)
Aerosols: PM( total mass (TEOM-FDMS), online (non-refractive) PM
Chemistry : OA, SO3~, NH;, NO3 (ACSM), '4C (PMy, daily filters),
BC (PM; 5, MAAP)
Meteorology: temperature, wind speed, wind direction, relative humidity

(2) Es Pinar, Spain (39°53/04.6”, 3°11740.9")
Gases: NOy (API Teledyne T200), VOCs (PTR-ToF-MS, Ionikon)
Aerosols: PMy( total mass (BETA corrected by factor obtained after
comparison with gravimetric), PM| online Chemistry: OA, soﬁ‘,

NHJ, NO; (HR-ToF-AMS), 14C (PM;, daily filters),

BC (PMj; 5, Aethalometer AE33)

Meteorology: temperature, wind speed, wind direction, relative humidity

(3) Palma, Spain (39°36/20.88", 2°42/23.7594"), (4) Nimes, France (43°51'21.6”, 4°
24/21.5994"), (5) Ajaccio, France (41°55'5.3256", 8°47'38.0538")
Radiosondes: T', RH, wind speed, wind direction; at 00:00 and 12:00 UTC each day
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Figure 3. Experimental data sites, including in situ surface stations
(1: Ersa, France; 2: Cap Es Pinar, Spain) and meteorological sound-
ing stations (3: Palma, Spain; 4: Nimes, France; 5: Ajaccio, France).
More details about exact location and measurements performed can
be found in Table 1.

™

generation at Ersa, and Ionikon =~ PTR-ToF-MS 8000 at Es
Pinar). A detailed procedure of VOC quantification is pro-
vided in Michoud et al. (2017) for Ersa. Briefly, both in-
struments were calibrated daily using gas standard calibra-
tion bottles and blanks performed by means of a catalytic
converter (stainless steel tubing filled with Pt wool held at
350°C).

www.atmos-chem-phys.net/18/7287/2018/

A quadruple aerosol chemical speciation monitor (Q-
ACSM, Aerodyne Research Inc.; Ng et al., 2011) was used
for the measurements of the chemical composition of non-
refractory submicron aerosol at Ersa with a time resolution
of 30min. This instrument has the same general structure
of an AMS (aerosol mass spectrometer), with the differ-
ence that it was developed specifically for long-term monitor-
ing. A high-resolution time-of-flight AMS (HR-ToF-AMS,
Aerodyne Research Inc.; Decarlo et al., 2006) operated un-
der standard conditions (i.e., temperature of the vaporizer
set at 600 °C, electronic ionization (EI) at 70eV) was de-
ployed with a temporal resolution of 8 min to determine
the bulk chemical composition of the non-refractory frac-
tion of the aerosol for the Es Pinar site. AMS data were pro-
cessed and analyzed using the HR-ToF-AMS analysis soft-
ware SQUIRREL (SeQUential Igor data RetRiEval.) v.1.52L
and PIKA (Peak Integration by Key Analysis) v.1.11L for
the IGOR Pro software package (Wavemetrics, Inc., Port-
land, OR, USA). Q-ACSM and AMS source apportionment
results discussed in this work are detailed in Michoud et
al. (2017). For both sites, source contributions were obtained
from PMF analysis (Paatero and Tapper, 1994) of Q-ACSM
and AMS OA mass spectra. PMF was solved using the multi-
linear engine algorithm (ME-2; Paatero, 1997), using the
Source Finder toolkit (SoFi; Canonaco et al., 2013). For
the Ersa site, the HOA (hydrocarbon-like organic aerosol)
profile was constrained with a reference HOA factor us-
ing an a value of 0.1. The a value refers to the extent to
which the output HOA factor is allowed to vary from the
input HOA reference mass spectra (i.e., 10 % in this case;
Canonaco et al., 2013). In such a remote environment, the
HOA factor could not be extracted from the OA mass spec-
tral matrix with a classic unconstrained PMF approach. Two
other factors were extracted, without any constrains, includ-
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ing SVOOA (semi-volatile oxygenated organic aerosol) and
LVOOA (low-volatility oxygenated organic aerosol). For the
Es Pinar site, HOA has been constrained using an a value
of 0.05. Three additional factors were retrieved, including an
SVOOA and two LVOOA factors. In addition to HOA, three
other factors have been extracted from the PMF analysis: one
SVOOA and two LVOOA factors. Differences between these
two LVOOA factors are mainly linked to air mass origins
and to the probable influence of marine emissions. For the
marine LVOOA factor at both sites, a correlation coefficient
(R?) of 0.43 and 0.47 with the main fragment derived from
methane sulfonic acid (MSA, fragment CH3SO§' ) was found
for Es Pinar and Ersa, respectively. For the sake of clarity
and for the purpose of intercomparison with the model out-
comes, we merge the two LVOOA factors into one LVOOA
for the Cap Es Pinar site to be compared to the Ersa site re-
sults. Online aerosol chemical characterization was comple-
mented by an Aethalometer (AE33, MAGEE; Drinovec et
al., 2015) at Es Pinar and a multiangle absorption photome-
ter (MAAP5012, Thermo) for the quantification of black car-
bon (BC) at Ersa. PM | total mass measurements were taken
from TEOM-FDMS (tapered element oscillating microbal-
ance filter dynamic measurement system) at Es Pinar and cor-
rected by a factor obtained after comparison to gravimetric
measurements. Finally, daily PM; aerosol samples were col-
lected onto 150 mm quartz fiber filters (Tissuquartz, Pall) at
both sites. A total of 18 and 8 samples were selected for Ersa
and Es Pinar, respectively, for a subsequent analysis of radio-
carbon performed on both organic carbon (OC) and EC frac-
tions following the method developed in Zhang et al. (2012).

3.2 Other measurements

For the validation of meteorological parameters, along
with the meteorological surface measurements performed
at ChArMEXx stations, radiosonde data for three stations in
the western Mediterranean basin were used for simulation—
observation comparisons for meteorological parameters. The
radiosondes are performed by Météo France at the two sta-
tions of Ajaccio, France (41°55'5”, 8°47'38"), and Nimes,
France (43°51'22”, 4°24/22”), and by AEMet at Palma,
Spain (39°36/21”,2°42/24"). Each day two balloons at about
00:00 and 12:00 UTC are available for each station; a total
of 96 balloons are included in the comparisons. Ajaccio and
Palma are coastal stations, but Nimes is farther from the coast
compared to the other two stations. Each day two balloons
were launched at about 00:00 and 12:00 UTC at each station,
and a total of 96 balloons are included in the comparisons for
an altitude between the surface and 10 km.
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4 Model validation

The CHIMERE model has been previously validated for dif-
ferent parts of the world (Hodzic and Jimenez, 2011; Solazzo
et al., 2012; Borrego et al., 2013; Berezin et al., 2013; Pe-
tetin et al., 2014; Rea et al., 2015; Konovalov et al., 2015;
Mallet et al., 2016). The data set presented in Sect. 3 is used
for model validation. First, a representativeness error within
simulations is calculated for a list of pollutants, which is nec-
essary to distinguish between uncertainties due to limitations
in model resolution and due to other reasons. Then a vali-
dation for the meteorological parameters is presented, before
comparison of simulation results to gaseous and aerosol mea-
surements.

4.1 Orographic representativeness of Cap Corse
simulations

As explained before, during the ChArMEx campaign, an
important number of observations were made at Ersa, Cap
Corse. In order to use this data set for model evaluation,
potential discrepancies due to a crude representation of the
complex orography of Cap Corse need to be minimized and
quantified since the measurements were performed on the
crest line.

For the 10km domain (D10), we noticed that there was
an inconsistency between simulated and real altitude of the
cell where the Ersa site is located, altitude being simu-
lated at 360 m a.s.l. below the real altitude of measurements
(530 ma.s.l.). Therefore, 1 km horizontally resolved simula-
tions were performed for the inner domain. However, even
for the 1km simulations the simulated altitude remains too
low (365ma.s.l.). This error occurs because the altitude of
each cell in CHIMERE is calculated using the average of al-
titudes of points inside the cell; therefore if the altitude of
the ground surface inside a cell happens to vary greatly, the
average would be lower than the higher points seen in the
cell (which corresponds in our case to the Ersa site located
on the crest). In addition, the average of the marine boundary
layer height is typically around 500 m (Stull, 1988); there-
fore a discrepancy in the simulated altitude could cause sig-
nificant errors in the simulations. These two reasons make it
important to explore the representativeness of the simulations
regarding this station.

This led us to perform an orographic representativeness
test on the 1km domain (D1) at the Ersa site. A matrix of
neighboring cells around the grid cell covering the Ersa sta-
tion (up to 5km distance) was taken (Fig. 4a), and species
concentrations were plotted against the variation of the alti-
tude of these different cells. The highest altitude reached by
one of the cells is about 450 m. Then, the concentration on
the exact altitude (530 m) was extrapolated using a nonlinear
regression between the altitude and the concentration of the
selected cells with several different equations for each time
step. In total, nine nonlinear equations were tested, among
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Figure 4. Orographic representativeness error. (a) Neighboring cells used in the orographic representativeness test; (b) an example of non-
linear regressions performed on one time step for organic aerosol (OA, one point corresponds to one grid cell); (¢) results from all hourly
simulations for OA. In (b) and (c), the purple ribbon shows the confidence interval of the regression results. In (c), the blue line shows the

simulations at the nominal Ersa site grid cell.

which only five were finally used for the calculation of the
representativeness error. For the other four equations, con-
vergence problems occurred and no stable solution could be
found for some of the hourly time steps (see Supplement
Sect. SI3 for details). Regressions were performed separately
for each of the 720 hourly time steps of the 1-month simula-
tions. An example of this regression for OAs for one time
step and one of the equations is shown in Fig. 4b (Eq. 1
from SI3). The results were filtered using two criteria (con-
vergence of regression for each time step and a correlation
coefficient between fitted and simulated points of higher than
a threshold) depending on statistical values of the regressions
(see Supplement Sect. SI3 for details) and only regressions
conforming to these criteria were retained. If at least two con-
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verging regressions were not retained for a given time step,
the results for that time step were not further used. Figure 4c
shows the compiled results for all equations and all simu-
lation times in one time series for total OA concentration.
Note that model output was generated with an hourly time
step. Using these results, for a list of different species, an
orographic representativeness error was calculated using the
average of the difference of the upper and lower confidence
intervals for all equations. As an example, carbon monoxide,
which is a well-mixed and a more stable component in the at-
mosphere, presents the lowest error among the tested species
(2 %). Ozone also presents one of the lowest errors (4 %) and
nitrogen oxides one of the highest (75 %). OA, of particu-
lar interest for this study, shows a moderate error of 10 %.
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In terms of meteorological parameters, relative humidity ap-
pears more affected (relative orographic representativeness
error of 18 %) than temperature (the relative orographic rep-
resentativeness error is calculated on values of 7 in °C). A
summary of results of this test is shown in Table 2.

A general conclusion is that secondary pollutants with
higher atmospheric lifetimes appear to be well represented
from a geographic point of view. Conversely, model—
observation comparisons for more reactive primary and sec-
ondary pollutants with short lifetimes (primary such as NO,
and reactive secondary such as methyl vinyl ketone and
methacrolein, MVK+MACR) should be performed with
caution keeping in mind the fact that the simulated altitude
is not representative of the orography for this specific sta-
tion. This is due to the fact that short-lived primary species
have not yet had the chance to vertically mix, if emission
sources happen to be nearby (which is the case here). Verti-
cal layering of these concentrations then results in significant
sensitivity to the simulated altitude of a site. Conversely, sec-
ondary species, which have partly been transported from the
continental boundary layer, are believed to be better mixed
vertically. For those species, differences in the simulated ver-
sus observed altitude lead to relatively smaller errors.

The question of which domain should be used for model—
measurement comparisons remains. As seen above, D10, de-
spite having a sufficiently fine resolution for most continental
areas, is not capable of representing the complex orography
of Cap Corse; therefore the D1 simulation results have been
used for comparisons, except for meteorological parameters,
where all possible domains (and resolutions) are compared.
The Es Pinar station does not have the same intense altitudi-
nal gradient seen at Ersa; therefore the aforementioned test
was not performed for this station and the D10 simulations
are used for comparisons for Es Pinar.

In the following section, the confidence intervals repre-
senting the orographic representativeness error derived in
this section are considered for the model-observation com-
parisons.

4.2 Meteorology evaluation

Meteorological output of the mesoscale WRF model at dif-
ferent resolutions has been used as input to the CHIMERE
CTM. The meteorological data used by CHIMERE were
compared to various meteorological observations such as ra-
diosondes and surface observations at the measurement sites.
Detailed results of these comparisons are given in the Sup-
plement (Sect. SI4). Here, a short overview of the results and
the implications for the model ability to simulate transport to
the measurement sites is given.

Comparisons for temperature, a basic variable to control
the quality of meteorological simulations, show a good cor-
relation for radiosonde comparisons (typically from 0.60 to
0.85 for hourly values) and a low bias (typically from —1.16
to —0.39 °C) for the three sites of Palma, Nimes, and Ajac-
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cio. Wind speed shows a good correlation at higher altitudes,
and also near the surface for Nimes and Palma for radiosonde
stations, while for the Ajaccio station the sea—land breezes
are probably not well represented in the model. For Es Pinar,
the coastal feature of the site is difficult to take into ac-
count in a 10 km horizontally resolved simulation and leads
to larger errors. Ground-based meteorological measurements
were also compared at both sites (SI4). At Ersa, the corre-
lation in finer domains is better than that of D10 for wind
speed (typically around 0.66 versus around 0.60). For the E-
OBS network (surface data sets provided by European Cli-
mate Assessment and Dataset, ECAD) project for monitoring
and analyzing climate extremes, (Haylock et al., 2008; Hof-
stra et al., 2009) comparisons (SI4) also show a good cor-
relation and a low bias for temperature (correlation of 0.79
with a bias of —0.54 °C for mean temperature observed for
71 stations in D10 domain), while the daily minima seem to
be underestimated (bias of —3 °C observed for 71 stations).

While the general comparison between the hourly meteo-
rological fields used as input for CHIMERE simulations and
observations is in general already satisfying, the correlation
becomes higher and the bias lower when daily averages rep-
resentative for different meteorological conditions are com-
pared instead of hourly values.

4.3 Gaseous species

Among all the gaseous species available in the obser-
vations, four were chosen in this study: nitrogen oxides
(NOy), isoprene (CsHg), monoterpenes, and the sum of
methacrolein and methyl vinyl ketone (hereafter called
MACR+MVK). These four species were chosen since iso-
prene and monoterpenes are the principal precursors for bio-
genic SOA, MACR+MVK are formed during isoprene ox-
idation, and NO, is a good tracer for local pollution. The
comparisons for the Ersa and Es Pinar stations are shown in
Fig. 5, and statistics of the comparison are shown in Table 3.
For Ersa, the orographic representativeness errors derived in
Sect. 4.1 are also shown. In all comparisons, the results for
the simulations with the modified VBS scheme are used, but
the choice of the OA scheme only slightly affects the simula-
tion of gaseous species (mainly via heterogeneous reactions
on aerosol surfaces included within CHIMERE).

Results show that there is a good correspondence between
the averages of simulated and observed nitrogen oxides at
Ersa (Fig. 5al). The low correlation for nitrogen oxides at
Ersa might be partly explained by the high representativeness
error (75 %) for this component. This is because the altitude
in the simulations is lower and therefore the emission sources
are closer in the model than they are in reality. At Es Pinar
(Fig. 5a2), since the measurements are not specific to NO,,
the NO, time series are added to the figure as well. As a
consequence, if the model had no error, the NO, observations
would be expected to lie between NO, and NO, simulations.
This is the case because NO, observations are on average
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Table 2. Calculated relative orographic representativeness error (ORE) for a list of species and meteorological parameters. MACR+MVK
presents the sum of methyl vinyl ketone and methacrolein.

Pollutant ORE | Pollutant ORE | Pollutant ORE | Parameter ORE
(%) (%) (%) (%)

03 4 | CsHg 85 | Monoterpenes 59 | Temperature 0.5

OA 10 | BC 26 | SO, 62 | Relative humidity 18

SO?[ 15 | NO, 75 | Aromatic species 49

PMjo 9 | CO 2 | MACR+MVK 60

Table 3. Statistical data for time series shown in Fig. 5; Mean_obs shows the average of observations. Values in parentheses for Es Pinar
NOy statistics show the comparison of NOy, simulations to NO, measurements.

‘ Ersa ‘ Es Pinar
ORE | R RMSE  Bias Mean_obs | R RMSE Bias  Mean_obs
% ‘ ppb
NO, 751037 068 0.6 0.62 | 0.12(0.11) 276 (2.56) —1.51(0.35) 3.53(3.53)
CsHg 851|076 044 024 0.19 0.69 0.10 —0.04 0.17
MACR+MVK 60 | 062 022  0.09 0.09 041 0.09 0.005 0.10
Monoterpenes 591035 069 —0.38 0.52 0.14 0.11 —0.06 0.09

40 % higher than the NO, simulations and 9 % lower than
the NO,, simulations.

For isoprene (Fig. 5bl and b2), a good correlation (0.76,
0.71) between simulations and observations appears at both
sites. However there is an important overestimation (by a fac-
tor of 2.5) in the simulations for the Ersa site, which could
also be linked to the high orographic representativeness error
(85 %), and also to the fact that local emissions sources may
not be correctly taken into account in the MEGAN emission
model. Conversely, at Es Pinar isoprene is underestimated by
about 25 %. The sum of MACR+MVK (Fig. 5c1 and c2) is
overestimated by about a factor of 2 at Ersa, following the
pattern of overestimation of isoprene at this site, while the
bias is small at Es Pinar. Monoterpenes (Fig. 5d1 and d2)
show an underestimation by about 70 % at both sites, obser-
vations being about 5 times larger at Ersa than at Es Pinar.
Again, this could be related to the orographic representative-
ness error at Ersa and to local vegetation that was not ac-
counted for at both sites.

Daily correlations of 0.35, 0.87, 0.85, and 0.58 (instead
of 0.37, 0.76, 0.62, and 0.35 hourly values) are seen at Ersa
for nitrogen oxides, isoprene, MACR+MVK, and monoter-
penes, respectively. These values change to 0.16, 0.51, 0.72,
and 0.10 for daily comparisons (instead of 0.12, 0.69, 0.41,
and 0.14 when correlating hourly values) at Es Pinar. Im-
provements in correlation for daily averages could be related
to those in meteorological parameters, at least for Ersa. They
show the difficulty to correctly simulate short-term (hourly)
variations both in meteorological parameters and chemical
species.
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A drawback of the comparisons for isoprene, and monoter-
penes, contributing respectively to 40 and 60 % of SOA
simulated with the modified VBS scheme in the western
Mediterranean region, is the measurements’ representative-
ness restricted to local scales. A more regional evaluation
of these precursor species would have been necessary since
SOA simulated and observed at Ersa and El Pinar was partly
formed far away from these sites.

As mentioned before (Sect. 2), isoprene and terpene emis-
sions in our work are generated by the MEGAN model
(Guenther et al., 2006). Zare et al. (2012) evaluated isoprene
emissions derived from the MEGAN model coupled to the
hemispheric DEHM CTM against measurements. On aver-
age over 2006, they found a simulated isoprene overestima-
tion at four European sites (between a factor of 2 and 10),
good agreement (within £30 %) at two sites, and an under-
estimation at two sites (also between factors of 2 and 10).
However, none of the sites were located close to the Mediter-
ranean Sea. Curci et al. (2010) performed an inverse mod-
eling study to correct European summer (May to Septem-
ber) 2005 MEGAN isoprene emissions from formaldehyde
vertical column OMI measurements (given that isoprene is
a major formaldehyde precursor). For the western Mediter-
ranean area, they found an isoprene emissions underestima-
tion using MEGAN of 40 % over Spain, a tendency for an
underestimation but with regional differences over Italy, and
only small differences over France. This comparison globally
lends confidence to MEGAN-derived isoprene emissions.
Unfortunately, to our best knowledge, no comparable stud-
ies exist in order to validate monoterpene emissions. For the
Rome area in Italy, Fares et al. (2013) concluded for a vari-
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Figure 5. Time series showing the comparison of simulated (in blue) and measured (in black) gaseous species during the
ChArMEx/SAFMED campaign period. (a) Nitrogen oxides (time series in red for Es Pinar represents NOy, concentrations); (b) isoprene;
(c) MACR+MVK (methyl vinyl ketone+methacrolein); (d) monoterpenes. Statistical data for these comparisons are given in Table 2. The
ribbon around Ersa simulations presents the orographic representativeness error. On the right side of each time series, two points are shown
presenting the average of simulations (blue circle) and observations (black square).

ety of typical Mediterranean tree and vegetation species mix,
that MEGAN correctly simulated (within 10 % error) mean
observed monoterpene fluxes over the last 2 weeks of Au-
gust 2007 for a variety of Mediterranean tree and vegetation
species mix, as long as a canopy model was included (as in
our study).

4.4 Particulate species

Figure 6 shows the comparison between observations and
simulations for particulate sulfate and BC in PM;. These two
species are chosen as two important fine aerosol components,
before the comparison of OA in Sect. 5. The left panel shows
the comparison for Ersa and the right one for Es Pinar. Statis-
tical information for these species is given in Table 4. There
is an overestimation for sulfate particles (Fig. 6b1 and b2) by
about 45 %, well beyond the representativeness error for this
species (15 %). In addition, the short and sharp decreases in
the measurements of sulfates correspond to low clouds pass-
ing at the level of the station, which are not simulated by
the model. Cloud scavenging processes are already taken into
account in the model. However, because of the unique geo-
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graphical characteristics mentioned before for this site, the
meteorological inputs did not simulate these fog events and
therefore cloud scavenging was not activated in the simula-
tion. Since these decreases concern only a small percentage
of the observations, they do not have a major effect on the
outcome of these comparisons. While this effect is very vis-
ible for sulfates, it is less pronounced for other particulate
species such as BC and OA. A large sulfate peak simulated
in the morning of 29 July is not present in the observations; it
originates in the model from an air mass arriving from Mar-
seille, which is both a busy harbor and an important industrial
area with large SO, emissions. This is probably due to small
errors in the wind fields. In addition, there are two periods of
overestimation of this species in the simulations: the period
of 18 to 20 July and the period of 29 July to the night of 1
August. During the second period, the ACSM PM; observa-
tions show concentrations of close to zero, which are consis-
tent with PM ¢ particle-into-liquid sampler ion chromatogra-
phy (PILS-IC) sulfate measurements. For this period elevated
southerly winds are observed in the Corsica area, and the ab-
sence of strong SO, sources in this sector might explain the
lower concentrations that are seen not only for sulfate but
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Figure 6. As for Fig. 5, but for particulate matter. (a) Black carbon (BC); (b) sulfate particles. Statistical data for these comparisons are

given in Table 4.

Table 4. Statistical data for time series shown in Fig. 6; Mean_obs column shows the average of observations.

‘ Ersa ‘ Es Pinar
ORE | R RMSE Bias Meanobs | R RMSE  Bias Mean_obs
% ‘ pgm_3
BC 26 | 036 016 0.02 039 | 047 022 —0.13 0.39
Ny 15042 172 121 190 | 052 193 091 270

also for BC. The constant overestimation of sulfates during
this period may suggest an overestimation of boundary con-
ditions for these species.

A moderate correlation (0.36) between the model and the
observations is seen for BC (Fig. 6al and a2), but the repre-
sentativeness error is important for this species (26 %), since
one of its primary origins is emission of ships passing nearby
the coasts of Cap Corse. The local emissions due to shipping
activities at Ersa and anthropogenic activities at Es Pinar are
visible in the observations as frequent narrow (in time) peaks.
These activities are also visible in the simulations at Ersa.
However, at Es Pinar the model does not succeed in simu-
lating them, as already observed to an even larger extent for
NO,. The slight overestimation of BC (5 %) in the model for
the Ersa site could be explained by the orographic represen-
tativeness error. The same cloud effect seen for the sulfate
particles at Ersa is visible to a lesser extent for BC for the
Ersa site as well. Correlation between daily observations and
the simulations was also calculated. R? is 0.51 and 0.56 for
the Ersa station (instead of 0.36 and 0.42 for hourly values)
and 0.81 and 0.65 for the Es Pinar station (instead of 0.47
and 0.52 for hourly values) for sulfate and BC, respectively.
Similar to meteorological parameters, the model can repro-
duce the daily concentration changes for these two species
better than the hourly changes.

www.atmos-chem-phys.net/18/7287/2018/

5 Organic aerosol simulation

A description of each of the four schemes for the simulation
of OAs tested within the CHIMERE model for the Mediter-
ranean area has been given in Sect. 2. These four schemes
are the CHIMERE standard scheme, the VBS scheme with
BSOA aging (noted as Standard VBS_ba), the VBS scheme
without BSOA aging (noted as Standard VBS_nba), and the
modified VBS (noted as modified VBS) scheme, which in-
cludes fragmentation and formation of nonvolatile OA. For
each scheme, four domains were used: one coarse domain
and three others nested inside the coarse one with increas-
ing resolutions. As before, the simulations from the finest
domain are used for the comparisons. The domain with the
finest resolution (1 km) was used for the representativeness
tests. For each scheme, meteorological and boundary condi-
tions are the same; hence only the simulation of OAs and sub-
sequently the aggregation of anthropogenic PM emissions
differ among simulations.
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Figure 7. Compared time series of total PM; organic aerosol (OA)
concentration at Ersa (top) and Es Pinar (bottom) — black: observa-
tions; green: modified VBS; brown: standard VBS without BSOA
(biogenic secondary organic aerosol) aging; blue: CHIMERE stan-
dard; red: standard VBS with BSOA aging. For each site the aver-
age of simulations is shown with circles in corresponding colors and
the observations with black squares. Shaded area for Ersa presents
the orographic representativeness error. Statistical data are shown in
Table 5.

5.1 Comparison of PM; total organic aerosols
concentration

Figure 7 shows the time series of comparison of OAs for
these four schemes with the measurements at Ersa and Es
Pinar. The circles beside each plot show the average concen-
tration for different time series; in addition Table 5 shows the
statistical parameters corresponding to these time series. The
observed OA concentration at the Ersa site measured by the
ACSM in the PM; fraction has an average of 3.71 uygm—>
and that of the Es Pinar site measured by the AMS in the
PM, fraction a somewhat lower average of 2.88 ugm—3. The
difference between the two sites may be attributed to the fact
that Cap Corse is closer to both local and transported (con-
tinental) biogenic sources than Es Pinar. The VBS scheme
with BSOA aging greatly overestimates the OA with a bias
of more than a factor of 3. As mentioned before, the ag-
ing of biogenic aerosols in the VBS scheme usually results
in an overestimation in OAs (Lane et al., 2008). With the
BSOA aging option turned off, the standard VBS scheme
comes much closer to the average of total OA concentra-
tion measured at both sites (relative biases of below 50 %).
The CHIMERE standard scheme also overestimates the mass
concentration of OAs, but to a lesser extent compared to the
VBS scheme with BSOA aging (bias of a bit less than a fac-
tor of 2). The modified VBS scheme corresponds much better
to observations (negative biases about 20 %). The model re-
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sults agree for both stations in this regard. At Ersa, biases of
+244, 491, +34, and —18 %, respectively, are observed for
the VBS standard scheme with BSOA aging, the CHIMERE
scheme, the standard VBS scheme without BSOA aging, and
the VBS modified scheme. The corresponding numbers are
of +218, +98, +43, and —23 % for Es Pinar.

The daily correlation for the modified VBS scheme is 0.63
and 0.51 for Ersa and Es Pinar, respectively (instead of 0.50
and 0.29 for hourly values). This shows, again, that the model
represents day-to-day changes better than hourly variations.
While the concentrations of both the modified VBS scheme
and the standard VBS scheme without BSOA aging corre-
spond well with the experimental data, other aspects such as
origins of the formed OA and its oxidation state have to be
considered before reaching any conclusion about the robust-
ness of these schemes.

The overestimation of secondary OA with the CHIMERE
standard scheme is a new feature, not apparent in previous
studies (Bessagnet et al., 2008; Hodzic and Jimenez, 2011;
Petetin et al., 2014). A previous comparison of CHIMERE
with OA simulations using the same scheme and coupled
to MEGAN biogenic emissions resulted in a good compar-
ison or underestimation with OC observations over Europe
from the CARBOSOL project (Gelencsér et al., 2007) for
summer 2003, when biogenic SOA was dominant. However,
this comparison included only one site close to the west-
ern Mediterranean basin (Montelibretti, Italy). The overesti-
mation of BSOA in the VBS scheme when the BSOA ag-
ing is activated was documented for the USA on several
occasions (Robinson et al., 2007; Lane et al., 2008). Ulti-
mately, it cannot be excluded that the OA overestimation
with both schemes at Ersa and Es Pinar is also due to bio-
genic VOC (BVOC) overestimation. However, the available
material does not support this hypothesis: (i) OA overestima-
tion is observed at two independent, distant sites, (ii) local
monoterpene underestimation is observed at both these sites,
and (iii) no evidence for MEGAN monoterpene overestima-
tion is available in literature and MEGAN isoprene overes-
timation over the western Mediterranean area was ruled out
by satellite observations (Curci et al., 2010).

5.2 Total carbonaceous particle origins based on 14C
measurements

The results of *C measurements in carbonaceous aerosol fil-
ter samples for the PM| fraction at the Ersa and Es Pinar sites
were used in order to better discriminate between the mod-
ern and mostly biogenic versus fossil and anthropogenic ori-
gin of OAs, and to compare it to simulations with different
OA schemes tested. It must be noted that in the simulations,
species are not separated automatically into fossil and non-
fossil parts; therefore these fractions need to be calculated as
a posttreatment of simulations, affecting each relevant par-
ticulate species to both fractions. ASOA is considered to be
in the fossil fraction and BSOA in the nonfossil fraction.
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Table 5. Statistical data for hourly time series shown in Fig. 7. R is the correlation coefficient between model and measurements, RMSE is
the root mean square error, mean_sim and mean_obs show the average, and SD_sim and SD_obs show the standard deviation of simulations

and observations, respectively.

CHIMERE standard | Standard VBS ba | Standard VBS nba | Modified VBS

Ersa Es Pinar ‘ Ersa Es Pinar ‘ Ersa Es Pinar ‘ Ersa  Es Pinar
R 0.46 0.16 | 0.50 0.11 | 0.45 0.22 0.50 0.29
RMSE 3.96 265 | 9.63 729 | 217 1.89 1.59 1.49
Bias 3.39 249 | 9.05 7.17 | 126 125 | —0.68 —0.65
Mean_sim 7.10 536 | 12.76 10.17 | 4.97 4.13 3.02 222
Mean_obs pgm™>  3.71 288 | 3.71 2.88 | 3.71 2.88 371 2.88
SD_sim 221 1.64 | 3.78 3.62 | 173 1.34 0.95 0.79
SD_obs 1.66 1.16 | 1.66 1.16 | 1.66 1.16 1.66 1.16

For carbonaceous aerosol, residential or domestic uses are
considered as nonfossil as they are mostly related to wood
burning (Sasser et al., 2012). Therefore, they are attributed
to the nonfossil bin (3.6 % for BC and 12.3 % for OC; Sasser
et al., 2012). The nonfossil contribution of ASOA and pri-
mary OA (POA) due to biofuel usage is ignored here, as it is
minor (< 5 %). No major biomass burning events were seen
in the period of this study, but minor contributions of this
source cannot be excluded. It should also be mentioned that
the '4C measurements show the mass of carbonaceous parti-
cles in each filter and therefore have a unit of ugCm—3, while
the simulations show the total OAs in pgm~3. In the com-
parisons that follow, it is pertinent to use an organic matter
(OM) / OC conversion factor to be able to compare the '“C
measurements to simulations. For this purpose, an average
OM / OC factor of 2 is used for the secondary aerosol frac-
tion (both for the LVOOA and SVOOA factors), while a fac-
tor of 1.3 is used for HOA according to Aiken et al. (2008).
However, the choice of the OM / OC factor has a small ef-
fect on the outcome of general comparisons since HOA val-
ues are marginal compared to other factors and we are only
interested in the relative contribution of fossil and nonfossil
factors.

Figure 8a for Ersa and 8b for Es Pinar show the aver-
age of all filters for each scheme compared to the observa-
tions, while Fig. 9a and b show the relative distribution of
fossil and nonfossil sources at both sites. Among these to-
tal averages, the distribution at Ersa is 81 % % 1.5 % nonfos-
sil and 19 % £ 1.5 % fossil, and 67 % + 3 % nonfossil versus
33 % + 3 % fossil at Es Pinar. Apparently, biogenic contribu-
tions to OA are dominant at both sites, but larger for the Ersa
site.

While the comparison of averages for all schemes
with Ersa measurements shows that the modified VBS
scheme is the closest in fossil and nonfossil partitioning
(19%/81 % £ 1 %), the CHIMERE standard scheme also
performs well when looking at the percentage of distribu-
tion for each source (20 % /80 % £ 1 %). The VBS scheme
with BSOA aging shows an underestimation in the percent-
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age of fossil carbons (16 %/84 % + 0.7 %), which can be
due to the overestimation of biogenic aging of SOAs in this
scheme; conversely, the VBS scheme without BSOA aging
shows an important overestimation of the fossil percentage
(34 %/66 % £ 2 %).

A distribution of 33 %/67 % + 3 % of the fossil and non-
fossil fractions is observed at Es Pinar. As for the Ersa site,
the modified VBS scheme is the closest to the observa-
tions (32 % /68 % + 2.5 %). The CHIMERE standard scheme
shows an underestimation of the fossil contribution with a
distribution of 28 % /72 % =+ 3 %. The standard VBS scheme
with BSOA aging underestimates the fossil contribution with
a distribution of 21 %/79 % =+ 1.5 %, while the standard VBS
scheme without BSOA aging largely overestimates the fos-
sil contribution (42 % /58 % + 2 %). These results show that
the two sites differ greatly when taking into account nearby
sources and geographical conditions; the Ersa site is an ele-
vated rural station at the interface between the marine bound-
ary layer and the residual boundary layer, and the Es Pinar
site is a seaside station closer to anthropogenic sources.
These differences should normally be represented in the per-
centage of fossil carbon concentrations in both observations
and simulations. Although this difference is noticeable in ob-
servations, and also in the modified VBS scheme, it is less
emphasized in the CHIMERE standard scheme and in the
VBS standard scheme with either parameterization of aging.

A more detailed look at individual filters for the modified
VBS scheme for the Ersa and Es Pinar sites is presented in
Fig. 9a and b, respectively. The tendencies from one day to
another are in most cases not reproduced correctly for both
sites. Therefore while the average mass repartition of mod-
ern and fossil sources is well represented by this scheme, the
day-to-day variability is not fully consistent with the mea-
surements. This inconsistency is also seen in the other tested
schemes.
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Figure 8. Comparison of simulations to 14C measurements — (a) comparison of filters to four schemes for Ersa; (b) comparison of filters to
four schemes for Es Pinar. For both figures from outer ring to inner ring: observations, modified VBS, standard VBS with BSOA (biogenic
secondary organic aerosol) aging, standard VBS without BSOA aging, and CHIMERE standard scheme.
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Figure 9. Comparison of simulations to 14C measurements —
(a) Ersa individual filters; (b) Es Pinar individual filters. For each
filter, measurements are on the left and modified VBS simulations
are on the right. Dark or light brown shows fossil and dark or light
green shows nonfossil sources.

5.3 Volatility and oxidation state comparison with
PMF results

The PMF results of the ACSM/AMS measurements give us
the chance to learn more about the oxidation state of the
OAs (Michoud et al., 2017, for Ersa). The PMF analysis
allows us to divide PM; OA measurements into different
groups with distinctive mass spectra corresponding to dis-
tinctive oxidation state (Lanz et al., 2010). The most com-
mon retrieved factors of such an analysis are HOA, SVOOA,
and LVOOA. However, it does not give direct information
about the volatility distribution of each group. This makes
the PMF output difficult to compare with our model results,
which give the volatility distribution of OA but not its oxida-
tive state. Here, we first compare volatility distributions ob-
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tained with the four aerosol schemes, and then try to attribute
the simulated aerosol to the three factors HOA, SVOOA, and
LVOOA, in order to compare it to the observed distributions.
The three schemes based on the VBS scheme already dis-
tribute aerosols in volatility bins (Robinson et al., 2007). The
distribution to LVOOA and SVOOA for these three schemes
was performed mainly by taking into account the saturation
concentration, with the threshold chosen as a saturation con-
centration C* > 1 ugm—3 for SVOOA and C* <0.1 ygm—3
for LVOOA (Donahue et al., 2012). Primary OAs were con-
sidered to be in the HOA factor regardless of their saturation
concentration. For the CHIMERE standard scheme, each sur-
rogate species is associated with a saturation vapor pressure,
which was used to calculate the saturation concentration for
each component at ambient temperature.

The observations show that at Ersa, the LVOOA factor
dominates the PMF results (88 %), with 10 % SVOOA and
a minor (only 2 %) contribution of HOA. For the Es Pinar
site the contribution of LVOOA drops to 75 % and the contri-
bution of SVOOA and HOA becomes somewhat larger (21 %
and 4 %, respectively). As mentioned before, the Es Pinar site
is more influenced by local anthropogenic sources. There-
fore, more local OA emissions are expected, which corre-
sponds to the increase in the HOA percentage seen in the
observations. These emissions are oxidized locally to form
SVOC:s that fall in the SVOOA group, explaining the rise in
the percentage of this group.

Figure 10a and b show the relative distribution of all OAs
in seven volatility bins for all tested schemes for the Ersa
and Es Pinar sites, respectively, and for all tested schemes.
For each scheme, the average for the total period of the sim-
ulations was used to calculate the percentage in each bin.
The bins shown are in the range of 1073-10% pgm=3; all the
aerosols with a volatility higher or lower than the extremes
are put in the last high or low bin, respectively.

These figures show that the percentage of aerosols in each
volatility bin for the two different sites is relatively simi-
lar. The CHIMERE standard scheme distributes most of the
aerosol in the three bins in 1-100 ugm~3 volatility ranges,
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Figure 10. Distribution of simulated organic aerosol (OA) in volatility bins — (a) Ersa volatility bins; (b) Es Pinar volatility bins.

which falls into the SVOOA group obtained with PMF. This
is due to the initial distribution of volatilities of surrogate
SVOC species used that best fit chamber measurements, and
the fact that there is no aging mechanism in this scheme
to make the aerosols less volatile. The 100 ugm™3 volatil-
ity bin corresponds to SVOCs produced from isoprene and
monoterpene oxidation and presents the highest percentage
for this scheme. The standard scheme also produces 16 % of
OAs in the LVOOA range (volatilities corresponding to a C*
between 0.001 and 0.1 ugm~3). The standard VBS scheme
with BSOA aging has only a small fraction of aerosol in the
LVOOA range (from SVOC emission aging) since, by con-
struction of the scheme, the most aged BSOA and ASOA
aerosols fall in the 1 ugm™2 volatility bin, which is actually
the bin with the highest percentage of OA. The standard VBS
scheme without BSOA aging presents relatively similar re-
sults to the scheme with biogenic aging, with as expected
larger percentages for higher volatilities in the absence of ag-
ing. It also shows a larger LVOOA fraction, probably because
the lower total OA concentration favors the contribution of
lower-volatility SVOCs to the aerosol phase. On the whole,
the two schemes yield much too low LVOOA fractions as
compared to observations. The modified VBS scheme has
a more realistic distribution into the three oxidation groups.
In this scheme, the highest percentage of OA falls in the
10~3 ugm=3 volatility bin, which is in the LVOOA range.
The rest of the aerosols are distributed almost equally in
volatility bins between 1072 and 10> ugm™=3 with a slight
decrease in percentage in the higher-volatility bins. The per-
centage in higher-volatility bins at Ersa are slightly lower
than the ones at Es Pinar, which could be explained by the
stronger local sources at the Es Pinar site with stronger pri-
mary SVOC emissions.

Figure 11a and b show the calculated HOA, LVOOA, and
SVOOA groups in simulations compared to the ones in ob-
servations at Ersa and at Es Pinar, respectively. At Ersa, the
results of the modified VBS scheme are consistent with the
observations with a slight underestimation of HOAs, which
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is more visible at Es Pinar. The standard CHIMERE scheme
leads to higher, overestimated HOA values, as primary OA
emissions are considered nonvolatile. Only the modified
VBS scheme succeeds in reproducing the major contribution
of LVOOAs at both sites. However, while staying close to
observations at Ersa, it seems to overestimate the formation
of LVOOAss at Es Pinar. The standard VBS schemes with or
without BSOA aging greatly underestimate the formation of
LVOOAs, and as a counterpart overestimate the formation
of SVOOAs. Therefore, among the tested schemes, only the
modified VBS scheme allows us to represent the distribution
of the different PMF factors in a satisfying way.

6 Budget of organic aerosols

In Sect. 5, we have highlighted the best performance of the
modified VBS scheme for OA simulation amongst the tested
schemes by comparison to observational data at two different
sites in the western Mediterranean basin. In the present sec-
tion, we use this scheme in order to simulate the OA distribu-
tion and its anthropogenic and biogenic origins over the west-
ern Mediterranean basin during the SAFMED campaign.
Figure 12 shows a series of figures in which the left col-
umn always corresponds to simulations near the surface, and
the right column shows the same concentration at an alti-
tude of between 300 and 450 m (for marine grid cells; called
for simplicity boundary layer, BL). Each row shows a dif-
ferent component, with the first row corresponding to OA
concentrations, second row to biogenic OA concentrations,
and third row to anthropogenic OA concentrations; the last
row presents the sum of POA and all its subsequent oxida-
tion products. The larger part of each figure corresponds to
D10 simulations, while the part inside the black rectangle
shows the D3 simulations, both showing the average of the
OAs for the whole simulation period (1 month from 10 July
to 9 August). Figure 13 shows the same type of figures for the
percentage of contribution of biogenic OAs, anthropogenic
OAs, and the sum of POAs (that is POA and POA oxida-
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Figure 11. Comparison to PMF results — (a) comparison of observed PMF factors to those derived from four schemes for Ersa and (b) for
Es Pinar. For both figures from outer ring to inner ring: observations, modified VBS, standard VBS with BSOA aging, standard VBS
without BSOA (biogenic secondary organic aerosol) aging, and CHIMERE standard scheme. LVOOA refers to low-volatility oxidized
organic aerosol, SVOOA to semi-volatile oxidized organic aerosol, and HOA to hydrocarbon-like organic aerosol.

tion products). The small differences at the interface of the
two domains is because the CHIMERE model is a one-way
chemistry—transport model: the simulations for the parent do-
main influence the simulations for the nested domain; how-
ever, the inverse is not applied; therefore any concentrations
observed in the nested domain will not change the concen-
trations seen in the parent domain.

Examining figures corresponding to OA concentrations
(Fig. 12a and b), at the surface level there is a region of high
concentration of OA in the Gulf of Genoa (between Genoa
and Corsica) reaching nearly 4 ugm—3. The high concentra-
tion in this area is less pronounced in the BL (Fig. 12b).
The concentration of biogenic OAs (Fig. 12¢ and d) is high
over the basin as well as over Europe, and less important
over North Africa. The percentage of contribution of this
type of aerosol to the overall OA concentration is shown in
Fig. 13a and b. As expected from looking at the total con-
centration of biogenic OAs, their contribution stays on av-
erage around 70 % over the basin, but is lower in the Gulf
of Genoa (about 60 % at surface, nearly 70 % at altitude). In
this area the secondary anthropogenic OAs show a bit higher
contributions compared to their contribution to the rest of
the domain (around 14 % instead of 12 %); also, the con-
tribution of POAs (and their subsequent oxidations) is also
quite high in this region (around 20 %). The areas between
Corsica and Marseilles and also the northern coast of Africa
are main shipping routes in the western Mediterranean basin,
with high amounts of shipping related emissions. They af-
fect POA and its semi-volatile oxidation products as shown
in Fig. 12g and h, with concentrations as high as 0.9 uygm—3
around Corsica and near the African coast. This corresponds
to a contribution of around 22 % over Corsica and 25 % over
the coast of Africa (Fig. 13e and f). These values may ac-
tually be upper limits since shipping primary SVOC and
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IVOC emissions were treated as those from other activity
sectors (see Sect. 2.2.3), and recent chamber study data sug-
gest lower SOA yields from shipping emissions (Pieber et
al., 2016) than are used here. The influence of shipping emis-
sions is not visible in the BL because vertical mixing within
the marine boundary layer is weak, thus in the 300 to 400 m
layer the contribution of biogenic OA becomes dominant
for the whole basin. Still, in the Gulf of Genoa, some ef-
fects of anthropogenic influences are visible in the BL, which
could be linked to emissions originating from industrial sites
and the harbor of Genoa area, which are apparently better
mixed vertically over the continental convective boundary
layer (in the coastal region with strong orography). These
anthropogenic emissions are visible in figures corresponding
to anthropogenic OA, formed from anthropogenic VOCs and
especially aromatic compounds (Fig. 12e and f for absolute
concentrations and Fig. 13c and d for relative percentages).
While the average concentration of anthropogenic OAs stay
relatively low over the western Mediterranean basin (an av-
erage of 0.30ugm— near the surface), they become more
pronounced around the Gulf of Genoa and the eastern part of
the domain both near the surface and in the BL. A contribu-
tion of about 12—15 % both near the surface and in the BL is
seen for this component above the Gulf of Genoa and over
the highly industrialized and densely populated Po Valley.

7 Conclusion and discussion

Three schemes for the simulation of OA were implemented
and tested along with the standard scheme in the CHIMERE
chemistry—transport model. The simulations from each of the
four schemes were compared to detailed experimental data
obtained from two different stations in the western Mediter-
ranean area during the ChArMEx campaign in summer 2013.
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Figure 12. Average organic aerosol (OA) concentrations over the western Mediterranean basin simulated from 10 July to 9 August 2013
with the modified VBS scheme. The left column is near the surface, and the right column is for an altitude between 300 and 450 ma.s.1.
From top to bottom: (a-b) total organic aerosol concentration (ug m_3); (c—d) BSOA (biogenic secondary OA) concentration (ug m_3);
(e—f) total ASOA (anthropogenic secondary OA) concentration (ug m_3); (g-h) sum of POA (primary OA) and its subsequent oxidation
products (ug m~3). Results are from the D3 simulation (3 km horizontal resolution) within the framed area and from the D10 simulation
outside the framed area (10 km resolution).
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Figure 13. As Fig. 12 but for relative contributions of BSOA, ASOA, and POA to total OA (%). From top to bottom: (a—b) biogenic secondary
organic aerosol (BSOA); (c—d) anthropogenic secondary organic aerosol (ASOA); (e—f) POA and its subsequent oxidation products.

The simulations were performed over 1 month in the summer
of 2013 on four nested domains with increasing resolutions,
the largest one covering Europe and northern Africa with a
30 km horizontal resolution, to the smallest one focused on
the Cap Corse area with a 1 km horizontal resolution.

For the comparisons of OA simulated with different
schemes to observations, we explored three different aspects:
mass concentration, distribution with respect to volatility and
oxidative state of OA classes derived using PMF, and l4c
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measurements discriminating fossil or nonfossil origin. Re-
sults show that the modified VBS scheme (i.e., including
the fragmentation and formation of nonvolatile OAs), bet-
ter corresponds to the observations at both sites, and this
for all three aspects. The modified VBS scheme succeeds at
simulating the average concentration of OA for the 1-month
campaign period with low bias (about —20 % at both sites),
even if the hourly variability is not perfectly displayed (as
for other aerosol components). Comparisons for OA precur-
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sors (isoprene and terpenes) and isoprene oxidation products
(sum of methyl vinyl ketone and methacroleine) were per-
formed and showed significant differences, which do not,
however, necessarily affect the model ability to form BSOA
because the BVOC measurements are representative for a lo-
cal scale, while BSOA formation occurs on a larger regional
scale. Chrit et al. (2017) used a two-step surrogate scheme
for the simulation of the Ersa site measurements. They found
that their modified SOA simulation scheme corresponds well
with the data, with a correlation of 0.67 and a mean fractional
bias of —0.15 for daily values of the period between June and
August 2013. For the period of July to August 2013 for daily
values, we find a correlation of 0.52 and a mean fractional
bias of —0.03 for the modified VBS scheme, which shows
that both these schemes work reasonably well for the simu-
lated area.

Furthermore, the fossil-nonfossil distribution of OA was
explored in our different schemes. The modified VBS
scheme corresponds better to available data in this regard as
well. It is also the only scheme among the four tested that
represents the distribution of the different PMF factors in a
satisfying way attributing the major OA fraction to LVOOA
(but slightly overestimating this part). The differences be-
tween the sites, especially the more local anthropogenic char-
acter of the Es Pinar site (larger *C fossil fuel origin, larger
SVOOA fraction, higher NO, concentration, which is a good
tracer for anthropogenic pollution) and the lower OA con-
centration at this site are qualitatively simulated well with
this scheme. While the standard VBS scheme without BSOA
aging is as close to mass and origin comparisons as the mod-
ified VBS scheme, by construction, it does not include the
formation of LVOOA, resulting in an important overestima-
tion of the SVOOA at both sites.

A closer look at OA sources over the western Mediter-
ranean basin simulated with the modified VBS scheme, se-
lected because of its good results (at least for the summer
of 2013 period and for this given region), shows that the OA
with biogenic origins is dominant in the whole basin. In areas
between Corsica and Marseilles, the Gulf of Genoa and also
the northern coast of Africa, the contribution of biogenic OAs
is less than for other parts. This fact points to the influence of
shipping emissions for the areas between Marseilles and Cor-
sica and also the northern coast of Africa, which can be seen
in the contribution of POA and their oxidation products to the
formation of OA over the basin, even if this part may be over-
estimated in the current simulations. For the Gulf of Genoa,
a slightly higher contribution of anthropogenic OAs was ob-
served compared to other parts of the domain. However, at a
higher altitude, the contribution of the biogenic sources be-
comes dominant in the whole basin, with a significant drop
in the contribution of POA over the basin and leaving only
a small trace of anthropogenic contribution in the Gulf of
Genoa. This contribution is attributed to ASOA rather than
POA for the industrial area in northern Italy, which is a per-
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sistent source of ASOA both near the surface and at higher
altitudes.

It would be useful to compare the precursor components
for the formation of OA such as isoprene and monoterpenes
to multiple stations rather than only two since the measure-
ments for these species tend to have a more local representa-
tiveness rather than a regional one; therefore multiple stations
spread in the domain would give the needed regional aspect
of the comparisons. Longer periods of simulations with com-
parisons to observations are also necessary since processes
leading to the formation of OA can change in other seasons
and especially in winter when the biogenic contribution is
much lower. Since airborne measurements for OA and bio-
genic gas-phase precursors were also performed during the
summer of 2014 in the SAFMED+ campaign over different
forested areas, it would be useful to continue the simulations
for this year to compare the results to in situ measurements
and airborne measurements at the same time.
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n the previous chapters, a more suitable parameterization for the simulation of the
Mediterranean region was implemented in the CHIMERE model and evaluated. In
this chapter, the future changes of the PM and its components in the Mediterranean
domain will be explored in multiple future scenarios. A list of scenarios were explored,
where, in each one only one driver is changed. Exploring each scenario and comparing
it to the historic simulations can give us the effects of that specific driver on the changes
seen for the PM in future scenarios. The focus of this chapter will on be three drivers:
regional climate, anthropogenic emissions and log-range transport. This study will be
continued in the next chapter where the effects of OA simulation scheme change on the
future scenarios will be explored.

1 Summary of article

The sensitivity to climate change of different areas in the world depends on the ex-
isting local meteorological conditions. Giorgi, (2006) calculated a factor to determine
the climate change hotspots in future scenarios to show the sensitivity of different re-
gions when faced with climate change. Using the differences between wet season and
dry season historic and future precipitation and temperature for different regions and
an ensemble of scenarios and models, he showed that the Mediterranean and the north-
eastern European area are more sensitive to climate change than the other examined re-
gions in this study. According to his calculations, European area and the Mediterranean
as a whole, are one of the most important hotspots for climate change. This highlights
the importance of understanding the changes that might affect these regions. Since PM
presents an important factor for the air quality, it becomes interesting and essential to
investigate the changes of PM in future scenarios for the Mediterranean area.

Previous works have already addressed the impact of climate change on air quality
and PM over Europe (Meleux et al. (2007); Carvalho et al. (2010); Lacressonniére, Foret,
et al. (2016); Lacressonniere, Watson, et al. (2017); Fortems-Cheiney et al. (2017)). The
work presented here, is original because it addresses different PM components specifi-
cally, and it tries to relate observed changes of each component to changes in specific
climate variables. It also presents detailed analysis for the Mediterranean region. Fi-
nally, it separates analysis of different drivers such as regional climate, anthropogenic
emissions and long-range transport.

For this purpose, multiple series of future scenarios, in each one a separate driver
being variable, have been explored. These pre-existing simulations were performed with
the CHIMERE CTM (version 2013b), covering the European continent and the Mediter-
ranean area. A detailed explication and examination of these scenarios is presented in
Colette, Bessagnet, et al. (2013). The regional climate impact simulations contain the
period of 1976-2005 for the historic simulations and 2031-2100 for the three future
scenarios: RCP2.6, RCP4.5 and RCP8.5. The anthropogenic emission change scenarios
are performed for the period of 2046-2055 with CLE2050 and MFR2050 anthropogenic
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emissions using RCP4.5. The long-range transport scenario covers the same period as
anthropogenic emission scenarios, with CLE2010 emissions, instead the boundary con-
dition inputs change. A more realistic series of scenarios for the 2050s, where all pa-
rameters change at the same time (RCP4.5, CLE2050 and future boundary conditions)
has been included as well. As explained, in each of the aforementioned series, only one
parameter changes, which makes it possible to calculate the effects of each driver sepa-
rately. A comparison of meteorological conditions in climate scenarios is included in the
article.

In general, it is important to bear in mind that compared to the European area, the
aerosol burden in the Mediterranean is much higher, because of high salt and dust con-
centrations. When regional climate is concerned, a decrease is seen in the concentration
of PM, in both the Mediterranean and European regions. The reason for this decrease is
mainly a strong decrease in the concentration of nitrates. The BSOA shows an increase
in concentration, but this increase is overshadowed by the decrease in nitrates. Each of
the components of PM;o were compared to different meteorological parameters (temper-
ature, relative humidity, precipitation, shortwave radiation, wind speed and PBL height)
for the entire 70 year seasonal averages. These comparisons showed us that, for the Eu-
ropean region, a high dependency exists between nitrates and BSOA with temperature
(an anti-correlation and a correlation respectively), while sulfates and ammonium show
a strong correspondence to relative humidity. PM;o, and PM, 5 themselves show the best
correlation with the meteorological parameter that is best correlated with their major
contributor. For the Mediterranean region, BSOA shows a stronger correlation to wind
speed since the BSOA existing on the basin is mostly transported to the area and is not
formed locally.

Long-range transport is explored by changing boundary condition inputs in the model.
Although future changes in long-range transport do not strongly affect most species, they
result in an important increase of dust concentrations.

In terms of anthropogenic emissions, the changes induced by this driver are quite
important for most species. Even for BSOA, for which anthropogenic emission changes
should not normally have an effect, a decrease in concentration is seen because of an-
thropogenic emission decreases. This is tentatively attributed to changes in seed aerosol
and the changes in oxidant levels because of decrease in anthropogenic emissions and
also a direct decrease in anthropogenic COVs, however, more research is needed on the
subject to be certain. Dust species are not affected by anthropogenic emission changes
as expected (nor are salt species).

Cumulative effects show that for most species, the effects of anthropogenic emission
reductions overshadow the effects of other drivers. The exception for this case is the dust
species, which is highly affected by long-range transport.

Another point that has been raised in this article is the differences between the Eu-
ropean sub-domain and the Mediterranean Sea on one hand and between western and
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eastern Mediterranean on the other hand. The behavior of these sub-domains differs
when they are exposed to climate change. Meteorological changes in the Mediterranean
region show increasing temperatures, increasing PBL height and decreasing humidity.
Winters and springs seem to become drier and the other two seasons wetter when re-
garding to precipitation amount, while rain episodes become more intense and shorter in
most cases. Seasonally, in the Mediterranean a maximum of PM;, concentrations is seen
for spring when dust episodes are more common, contrary to the European sub-domain
(maximum at winter for EUR). Emission reduction policies will reduce the concentrations
of anthropogenic species in the basin by almost the same percentage as the European
sub-domain as shown in this work (for example, for sulfates, anthropogenic emissions
reduction results in -29% and -30% for EUR and MED respectively for CLE2050 emis-
sions). While this shows that emission reduction policies will reduce the PM; s and lower
aerosol fraction pollution, they will not lessen the Mediterranean PM;, burden as much,
since in this area the PM;, concentration revolves around dust and salt concentrations.

A continuation of this work is presented in the next chapter, where the effects of
changing the OA simulation scheme has been explored on future scenarios (chapter VI).
Analysis of population exposure is another perspective of this work, and can be addressed
by high resolution simulations on a specific region (chapter VII).

2 Future climatic drivers and their effect on PM;,
components in Europe and the Mediterranean Sea

This chapter includes the article Cholakian et al. (2019) published in Atmospheric
Chemistry and Physics : “Future climatic drivers and their effect on PM;, components in
Europe and the Mediterranean Sea,19, 4459-4484, doi:10.5194/acp-19-4459-2019, url:
Atmospheric chemistry and physics”.

The article was published the 18 March 2019.
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Abstract. Multiple CMIP5 (Coupled Model Intercompari-
son Project phase 5) future scenarios run with the CHIMERE
chemistry transport model (CTM) are compared to historic
simulations in order to study some of the drivers govern-
ing air pollution. Here, the focus is on regional climate, an-
thropogenic emissions and long-range transport. Two ma-
jor subdomains are explored — the European region and the
Mediterranean Basin — with both areas showing high sensi-
tivity to climate change. The Mediterranean area is explored
in the context of the ChArMEx (the Chemistry Aerosol
Mediterranean Experiment) project, which examines the cur-
rent and future meteorological and chemical conditions of
the Mediterranean area. This climate impact study covers the
period from 2031 to 2100 and considers possible future sce-
narios in comparison with 1976 to 2005 historic simulations
using three Representative Concentration Pathways (RCPs;
RCP2.6, RCP4.5 and RCP8.5). A detailed analysis of total
PM (particulate matter with a diameter smaller that 10 um)
concentrations is carried out, including the evolution of PM ¢
and changes to its composition. The individual effects of me-
teorological conditions on PM ¢ components are explored in
these scenarios in an effort to pinpoint the meteorological
parameter(s) governing each component. The anthropogenic
emission impact study covers the period from 2046 to 2055
using current legislation (CLE) and maximum feasible re-
duction (MFR) anthropogenic emissions for the year 2050
compared with historic simulations covering the period from
1996 to 2005 and utilizing CLE2010 emissions data. Long-
range transport is explored by changing the boundary con-

ditions in the chemistry transport model over the same pe-
riod as the emission impact studies. Finally, a cumulative ef-
fect analysis of these drivers is performed, and the impact
of each driver on PMj( and its components is estimated.
The results show that regional climate change causes a de-
crease in the PM o concentrations in our scenarios (in both
the European and Mediterranean subdomains), as a result
of a decrease in nitrate, sulfate, ammonium and dust atmo-
spheric concentrations in most scenarios. On the contrary,
BSOA (biogenic secondary organic aerosol) displays an im-
portant increase in all scenarios, showing more pronounced
concentrations for the European subdomain compared with
the Mediterranean region. Regarding the relationship of dif-
ferent meteorological parameters to concentrations of dif-
ferent species, nitrate and BSOA show a strong tempera-
ture dependence, whereas sulfate is most strongly correlated
with relative humidity. The temperature-dependent behavior
of BSOA changes when looking at the Mediterranean sub-
domain, where it displays more dependence on wind speed,
due to the transported nature of BSOA existing in this sub-
domain. A cumulative look at all drivers shows that anthro-
pogenic emission changes overshadow changes caused by
climate and long-range transport for both of the subdomains
explored, with the exception of dust particles for which long-
range transport changes are more influential, especially in
the Mediterranean Basin. For certain species (such as sul-
fates and BSOA), in most of the subdomains explored, the
changes caused by anthropogenic emissions are (to a certain

Published by Copernicus Publications on behalf of the European Geosciences Union.
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extent) reduced by the boundary conditions and regional cli-
mate changes.

1 Introduction

Particulate matter (PM) is one of the most important con-
stituents of air pollution. It can have a variety of adverse ef-
fects on air quality (Seinfeld and Pandis, 2016) and, subse-
quently, on human health (Pope and Dockery, 2006; Kampa
and Castanas, 2008; Anderson et al., 2012; Im et al., 2018)
and ecosystems (Grantz et al., 2003). Studies have shown
that the life expectancy of the population can change drasti-
cally in areas densely polluted by atmospheric aerosols (Pope
et al., 2009). PM is comprised of a large number of com-
ponents, with different origins and diverse behaviors with
respect to meteorological parameters. Therefore, there are
many different ways in which the particles can affect air qual-
ity, making their investigation both important and complex.

The intricacy of studying PM increases when coupling
its effects with climate change, as air quality and climate
change have intertwined interactions (e.g., Kinney, 2008;
Wild, 2009; Seinfeld and Pandis, 2016). In other words,
changes in meteorological conditions have varied effects on
air quality, but at the same time climate change may be af-
fected by the radiative forcing of air pollutants. These effects
can, in some cases, be similar in direction, or they may cause
inverse outcomes. Thus, when exploring future air quality,
it is important to take into account that different drivers can
have different impacts while also undergoing nonlinear in-
teractions among themselves. Therefore it is necessary to ex-
plore the effects of each driver separately.

Air pollution is mainly governed by four factors: anthro-
pogenic and/or biogenic emissions of primary pollutants and
precursors of secondary pollutants, atmospheric chemistry,
long-range transport and, of course, meteorology (Jacob and
Winner, 2009). While these factors are listed separately, they
also undergo interactions among themselves. For example,
atmospheric chemistry is directly affected by temperature
and radiative forcing. Similarly, parameters such as precipi-
tation, wind speed and wind direction can enhance or reduce
dispersion and deposition. Furthermore, meteorological con-
ditions such as temperature and wind speed can indirectly
impact the emission of primary pollutants, which may also
be precursors of secondary pollutants (EEA, 2004). As a re-
sult, the sensitivity of air quality to climate change seems to
be crucial, but complex to investigate.

The sensitivity of different areas in the world to climate
change depends on the existing local meteorological condi-
tions. Giorgi (2006) calculated a factor to determine climate
change hotspots in future scenarios and to establish the sen-
sitivity of different regions when faced with climate change.
Using the differences between historic and future precipi-
tation and temperature for different regions and seasons in

Atmos. Chem. Phys., 19, 4459-4484, 2019

an ensemble of scenarios and models, he showed that the
Mediterranean and northeastern European regions are more
sensitive to climate change than other areas of the world, fol-
lowed by the western Europe. According to his calculations,
the European region (both the eastern and western regions
on average) and the Mediterranean as a whole, are among
the most important hotspots for climate change. This high-
lights the importance of understanding changes that might
affect these regions. Therefore, the focus of this study is on
the European area with special attention paid to the Mediter-
ranean Basin, which is why the current work is related to
the ChArMEx (the Chemistry Aerosol Mediterranean Ex-
periment; http://charmex.lsce.ipsl.fr, last access: 7 Septem-
ber 2018) project. The goals of ChArMEx are to better assess
the sources, formation, transformation and mechanisms of
transportation of gases and aerosols in the western Mediter-
ranean Basin and also to better estimate the future composi-
tion of the atmosphere over the Mediterranean Sea. The mea-
surement portion of this campaign took place in the western
Mediterranean Basin during the period from 2012 to 2014;
however, the analysis of the data obtained during the cam-
paign and the assessment of future atmospheric changes for
the basin are still ongoing.

A regional chemistry transport model (CTM) was used
to explore possible future changes in these regions. Run-
ning such regional simulations requires inputs from a global
CTM, a global circulation model (GCM) and a regional cli-
mate model (RCM), as well as anthropogenic/biogenic emis-
sion inputs. Changes made to these inputs make it possible to
distinguish the effects of different drivers on air pollution one
by one. Modifying RCM inputs allows for the estimation of
the effects of meteorology alone, whereas a combined modi-
fication of RCM and global CTM inputs allows for the simul-
taneous assessment of the impacts of meteorology and long-
range transport. Conversely, apart from RCM inputs, changes
in anthropogenic emissions allow for the exploration of the
effects of meteorology and emissions on air pollution.

These kinds of studies naturally already exist for different
parts of the world, for one or multiple drivers and for dif-
ferent components. For example, Liao et al. (2006) used a
global model to explore the atmospheric changes expected
in the year 2100; this was undertaken by comparing a year
of historic simulations with a yearlong simulation in 2100,
where all factors were changed. The first study that investi-
gated the future atmospheric conditions of a European area
only focused on ozone changes and used the two 30-year-
long future scenarios compared with a 30-year-long historic
period (Meleux et al., 2007). Other studies have used an en-
semble of future simulations, each with a different model, in
order to compare the results given by each of these models
(e.g., Langner et al., 2012). Based on the IMPACT2C project
(Jacob, 2017), Lacressonniére et al. (2016, 2017) focused
on European regional simulations, exploring the effects of a
2 °C climate change combined with anthropogenic emission
changes in an ensemble of four models. Similarly, Fortems-
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Cheiney et al. (2017) explored the same scenarios for a 3°C
climate change, with a focus on gaseous species, and Car-
valho et al. (2010) conducted a SRES (Special Report on
Emission Scenarios) A2 climate change scenario over the
end of the 21st century for Europe, zooming on Portugal.
The common point of all these studies is that all of the im-
pacting factors were changed simultaneously in a future sce-
nario. A review of existing scenarios is presented in Colette
et al. (2015).

Unlike these studies, other papers have investigated the
impact of emissions and meteorology on the atmospheric
composition in future scenarios separately. Dawson et
al. (2007) focused on determining the atmospheric sensitiv-
ity to changes in meteorological conditions in the eastern US,
over a simulation period of 2 months. Megaritis et al. (2014)
used a similar approach to Dawson et al. (2007), exploring
the sensitivity of the atmospheric composition to changes in
meteorological conditions for Europe over a 3-month-long
simulation period. These two studies both conducted sensi-
tivity tests over short (month-long) periods of time. Lemaire
et al. (2016) explored climate change effects using the same
data set as that used in our work, and developed a statisti-
cal method to ascertain the meteorological parameters that
affect atmospheric pollutants in future scenarios. Hedegaard
et al. (2013) also looked at the relative importance of emis-
sions and meteorological drivers in a hemispheric model. Fi-
nally, Colette et al. (2013) explored the same scenarios that
we worked on with the aim of analyzing the global effects
of the three drivers (meteorology, emissions and boundary
conditions) on atmospheric composition, although they only
focused on Europe as a whole and did not investigate the in-
dividual effects of the drivers on PM composition. Our aim is
to complement these previous studies by providing a deeper
insight into the respective impacts of climate, atmospheric
composition and emission-related forcing. This is why the
work described here focuses on simulating a set of future
and climatic scenarios over long periods of time, and observ-
ing the differences between the drivers discussed above. The
chosen approach is to change the drivers one by one and as-
sess the differences induced in PM components in order to
investigate the individual effects of the parameters in the sim-
ulation. Finally, the simulations are compared with a series
of simulations for which all of the aforementioned drivers
change at the same time; this can show us the overall impact
of all of the drivers, which may be different to the sum of the
impacts of individual drivers due to nonlinear effects.

It should be noted that other studies have also explored
the dependence of PM components on meteorological con-
ditions (Dawson et al., 2007; Carvalho et al., 2010; Fiore et
al., 2012; Jiménez-Guerrero et al., 2012; Juda-Rezler et al.,
2012; Hedegaard et al., 2013; Megaritis et al., 2014). How-
ever, most of these studies were performed over short time
periods, such as l-year-long simulations (shorter in most
cases), and several used sensitivity tests and not actual future
scenarios to assess the changes in different meteorological
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parameters. Conversely, Lemaire et al. (2016) explored the
sensitivity of ozone and PM; s to different meteorological
parameters, using 30 years of RCP8.5 scenario simulations;
however, they did not consider the relationship between the
speciation of PM components and these parameters in detail.
To the best of our knowledge, the sensitivity of PM compo-
nents to meteorological parameters for a data set this exten-
sive containing multiple scenarios and the calculation of the
effects of different drivers on same data pool has not been
investigated to date.

In this paper, after a brief introduction to the simula-
tions and the modeling framework, the impacts of differ-
ent drivers are explored. The analysis first deals with cli-
mate impacts, before the effects of long-range transport and
emission changes are discussed. Finally, the impact of each
of these three drivers on the concentration of PMj( and its
components is calculated. The discussion of the results is di-
vided into two parts corresponding to the geographic area:
the European and the Mediterranean subdomains. Finally, a
prospective view of what the PM component concentrations
in the Mediterranean Basin may be like at the end of the 21st
century is given.

2 Method

In this section, we introduce the architecture of the modeling
framework, with a focus on the most sensitive component —
the chemistry transport model. We also provide references
to the input data used by the CHIMERE model in terms of
future scenarios and for the various combinations of input
parameters.

2.1 Modeling framework

The assessment of the long-term evolution of air quality
in the context of a changing climate is performed using a
suite of deterministic models following the framework intro-
duced by Jacob and Winner (2009). Global climate projec-
tions are obtained from a global circulation model (GCM)
that feeds a global chemistry transport model and a regional
climate model. Finally, the latter two drive a regional chem-
istry transport model. The setup used in this study is pre-
sented in detail in Colette et al. (2013, 2015).

The global circulation model is the IPSL-CM5A-MR
large-scale atmosphere—ocean model (Dufresne et al., 2013).
It provides input to the regional climate model and the global
chemistry transport model with global meteorological fields.
It uses LMDZ (Hourdin et al., 2006) as its meteorological
model, ORCHIDEE (Krinner et al., 2005) as its land sur-
face model, and NEMO (Madec and Delecluse, 1998) and
LIM (Fichefet and Maqueda, 1999) as the respective oceanic
and sea-ice models. The horizontal resolution of this global
model is 2.5° x 1.25° with 39 vertical levels. For each sce-
nario, the corresponding RCP is used for the anthropogenic
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radiative forcing. The Weather Research and Forecasting
model (WRF, Wang et al., 2015) is used as the regional cli-
mate model (RCM). The regional climate simulations were
part of EURO-CORDEX (Jacob et al., 2014) with a spatial
resolution of 0.44°. The historic simulations were evaluated
by comparison with experimental data (Menut et al., 2012;
Kotlarski et al., 2014; Katragkou et al., 2015). The LMDZ-
INCA (Hauglustaine et al., 2014) global CTM is used for
the production of chemical initial/boundary conditions for
the regional CTM. The LMDZ-INCA runs used in this study
have been analyzed in Szopa et al. (2013) and Markakis et
al. (2014), and intercomparisons of the same runs with other
global chemistry transport models have been analyzed in
Shindell et al. (2013) and Young et al. (2013) in the frame-
work of the ACCMIP (Atmospheric Chemistry and Climate
Model Intercomparison) experiment. Monthly climatologi-
cal fields are used as the boundary condition inputs, as the
background changes over long periods of time and it was not
possible to store hourly global model output to create hourly
varying boundary conditions. This induces an unavoidable
inconsistency between meteorology and dust fields.

2.2 CHIMERE CTM

The CHIMERE offline regional CTM has been widely used
for both future scenarios (Colette et al., 2015; Lacressonniére
et al., 2016) and for research activities in France (Zhang et
al., 2013; Petetin et al., 2014; Menut et al., 2015; Rea et
al., 2015; Cholakian et al., 2018) and abroad (Hodzic and
Jimenez, 2011). In this work, the 2013b version of the model
was used for all simulations (Menut et al., 2013). The sim-
ulations were conducted using the EURO-CORDEX domain
with a horizontal resolution of 0.44° and nine vertical levels
ranging from the surface to 500 mb. The aerosol module was
run with a simple two-product scheme for the simulation of
secondary organic aerosols (SOA, Bessagnet et al., 2008) and
with the ISORROPIA module for the simulation of inorganic
aerosols (Fountoukis and Nenes, 2007). It provides simulated
aerosol fields including EC (elemental carbon), sulfate, ni-
trate, ammonium, SOA, dust, salt and PPM (primary partic-
ulate matter other than those mentioned above) considering
coagulation, nucleation and condensation processes, as well
as wet and dry deposition. The same unchanged land use data
from GlobCover (Arino et al., 2008) with a base resolution of
300 m x 300 m have been used in different series of simula-
tions. Dust emissions are taken into account inside the simu-
lation domain based on the method proposed by Marticorena
and Bergametti (1995).

The simulation domain has a 0.44° resolution (Fig. 1). The
analysis was performed using the subdomains presented in
Fig. 1. The EUR subdomain only concerns the European con-
tinent (including the British Isles), and a land—sea mask was
used to remove other parts of the domain. The MED sub-
domain was also produced using a land—sea mask, but this
time it only contained the Mediterranean Sea. The MEDW
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Figure 1. Extension of the main domain and subdomains. Four sub-
domains are used in this study: EUR — containing only continental
Europe (blue cells), MED — containing only the Mediterranean Sea
(red cells), MEDW — western Mediterranean region (green rectan-
gle), and MEDE - eastern Mediterranean region (yellow rectangle).

and MEDE are the last two subdomains. They refer to the
western and eastern Mediterranean areas, respectively. It is
important to bear in mind that these two subdomains, con-
trary to the previous subdomains, contain both land and sea
for the purpose of observing the effects of enclosing land on
the Mediterranean area. Due to this setup, the sum of MEDW
and MEDE is different to that of MED.

2.3 Climate scenarios

Representative concentrations pathway scenarios (RCPs) de-
signed for the fifth IPCC report (Meinshausen et al., 2011;
van Vuuren et al., 2011b) are used in this study. Simulations
using three of these CMIP5 RCPs (Taylor et al., 2012; Young
et al., 2013) are selected: RCP2.6, RCP4.5 and RCPS.5,
which consider 2.6, 4.5 and 8.5 Wm~2 of radiative forcing
at the end of the 21st century, respectively. It is worth noting
that RCP8.5 includes the least mitigation policies by far com-
pared with the other two scenarios; therefore, RCP8.5 results
in a high radiative forcing at the end of the century, with a
temperature increase of between 2.6 and 4.8 °C for Europe
according to the EEA (European Environmental Agency!).
On the contrary, the RCP2.6 scenario considers a radiative
forcing value that leads to a low-range temperature increase
by 2100 (between 0.3 and 1.7 °C). This means that this sce-
nario has to consider ambitious greenhouse gas emission re-
ductions as well as carbon capture and storage. The RCP4.5
is an intermediate scenario with less stringent climate mitiga-

1 https://www.eea.europa.eu/data-and-maps/indicators/
global-and-european-temperature-8/assessment,  last
21 July 2018.

access:
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tion policies, which results in a temperature increase some-
where between the two previously mentioned extreme sce-
narios.

2.4 Air pollutant emissions

The biogenic emissions input is obtained from the Model
of Emissions of Gases and Aerosols from Nature (MEGAN
v2.04; Guenther et al., 2006). It is worth mentioning that the
emission factors and the leaf area index (LAI) values pro-
vided by this model are the same for all simulations; how-
ever, as many of the biogenic gases have a temperature-
dependent nature, their emissions increase with higher tem-
peratures. The MEGAN version used in CHIMERE takes six
biogenic volatile organic compound (BVOC) emissions into
account (isoprene, «-pinene, S-pinene, humulene, limonene
and ocimene) and their dependence on temperature, solar ra-
diation and the LAIL

Anthropogenic emissions are taken from the ECLIPSE-
V4a global emissions projections (Amann et al., 2013;
Klimont et al., 2013, 2017). This database covers the 2005—
2050 time period with two main prospective pathways: the
current legislation emissions (CLE) and the maximum feasi-
ble reduction (MFR) scenarios. These two scenarios show the
effects of minimum and maximum mitigation efforts that can
be expected by 2050, which gives us a spectrum of possible
influences of anthropogenic emissions in future scenarios.
For both scenarios, the atmospheric emissions of the main
anthropogenic pollutants are available as global maps at a
resolution of 0.5 °.

The simulations used in this study are summarized in Ta-
ble 1. As the goal of this study is to separately investigate
the regional CTM drivers that can affect the results of future
simulations, different series of simulations were performed,
with each one allowing for the evaluation of climate, anthro-
pogenic emission and boundary condition impacts on PM
concentrations.

As for the climate impact study, RCP2.6, RCP4.5 and
RCPS8.5 scenarios are used in combination with constant an-
thropogenic emissions and identical boundary conditions.
These scenarios are compared with the historic simulations.

In order to explore the changes induced by boundary con-
ditions on the CTM outputs, RCP4.5 scenarios were con-
ducted using two different sets of boundary conditions from
the same global CTM and compared with historic simula-
tions. The difference between these two sets of conditions is
the fact that anthropogenic pollutants from the RCP emis-
sions (emissions produced for RCP scenarios exclusively)
are used as anthropogenic inputs for one of them (Szopa et
al., 2006, 2013), whereas the other one relies on ECLIPSE-
V4a emissions as inputs (Markakis et al., 2014).

The emission impact study uses the RCP4.5 climate forc-
ing with CLE 2010, CLE 2050 and MFR 2050 anthropogenic
emissions, with each one again being compared with historic
simulations.

www.atmos-chem-phys.net/19/4459/2019/

As seen in Table 1, we simulated different prospective pe-
riods in the different series of simulations. In the case of the
climate impact studies, a 30-year-long historical simulation
and 70-year-long future simulation were used for each future
scenario. As for the other simulations, 10 years of historical
simulations (1996 to 2005) were compared with 10 years of
future scenarios, representing the 2050s (2045 to 2054). This
latter period was chosen because it is centered on year 2050,
for which CLE/MFR 2050 emissions are available. In the
end, a 10-year-long simulation was performed during which
all of these factors were simultaneously changed. We have to
mention that it would have been numerically too strenuous
to perform 70 years of simulations for emission/boundary
condition drivers, bearing in mind that the climatic impact
simulations already amount to 240 years of simulations.

A validation of our historic simulations is presented in
Menut et al. (2012) and Kotlarski et al. (2014) for the mete-
orological parameters, whereas a validation of some chem-
ical species is presented in the Supplement to this article
(Sect. S1). This validation uses an annual profile of 10 years
of historic simulations from 1996 to 2005 (with 2010 con-
stant anthropogenic emissions) compared with an annual
profile of all available measurements from EEA and air base
stations between 2005 and 2015 (EEA, 2016).

3 Climate impacts

This section discusses the comparisons between the simula-
tions using RCP2.6, RCP4.5 and RCP8.5 with historic simu-
lations (simulations 1 to 4 in Table 1). As all of the inputs ex-
cept the meteorological fields remain identical in these four
series of simulations, it is possible to disentangle the effects
of climate alone on the PM concentration in different RCPs.
While the specific goal of the paper is to focus on the PM
changes in the Mediterranean area alone, a general overview
of the European domain is also provided. Before exploring
PM changes, temperature changes are analyzed as they im-
ply important effects on biogenic volatile organic compound
(BVOC) emissions; these emissions are precursors for the
production of SOAs and affect gas—particle phase partition-
ing in simulations. The dependency of total PM¢ and its
components on other meteorological parameters is also dis-
cussed in detail in this section.

3.1 Meteorological parameters

The RCP2.6 reaches its maximum radiative forcing
2.6W m_z) in the 2040s (van Vuuren et al., 2011a), meaning
that an increase in radiative forcing is seen in this scenario
until this decade, whereas afterwards we observe a contin-
uous decrease. Therefore, in the bulk of the RCP2.6 sim-
ulations over Europe, a temperature decrease appears from
about 2050 onwards, followed by a new increase in temper-
ature over the last 10 years simulated (Fig. 2). As for the

Atmos. Chem. Phys., 19, 4459-4484, 2019




CHAPTER V. EFFECTS OF FUTURE DRIVERS ON PM;y CONCENTRATION

141

4464

Table 1. The different scenarios used in this work.

A. Cholakian et al.: Future climatic driver effects on PMyy components

No.  Simulation name Simulation Global chemistry model Regional Anthropogenic
period climate model emissions
Climate 1 Hist 1976-2005 LMDZ-INCA-RCP2.6 WRF ECLIPSE-V4a
ECLIPSE emissions Historic CLE2010
2 RCP2.6 2031-2100 WRF
RCP2.6
3 RCP4.5 2031-2100 WRF
RCP4.5
4 RCP8.5 2031-2100 WRF
RCP8.5
Boundary 5 RCP4.5-BC 2046-2055 LMDZ-INCA-RCP4.5 WRF ECLIPSE-V4a
conditions RCP emissions RCP4.5 CLE2010
Emissions 6 RCP4.5-CLE2050 2046-2055 LMDZ-INCA-RCP2.6 WRF ECLIPSE-V4a
ECLIPSE emissions RCP4.5 CLE2050
7 RCP4.5-MFR2050 2046-2055 ECLIPSE-V4a
MFR2050
All 8 RCP4.5-BC- 2046-2055 LMDZ-INCA-RCP4.5 WRF ECLIPSE-V4a
CLE2050 RCP emissions RCP4.5 CLE2050

RCP4.5 scenario, this maximum radiative forcing is reached
in the 2070s (Thomson et al., 2011), whereas such a max-
imum is not reached for RCP8.5 until the end of the cen-
tury. As a consequence, the temperature increase levels out
after about 2070 in RCP4.5, while the temperature keeps
increasing over the whole period in RCP8.5. These ele-
ments explain the larger similarities between RCP4.5 and
RCP8.5 as well as their structural differences with RCP2.6.
The time evolutions are similar for the European (EUR) and
Mediterranean (MED) domains, albeit absolute temperatures
are nearly 10 °C warmer over the Mediterranean on average
(Fig. S2 for 2-D temperature fields).

In the following comparisons, annual average values over
each subdomain and for each parameter and time series cor-
responding to 30 years of historic simulations and 70 years of
future scenarios are presented. The uncertainties associated
with each value account for the spatial variability of each pa-
rameter.

The 2 m temperatures are generally higher for the Mediter-
ranean area than for the European continent; however, the
increase in temperature is more pronounced for EUR than
for MED (+1.69, +2.63 and +3.62 °C for EUR and +1.06,
+1.72 and +2.91°C for MED for RCP2.6, RCP4.5 and
RCP8.5, respectively). In the other two Mediterranean sub-
domains temperature changes are higher for MEDE than
for MEDW (+1.25, 4+2.05 and +3.38°C for MEDE and
+0.73, +1.77 and +2.88 °C for MEDW for RCP2.6, RCP4.5
and RCP8.5, respectively). While the European subdomain
shows a more important temperature increase in winter
(+1.86, +3.44 and +4.42°C for RCP2.6, RCP4.5 and
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RCP8.5, respectively), the Mediterranean subdomains show
a larger increase in summer (for MED +1.40, 4+-2.06 and
+3.22°C for RCP2.6, RCP4.5 and RCPS8.5, respectively).
Maps of differences in temperature for the different scenar-
ios and seasons are presented in the Supplement (Fig. S2).
It should be noted that the average temperature changes dis-
cussed here agree with the literature (Knutti and Sedlacek,
2012; Vautard et al., 2014).

As seen in Fig. 2, some of the parameters behave differ-
ently in the two subdomains. For example, for the amount of
precipitation, an increase is simulated in EUR for RCPS.5,
whereas a slight decrease is simulated for RCP2.6 after the
2050s, which makes precipitation stronger in RCP8.5 than
in RCP2.6 on average for the future period. In the MED
area, the opposite behavior is generally noted: precipitation
is stronger in RCP2.6 than in RCP8.5. On the contrary, there
is a steady decrease in the total duration of rain hours (sum of
hours rained each year in each scenario — a threshold that is
fixed for each subdomain using the average of 25th percentile
for the whole duration of simulations). Therefore, rain events
are expected to become more intense (Vautard et al., 2014).
Regarding the total duration of rain hours in the Mediter-
ranean region, the same result is obtained as for the EUR
region, except for the RCP2.6 scenario where an increase in
the number of rainy hours is simulated. This increase corre-
sponds to the western basin of the Mediterranean Sea. For the
eastern basin, all scenarios show a decrease in this parameter
(Fig. S3 for MEDW and MEDE).

The same type of comparison is performed for wind speed
(WS; 10m wind), relative humidity (RH) and planetary
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Figure 2. Time series of temperature (K; a, b), precipitation (mm; ¢, d) and number of rainy hours (e, f) for EUR (a, ¢, e¢) and MED (b, d,
f) subdomains for all climate change scenarios as well as historic simulations. The average for each scenario is shown by the corresponding
point on right side of the plot. The solid lines show the rolling average of 30 years for future scenarios and 20 years for historic scenarios.
Numbers in the legend show the p value of the linear regression for each scenario.

boundary layer height (PBLH) in Fig. 3 for the EUR and
MED areas. RH remains rather constant without a significant
trend over EUR and MED, with the exception of the RCP2.6
scenario for MED which shows a significant decrease. WS
mostly shows nonsignificant trends, with the exception of the
RCP2.6 scenario over the MED domain. Similar results for
WS changes have also been seen in other studies (Dobrynin
et al., 2012; de Winter et al., 2013). Finally, PBLH increases
are significant for RCP8.5 over EUR and for RCP2.6 over
MED.

These meteorological parameters undergo interactions be-
tween themselves and show correlations with each other, as
they are driven by circulation patterns. The values of correla-
tions between different meteorological parameters examined
in this work are shown in Supplement (Sect. S4). The main
points that should be taken into account regarding cross-
correlations between meteorological parameters are the posi-
tive correlations between wind speed and the PBLH, between
wind speed and precipitation and also the anti-correlation be-
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tween wind speed and RH. All of these correlations are above
0.6 as an absolute value.

Also it should be noted that if the GCM used to provide
the boundary conditions to the regional climate model was
changed, the results seen here might be different (Olesen
et al., 2007; Teichmann et al., 2013; Kerkhoff et al., 2015;
Lacressonniére et al., 2016).

3.2 PMjy concentrations

The simulated PM¢ concentrations are shown in Fig. 4
for the EUR and MED subdomains. The differences be-
tween future (2031-2100) and historical (1976-2005) sim-
ulations are presented, with historical simulations being used
as a reference. Compared with historical simulations, we ob-
serve a decrease in PMjq for all scenarios, for both EUR
(0£0.95 %, —2.57+0.90 % and —4.40+0.87 % for RCP2.6,
RCP4.5 and RCPS8.5, respectively) and MED (0.9 £ 0.09 %,
—5.654+0.11 % and —8.10£0.12 % for RCP2.6, RCP4.5 and
RCP8.5, respectively). The uncertainties shown here and in
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Figure 3. Time series of wind speed (WS; ms~!; a, b), relative humidity (RH; ¢, d) and planetary boundary layer height (PBLH; in meters;
e, f) for EUR (a, ¢, d) and MED (b, d, f) subdomains for all climate change scenarios as well as historic simulations. The average for each
scenario is shown by the corresponding point on right side of the plot. The solid lines show the rolling average of 30 years for future scenarios
and 20 years for historic scenarios. Numbers in the legend show the p value of the linear regression for each scenario.

the rest of the document refer to spatial 1-sigma intervals.
The reasons for these changes in PMj are discussed in the
next subsection by analyzing individual PM components.

Alternatively, we also calculate linear trends for the future
periods. A statistically significant positive trend is observed
for RCP2.6 in the future, whereas it is significantly nega-
tive for RCP8.5, and nonsignificant for RCP4.5 (p values are
given in Fig. 4 for linear trend lines).

Evidently, PM¢ has a seasonal variation which is shown
in Fig. 5; box plots of PMj¢ for all four seasons and all four
subdomains are shown in Fig. 6 (Fig. S5 for PM> s5). Interest-
ingly, for EUR, the general PM;( decrease noted above for
the Hist, RCP2.6, RCP4.5 and RCP8.5 scenarios is reversed
in the summer period. We see that elevated concentrations
of PMj¢ are simulated over the Mediterranean area for all
seasons, reaching their maximum in spring (Fig. 6). Another
interesting result in Fig. 5 is the increasing concentrations of
PM over eastern Europe in summer, and over the Scandina-
vian and eastern European regions both in summer and win-
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ter, in RCP4.5 and RCP8.5. This increase for the summer pe-
riod is due to BVOC emission increases, which are discussed
in Sect. 3.4.2. However, the same effect is not seen in RCP2.6
in either of these seasons, highlighting a structural difference
between RCP2.6 and the other two scenarios. These results
are discussed in the light of PM|g components and meteo-
rological parameter covariance in Sect. 3.4. A more general
explanation for these structural differences can be found in
the nature of the three scenarios, caused by the previously
mentioned discriminated changes in meteorological parame-
ters (Sect. 3.1).

3.3 Distribution of chemical PM1¢ components

Figure 7 shows the PM( concentrations and concentration
changes for all of different scenarios and subdomains, as
well as the contributions of all of the different PM;g com-
ponents (Fig. S6 for PM; 5). For each PM component, the
relative differences between future scenarios and historical
simulations are also reported. Major differences can be seen

www.atmos-chem-phys.net/19/4459/2019/
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Figure 4. PM | time series for the EUR and MED subdomains for all climate change scenarios and historic simulations. The average for
each scenario is shown by the corresponding point on right side of the plot. The solid lines show the rolling average of 30 years for future
scenarios and 20 years for historic scenarios. Numbers in the legend indicate the p value of the linear regression for each scenario.

in the distribution of the different PM components: for PM g
the major contributors are salt and dust particles in our do-
mains of interest, whereas their contribution to PMj 5 is
lower. Consequently, secondary inorganics (SO?[, NO3 and
NHI) and carbonaceous aerosol (black carbon, primary or-
ganic aerosol, biogenic secondary organic aerosol) are the
major contributors to PM» 5 (Fig. S6).

Another interesting point from this study is that primary
aerosol species such as primary organic aerosols (POA), an-
thropogenic secondary organic aerosols (ASOA), PPM and
black carbon (BC) only change slightly under a future cli-
mate (when emissions are kept constant), over both Europe
and the Mediterranean Basin (a maximum of £5 % change
for most of them). It should be noted here that this article
deals with annual averages and not extreme events; regional
climate changes can have strong effects on primary pollutant
peaks as is shown in Vautard et al. (2018). The evolution of
these species is again discussed in Sect. 4.2 with respect to
anthropogenic emission changes.

The most important changes in the future scenario outputs
(with respect to historic simulations) are found to be a de-

www.atmos-chem-phys.net/19/4459/2019/

crease in nitrates (for EUR —11.2+0.8%, —21.4+0.7%
and —28.8+0.8 % for RCP2.6, RCP4.5 and RCPS.5, re-
spectively) and an increase in the organic aerosol concentra-
tion (for EUR +15.1+1.2%, +22.7+1.3% and +34.9+
1.3% for RCP2.6, RCP4.5 and RCP8.5, respectively). A
slight increase in sea-salt particles (for EUR +0.8 £ 0.05 %,
+1.44+0.06 % and +0.2 +0.06 % for RCP2.6, RCP4.5 and
RCP8.5, respectively) and in sulfates (for EUR +4.50 £
0.62 %, +3.0£0.6 % and +1.6 0.6 % for RCP2.6, RCP4.5
and RCP8.5, respectively) is also found. An interesting re-
sult regarding sulfates is that the concentration of this species
displays an increase in all scenarios compared with his-
torical simulations, although the scenario order for this in-
crease is the inverse of that for the temperature increase (i.e.,
RCP2.6 > RCP4.5 > RCPS8.5). This phenomena is discussed
later in this section. While a decrease in dust particles is
observed for RCP4.5 and RCPS8.5 (for EUR —5.6+2.4%
and —5.3 £2.2 %, respectively), these particles remain al-
most constant in RCP2.6. A decrease is seen for the am-
monium particles in all scenarios (for EUR —2.14+0.2 %,
—6.44+0.2% and —10.6 +0.2 % for RCP2.6, RCP4.5 and
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Figure 5. PM( seasonal average concentrations in the historical simulation (first column). Relative differences between the climate simula-
tions (RCP2.6, RCP4.5 and RCP8.5) and the historical simulation (Hist) (second, third and fourth columns, respectively). Rows represents
the different seasons (winter, spring, summer and fall, from top to the bottom). Please note that the scale used differs between seasons for the

sake of readability.

RCP8.5, respectively). However, the main driving force for
the decrease in the concentration of total PM;qg (seen in
Fig. 4) for the RCP4.5 and RCP8.5 scenarios is the decrease
of nitrates. The increase in the concentration of other species,
especially BSOA, is compensated for by the decrease in ni-
trate concentrations in the case of the two abovementioned
scenarios with a seasonal dependence. As for RCP2.6, as
the decrease in nitrates is generally lowest among all fu-
ture scenarios, the slight increase in BSOA, sulfates, dust and
salt particles drives the increase in the PM ¢ concentrations
(Fig. 7).

In the Mediterranean area, however, the predictions ap-
pears to be quite different: in general, the aerosol burden
over the Mediterranean area (MED) is higher than that over
the European area (average of 9.8, 9.5 and 9.4ugm™> for
EUR compared with 17.4, 16.7 and 16.6 ug m—> for MED for
RCP2.6, RCP4.5 and RCPS.5, respectively, Fig. 7). This is
mainly due to sea salt (approximately 9 pg m~3 in all scenar-
ios) and dust (nearly 4 ug m~3 in all scenarios). Note that the

Atmos. Chem. Phys., 19, 4459-4484, 2019

MED region, by definition, only contains grid cells over sea,
which explains the large sea-salt contribution. Conversely,
for this area, the concentrations of aerosols that depend
on continental emissions are considerably lower (—25 %,
—33 % and —32 % for BC, POAs and ammonium, respec-
tively, in MED compared with EUR for the RCP4.5 sce-
nario for PMjp). Nitrates also show a significantly lower
concentration in this region (from 1.03 pygm~3 for EUR to
0.21ugm™3, 0.39ugm=3 and 0.25ugm=3 for RCP4.5 in
PM;p for MED, MEDW and MEDE, respectively). Sulfur
emissions from maritime shipping lead to high sulfate con-
centrations over the Mediterranean area, especially over the
eastern Mediterranean (2.5 ugm—3 in MEDE compared with
1.99 uygm~3 in EUR for the RCP4.5 scenario for PMg). Fi-
nally, it is worth noting that the BSOA fraction is lower
over the Mediterranean (—36 %, —31 % and —23 % of BSOA
compared with EUR in MED, MEDW and MEDE, respec-
tively). The relative changes in the Mediterranean domain
compared with historic simulations are close to those for the

www.atmos-chem-phys.net/19/4459/2019/
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Figure 6. Seasonal box plots for all scenarios for all seasons for PM 1 (historic simulations are black, RCP2.6 is green, RCP4.5 is blue and
RCP8.5 is red) for the different subdomains. Scales are different for different subdomains.

European subdomain for most species, although they show
different intensities for most components. An interesting be-
havior is seen for BSOA, where the increase in the concentra-
tion of this component becomes more homogenous between
the three future climatic scenarios in the Mediterranean Basin
with respect to continental Europe. The reason for this behav-
ior is the origin of BSOA from advection over the Mediter-
ranean subdomain. Also, sulfates, while showing the same
general behavior as in the European subdomain, show lower
changes between future and historic simulations over the
Mediterranean Basin, resulting in a decrease in concentration
in the RCP8.5 scenario.

3.4 Dependence of PM;y components on
meteorological parameters

In order to explain the evolution of PM components under fu-
ture climate scenarios, they are correlated here with different
meteorological parameters. The parameters tested here are
temperature, wind speed, precipitation, RH, PBLH and short-
wave radiation. Because of the variations in the seasonality
of the different PM components, the analysis of their depen-
dencies on meteorological parameters must be conducted for
each season separately. Figure 8 shows the seasonal changes

www.atmos-chem-phys.net/19/4459/2019/

for nitrates, sulfates, BSOA and dust particles for all sub-
domains. The 2-D concentration fields for nitrates, BSOA,
sulfates and dust particles are shown in Fig. 9 for the sea-
son when each component shows its highest concentration
(Fig. 8). The correlations for all seasons and for the five se-
lected meteorological parameters with PMo components are
shown in Figs. 10 and 11 for the EUR and MED subdomains
for different years. This comprises 30 pairs of values for the
historic period and 70 for the future period. Here, a Pear-
son correlation coefficient of greater than 0.6 is considered
to represent a significant relationship. Correlations between
the different meteorological parameters are shown in Figs. S7
and S8. Figure S9 shows the 2-D correlations for the same
species as Fig. 8, with the parameter that correlates best with
them for selected seasons when their concentration is high-
est (i.e., nitrates, BSOA, sulfates and dust with temperature,
temperature, RH and PBLH for winter, summer, summer and
spring, respectively).

34.1 Inorganic PM components
Particulate nitrate concentrations appear to be strongly anti-

correlated with temperature (Fig. 10). Hence, in most re-
gions, they show a decrease in the future scenarios, mainly

Atmos. Chem. Phys., 19, 4459-4484, 2019
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Figure 7. Concentrations and relative changes of PMy components (same color code as in Fig. 6) for all subdomains averaged over the whole
period of simulations in climate change scenarios and for the different subdomains. Error bars show the confidence interval calculated for the
annual averages for each subdomain. The changes show (future — historic)/historic - 100. Tables report the percentage of each component in
each scenario. The concentration of PMj in total is noted in the legend above each figure.

due to the higher temperature predicted in those scenarios,
which might lead to a shift in the nitrate gas—aerosol parti-
tioning towards the gaseous phase and more volatilization of
already formed nitrate aerosols. Especially during the winter
season, anti-correlations are seen with wind speed, precipita-
tion, and PBLH, whereas a correlation is found with surface
radiation. This fits with a switch from anticyclonic conditions
— characterized by cold continental weather, clear skies and
high solar radiation, large vertical stability and a low PBLH —
to marine conditions. Continental conditions during this sea-
son indeed favor enhanced nitrate concentrations, whereas
marine conditions are related to lower concentrations.

The correlation coefficient between nitrates and tempera-
ture is the lowest in summer. If we remain in our synoptic-
scale framework, hot summer days favor pollution build up

Atmos. Chem. Phys., 19, 4459-4484, 2019

and accumulation, but decrease the partitioning in favor of
the particle phase, so these effects compensate for each other.
In spring, RH shows a high correlation with nitrate alongside
temperature as higher RH favors nitrate partitioning into the
particulate phase, in particular if it exceeds the deliquescence
point of ammonium nitrate (RH > 50 %). These hypotheses
are supported by the correlations presented in Sect. S4, which
show the correlations between the different meteorological
parameters. For the MED region, a strong anti-correlation is
still observed, especially for winter and spring. However, the
(anti)correlations with other meteorological parameters are
less pronounced and not necessarily in the same direction
as for EUR, as the distinction between continental and mar-
itime conditions is not valid for this region. Overall, the anal-
ysis suggests that the major point to be taken into account
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(NO3), sulfate (SOZz) and dust particles (same color code as in
Fig. 5) for the different subdomains. Each panel shows one of
the species mentioned above for four scenarios and each subpanel
shows one season.

for particle nitrates is their high anti-correlation with tem-
perature (seen in Fig. 10). This confirms the results reported
by Dawson et al. (2007), Jiménez-Guerrero et al. (2012) and
Megaritis et al. (2014), who conducted sensitivity studies on
individual meteorological parameters.

Sulfates are the second most abundant species in Europe
after sea salt, and the third most important species after sea
salt and dust over the Mediterranean. They show an increase
in all of the future scenarios compared with historical simu-
lations, but in the inverse order of the degree of severity pro-
jected for temperature increase, i.e., the increase is strongest
for RCP2.6 (5 %) and less pronounced for RCP8.5 (1.2 %) as
seen in Fig. 7. The spatial distribution of this species varies
quite strongly between the RCP2.6 scenario and the RCP4.5
and RCP8.5 scenarios (Fig. 9). For instance, in RCP2.6, sul-
fate increases with respect to historic in the southwest part
of the domain, whereas it decreases for the same area in
RCP4.5 and RCP8.5. The 2-D correlation maps of sulfates
with RH show a strong correlation between these two pa-
rameters, especially for the Mediterranean and the Atlantic,
but also for the EUR subdomain in winter and spring periods
(Fig. S9). The positive relationship between sulfates and RH
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correlation between the PBLH and wind speed (Fig. 10).

Ammonium concentrations show a steady decrease in all
future scenarios and in all subdomains. The correlations of
NHI with meteorological variables appear to be a combina-
tion of those simulated for SO?[ and NO;" with which NHI
forms inorganic aerosol. When looking at correlations, a re-
lationship is seen for ammonium with RH and wind speed,
as well as a strong correlation with the PBLH (Fig. 11).

3.4.2 Biogenic SOA

BSOA concentrations show a steady increase in future sce-
narios for the European subdomain (Figs. 8 and 9). While
the increase is seen in all subdomains, the intensity and the
scenario dependence are not the same. The formation of the
biogenic organic aerosol fraction greatly depends on its pre-
cursors (isoprene and monoterpenes), for which emissions
increase globally with temperature. In EUR, isoprene emis-
sions increase by 20.3 %, 31.1 % and 52.5 %, and monoter-
penes emissions increase by 15.7 %, 24.0 % and 38.1 % for
RCP2.6, RCP4.5 and RCP8.5 , respectively. There are many
studies that have investigated the changes in BVOC emis-
sions in the future; however, not many of them have only
taken the climate effects into account. For example, Lath-
iere et al. (2005) used the full version of MEGAN (which
includes CO; inhibition and the dependence of isoprene
emissions on ozone concentrations) to calculate a 27 % and
51 % increase in isoprene and monoterpenes, respectively,
in 2100 compared with the 1990s using a scenario that is
close to RCP4.5. Compared with our study, these values
are quite similar for isoprene but more than double what
we found for monoterpenes. Pacifico et al. (2012) calcu-
lated a 69 % increase in isoprene using a RCP8.5 scenario
in 2100 compared with the 2000s, Hantson et al. (2017)
found a 41 % /25 % ratio in 2100 compared with 2000 for
isoprene/monoterpenes, respectively, using RCP4.5. Langner
et al. (2012) explored four different models for the Euro-
pean region (DEHM, EMEP, SILAM and MATCH) finding a
21 %-26 % isoprene increase; the increase in isoprene emis-
sions in our simulations for the same period amounts to 21 %.
Therefore, our simulations are consistent with the abovemen-
tioned results. In general, isoprene and monoterpene emis-
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Figure 9. Historic concentrations and relative changes in future scenarios for biogenic SOA (BSOA), nitrates (NO; ), sulfate (SO}[) and
dust particles for selected seasons in which the concentrations were the highest. Figures in the left column show the average concentration
of historic simulations, the other three columns show the relative difference of RCP2.6, RCP4.5 and RCP8.5 future scenarios, respectively,
to the historic simulations. Each row shows one season, and the scales are different for each row of simulations.

sions show high sensitivity to temperature, CO, inhibition
(Arneth et al., 2007; Young et al., 2009; Tai et al., 2013) and
land use changes, which makes their estimation for future
scenarios highly uncertain.

This increase in precursors results in an increase in the
concentration of BSOA (for EUR 15.1 %, 22.7 % and 34.9 %
for RCP2.6, RCP4.5 and RCPS8.5, respectively), with a sim-
ilar effect having been predicted in other studies (Heald et
al., 2008; Megaritis et al., 2014). This increase in BSOA
also reflects the summer increase in the PMg mentioned in
Sect. 3.2. However, higher temperatures induce higher evap-
oration for semivolatile organic compounds, and, therefore,
lower formation of organic aerosols is to be expected. This
fact has been shown in Dawson et al. (2007), where without
changing biogenic emissions, the temperature was increased
by 5 °C and a decrease of almost 20 % was seen for the SOA
concentration over the eastern US. In our simulations, the
increase in biogenic precursors resulting due to the forma-
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tion of BSOA trumps the evaporation effect due to higher
temperature, and an increase in biogenic SOA is seen. Fig-
ure 10 shows the correlation coefficient of BSOA with tem-
perature for the EUR and MED subdomains (see Fig. S9 for
spatial correlations). For the EUR subdomain, statistically
significant regressions are seen for all scenarios during sum-
mer for temperature and also for shortwave radiation. For the
Mediterranean subdomains, no monoterpenes or isoprene are
emitted from the sea surface; therefore, the concentration of
BSOA in the Mediterranean area is the result of transport
from the continental area. This results in low correlations
between temperature and BSOA for the Mediterranean sub-
domains, whereas a high correlation is found between wind
speed, RH and PBLH. The correlation of the BSOA concen-
tration with wind speed in the Mediterranean corresponds
to the point raised above regarding the advective nature of
BSOA concentrations in this subdomain, whereas the high
correlations of PBLH and RH with BSOA come from the

www.atmos-chem-phys.net/19/4459/2019/
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Figure 10. Correlation coefficient between all meteorological parameters tested and BSOA, (NO3), sulfate (SOZ2) and dust particles for all
seasons and the EUR and MED subdomains. D, M, J and S represent winter, spring, summer and fall, respectively (first letter of the first
month of each season). Uppercase letters mean that the correlation between the two parameters is statistically significant, whereas lowercase
letters show the contrary. Color coding for different scenarios is the same as in previous figures.
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Figure 11. Correlation coefficient between all meteorological parameters tested and ammonium (NHI), salt, PM g and PM,, 5 particles for
all seasons and the EUR and MED subdomains. D, M, J and S represent winter, spring, summer and fall, respectively (first letter of the first
month of each season). Uppercase letters mean that the correlation between the two parameters is statistically significant, whereas lowercase
letters show the contrary. Color coding for different scenarios is the same as in previous figures. SWRD represents shortwave radiation.

correlation of wind speed with these two parameters. An- simulations) for the year 1998 with historic climate show a
other notable fact is the percentage of the concentration of distribution of 21 % and 79 % annually and 39 % and 61 %
BSOA that is formed from isoprene and monoterpenes; year- for the summer period for the concentration of BSOA form-
long sensitivity tests (with the reduction of respective terpene ing from isoprene and monoterpenes, respectively. The iso-
and isoprene emissions by 10 % in two separate 1-year-long prene to monoterpene emission ratio was 2.9 annually and
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6.1 for the summer. Similar results were reported in Aksoyo-
glu et al. (2017).

3.4.3 Dust and salt particles

Dust concentrations are predicted to be at their maximum
during spring (Fig. 9). This phenomena is also described in
the literature for different regions (Werner et al., 2002, and
Ginoux et al., 2004 explored global simulations; Laurent et
al., 2005, focused on China and Mongolia; and Vincent et
al., 2016, studied the western Mediterranean). In our simu-
lations, the spatial maximum in dust particle concentrations
normally occurs in the eastern Mediterranean (Figs. 8, 9, 10).
While a decrease is observed for RCP4.5 and RCPS.5 (Fig. 7,
for EUR —5.6 % and —5.3 %, respectively), these particles
do not exhibit any sensible variations in RCP2.6. As dust
emissions are not taken into account within the simulated
domain in our simulations and boundary conditions are the
same in these scenarios, changes in the advection of dust
aerosols is responsible for these variations. Therefore only
advection plays a role, and cannot be captured by a local cor-
relation analysis by definition.

The reason for the increase in dust particles in RCP2.6 sce-
narios for MEDE could be the different behavior that is seen
in meteorological parameters for this subdomain compared
with the others. The temperature decreases in this scenario
after the 2040s in contrast with the other two scenarios, and
therefore induces changes in RH that are different from the
other scenarios. The average RH in RCP2.6 remains higher
than the other scenarios, although it is lower than historic
simulations for MEDE (Fig. S9). Until this point, we mostly
have discussed climate change related modifications in PM
sources, some sinks and transport. However, we should also
take the effect of climate related changes effecting wet de-
position into account. For RCP4.5 and RCP8.5, the amount
of precipitation remains rather constant over the MEDW,
whereas it increases in RCP2.6 (Fig. S3). The precipitation
duration decreases for RCP4.5 and RCP8.5 over this subdo-
main, whereas it stays quite constant for RCP2.6 for MEDW.
Thus, both the amount of precipitation and the precipitation
duration are stronger in RCP2.6 than in RCP4.5 or RCPS.5.
This could, in addition to different advection patterns, ex-
plain the lower MEDW dust concentrations in RCP2.6. How-
ever, for MEDE, the amount of precipitation increases as the
number of rainy hours decreases; this infers strong but infre-
quent rain episodes, which would explain the increase in the
dust concentration in this subdomain. The impact of chang-
ing precipitation frequency/amount is the dominant factor in
our simulations when it comes to dust concentration changes,
as changes in precipitation patterns result in changes in the
amount of wet deposition.

Salt particles show a high concentration in the Mediter-
ranean area and also over the Atlantic Ocean; they are the
most important PM species for the EUR and MED subdo-
mains. Sea-salt emissions are very sensitive to wind speed,
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leading to a correlation between salt concentrations and wind
speed (Fig. 11). Therefore, small changes in the salt concen-
tration in future scenarios compared with historic simulations
are mostly due to small wind speed changes in future climate.

3.4.4 Total PM;y and PM,; s dependencies on
meteorological components

Investigating the correlation between PMy and PM; 5 and
different meteorological parameters, reveals high spatial and
temporal variability. For the EUR subdomain, for both PM g
and PM; 5 the PBLH parameter shows the highest correlation
(anti-correlation). For the Mediterranean region, among all
of the meteorological parameters investigated, PMjo seems
to be more affected by wind speed, whereas PM; 5 seems
to be more affected by more by RH. The analysis of the
link between total PM g and total PM; 5 with meteorologi-
cal parameters (Fig. 11) is far less conclusive compared with
the individual component analysis. As a generalized conclu-
sion, PM o and PM, 5 tend to follow the correlations of their
largest contributor.

Finally, precipitation has been pointed out as a crucial, but
difficult to model/predict parameter in both current and fu-
ture meteorological/climatic simulations (Dale et al., 2001).
In our study, the correlations of PM or PM components with
the amount of annual precipitation are generally weak (and
positive correlations are sometimes even seen instead of the
expected anti-correlations). It has also been discussed, that
total annual precipitation duration could be more impactful
on the PM than the total amount of precipitation (Dale et al.,
2001). No correlation study was performed with this param-
eter in this work, but the decreasing total precipitation dura-
tion in all scenarios could induce some increase in PM and
its components.

4 TImpacts of boundary condition and anthropogenic
emissions

While climate on its own can have important impacts on the
future concentrations of different species, other drivers might
have their specific effects on PM concentrations, which can
either amplify or compensate for the climate-related ef-
fects. This section explores the impacts of two other drivers:
boundary conditions and anthropogenic emissions. Five sets
of simulations were used to achieve this goal, one where
boundary conditions were changed together with climate in-
puts, and two where anthropogenic emissions were changed
alongside climate inputs; these simulations were compared
with historic simulations as well as climate simulations with
constant boundary conditions and anthropogenic emissions.
It should be noted that boundary conditions are taken from
a global chemistry transport model; therefore, changing the
boundary conditions corresponds to changing the global cli-
mate and the global anthropogenic emissions at the same
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time. However, comparison between the regional climate
change and the BC impact are strong enough for all com-
pounds (see below) to conclude on a major driver, very
probably beyond uncertainty. Finally, in an effort to provide
a more comprehensive view of what the accumulative ef-
fects of all drivers would be, the aforementioned simulations
are compared with a series of simulations where all drivers
change at the same time. Keep in mind that the series of sim-
ulations where all drivers change at the same time show not
only the accumulative impacts of all drivers, but also the non-
linear relationships that exist between different drivers. In
these simulations, RCP4.5 related climate and boundary con-
ditions are compared with the historic ones, 2050 regional
current legislations emissions (CLE) and maximum feasible
reductions (MRF) are compared against 2010 emissions. In
total, in this section, six series of simulations are presented
(the numbers in parenthesis refer to Table 1): historic sim-
ulation (simulation 1), climate impact simulation (simula-
tion 3), boundary condition impact (simulation 5), emission
impact (simulations 6—7) and accumulative impacts (simula-
tion 8). For each series, 10-year-long simulations are used,
between 2046 and 2055 for future scenarios and between
1996 and 2005 for historic simulations. In this way, the ef-
fect of boundary conditions, emissions and climate are cal-
culated separately and compared with the overall changes in
simulation 8. In Fig. 12 the impact of each driver is shown
separately in terms of relative change (Sect. S8 for seasonal
changes).

4.1 Boundary conditions

Among PMjy components, dust, nitrate, BSOA, POA and
sulfates show the highest impact on future PM concentra-
tions when boundary conditions change, with other species
showing only minor changes or no change at all (Fig. 12).
Among these species, dust particles show the strongest de-
pendence on boundary conditions: an increase of +77£2 %,
+30£10.7 %, +9+1.9 % and +-51+15.2 % for EUR, MED,
MEDW and MEDE, respectively, for future RCP4.5 with re-
spect to historic boundary conditions. Their simulated depen-
dence on regional climate was indeed much smaller (—9 +
03%, —4+1.4%, +3£0.6% and —4+1.8 % for EUR,
MED, MEDW and MEDE, respectively, for the same pe-
riod). It is important to bear in mind that the concentration
of dusts in the European subdomain in our simulations is
0.8 ugm—> on average with an important spatial variability,
with concentrations dropping significantly as we move fur-
ther north (Fig. 9). Therefore, the low relative changes sim-
ulated for the Mediterranean subdomains have to be consid-
ered as a sign of the high absolute sensitivity to the scenario.
The reason for the important changes in these species may be
due to wind intensity and humidity in source regions or land
use changes caused by climate change outside our domain.
There are many uncertainties regarding the future changes
of dust concentrations (Tegen et al., 2004; Woodward et al.,

www.atmos-chem-phys.net/19/4459/2019/

2005). Changes in climate drivers such as precipitation, wind
speed, regional moisture balance in source areas, and land
use changes, either resulting from anthropogenic changes or
for climatic reasons, can have important effects on dust emis-
sions (Harrison et al., 2001). Projection of changes in land
use resulting from both sources are highly uncertain, which
results in strong uncertainties in the projections of dust con-
centration changes in future scenarios (Tegen et al., 2004;
Evan et al., 2014). Furthermore, the Mediterranean Sea is lo-
cated on the southern border of the domain used in this study;
therefore, it should be noted that although the results of dust
concentration changes seen in this study are consistent with
existing literature, the model might not be capable of consis-
tently capturing the relationship between boundary condition
changes and the southern parts of the Mediterranean due to
the position of the domain. This is not the case for the Euro-
pean subdomain.

Nitrates and BSOA are more affected by climate change
impacts than by boundary condition input changes in all
subdomains (—13+2.6%, +14+£0.5%, —2+0.8% and
+12 40.7 % for RCP4.5 compared with —6 +2.5 %, —26 +
0.5 %, —2340.9 % and —2540.7 % for boundary condition
changes for nitrates and +12+1.3 %, +23+1%, +24+1%
and +124+1.1% for RCP4.5 compared with +6 1.3 %,
+14+1.3%, +7+1 % and +14+1.4 % for BSOA for EUR,
MED, MEDW and MEDE, respectively).

Contrary to the species discussed above, sulfates and POA
are more sensitive to boundary conditions than to climate ef-
fects. Sulfates show a —2+1.2%, —7+1.6%, —6+0.9%
and —7 &+ 1 % decrease, whereas POA shows a —9 4 0.7 %,
—26+0.1%, —11£0.1 % and —19+0.1 % decrease related
to boundary conditions for EUR, MED, MEDW and MEDE,
respectively. Climate effects on these particles were smaller.

Ammonium shows a negligible change with regards to
boundary conditions in EUR, and an increase in most
Mediterranean subdomains (+12+0.3%, —140.1 % and
+12+0.2% for MED, MEDW and MEDE), whereas the
change in this species was mostly negative for climate im-
pact results.

4.2 Anthropogenic emissions

Changes in anthropogenic emissions in CLE and MFR 2050
inputs are compared with CLE 2010 emissions for different
species in the Supplement (Fig. S11). As expected, a de-
crease is seen for most species in CLE 2050 emissions, but
to a higher extent in the MFR 2050 scenario. A simple com-
parison between CLE and MFR 2050 emission scenarios is
shown in Fig. 13. Bear in mind that this figure shows the
effects of climate change (RCP4.5) and emission change at
the same time, as does every value presented in this para-
graph. For CLE simulations, sulfates show a decrease of
—28+1.2%, —29+1.3%, —34+0.9% and —18+0.9%
for EUR, MED, MEDW and MEDE, respectively, with re-
spect to historic simulations, whereas MFR scenarios show
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Figure 12. Relative impact of climate, boundary conditions and emission drivers on PM | components for different subdomains. Error bars

show the confidence interval calculated on annual averages.

a—60+1%, —51+£1.1%, —55+0.8% and —52+0.7 %
decrease for the same order of subdomains. The reason for
this decrease is the decrease in the emissions of SO, (SO,
emissions reduction of —30%, —53 %, —52 % and —42 %
for CLE and —60 %, —53 %, —57 % and —68 % for MFR
for the same order of subdomains). Particulate nitrates also
show a strong decrease with the decrease of precursor emis-
sions, presenting —48 +£2.5%, —324+0.4 %, —36+0.8 %
and —28 +£0.6 % for CLE and —79+2.2%, —61 +0.4 %,
—744+0.8% and —77 £0.5% for MFR for EUR, MED,
MEDW and MEDE, respectively, (NO, emission reduction
of —60 %, —38 %, —48 % and —30 % for CLE and —84 %,
—38 %, —76 % and —76 % for MFR for the same order of
subdomains). Ammonium displays the same behavior, show-
ing —36+1%, —55+0.2%, —56+£0.1 % and —18 +0.1 %

Atmos. Chem. Phys., 19, 4459-4484, 2019

for CLE and —68 0.9 %, —87+0.2 %, —87£0.1 % and
—64 £0.1 % for MFR for EUR, MED, MEDW and MEDE,
respectively. Other components such as BC and POA show
a strong decrease, as their concentrations depend directly on
the amount of anthropogenic emissions. Interestingly, BSOA
concentrations also show a strong decrease related to changes
in anthropogenic emissions (contrary to the increase for cli-
mate change alone). Values of —74+1.3%, —34+1.1%,
—39+1.1% and +4+1.3% for CLE and —36+1.1 %,
—64+1 %, —65+0.9 % and —35+1.1 % for MFR for EUR,
MED, MEDW and MEDE are seen, respectively, for this
species. The fact that the decrease in anthropogenic emis-
sions overshadows the increase in BSOA when looking at cli-
mate and boundary condition effects is an important message
to take away from these simulations. The exact mechanism

www.atmos-chem-phys.net/19/4459/2019/
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for this effect is not clear, although it could be due to the gen-
eral decrease of seed aerosol in these scenarios modifying the
gas—particle equilibrium for SVOCs formed from monoter-
penes and isoprene oxidation. Changes in oxidant levels due
to a decrease in anthropogenic emissions in addition to a di-
rect decrease in anthropogenic VOCs may be other reasons
for this change (i.e., less organic aerosol mass available for
oxidation products to condense on).

For the comparison of driver impacts (Fig. 12), only
CLE 2050 simulations for emission impact scenarios are
used, as CLE 2050 emissions are used in the simulation
where all drivers change (presented in Sect. 4.3). Almost all
species show strong dependence on emission changes, ex-
cept dust and salt particles. Quantitative effects vary for the
Mediterranean subdomains: the effect of emission changes
becomes less pronounced for species without maritime emis-
sion sources (such as NHZ), whereas they stay high for

www.atmos-chem-phys.net/19/4459/2019/

ach scenario ((future — historic) /historic - 100).

species like POA, BC and SO3~
shipping lines.

which can be emitted by

4.3 Cumulative impacts

To provide a more complete view of probable atmospheric
composition (under the hypotheses of the scenario) in the
2050s, the “All” scenario (Fig. 12) shows the combined ef-
fects of all drivers changing at the same time. There are many
uncertainties affecting future scenarios as can be surmised;
however, with regard to drivers that are explored here, this
scenario shows what a more realistic future air composition
might look like. As seen in Fig. 12, and with regard to total
PMjp and PM¢ components, the changes in emissions set
the tone for the future, meaning that a reduction in anthro-
pogenic emissions overshadows the climate and the bound-
ary condition drivers for most of species. This highlights that
mitigating air pollution with respect to air quality in the fu-
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ture depends greatly on the reduction of anthropogenic emis-
sions.

For PM for the period from 2046 to 2055 using RCP4.5,
the different drivers indicate a decrease of —15.6 %, —6.7 %,
—10.5 % and +4 % for EUR, MED, MEDW and MEDE, re-
spectively, mainly driven by anthropogenic emissions. Due
to the boundary condition changes, PM increases of +5.3 %,
+6.8 %, +1.2 % and +15.1 % for EUR, MED, MEDW and
MEDE, respectively, are observed, mainly because of the
dust concentration increase. The climate impacts on PMjg
concentrations for the same period are —2.9 %, —0.5 %,
+0.6 % and —1.6 % for EUR, MED, MEDW and MEDE,
respectively. The total change for the period from 2046 to
2055 using RCP4.5 (meaning in simulations where all drivers
change at the same time) is a decrease which is seen for all
subdomains for PM g (—11.8 %, —1 % and —9.2 % for EUR,
MED MEDW, and MEDE, respectively) except for MEDE
where an increase of +9.1 % is observed. Thus, for most
of the domains, the effect of emission reductions on PMq
concentrations around 2050 is reduced to a certain extent by
modifications of boundary conditions and regional climate.

5 Conclusion and discussion

We investigated the effect of different drivers on total PM g
and PM ;o components in future scenarios for different sub-
domains. For this purpose, an exhaustive number of scenar-
ios plus historic simulations were performed. The drivers
that were taken into account included climate change, an-
thropogenic emissions and boundary condition changes. For
each driver, simulations were compared against historic sim-
ulations and then the effect of a specific factor was calculated
separately and compared with a scenario where all drivers
changed at the same time. This approach was chosen as, in
the existing climate change literature, the effects of different
drivers are taken into account either all at once (Lacresson-
niere et al., 2017), separately but for a single driver and for
a short period of time, separately but using sensitivity tests
(Dawson et al., 2007; Megaritis et al., 2014), or in the best of
cases, separately and for an acceptable period of time but for
only one driver (Lemaire et al., 2016). The goal of this work
was to explore multiple drivers separately for PMjo and its
components for a coherent and comparable set of future sce-
narios, thereby making climate change analysis more com-
prehensible and more easily finding the drivers with the most
impact on the PM( future concentration changes. This work
focuses on the Mediterranean area as well as the European
region, as to date not many studies have focused on the cli-
mate change drivers in the Mediterranean area, although this
region might be highly sensitive to climate change; therefore,
this study directly responds to one of the major goals of the
ChArMEx project, in the context of which the research was
performed.
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Future scenarios that we performed show that in the 2050s,
in the case of an RCP4.5 scenario and CLE 2050 emissions, a
general increase in temperature and a decrease of the total av-
erage PMjg concentration is seen both in the European sub-
domain (—12 %) and the Mediterranean subdomain (—1 %).
The diminution of PM has also been reported in the litera-
ture for the European subdomain (e.g., Markakis et al., 2014;
Lacressonniere et al., 2014, 2017): the intensity of this de-
crease changes with the period that is taken into account and
the inputs used. The PM changes are far from uniform for
different seasons. For the European area a maximum change
of —24 % for spring and +9 % for summer is seen, whereas
for the Mediterranean area a maximum change of +25 % for
winter and —19 % for spring is observed. These values seem
to indicate different behaviors in the Mediterranean and Eu-
ropean areas. The reasons for these changes were explored
driver by driver and the effect of each driver was estimated.

Regional climate change alone results in a decrease of
PMg in RCP4.5 and RCP8.5, whereas RCP2.6 shows an
increase for PMjg. Among the PM|g components, BSOA
and nitrate particles show the most sensitivity to climate
change. It appears that, when exploring the impacts of cli-
mate change, nitrate decrease governs the decrease of PMjg
and PM; 5 in RCP4.5 and RCP8.5; however, in RCP2.6, the
increase in dust, salt and BSOA particles outweighs the de-
crease in nitrates. In the search for reasons for the changes
seen for PM components, correlations of meteorological pa-
rameters with individual components were investigated. Ni-
trates show a strong dependence (anti-correlation) on tem-
perature, especially during winter, when a correlation with
shortwave radiation and anti-correlations with wind speed
and PBLH are also observed. These relationships seem to
suggest a switch to slightly more “marine-type” conditions
for a future climate during winter (supported by correla-
tions calculated between different meteorological parame-
ters). BSOA also shows a strong correlation with temperature
(and therefore shows a strong increase in future scenarios) in
all subdomains, resulting from an increase in BVOC emis-
sions due to higher temperatures. Sulfate particles are seen
to have a correlation with RH and PBLH, although the extent
of this correlation changes depending on the subdomain ex-
plored. The relationship of SOAZf with RH can be related to
either the production of this aerosol from SO, or the forma-
tion of gas-phase SOZ_ from the oxidation of SO, by OH;
the dominance of these processes depends on the subdomain
and the season in which they are studied. Because of the gen-
eral RH pattern differences between RCP2.6 compared with
RCP4.5 and RCPS.5, sulfates show a particular 2-D struc-
ture in RCP2.6, which is different from the general pattern
seen for RCP4.5 and RCP8.5. The relationship of ammo-
nium aerosols with meteorological conditions is a combina-
tion of the relationships of SOi_ and NOj3" with these condi-
tions. Salt particles show a clear correlation with wind speed,
whereas dust concentrations present a weak relationship with
the meteorological parameters tested, as their changes are re-

www.atmos-chem-phys.net/19/4459/2019/




156

CHAPTER V. EFFECTS OF FUTURE DRIVERS ON PM;y CONCENTRATION

A. Cholakian et al.: Future climatic driver effects on PMyy components

lated to advection from outside the model domain and are,
therefore, not captured by local correlation analysis.

Future changes in boundary conditions (depicting long-
range transport from outside of Europe) greatly affect dust
concentrations, especially over the Mediterranean area. In
contrast, they only have a limited impact on sulfate, nitrate,
ammonium and OA concentrations. It is important to keep in
mind that, because of the position of the EURO-CORDEX
domain and the fact that the southern part of the Mediter-
ranean is located at the southern borders of the domain, the
model might not be able to capture the effects of global cli-
mate change and dust activity in a fully consistent way, al-
though the results show an important increase in dust con-
centrations due to long-range transport.

Emission changes show the largest effect on all non-sea-
salt and non-dust PMo/PM; 5 components. One of the most
interesting cases that was encountered in the emission change
scenarios was the decrease in BSOA due to anthropogenic
emission changes. This is tentatively attributed to changes
in seed aerosol and the changes in oxidant levels because
of the decrease in anthropogenic emissions in addition to a
direct decrease in anthropogenic COVs. The same impact,
with the same important intensity, was seen in a study in
preparation by Ciarelli et al. (2019), when looking at an en-
semble of simulations in the framework of the EURODELTA
multi-model experiment. Sartelet et al. (2012) also noted an
important change in SOA concentration in their simulation
when changing the anthropogenic emissions. However, the
exact mechanism of this relationship still needs further in-
vestigation. Compared with the other two drivers, the effects
shown by the anthropogenic emission reduction are unde-
niably more important for most species. This leads us to
the conclusion that, according to our study, anthropogenic
emission reduction policies (or the lack thereof) will have a
strong impact on the concentrations of PM seen in the future;
furthermore, the impact of anthropogenic emissions will be
more significant than the affects of both regional climate and
long-range transport.

Another point that has been raised in this article is the dif-
ferences between the European subdomain and the Mediter-
ranean Sea and the difference between the eastern and west-
ern Mediterranean. The behavior of these subdomains dif-
fers when they are exposed to climate change. Meteoro-
logical changes in the domain show increasing tempera-
tures, increasing PBLH and decreasing humidity. Winters
and springs seem to become drier, while the other two sea-
sons become wetter with respect to the amount of precipita-
tion; rain episodes also become more intense and shorter in
most cases (except for RCP2.6). The concentration of PM g
is generally higher in the Mediterranean due to higher con-
centrations of dust and salt particles, whereas its annually
averaged changes in the future remain quite similar to what
was seen for the European subdomain. Seasonally, in the
Mediterranean a maximum for PM1(y concentrations is seen
for spring when dust episodes are more common, contrary
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to the European subdomain (maximum in winter for EUR).
Emission reduction policies will reduce the concentrations of
anthropogenic species in the basin by almost the same per-
centage as the European subdomain shown in this work (for
example, for sulfates, anthropogenic emissions reduction re-
sults in —29 % and —30 % for EUR and MED, respectively,
for CLE2050 emissions). While this fact shows that emis-
sion reduction policies will reduce the PM; 5 and lower the
aerosol fraction of pollution, they will not lessen the Mediter-
ranean PM ¢ burden by much, as the PM( concentration in
this area is dominated by dust and salt concentrations. For the
dust concentrations, our scenarios show an increased concen-
tration in the Mediterranean due to long-range transport, es-
pecially in the eastern basin. However, changing land use in
the northern African area will affect the concentration of dust
in the Mediterranean; however, the extent and even the direc-
tion of this change is uncertain. Literature suggests that the
dust concentrations due to land use changes in future scenar-
ios can decrease or increase depending on the scenario that
has been taken into account (Tegen et al., 2004; Woodward
et al., 2005).

While exploring the three aforementioned drivers is im-
portant for understanding the behavior of PM and PM com-
ponents in the future, there are other aspects that also need
exploring in future studies. Other additions to this study
would be, for example, to explore the effects of land use
changes, OA simulation scheme changes and BSOA trend
changes related to ASOA changes. Land use changes, apart
from the previously mentioned effects on dust emission, can
affect the emissions of BVOC, which can change the future
concentrations of BSOA and can also change the deposition
of different species in future scenarios. Additions to inor-
ganic aerosol formation in future scenarios (such as differ-
ent salt formation schemes, dimethyl sulfide formation from
the sea surface and so on) would also be useful additions to
the field of climate change study. Furthermore, the driver by
driver approach can be taken with each of these parameters
in order to explore their effects on future changes of PM con-
centrations.
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