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Introduction 1
Numerical simulations in chemistry and physics are today not only used to obtain
the solution of non trivial models that are not analytically solvable, but mostly to
interpret the outcome of experiments and to design new molecules or materials
with desired properties. The two latter tasks often demand an unprecedented
accuracy, which is in conflict with the development of methods that generally
include many approximation steps. In this thesis work, we develop and explore
numerical methods to address a particularly challenging aspect of the simulation
of molecular and condensed matter systems: the inclusion of nuclear quantum
effects in the calculation of time-dependent correlation functions, which are directly
related to spectroscopy. In spite of recent developments and interesting progress,
this problem is still largely open and has both theoretical and practical interest.

To exemplify the relevance of nuclear quantum effects, we focus on Hydrogen, the
lightest and most abundant element in the Universe, which is a basic constituent
of inorganic matter and living organisms. Its nucleus, even though it is much
heavier than the electron, has a De Broglie wavelength at room temperature of the
order of the Angström, comparable in many situations with interatomic distances.
Thus, for this key element, quantum properties, such as tunnelling or zero-point
energy, are often not negligible. Nuclear quantum effects (NQEs) are therefore
relevant not only to describe processes of experimental significance occurring at
low temperature [1, 2] or high pressure [3, 4, 5], but also surprisingly close to
ambient conditions, as in the case of reactions involving proton transfer [6, 7] or
displaying significant isotopic effects [8, 9, 10, 11, 12, 13]. The growing interest
in quantum computing, and, in general, in engineering of materials approaching
scales where classical mechanics fails, further motivates work in this area. It is
therefore of great interest to understand and model the quantum behavior of nuclei
both from the statistical and dynamical points of view. In this thesis, we explore
theories and develop numerical methods that treat both aspects, with a special
focus on quantum dynamics. The field of quantum dynamics being very large, we
will limit our scope to nuclear systems at thermal equilibrium, with the electronic
degrees of freedom treated in the Born-Oppenheimer approximation (i.e. assuming
an adiabatic separation between the electronic and nuclear time scales).
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Currently, most simulations involving large atomic systems, for example in bio-
chemistry, use empirical potential energy surfaces to account for the electronic
degrees of freedom (in the Born-Oppenheimer approximation) and treat the nuclei
as classical particles. These empirical potential energy surfaces are often designed
to reproduce some experimental properties using classical dynamics for the nuclei.
The quantum nature of the nuclei is thus hidden in the construction of the empirical
potential. This behavior greatly hinders the reliability and generalizability of such
potentials which break down when nuclear quantum effects are strong. Moreover
this approach is not fully satisfying conceptually as it does not improve our under-
standing of the quantum processes at the atomic scale.
On the other hand, first-principles methods to compute the Born-Oppenheimer po-
tential energy (such as the density functional theory) have so far been restricted to
relatively small systems and short time scales. However, in the recent years, very fast
progress has been made in the advanced methods aiming at reliably interpolating the
results of first-principles calculations, for example using polarizable force fields [14,
15, 16, 17] or machine-learning techniques [18, 19, 20, 21, 22, 23, 24]. These
methods provide accurate potential energy surfaces at a much lower computational
cost and can be used to study larger systems over longer time scales. These accurate
potentials, however, which do not include NQEs implicitly, can give disappointing
results when coupled to classical dynamics of the nuclei [24, 25]. NQEs should
therefore be accounted for explicitly to obtain fully quantum simulations of both
electrons and nuclei which could in principle explain and predict experimental
results in various conditions of temperature and pressure, and in complex chemical
environments.

For distinguishable particles, the evaluation of time-independent statistical prop-
erties has been essentially solved within the framework of path integrals (PI) by
mapping the quantum thermal density into a Boltzmann-like function for an isomor-
phic classical system [26, 27, 28, 29], often referred to as a "ring-polymer". In this
isomorphism, each quantum particle is represented via a set of replicas, or beads,
governed by a purely coordinate-dependent potential. The representation is exact
in the limit of an infinite number of replicas and its numerical convergence can be
systematically tested as a function of this number. Classical techniques can then be
applied to sample the density with a cost that increases linearly with the number of
replicas compared to the classical case.
Although path integrals do provide the reference method, their numerical cost can
become problematic if not prohibitive for systems requiring large number of replicas
for convergence, especially when first-principles interactions are needed. This mo-
tivated the development of alternative approaches, in particular the family of the
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Quantum Thermal Bath (QTB) and quantum thermostat schemes, that reproduce
statistical quantum properties such as zero point energy via a Langevin equation
with colored noise [30, 31]. Although not rigorously derivable, these equations can
be integrated at a cost comparable to that of classical calculations and they have
proved useful for several interesting many-dimensional systems [4, 5, 32, 33, 34,
35].

On the other hand, the modelling of nuclear quantum dynamics, i.e. the computation
of time-dependent properties of the nuclei, remains a very important theoretical
challenge. These dynamical properties, captured by time correlation functions (see
section 2.2.2), are relevant as they can be probed through different experimental
techniques such as infrared/Raman spectroscopy or measurement of rate constants.
Since direct resolution of the time-dependent Schrödinger equation is impossible for
large systems due to its exponential scaling with the number of degrees of freedom,
approximate schemes must be designed. Some methods attempt to mitigate the expo-
nential scaling with smart choices of basis to represent the wavefunction. Examples
of these methods are the Multi-Configuration Time-Dependent Hartree (MCTDH,
see ref. [36]) and the Discrete Variable Representation (DVR, see ref. [37]). These
methods can yield highly accurate results but are computationally very intensive
and, for completely realistic interactions, are usually limited to systems containing
at most a dozen degrees of freedom.
The real-time path integral formulation of quantum dynamics also enables, in princi-
ple, to compute time-dependent properties exactly. It is however computationally
problematic as it relies on averaging over an infinite number of paths weighted
by a phase factor. This phase factor prevents using standard statistical methods
(such as importance sampling) and oscillates widely so that a brute force average is
very difficult. This incarnation of the so-called sign problem in quantum dynamics
makes the use of path integrals as problematic as the exponential scaling of the
Schrödinger equation. Thus real-time PIs are often impossible to manage for large
systems (although accurate approximate schemes have been devised for systems in
which only a small subset of degrees of freedom must be treated accurately[38, 39]).
More computationally affordable approaches therefore have to be explored in order
to study larger systems.
In this thesis, we will focus on trajectory-based methods as they provide computa-
tionally efficient approximations for treating mildly quantum particles. Indeed, in
most conditions of temperature and pressure, even the Hydrogen nucleus does not
display highly quantum behaviors such as deep tunneling or quantum coherence.
The most relevant quantum effect for this thesis is thus zero-point energy, that can be
well reproduced by trajectory-based methods. Furthermore, in systems containing
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large numbers of degrees of freedom, the decoherence due to the interaction with
a complex environment often reduce the time scales in which quantum effects are
relevant, enabling a reasonable description with methods using some form of clas-
sical propagation to derive short-time approximations of the quantum propagator.
A family of such methods exploits the dynamics of the PI ring polymer in order
to approximate nuclear quantum dynamics. The most common representatives
of this family are Centroid Molecular Dynamics [40, 41, 42, 43, 44] (CMD) and
Ring-Polymer Molecular Dynamics [45] (RPMD).
Closer descendants of time-dependent path integrals are found in the family of
semi-classical methods. These are derived from stationary phase approximations of
the quantum time propagator or of pairs of propagators appearing in the expression
of time correlation functions (TCFs). One of the simplest and widely used methods
in this family is the Linearized Semi-Classical Initial Value Representation (LSC-IVR,
sometimes also referred to as classical Wigner) which couples quantum statistics and
classical dynamics to approximate quantum time correlation functions at thermal
equilibrium [46]. This method relies on the Wigner thermal distribution which
allows to rewrite quantum statistical mechanics in a (generalized) phase space, with
strong analogies to classical mechanics. The Wigner distribution is thus a bridge
between the quantum and classical formalisms (more details in sections 2.2.2 and
3.1). However, its computation presents some notable practical difficulties and,
since the analytic form of this distribution is generally unknown, one must rely on
numerical methods to estimate it. This calculation is highly non-trivial (for reasons
that will become clear in section 2.2) and the design of approximations for the
Wigner distribution is an important topic of research (see for example refs. [47, 48,
49, 50, 51, 52]). In section 3.1 we present some of the most common approximations
to the Wigner density and in chapter 4, we introduce a new approximation which
constitutes the core of this thesis.
Recently, many other trajectory-based schemes have been proposed to compute
dynamical properties (see for example [53, 54, 55, 56]). Most notably for this
thesis, the QTB trajectories also allow to compute approximate quantum TCFs [4].
The QTB presents some limitations such as zero-point energy leakage (ZPEL, see
refs. [57] and section 3.3 of this work) but recent improvements have been made to
monitor and correct the ZPEL in QTB simulations [58]. These developments open
up its use for more systems with more reliable results and, in this work, a particular
focus will be given to the comparison of the QTB to more standard methods.

Within this flourishing diversity of methods, it is important to be able to distinguish
and compare the different approximations. Currently, two limiting cases constitute
the "bare minimum" for an approximate quantum dynamics method: it must be
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exact in the classical (high-temperature) limit and for the harmonic potential. All
of the approaches presented in this work fulfill this criterion and those that do
not are typically considered less interesting by the community. Comparison of
methods beyond these limiting cases is however quite difficult and we usually
lack quantitative and rigorous arguments. Therefore, one of the main goal of this
thesis is to systematically compare a set of common methods (along with the newly
developed ones) on a collection of simple models in order to better understand in
which cases and how they differ. As we shall see, this comparison enables to compare
the performance of different approaches with respect to spectral features that are
typically associated with some kind of coherence: overtones, combination bands,
and Fermi resonances. This is interesting – and has motivated recent numerical
research [59] – because the inability to reproduce this kind of features is often
attributed to the (generalized) classical dynamics adopted. Here we shall provide
analytical results and numerical evidence suggesting that the situation is more
complex and that classical dynamics cannot "always be blamed".

The thesis is organized as follows. In chapter 2, we lay down the theoretical
framework of quantum statistical mechanics and set the notations. In this chapter,
we focus on the definition of time-dependent properties and in particular of time
correlation functions. In chapter 3, we present the trajectory-based methods for
approximate quantum dynamics that are the most relevant for this work and provide
the necessary details for their implementation. The chapters 4, 5 and 6 contain the
original contribution of this work, organized as follows. In chapter 4, we introduce
a new approximation to the Wigner distribution based on the Edgeworth expansion.
We also describe an original generalized Langevin dynamics, the Wigner-Langevin
Dynamics (WiLD), that conserves this approximation and we show, on some model
systems, that it can be used as an ad hoc approximation to quantum dynamics.
The new sampling scheme for the Wigner distribution, combined with classical
dynamics, also provides an interesting variation on the theme of linearized initial
value representation. We analyze the advantages offered by the more accurate
sampling of the initial conditions that we propose, compared to alternatives. In
chapter 5, we compare the results of different approximate methods on simple
models for some relevant anharmonic effects in vibrational spectra (overtones,
combination bands and Fermi resonances). We derive analytical expressions, within
the perturbation theory, that allow to quantitatively compare the accuracy of the
different methods and shed some light on the origin of their differences. Finally, in
chapter 6, we extend our analysis to more realistic and complex systems (namely
liquid and solid-phase water) in order to assess the performance of the newly
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introduced methods and to test the generalizability of the observations of chapter
5.
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Theoretical Framework 2
In this chapter, we lay down the theoretical framework for statistical mechanics
at thermal equilibrium and define the objects of interest for this work. We will
particularly focus on defining time correlation functions in the quantum framework
(some relevant trajectory-based methods used to compute them are reviewed in
chapter 3).

This chapter is meant to set the notations and will be used as reference in the
following of the thesis. Most of its content is detailed in ref. [60] and other standard
statistical mechanics textbooks.

In this chapter and in chapter 3, we will present the formalism for a unidimensional
system modeled by the (time-independent) potential V (q). The generalization to
multiple degrees of freedom to treat atomic systems within the Born-Oppenheimer
approximation is straightforward (unless stated otherwise).

2.1 Classical statistical mechanics at thermal
equilibrium

We consider in this section a classical system and denote (q, p) the phase space vector
with q the position and p the momentum. In the canonical ensemble, the thermal
equilibrium of this classical system is characterized by the Boltzmann probability
density on the phase space:

ρcl(q, p) = e−β(p2/2m+V (q))∫
dqdp e−β(p2/2m+V (q)) (2.1)

with β = 1/kBT the inverse thermal energy and m the mass of the system. In
the following, we will only consider the case of a time-independent potential V (q),
yielding a time-independent probability density.

Statistical properties of the system are computed by averaging an observable (a
function of the phase space vector for a classical system) over the Boltzmann density.
Statistical physical properties fall into two categories: time-independent (static)

7
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properties and time-dependent (dynamical) properties. The average kinetic energy
(which is related to the temperature by the equipartition principle) is an example
of a static property. On the other hand, infrared and Raman vibrational spectra
(for example) are dynamical properties of the system. The average value of the
observable A(q, p) is a static property given by:

〈A〉cl =
∫

dqdp ρcl(q, p)A(q, p) (2.2)

〈A〉cl can be estimated by averaging over a large number of configurations, drawn
randomly according to the Boltzmann distribution. This random draw can be
performed using Monte Carlo methods (for example with the Metropolis algorithm)
or thermostatted molecular dynamics (for example with Langevin dynamics).

Dynamical properties are more involved than static properties since they depend
on time (and more precisely on time differences since the distribution is time-
independent). Most relevant dynamical quantities can be related to time correlation
function (TCFs). The TCF of observables A(q, p) and B(q, p) with a time difference t
that we will denote cAB(t) is given by:

cAB(t) =
∫

dqdp ρcl(q, p)A(q, p)eiLcltB(q, p)

= 〈A(q, p)B(qt, pt)〉cl (2.3)

The time evolution operator eiLclt acts on B(q, p) by replacing (q, p) by the phase
space point (qt, pt) obtained after a Newtonian evolution over a time t starting from
position q and momentum p. The classical Liouville operator iLcl is given by:

iLcl = p

m

∂

∂q
− ∂V (q)

∂q

∂

∂p
(2.4)

and provides the equations of motion of the classical system.

The direct application of equation (2.3) to estimate TCFs implies sampling initial
configurations (q, p) from the Boltzmann distribution (using the Monte Carlo ap-
proach for example), computing the first observable A(q, p), propagating the phase
space vector using the classical equations of motion to obtain (qt, pt), multiplying the
second observable to obtain A(q, p)B(qt, pt) and finally averaging the results over all
samples for each time t. Another method exploits the property of ergodicity, i.e. the
fact that a single MD trajectory explores all microstates with the correct probability
distribution. For an ergodic dynamics, the Wiener-Khinchin theorem [61] states that
TCFs can be extracted from the Fourier transform of a single trajectory, which is
numerically more efficient than the direct method. Ergodicity can be assumed in
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the case of large systems (in the thermodynamic limit), even for conservative (NVE)
dynamics, or it can be actively enforced using a mild thermostat (for example a
Langevin thermostat with a small coupling to the thermal bath). While the thermo-
stat will modify the Newtonian dynamics (and thus the time correlation functions),
it is sometimes possible to either minimize the coupling to the thermostat or to
recover the correct TCF via post-processing (see for example ref. [62]).

2.2 Quantum statistical mechanics at thermal
equilibrium

The thermal equilibrium state of a quantum system is characterized by the thermal
density operator ρ̂ defined as:

ρ̂ = e−βĤ

Tr
[
e−βĤ

] = e−βĤ

Z
(2.5)

with Ĥ the Hamiltonian operator of the system, Tr[ · ] the trace function and Z =
Tr
[
e−βĤ

]
the partition function. Note that, as for the classical case, we only consider

here time-independent Hamiltonians. In the following, we will use unidimensional
notations. The generalization to multiple degrees of freedom is straightforward in
the case of distinguishable particles (often referred to as boltzmannons in contrast
with fermions and bosons). The density operator can then be used to express both
static and dynamical properties.

2.2.1 Static properties

The thermal average of a physical observable described by the operator Â is given
by: 〈

Â
〉

= Tr
[
ρ̂Â
]

(2.6)

In practice, to compute a physical property, one has to choose a representation
basis. For example, if one can solve the Schrödinger equation for the system, the
density operator can be rewritten as a statistical mixture of wavefunctions. We will
also present two alternative representations, namely the path integrals form of the
density operator and its phase-space expression using Wigner’s formalism.

2.2 Quantum statistical mechanics at thermal equilibrium 9



Statistical mixture of wavefunctions

Let us denote |Ψi〉 the eigenstates (wavefunctions) of the Hamiltonian operator with
eigenvalues Ei (energies). One can rewrite the density operator as:

ρ̂ =
∑
i e
−βEi |Ψi〉 〈Ψi|∑
i e
−βEi

(2.7)

and compute any thermal average as:

〈
Â
〉

=
∑
i e
−βEi 〈Ψi|Â|Ψi〉∑

i e
−βEi

(2.8)

This expression is straightforward to apply when one can solve the Schrödinger equa-
tion. For large systems however, analytical or numerical solution of the Schrödinger
equation is usually out of reach. In such cases, it is more efficient to use Feynman’s
path integrals representation of the density operator.

Path integrals expression

In the framework of path integrals, one usually focuses on observables that depend
on position only (that we will denote A(q̂)) and expands the trace in (2.6) in position
representation, yielding:

〈A(q̂)〉 = 1
Z

∫
dq 〈q|e−βĤ |q〉A(q) (2.9)

where A(q) is now simply a function of q. The difficulty is then to compute the
diagonal elements of the density operator 〈q|e−βĤ |q〉. To do so, we separate the
Hamiltonian in a kinetic term K and potential term V : Ĥ = K(p̂) + V (q̂). Since
q̂ and p̂ do not commute, the Hamiltonian operator is not diagonal in position
representation and thus one cannot directly express e−βĤ |q〉. Separately however,
e−βK(p̂) and e−βV (q̂) can be expressed in position representation. It is then tempting
to split the exponential but since q̂ and p̂ do not commute,

e−βĤ 6= e−βK(p̂)e−βV (q̂) (2.10)

One can show that at high temperature i.e. for a small inverse temperature ε→ 0,
one obtains:

e−εĤ = e−
ε
2V (q̂)e−εK(p̂)e−

ε
2V (q̂) +O

(
ε3
)

(2.11)

2.2 Quantum statistical mechanics at thermal equilibrium 10



By noting that e−βĤ =
(
e−

β
ν
Ĥ
)ν

for any integer ν, we obtain the symmetric Trotter
break up of the density operator:

e−βĤ =
(
e−

β
2ν V (q̂)e−

β
ν
K(p̂)e−

β
2ν V (q̂)

)ν
+O

(
β3

ν2

)
(2.12)

and the exact density operator is recovered in the limit ν →∞. Note that the error
is of second order in 1/ν in eq. (2.12) because we accumulate ν times the error of
(2.11).

By inserting resolutions of the identity in position representation Î =
∫

dx |x〉 〈x|
between each of the ν slices, we obtain the path integral expression of the diagonal
elements of the density operator:

1
Z
〈q|e−βĤ |q〉 = lim

ν→∞

∫
dq1 . . . dqν−1 ρPI(q1, . . . , qν−1, q) (2.13)

with ρPI the path integral distribution given by [60]:

ρPI(q1, . . . , qν) =
exp

{
−β
ν

∑ν
i=1

(
1
2mω

2
ν(qi − qi−1)2 + V (qi)

)}
∫

dq1 . . . dqν exp
{
−β
ν

∑ν
i=1

(
1
2mω

2
ν(qi − qi−1)2 + V (qi)

)} (2.14)

with ων = ν/β~ and the cyclic condition q0 = qν . The density matrix is thus formally
rewritten as the classical distribution of an extended system (q1, . . . , qν) of dimension
ν. This extended system is composed of ν (classical) replica of the system (the so-
called "beads") at positions qi (i = 1, . . . , ν) which are independently subject to the
physical potential V (qi) and are connected to their nearest neighbors qi+1 and qi−1

via a harmonic potential of frequency ων . This extended system is often called a
"ring-polymer" (see figure 2.1) in analogy with the models of polymer physics. This
rewriting is known as the quantum-classical isomorphism devised by Feynman. It is
also often referred to as "imaginary-time" path integrals by analogy with the similar
process used to rewrite the quantum time propagator e−iĤt/~, the operator e−βĤ is
then referred to as the imaginary-time propagator.

Using (2.14) and its cyclic invariance, one can compute static properties as:

〈A(q̂)〉 = lim
ν→∞

∫
dq1 . . . dqν ρPI(q1, . . . , qν)

(
1
ν

ν∑
i=1

A(qi)
)

(2.15)

In this form, 〈A(q̂)〉 is obtained as a classical average for an equivalent system in
an extended space, subject to an effective potential expressed in (2.14) and one
can use one of the various simulation techniques devised for classical systems in
order to sample the distribution ρPI such as Monte Carlo (PIMC) or thermostatted

2.2 Quantum statistical mechanics at thermal equilibrium 11
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Fig. 2.1.: Schematic representation of the ring polymer path integral for ν = 8. Each bead
x1, . . . , xν (represented by the blue circles) is subject to the physical potential and
connected to its nearest neighbors via a harmonic potential (represented by the
springs).

molecular dynamics (PIMD). At high temperature, the error made when splitting
the imaginary-time propagator is small and thus equation (2.13) converges with
few beads. We can also see that the stiffness of the harmonic springs connecting the
beads is proportional to ν/β so that in the high-temperature limit, the ring polymer
is very stiff and collapses to one point so that the classical expressions of paragraph
2.1 are recovered. On the other hand, at low temperature, the ring polymer is very
floppy and delocalized so that equation (2.13) requires many beads to converge.
The details of the convergence depends on the specific shape of the potential and on
the observables one needs to compute so that it must be systematically checked for
each system.

The Wigner thermal distribution

Up to this point, we mainly focused on static properties depending on position
only. It is more involved to compute momentum-dependent observables or mixed
position-momentum observables. Indeed, because of the Heisenberg uncertainty
principle, a quantum system cannot be localized in phase-space and thus a joint
position-momentum probability density, such as the Boltzmann density, cannot be
defined. Still, mixed position-momentum representations of the density operator
can be built which share important aspects with the Boltzmann density. One such
representation is the Wigner thermal distribution [63] defined as:

ρw(q, p) = 1
2π~

∫
d∆ e

ip∆
~

〈
q − ∆

2

∣∣∣∣ ρ̂ ∣∣∣∣q + ∆
2

〉
(2.16)
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This representation maps the density operator to a phase space distribution (which
tends to the Boltzmann density at high temperature)1. This distribution has some
important properties: first, its position and momentum marginal distributions are
the position and momentum probability densities respectively:∫

dp ρw(q, p) = 〈q|ρ̂|q〉 (2.17)∫
dq ρw(q, p) = 〈p|ρ̂|p〉 (2.18)

and consequently, the Wigner distribution is normalized (
∫

dqdp ρw(q, p) = 1).
Second, the Wigner distribution allows to write the average of any observable Â in
the form of a phase-space average:〈

Â
〉

=
∫

dqdp ρw(q, p)Aw(q, p) (2.19)

where Aw(q, p) is the Wigner transform of the operator Â defined as:

Aw(q, p) =
∫

d∆ e
ip∆
~

〈
q − ∆

2

∣∣∣∣ Â ∣∣∣∣q + ∆
2

〉
(2.20)

If the operator Â is a function of position only (resp. momentum only) A(q̂) (resp.
A(p̂)), then the Wigner transform is simply equal to the function A(q) (resp. A(p)),
so that (2.19) is very similar to the classical expression (2.2) with the only difference
that the Boltzmann density is replaced by the Wigner density. However, the apparent
simplicity of equation (2.19) is only superficial as the evaluation of the Wigner
distribution is a challenge in itself. Indeed, even if the non-diagonal elements of
the density operator

〈
q − ∆

2

∣∣∣ ρ̂ ∣∣∣q + ∆
2

〉
can be expressed as an open path integral,

the phase factor e
ip∆
~ poses tremendous numerical difficulties. Indeed, for a high-

dimensional system, this phase factor can wildly oscillate and becomes impossible to
sample accurately. This major difficulty is often called the "oscillating sign problem".
Moreover, the phase factor also implies that the Wigner distribution is usually not
positive everywhere (it is real by construction) and thus cannot be considered a
true probability density (it is often called a quasi-probability density). Consequently,
it is not directly possible to use the standard tools designed to sample probability
distributions.

Despite these difficulties, the Wigner density is relevant to compute static and, more
importantly, dynamical properties (as we will see in the next section) and thus

1Note that the concept of Wigner distribution is more general and can be used for any density operator
to obtain a mixed representation in two conjugate variables. For example, it is used in signal analysis
to build a time-frequency map of a complex signal s(t) as sw(t, ω) =

∫
dτeiωτs(t− τ/2)s∗(t+ τ/2)
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the development of numerically favorable approximations is an important topic of
research. In chapter 3, we will describe some of the most common approximations
to the Wigner density and in chapter 4, we propose and assess a new approximation
based on the so-called Edgeworth expansion.

2.2.2 Time correlation functions

Time correlation functions (TCFs) are dynamical properties of a system that can
be probed through different experimental techniques such as infrared/Raman spec-
troscopy or measurement of rate constants.

For a classical system, TCFs are real functions of time defined by equation (2.3) that
respect the so-called detailed balance cAB(t) = cBA(−t) (see ref. [64]).

In contrast, different quantum TCFs can be defined, that display slightly different
behaviors but are all related to each other by simple transformations, and all tend to
the classical TCF at high temperature. In this section, we review the most common
definitions of quantum TCFs, as used for the different methods that we describe in
the next chapter.

Standard form

The standard form of quantum time correlation function is defined as:

CAB(t) = Tr
[
ρ̂ÂB̂t

]
(2.21)

where Â and B̂ are two observables and we denote the time propagated operator
B̂t = eiĤt/~B̂e−iĤt/~ with e−iĤt/~ and eiĤt/~ the forward and backward time propa-
gators. If the Schrödinger equation can be solved for the system of interest, one can
rewrite the TCF in terms of wavefunctions as:

CAB(t) = 1
Z
∑
i,j

e−βEi 〈Ψi|Â|Ψj〉 〈Ψj |B̂|Ψi〉 eit(Ej−Ei)/~ (2.22)

The TCF is thus a sum of complex exponential terms, oscillating at frequencies that
correspond to the energy differences between the eigenstates. When the solution to
the Schrödinger equation is not available, it is useful to express CAB in terms of the
Wigner distribution as it is the basis of the linearized approaches presented in the
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next chapter. To that end, we expand the trace in position representation and insert
a resolution of the identity to obtain:

CAB(t) =
∫

dxdy 〈x|ρ̂Â|y〉 〈y|B̂t|x〉 (2.23)

We then introduce the change of variable x = q −∆/2, y = q + ∆/2 to obtain:

CAB(t) =
∫

dqd∆
〈
q − ∆

2

∣∣∣∣ρ̂Â∣∣∣∣q + ∆
2

〉 〈
q + ∆

2

∣∣∣∣B̂t∣∣∣∣q − ∆
2

〉
(2.24)

where q is the middle point between x and y and ∆ = y − x. By noting that the
Dirac delta function can be expressed as δ(∆ + ∆′) = 1

2π~
∫

dp eip(∆+∆′)/~ we can
rewrite:

CAB(t) = 1
2π~

∫
dqdp

(∫
d∆ eip∆/~

〈
q − ∆

2

∣∣∣∣ρ̂Â∣∣∣∣q + ∆
2

〉)
×
(∫

d∆′ eip∆′/~
〈
q − ∆′

2

∣∣∣∣B̂t∣∣∣∣q + ∆′

2

〉)
= 1

2π~

∫
dqdp [ρ̂Â]w(q, p)[B̂t]w(q, p) (2.25)

where [ · ]w represents the Wigner transform defined in equation (2.20). It is easy to
show that [B̂t]w(q, p) is always real (for any Hermitian operator B̂) but [ρ̂Â]w(q, p)
is not generally real since the product ρ̂Â is not necessarily Hermitian. As a result,
CAB(t) is a complex quantity and is therefore usually difficult to approximate using
classical-like methods. The equivalent of the detailed balance for the standard TCF
reads:

CAB(t) = CBA(−t)∗ (2.26)

The real part of the standard TCF, on the other hand, displays a more ’classical-
like’ behavior. We then take the real part of (2.25) and multiply and divide by
[e−βĤ ]w(q, p) to obtain:

c̄AB(t) = Re[CAB(t)] =
∫

dqdp ρw(q, p) fA(q, p) [B̂t]w(q, p) (2.27)

with:

fA(q, p) =
Re
[
[e−βĤÂ]w(q, p)

]
[e−βĤ ]w(q, p)

(2.28)

and we used the fact that ρw(q, p) = [e−βĤ ]w(q, p)/2π~Z. The real part of the
standard TCF follows the detailed balance c̄AB(t) = c̄BA(−t). One can then rewrite
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[B̂t]w(q, p) in terms of a quantum Liouvillian using the Wigner-Moyal series (see
refs. [65, 66]) which yields:

c̄AB(t) =
∫

dqdp ρw(q, p) fA(q, p) eiLQtBw(q, p) (2.29)

with:

iLQ = p

m

∂

∂q
−

∞∑
n=1,odd

1
n!

(
i~
2

)n−1∂nV

∂qn
∂n

∂pn
(2.30)

This form is similar to the expression of the classical TCF and it suggests a straightfor-
ward procedure to compute the quantum TCF: sample phase space points according
to the Wigner thermal distribution, evaluate the modified observable fA at these
points and multiply by the second observable at a later time t obtained using a
quantum time propagation. Each of these steps however is much more challenging
than their classical counterpart. Indeed, quantum time propagation is notoriously
difficult for large systems and, as already stated, the computation of the Wigner
distribution is demanding in itself. The third difficulty, which is milder, lies in the
evaluation of fA(q, p).

Using the definition of the Moyal ? product [67, 68, 69], we can rewrite:

[e−βĤÂ]w(q, p) = [e−βĤ ]w(q, p) ? Aw(q, p)

= [e−βĤ ]w(q, p)e
i~
2

(←−
∂
∂q

−→
∂
∂p
−
←−
∂
∂p

−→
∂
∂q

)
Aw(q, p)

=
∞∑
n=0

1
n!

(
i~
2

)n
[e−βĤ ]w(q, p)

(←−
∂

∂q

−→
∂

∂p
−
←−
∂

∂p

−→
∂

∂q

)n
Aw(q, p) (2.31)

where the arrows indicate the direction in which the derivatives act and the power
for derivatives corresponds to the order of derivation. Noting that all odd orders
in (2.31) are purely imaginary and therefore vanish in the real part of the TCF, we
obtain:

fA(q, p) =

∑∞
n=0

(−1)n~2n

(2n)! 22n ρw(q, p)
(←−
∂
∂q

−→
∂
∂p −

←−
∂
∂p

−→
∂
∂q

)2n
Aw(q, p)

ρw(q, p) (2.32)

While this expression seems difficult to evaluate, it greatly simplifies when consid-
ering linear observables of p̂ and q̂. If we denote Â = aq̂ + bp̂, we simply have
Aw(q, p) = aq + bp and the only term that does not cancel in the above series is the
zero order term, yielding faq+bp(q, p) = aq+ bp which is just the classical observable.
For example, the momentum autocorrelation function (ATCF), on which we will
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mostly focus in the following since it is related to physically relevant observables
such as vibrational spectra and diffusion constants, can be written:

c̄pp(t) =
∫

dqdp ρw(q, p) p eiLQtp (2.33)

which formally resembles the classical momentum ATCF if we replace ρw by the
classical probability distribution ρcl and the Liouvillian iLQ by iLcl . The real part of
the standard correlation function is well suited for quasi-classical approximations
such as LSC-IVR (Linearized Semi-Classical Initial Value Representation) or the QTB
(Quantum Thermal Bath) as we will see in the next chapter.

The real part of the standard correlation function can be related to the full correlation
function using the following relation on their Fourier transforms:

F{CAB} (ω) = 2
1 + e−β~ω

F{c̄AB} (ω) (2.34)

where F{ · } denotes the Fourier transform. For example:

F{CAB} (ω) = 1
2π

∫ ∞
−∞

dt e−iωtCAB(t) (2.35)

Relation (2.34) can be easily derived from the definition of the two TCFs in the basis
of the eigenstates of the Hamiltonian operator.

Kubo-transformed correlation function

The Kubo-transformed correlation function is defined as:

KAB(t) = 1
βZ

∫ β

0
dλ Tr

[
e−(β−λ)ĤÂe−λĤB̂t

]
(2.36)

Although this form seems more complicated than the standard correlation function,
it is real and respects the detailed balance KAB(t) = KBA(−t). It is also equal
to the classical correlation function in the harmonic case. The Kubo-transformed
correlation is at the basis of the approximations in which the dynamics of the
fictitious ring polymer of the PI picture is used to compute TCFs, namely CMD
(Centroid Molecular Dynamics), RPMD (Ring Polymer Molecular Dynamics) and
Matsubara dynamics (see next chapter). In these approaches, the integral over λ
in (2.36) is discretized and replaced by a sum over the polymer beads and we can
picture the observable Â as being "smeared" along the imaginary-time path.
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The Kubo-transformed correlation function can be related to the standard correlation
function using the relation:

F{CAB} (ω) = β~ω
1− e−β~ωF{KAB} (ω) (2.37)

and hence to the real part of the standard correlation function using:

F{c̄AB} (ω) = β~ω/2
tanh(β~ω/2)F{KAB} (ω) (2.38)

Symmetrized correlation function

The symmetrized correlation function is defined as:

GAB(t) = 1
Z

Tr
[
e−βĤ/2Âe−βĤ/2eiĤt/~B̂e−iĤt/~

]
= 1
Z

Tr
[
ÂeiĤτ

∗
c /~B̂e−iĤτc/~

]
(2.39)

with the complex time τc = t − iβ~/2. Contrary to the standard correlation func-
tion, the symmetrized correlation function is real and follows the detailed balance
GAB(t) = GBA(−t). It has been used in some rather unconventional approaches
where the real time t is treated as a parameter (on the same footing as the tem-
perature) in order to reduce the dynamical problem to a sampling problem [70,
71].

The symmetrized correlation function can be related to the standard correlation [60]
using the following relation on their Fourier transforms :

F{CAB} (ω) = eβ~ω/2F{GAB} (ω) (2.40)
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State of the Art in
trajectory-based methods

3
As stated in the introduction, we focus in this thesis on trajectory-based methods
for quantum dynamics. These methods involve strong approximations but allow
to treat relatively large condensed phase systems – that are inaccessible to more
refined methods – and can satisfactorily capture zero-point energy (ZPE) effects,
which are often the main quantum contributions for these systems in which deco-
herence is generally very fast. In this chapter, we briefly review the most common
approaches for numerical computation of approximate quantum time correlation
functions (TCFs) using generalized classical trajectories. This list is not intended to
be exhaustive but presents the methods that are the most relevant for the following
chapters.

Throughout this chapter, we illustrate the different methods using the following
unidimensional Morse potential:

V (q) = D
[
e−2αq − 2e−αq

]
(3.1)

with D = 20 kcal/mol and α = 2.5 Å
−1

. This potential is very useful to model
iono-covalent bonds, for example O-H bonds [72] and is often used to test approx-
imate methods for quantum dynamics. The parameters are chosen to provide a
strong degree of anharmonicity and in order to highlight the differences between
the approximate methods. The observations made for this potential are not nec-
essarily transferable to other systems. However, it is a relevant benchmark and
comparing the methods on this potential allows to emphasize important differences
in the approximated dynamics. Furthermore, this model introduces the problem of
anharmonic resonances which is the main topic of chapter 5.

3.1 Linearized Semi-Classical methods

Equation (2.29) provides an expression of the quantum TCF that closely resembles
the classical expression and separates the problem of quantum dynamics at thermal
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equilibrium in two sub-problems: the sampling of the Wigner thermal density on the
one hand and quantum time propagation on the other hand. Linearized methods
simplify the latter by truncating the quantum Liouvillian (2.30) at first order in ~
yielding:

iLQ = p

m

∂

∂q
− ∂V (q)

∂q

∂

∂p
+O

(
~2
)

= iLcl +O
(
~2
)

(3.2)

thus effectively replacing quantum time propagation by classical dynamics. The
procedure of the Linearized Semi-Classical Initial Value Representation (LSC-IVR)
thus consists in sampling initial conditions from the Wigner density and averaging
over a large number of classical (NVE) trajectories propagated from these points.
The LSC-IVR approximation to the real part of the standard TCF (2.29) is then:

cLSC-IVR
AB (t) =

∫
dqdp ρw(q, p) fA(q, p) eiLcltBw(q, p)

=
∫

dqdp ρw(q, p) fA(q, p) Bw(qt, pt) (3.3)

where (qt, pt) is the phase space point obtained after a classical propagation of
duration t starting from (q, p). If one can compute the Wigner density exactly, one
can show that LSC-IVR is exact in the short time limit, the harmonic limit and the
classical limit [73].

A qualitative analysis of replacing quantum dynamics by classical dynamics, can be
obtained via real-time path integrals. In this framework, quantum dynamics consists
in a sum of forward-backward paths that carry a phase factor which depends on
the difference between the two paths. The classical evolution forces the forward
and backward paths to be infinitely close together, thus cancelling the phase factor.
For infinitesimally short paths, this approximation is correct since the forward and
backward paths cannot deviate from one another (thus validating the short time
limit). At high temperature, all the paths collapse to give classical dynamics (thus
validating the classical limit). For a harmonic potential, the forward and backward
paths are naturally identical and the harmonic dynamics is classical since the first
correction to classical dynamics in the quantum Liouvillian depends on the third
order derivative of the potential which is null for a harmonic potential. We refer to
refs. [73, 74, 75] for more details.

Forcing the forward and backward paths to be identical, however, affects the physical
effects that can be captured using this approach. Indeed, it is often stated that
coherence effects are lost. While this is true of purely quantum interference features,
this statement may deserve a more careful analysis since some coherence effects
are preserved by the classical evolution. We will discuss this point in more details
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in Chapter 5. Furthermore, one can show that the classical Liouvillian does not in
general conserve the Wigner density:

iLcl ρw(q, p) 6= 0 (3.4)

and thus the LSC-IVR approximation to c̄AB(t) does not satisfy detailed balance.
This implies that the dynamics may display unphysical properties like zero-point
energy leakage (ZPEL) where energy unphysically flows along the propagation from
the high-frequency degrees of freedom to the low-frequency degrees of freedom
[76] (we will describe this effect in more details in section 3.3 since the ZPEL also
affects the Quantum Thermal Bath method).

The main technical difficulty for the LSC-IVR is to sample points according to the
Wigner density. As already stated, the Wigner density is a challenging quantity to
compute due to the phase factor in its definition and of its quasi-probability nature
(not positive everywhere). Many approaches have been devised to approximate
the Wigner density that often rely on (local or global) harmonic approximations.
We will review here the most popular of these approximations, namely the Local
Harmonic Approximation[47] (LHA) and the related Local Gaussian Approximation
[49] (LGA) and the Feynman-Kleinert Linearized Path Integral [51](FK-LPI). We also
briefly introduce the Phase Integration Method [52](PIM) that was a starting point
for the new approximation that we present in chapter 4. In the following, we will
prefix LSC to the name of the sampling method when we refer to the combination of
LSC-IVR with initial conditions given by the aforementioned method. For example,
LSC-LGA refers to LSC-IVR with initial conditions given by the LGA.

Despite these difficulties, the LSC-IVR has proven to be a useful tool to describe quan-
tum effects on the vibrational spectra of molecules and solids, for very anharmonic
energy potentials with negligible tunneling (see ref. [77] for a review of different
applications of LSC-IVR to realistic systems). In fact, in complex high-dimensional
interacting systems, coherence effects tend to be small and decay fast on relevant
time-scale for correlation of observables so that classical dynamics is able to catch
most of the relevant effects on the TCF.
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3.1.1 The Local Harmonic and Gaussian Approximations

To obtain the Local Harmonic Approximation (LHA), we start by splitting the Wigner
density (2.16) into the marginal position distribution 〈q|ρ̂|q〉 and the conditional
momentum distribution:

ρw(q, p) = 〈q|ρ̂|q〉

∫ d∆ e
ip∆
~

〈
q − ∆

2

∣∣∣ ρ̂ ∣∣∣q + ∆
2

〉
2π~ 〈q| ρ̂ |q〉

 (3.5)

In order to obtain an analytical expression of the ratio 〈q −∆/2| ρ̂ |q + ∆/2〉 / 〈q|ρ̂|q〉,
one expands the potential at second order around q as:

V (q + ε) = V (q) + ∂V (q)
∂q

ε+ 1
2mΩ2(q)ε2 +O

(
ε3
)

(3.6)

where the local frequency Ω2(q) is given by the mass-weighted hessian:

Ω2(q) = 1
m

∂2V (q)
∂q2 (3.7)

Using this approximation, one can rewrite the ratio of the matrix elements of ρ̂ as
[47, 49]: 〈

q − ∆
2

∣∣∣ ρ̂ ∣∣∣q + ∆
2

〉
〈q| ρ̂ |q〉

= exp
{
−mΦ(q)

2β~2 ∆2
}

(3.8)

where
Φ(q) = β~Ω(q)/2

tanh(β~Ω(q)/2) (3.9)

is the "quantum correction factor" (QCF) which is the ratio of the average thermal
energy of a quantum harmonic oscillator of frequency Ω(q) to the classical average
thermal energy kBT . One can then compute analytically the integral over ∆ and
obtain the local harmonic approximation to the Wigner thermal distribution:

ρw(q, p) ≈ 〈q|ρ̂|q〉
exp

(
−β p2

2mΦ−1(q)
)

√
2πmΦ(q)/β

(3.10)

One should note that the harmonic approximation only concerns the conditional
momentum distribution and that the full anharmonicity is kept for the evaluation of
the position distribution. In practice, sampling the Wigner distribution through LHA
consists in sampling the marginal position distribution using standard imaginary-
time path integrals and, for each position obtained in this way, one computes
the local frequency (3.7), deduces the QCF (3.9) and then samples the Gaussian
conditional momentum distribution of equation (3.10). The definition of the QCF in
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equation (3.9) holds only when the curvature of the potential is positive. If it is not
the case, for example when the potential displays a barrier, Ω2(q) is negative and
Ω(q) is imaginary. Using analytic continuation, one can extend the definition of Φ(q)
in the case of imaginary frequencies[49] :

Φ(q) = β~|Ω(q)|/2
tan(β~|Ω(q)|/2) if Ω2(q) < 0 (3.11)

However, in order to have a meaningful momentum distribution, the QCF Φ(q) must

be positive which it is not if Ω2(q) < −
(
π
β~

)2
. Thus for potential energy barriers with

a strong curvature, the LHA fails to describe the momentum distribution. To circum-
vent this problem Liu and Miller [49] proposed the Local Gaussian Approximation
which is a simple (ad hoc) modification of the QCF:

Φ(q) =



β~Ω(q)/2
tanh(β~Ω(q)/2) if Ω2(q) > 0

tanh(β~|Ω(q)|/2)
β~|Ω(q)|/2 if Ω2(q) < 0

(3.12)

Figure 3.1 shows the QCF in function of the adimensional parameter β~ω/2 where
ω = |Ω|sign(Ω2). We can see that for large negative values of β~ω/2, the QCF is
negative for the LHA while it slowly tends to zero for the LGA. Thus, the momentum
distribution is always well defined for the LGA.

For a multidimensional system of size N , the local frequency is a N × N matrix
obtained from the Hessian of the potential as:

Ω2
ij = 1

√
mimj

∂2V (q)
∂qi∂qj

(3.13)

If we denote (ω2
i )i=1...N the eigenvalues of Ω2(q), we define the QCF matrix Φ(q) as

diagonal in the same basis as Ω2(q) with eigenvalues (φi)i=1...N such that:

φi =



β~ωi/2
tanh(β~ωi/2) if ω2

i > 0

tanh(β~|ωi|/2)
β~|ωi|/2

if ω2
i < 0

(3.14)
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Fig. 3.1.: Quantum correction factor Φ in function of β~ω/2 for the LHA and the LGA. The
LHA curve becomes negative for β~ω/2 < −π/2 (The negative x-axis corresponds
to imaginary values of the local frequency Ω with ω = |Ω|sign(Ω2))

The conditional momentum distribution is then a generalized Gaussian distribution
and the LGA approximation to the N -dimensional Wigner distribution is then:

ρw(q, p) ≈ 〈q|ρ̂|q〉
exp

(
−β

2 p
TM−

1
2 Φ−1(q)M−

1
2 p
)

√
2π|M ||Φ(q)|/β

(3.15)

with M the diagonal mass matrix. One should note that for high-dimensional
systems, the Hessian of the potential, and thus the local frequencies, can be costly
quantities to compute. While the Hessian may be available analytically for model
potentials, it is usually not easily accessible for first-principles methods and requires
much more computational efforts than the evaluation of the forces. Moreover,
the inversion of the full N × N Hessian required to compute the QCF is also
computationally intensive so that it may be required to approximate the Hessian
matrix (for example by setting to zero the off-diagonal elements corresponding
to atoms that are far apart in order to sparsify the matrix). Despite this technical
difficulty, the LHA with LSC-IVR has been successfully used to compute vibrational
energy relaxation rate constants in low-temperature liquid oxygen [78]. The LGA
has also been applied with satisfying results to compute the IR spectra of different
models of liquid-phase [79] and solid-phase [59] water.
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3.1.2 Feynman-Kleinert Linearized Path Integrals

The FK-LPI method presented in ref. [51] allows to rewrite the Wigner density in a
semi-harmonic form by combining the variational harmonic representation of path
integrals designed by Feynman and Kleinert [50] with the centroid-constrained quasi
density operator formalism of Jang and Voth [42]. We will not present here the
derivation but only the final results necessary for implementation.

The idea of the FK-LPI is to separate the path integral representation of the density
operator into a marginal centroid density (the distribution of the "center of mass"
of the path integral) and a conditional fluctuation distribution. The approximation
at the heart of the FK-LPI is to consider that the fluctuations around the centroid
are harmonic (Gaussian). The frequency of the harmonic fluctuations is a function
of the centroid position and is optimized according to the variational principle of
Feynman and Kleinert [50]. The centroid potential is obtained self-consistently by
smearing the potential on the harmonic fluctuations.

The FK-LPI approximation to the Wigner thermal distribution is given by:

ρw(q, p) ≈
∫

dxc ρc(xc)
exp

(
−β
[

1
2mθ

2(xc)(q − xc)2 + p2

2mΦ−1
FK (xc)

])
2πβ−1

√
ΦFK(xc)/θ2(xc)

(3.16)

where xc denotes the position of the centroid of the path integral. The harmonic
frequency θ(xc) of the fluctuations around the centroid is given by [51, 80] :

θ2(xc) =



Ω2
FK(xc)

/( β~ΩFK(xc)/2
tanh(β~ΩFK(xc)/2) − 1

)
if Ω2

FK(xc) > 0

∣∣∣Ω2
FK(xc)

∣∣∣/(1− β~|ΩFK(xc)|/2
tan(β~|ΩFK(xc)|/2)

)
if Ω2

FK(xc) < 0

(3.17)

and is self-consistently defined with the optimal FK squared frequency:

Ω2
FK(xc) =

∫
dx 1

m

∂2V (x)
∂x2

exp
(
−β

2mθ
2(xc)(x− xc)2

)
√

2π/mβθ2(xc)
(3.18)

At a given centroid position, the computation of Ω2
FK(xc) and θ2(xc) is obtained

through a self-consistent cycle as follows: (i) start with an initial guess of Ω2
FK to

obtain θ2 (or directly guess θ2). (ii) compute a new Ω2
FK using equation (3.18)

(usually done via Monte Carlo, i.e. by drawing a set of random positions around
xc according to the Gaussian distribution). (iii) deduce a new θ2 from Ω2

FK using
equation (3.17) and repeat steps (ii)-(iii) until convergence.
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The momentum distribution in equation (3.16) is characterized by the FK quantum
correction factor (FK-QCF) ΦFK(xc) defined as in the LGA but replacing the local
frequency with Ω2

FK(xc) in equation (3.12). The centroid probability density ρc(xc)
can be expressed consistently within the FK approximation (from the smeared
potential, obtained by averaging the potential V over the Gaussian fluctuations, see
ref [51] for detailed expressions). A common approach, however, is to use instead
the centroid distribution sampled via standard PIMD.

In practice, one first samples centroid positions according to the centroid probability
density ρc. For each centroid position xc, one computes Ω2

FK(xc), θ2(xc) and ΦFK(xc)
using the previously mentioned self-consistent cycle and samples the fluctuation
phase space (q, p) using the conditional Gaussian distribution of equation (3.16).
From the (q, p) points, one may then perform classical dynamics to obtain the FK-LPI
approximation to the LSC-IVR correlation functions.

For a N -dimensional system, Ω2
FK(xc), θ2(xc) and ΦFK(xc) are N ×N matrices. The

FK frequency matrix is defined as:

[Ω2
FK(xc)]ij =

∫
dx 1
√
mimj

∂2V (x)
∂xi∂xj

exp
(
−β

2 (x− xc)TM
1
2 θ2(xc)M

1
2 (x− xc)

)
√

2π/|Mβθ2(xc)|
(3.19)

We can then diagonalize Ω2
FK(xc) and define θ2(xc) and ΦFK(xc) as diagonal in the

same basis as Ω2
FK(xc) with eigenvalues defined similarly as in equation (3.14) for

ΦFK(xc) and (3.17) for θ2(xc). The conditional fluctuation distribution is then a gen-
eralized Gaussian distribution and the FK-LPI approximation to the N -dimensional
Wigner distribution is then:

ρw(q, p) ≈
∫

dxc ρc(xc)
e
−β2

[
(q−xc)TM

1
2 θ2(xc)M

1
2 (q−xc)+pTM−

1
2 Φ−1

FK (xc)M−
1
2 p

]
2πβ−1

√
|ΦFK(xc)|/|θ2(xc)|

(3.20)

with M the diagonal mass matrix.

The FK-LPI method is applicable to relatively large systems as long as the effective
frequency matrix can be efficiently computed. Note that ref. [81] provides a rewriting
of equation (3.19) that only involves the first derivative of the potential (which is
much cheaper to compute than the Hessian) which opens up the method to larger
systems. For example, Poulsen et al. used LSC-IVR with FK-LPI initial conditions to
study the quantum diffusion in liquid para-hydrogen [82] at very low temperature,
and spectral properties of liquid water at room temperature and low-temperature
He(4) [81].

3.1 Linearized Semi-Classical methods 26



3.1.3 Comparison on the Morse potential

We now compare LGA and FK-LPI approximations to the Wigner density of the
Morse potential of equation (3.1) and compare the results of the two methods for
dynamical quantities (here, the momentum ATCF).

Sampling of the Wigner distribution
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Fig. 3.2.: Wigner thermal distribution for the Morse potential of equation (3.1) (with
D = 20 kcal/mol and α = 2.5 Å

−1
) approximated using the Local Gaussian

Approximation (dotted green) and the Feynman-Kleinert approximation (dash-
dotted red) at 1200K (panel a) and 300K (panel b). Contour levels are 1.5, 10,
20, 30, 40 fs.Å−2.(g/mol)−1.

Figure 3.2 shows the Wigner density approximated by the two methods and com-
pared to the classical Boltzmann density and the exact Wigner density obtained from
solving the Schrödinger equation. The Wigner density is computed at 1200K (panel
a) where the Wigner thermal distribution is close to the Boltzmann density, and
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300K (panel b) where quantum effects are important and the quantum distribution
is much wider than the classical one because of zero-point energy. We can see that
both LGA and FK-LPI are very good approximations to the Wigner density at high
temperature. At 300K, both methods are able to capture the broadening of the
distribution due to zero-point energy. However, the precise shape of the distribution
is not very well described. In chapter 4, we will examine this distribution in more
details and compare the LGA and FK-LPI to the new Edgeworth approximation that
we propose.

Momentum autocorrelation spectrum
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Fig. 3.3.: Kubo-transformed momentum autocorrelation spectrum for LGA+LSC-IVR (dot-
ted green), FK+LSC-IVR (dash-dotted red), exact (solid black) and classical
(dashed grey) at 1200K (panel a) and 300K (panel b) for the Morse potential of
equation (3.1) (with D = 20 kcal/mol and α = 2.5 Å

−1
). The reference spectrum

is broadened by convolution with a Gaussian function chosen to approximately
match the heights of the other spectra (the spectral weight of the peaks is not
modified).

We now turn to dynamical properties. Figure 3.3 shows the Kubo-transformed
momentum autocorrelation spectrum for the Morse potential obtained using LSC-
LGA (dotted green curve) and LSC-FK (dash-dotted red curve) compared to the
classical spectrum and the spectrum obtained by solving the Schrödinger equation.
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At 1200K, the main spectral feature (around 1500 cm−1) is markedly asymmetric
and exhibits a slight shift between the classical and quantum spectra. The quantum
spectrum of a finite dimension system consist in a series of Dirac delta-functions,
centered at the difference frequencies between the eigenmodes of the system (see
section 2.2.2). Here for visualization purposes, these delta-peaks are artificially
replaced with Gaussian functions (each of the same width, chosen so that the
height of the features approximately matches the classical one). Therefore the
asymmetric shape of the main spectral feature actually arises from a series of peaks
with decreasing intensities. In the classical case on the other hand, the broadening
of the peak is due to anharmonic effects (the softening of the Morse potential at
large q). At this high temperature, both LSC-IVR spectra are very similar and display
a broad main peak. The position and overall amplitude of the overtone around 2750
cm−1 is rather well captured by the LSC-IVR (zoom on the overtones region on the
right side of figure 3.3).

At 300K, the shift between the classical and quantum spectra is larger and the
classical peaks are narrower and less asymmetric (indicating less exploration of the
anharmonicity of the Morse potential). For both approximate methods, the main
peak is very broad and spans over the classical and quantum peaks with a maximum
situated in between. The overtone is correctly placed and is much stronger than
the classical one. We notice a difference in the overtone amplitude between the
approximate spectra that comes from the differences in the approximation of the
Wigner density at low temperature. Most notably for chapter 5 (which compares
the treatment of overtones and resonances by the different approximated methods
for quantum dynamics), the overtones are more intense with LGA initial conditions
than FK-LPI and we will show that it is related to the different treatment of position-
momentum correlations in the initial distribution (i.e. the precise shape of the
Wigner distribution).

3.1.4 The Phase Integration Method

Recently, in Ref. [52], a different method was proposed to sample the Wigner thermal
distribution: the Phase Integration Method (PIM), that employs an Edgeworth
expansion in order to eliminate the phase factor in the definition of the Wigner
distribution. Contrary to LGA or FK-LPI, it does not rely on a harmonic approximation
and allows under certain conditions to recover negative parts of the Wigner density.
These improvements, however, come at an increase of the numerical cost. In chapter
4, we will derive a new and simpler version of the Edgeworth approximation (which
still provides similar accuracy compared to the one in ref. [52]). The main equations
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of the original PIM formalism and a sketch of their derivation can be found in
appendix A.

3.2 Path Integral Methods

Path-Integrals Molecular Dynamics (PIMD) allows to compute exact static properties
(as explained in chapter 2) but does not allow in general to compute dynamical
properties that involve real-time quantum propagation. Nonetheless, different
approaches have been proposed to compute approximate (Kubo-transformed) TCFs
from the dynamics of imaginary-time path integrals. The two main methods are
the Centroid Molecular Dynamics (CMD, see refs. [40, 41, 42, 43, 44]) and Ring-
Polymer Molecular Dynamics (RPMD, see ref. [45]). Althorpe et al. recently showed
that these two methods can be obtained as approximations to a more fundamental
dynamics: the Matsubara dynamics. Even though this method is too computationally
demanding to be applied to realistic systems, it is conceptually interesting and we
chose to present it first and then show how RPMD and CMD can be deduced from
it.

3.2.1 Matsubara dynamics

Matsubara dynamics approximates the Kubo-transformed TCF by considering the
dynamics of a smooth ring polymer path integral. Ref. [66] describes the full
derivation of Matsubara dynamics and we report here only the main steps. We also
only consider the simpler case of observables Â and B̂ which depend only on the
position. The integral over λ in the definition of the Kubo-transformed TCF (2.36)
can be discretized in ν slices (with the assumption of odd ν) of size β/ν to obtain
the exact (in the limit ν → ∞) ring-polymer expression of the Kubo-transformed
TCF:

K
[ν]
AB(t) = 1

Z

∫
dq dp

[
e−βĤÂ

]
ν
(q, p) eiLνt

(
1
ν

ν∑
i=1

B(qi)
)

(3.21)

with

[
e−βĤÂ

]
ν
(q, p) =

∫
d∆
(

1
ν

ν∑
i=1

A(qi)
)

ν∏
l=1

〈
ql−1 −

∆l−1
2

∣∣∣∣e−βν Ĥ ∣∣∣∣ql + ∆l

2

〉
eipl∆l/~

(3.22)
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and the ring-polymer quantum Liouvillian:

iLν =
ν∑
l=1

 pl
m

∂

∂ql
−

∞∑
n=1,odd

1
n!

(
i~
2

)n−1∂nV (ql)
∂qnl

∂n

∂pnl

 (3.23)

We used the notation q = (q1, . . . , qν) and the cyclic condition q0 = qν (and similarly
for p and ∆). Let us now introduce the normal modes (Q,P ) of the free ring
polymer. The normal modes are defined as a change of variable which transforms
the Hamiltonian of a free ring polymer (see equation (2.14) with V = 0) into a sum
of independent harmonic oscillators with different normal frequencies. The normal
mode transformation from q to Q is given by:

Qn = 1√
ν

ν∑
l=1

Tlnql forn = −(ν − 1)/2, . . . , (ν − 1)/2 (3.24)

and its inverse:

ql =
(ν−1)/2∑

n=−(ν−1)/2
Tln
√
νQn (3.25)

and similarly for the transformation from p to P . The ν × ν unitary transfer matrix
T is defined as:

Tln =


√

1/ν if n = 0√
2/ν sin(2πln/ν) if n = 1, . . . , (ν − 1)/2√
2/ν cos(2πln/ν) if n = −1, . . . ,−(ν − 1)/2

(3.26)

Each normal mode is associated with the normal frequency:

ωn = 2ν
β~

sin
(
nπ

ν

)
forn = −(ν − 1)/2, . . . , (ν − 1)/2 (3.27)

One should notice that the transfer matrix defines a discrete Fourier transform.
The low-frequency normal modes thus describe large scale motion of the polymer
(for example the zero-frequency mode Q0, that we will refer to as the centroid,
describes rigid motion of the whole polymer) and high-frequency modes define local
fluctuations inside the ring polymer. Consequently, if the high-frequency normal
modes are filtered out, one obtains a smooth ring-polymer. The Matsubara modes
are defined as the M first normal modes in the limit ν → ∞ (and M � ν). Their
normal frequencies are given by:

ω̃n = lim
ν→∞

ωn = 2nπ
β~

, n = −(M − 1)/2, . . . , (M − 1)/2 (3.28)
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The ring-polymer quantum Liouvillian (3.23) can be expressed in terms of the normal
modes by using (3.25) and separated into a part which depends on the Matsubara
modes only iLM and a part containing the dynamics of the high-frequency modes
and the interactions between Matsubara and non-Matsubara modes iLerror(ν,M), in
the limit ν →∞:

lim
ν→∞

iLν = iLM + lim
ν→∞

iLerror(ν,M) (3.29)

Matsubara dynamics is obtained by discarding iLerror(ν,M) and taking the limit
M → ∞,M � ν. When doing so, the Liouvillian of the ring polymer is reduced
to:

iLM =
∑
n∈M

Pn
m

∂

∂Qn
− ∂UM (Q)

∂Qn

∂

∂Pn
(3.30)

with n ∈M denoting n = −(M − 1)/2, . . . , (M − 1)/2 and the Matsubara potential
defined as:

UM (Q) = lim
ν→∞

1
ν

ν∑
l=1

V

(∑
n∈M

Tln
√
νQn

)
(3.31)

From the form of the Matsubara Liouvillian, one can notice that Matsubara dynamics
is simply a classical dynamics on the potential UM . Moreover, when discarding the
non-Matsubara modes from the Liouvillian, one can completely integrate them out
of equation (3.21) to obtain the Matsubara approximation to the Kubo-transformed
TCF:

KMats
AB(t) = lim

M →∞
M � ν

∫
dQdP ρM(Q,P )AM (Q)eiLM tBM (Q) (3.32)

where the Matsubara quasi-density is given by:

ρM(Q,P ) = e
−β
[
P2
2m+UM (Q)−iθM (Q,P )

]
∫

dQdP e
−β
[
P2
2m+UM (Q)−iθM (Q,P )

] (3.33)

with the phase factor:
θM (Q,P ) =

∑
n∈M

Pnω̃nQ−n (3.34)

The observables are expressed in terms of Matsubara modes similarly as UM (Q)
such that

AM (Q) = lim
ν→∞

1
ν

ν∑
l=1

A

(∑
n∈M

Tln
√
νQn

)
(3.35)

and similarly for BM (Q). One should note that, even in the limit M → ∞, the
Matsubara correlation function does not converge to the exact Kubo-transformed
correlation function since, in general, non-Matsubara modes will mix over time with
Matsubara modes (due to the interaction part contained in iLerror(ν,M) in equation
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(3.29)), perturbing the simple Matsubara dynamics. One can show, however, that it
is exact in the short-time limit, the harmonic limit and the classical limit. Matsubara
dynamics is thus exact in the same limits as LSC-IVR but it has the advantage of
conserving the initial quantum distribution (see ref. [66], section 4.C) so that it is
not subject to inaccuracies such as zero-point energy leakage.

The quasi-density ρM(Q,P ) is the analogue of the Wigner distribution for the Matsub-
ara modes. When the exact quantum dynamics is replaced by Matsubara dynamics,
this distribution takes the simple form of a classical Boltzmann density with the
potential UM , multiplied by a phase factor. Since Matsubara dynamics is classical,
the main difficulty is thus to sample initial conditions according to ρM. However, as
the number of Matsubara modes increase, the phase tends to oscillate wildly, leading
to a severe "sign problem". This sign problem thus prevents Matsubara dynamics
from being a practical method for computing quantum time correlation functions of
complex systems. It is however a useful conceptual tool for analyzing more practical
approximations such as RPMD and CMD (that we will describe in the next sections)
and for designing new approximations [55, 56]. Ref. [44] shows in more details
how RPMD and CMD are obtained from Matsubara dynamics.

3.2.2 Ring-Polymer Molecular Dynamics

At t = 0, the Matsubara time-correlation function reads:

KMats
AB(0) = lim

M →∞
M � ν

∫
dQdP ρM(Q,P )AM (Q) BM (Q) (3.36)

By performing the change of variable Πn = Pn − imω̃nQ−n and using analytic
continuation to shift Πn to the real axis (see ref. [44] and its supplementary informa-
tion), one can transform the phase factor in the Matsubara distribution (3.33) into a
harmonic potential term. The resulting distribution is the standard imaginary-time
ring polymer probability density (expressed in terms of Matsubara modes) given
by:

ρRP(Q,Π) = e
−β
[

Π2
2m+UM (Q)+

∑
n∈M

1
2mω̃

2
nQ

2
n

]
∫

dQdΠ e
−β
[

Π2
2m+UM (Q)+

∑
n∈M

1
2mω̃

2
nQ

2
n

] (3.37)

This expression has no phase factor and the corresponding density can be sampled
by a molecular dynamics (in the extended variable space) without facing a sign
problem. However, at t 6= 0, one cannot in general perform the analytic continuation
trick (except in the harmonic case) because the propagated operator eiLM tBM (Q)
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depends on P in a nontrivial way. The RPMD approximation consists in forcing the
analytic continuation at t 6= 0 and in replacing the Matsubara Liouvillian by:

iLRP =
∑
n∈M

Πn

m

∂

∂Qn
−
[
mω̃2

nQn + ∂UM (Q)
∂Qn

]
∂

∂Πn
(3.38)

The RPMD approximation to the Kubo-transformed TCF thus reads:

KRP
AB(t) = lim

M →∞
M � ν

∫
dQdΠ ρRP(Q,Π)AM (Q) eiLRPtBM (Q) (3.39)

RPMD is most commonly expressed in terms of real-space coordinates. Using (3.24),
the ring-polymer density is then given by:

ρRP(q, p) = e
−β
ν

∑ν

l=1

[
p2
l

2m+ 1
2mω

2
ν(ql−ql−1)2+V (ql)

]

∫
dqdp e

−β
ν

∑ν

l=1

[
p2
l

2m+ 1
2mω

2
ν(ql−ql−1)2+V (ql)

] (3.40)

with ων = ν/β~. The RPMD Liouvillian is given by:

iLRP =
ν∑
l=1

pl
m

∂

∂ql
−
[
mω2

ν(2ql − ql+1 − ql−1) + ∂V (ql)
∂ql

]
∂

∂pl
(3.41)

Finally, the RPMD approximation to the Kubo-transformed TCF in real-space coordi-
nates is:

KRP
AB(t) = lim

ν→∞

∫
dqdp ρRP(q, p)

(
1
ν

ν∑
l=1

A(ql)
)
eiLRPt

(
1
ν

ν∑
l=1

B(ql)
)

(3.42)

Therefore, in practice, RPMD simulations consist in performing standard PI molecular
dynamics, as used for the sampling of static observables1 and computing TCFs from
the average (over the beads) observables A and B. In the case of momentum
ATCF, on which we will focus more specifically, the Kubo-transformed TCF is simply
approached by the centroid ATCF. Furthermore, since the RPMD dynamics conserves
ρRP, the TCF obtained automatically verify detailed balance and the Wiener-Khinchin
theorem can be used to reduce the numerical cost of the TCF calculation.

RPMD is exact in the same limits as Matsubara dynamics (i.e. short time, harmonic
and classical limits). The main effect of approximating Matsubara dynamics with
RPMD is that the frequencies of the Matsubara fluctuations are shifted to the ring-

1with the constraint that the mass of the beads, that can in principle be chosen arbitrarily, should be
fixed to the actual atomic masses.
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polymer frequencies. This leads to the apparition of the so-called "spurious peaks"
in RPMD spectra corresponding to the unphysical ring-polymer frequencies. As
we will see in chapter 5, it also leads to incorrect results for the amplitudes of
anharmonic spectral features. Despite these difficulties, RPMD is one of the most
efficient methods for computing quantum TCFs of high-dimensional systems and is
routinely used to compute infrared spectra [59, 24, 83].

For linear observables (which depend on the centroid Q0 only), it is possible to sup-
press the spurious peaks by applying a strong Langevin thermostat on the fluctuation
modes (Qn)n6=0 (see ref. [84]). This is the so-called Thermostatted RPMD (TRPMD)
method. The thermostat tends to overdamp the dynamics of the fluctuation modes
thereby strongly broadening their spectrum and suppressing the associated spurious
peaks. The thermostat also tends to broaden the physical peaks of the centroid
spectrum, especially at low temperature.

3.2.3 Centroid Molecular Dynamics

For observables Â and B̂ depending only on the centroid position Q0 (i.e. linear
operators of position), one can focus on the centroid of the ring polymer and
integrate out the other Matsubara modes (the fluctuation modes) in a mean-field
approximation. This is the so-called Centroid MD approximation [40, 41, 42, 43,
44].

In CMD, the force −∂UM (Q)
∂Q0

acting on the centroid (which depends on all the
Matsubara modes) is replaced by the mean-field force FC(Q0) depending only on
the centroid position:

FC(Q0) = − lim
M→∞

∫
(
∏
n ∈ M
n 6= 0

dQn) e
−β(UM (Q)+

∑
n∈M

1
2mω̃

2
2Q

2
n)

Z(Q0)
∂UM (Q)
∂Q0

(3.43)

where Z(Q0) is the centroid-conditional partition function (which normalizes the
exponential factor at fixed centroid position). By this approximation, one obtains a
dynamics that effectively depends on the centroid only. Once the mean-field average
has been performed, the analytic continuation procedure described in the previous
section can then be performed, since the higher order Matsubara modes appear only
in the initial distribution. The CMD approximation to the Kubo-transformed TCF is
then:

KC
AB(t) =

∫
dQ0dP0 ρC(Q0, P0) A(Q0)eiLCtB(Q0) (3.44)
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with ρC(Q0, P0) the centroid distribution:

ρC(Q0, P0) =
∫

(
∏
n ∈ M
n 6= 0

dQndPn) ρRP(Q,P ) (3.45)

and the mean-field centroid Liouvillian:

iLC = P0
m

∂

∂Q0
+ FC(Q0) ∂

∂P0
(3.46)

An important note is that the mean-field centroid Liouvillian conserves the centroid-
marginal distribution so that the CMD satisfies detailed balance.

For linear observables, CMD is exact in the same limits as Matsubara dynamics
(i.e. short time, harmonic and classical limits) and it does not suffer from the sign
problem. As we will see in chapter 5, averaging out the dynamics of the fluctuation
modes leads to incorrect results for the amplitudes of anharmonic spectral features.
Indeed, for anharmonic systems, the centroid is coupled to the dynamics of the
fluctuation modes so that the mean-field approximation cannot properly describe
the centroid dynamics. One of the most important difficulties of CMD is the so-called
"curvature problem": for systems with rotating atomic bonds , the CMD displays
strong red-shifts in the vibrational spectra at low temperature. Refs. [85, 86, 87]
analyze the curvature problem in details. Recently, new attempts have been made to
correct this inaccuracy of CMD by either including more and more fluctuation modes
in the dynamics and generalizing the mean-field approach [87] or by recasting the
description in terms of a quasi-centroid in curvilinear coordinates [88] instead of
cartesian coordinates.

In practice, one must compute the mean-field force FC(Q0) at each step of the
centroid dynamics in order to propagate the motion described by (3.46). This
can be done using an auxiliary sampling of the fluctuation modes at fixed Q0

(via constrained Monte Carlo or Langevin dynamics for instance). An efficient
approximation to bypass the auxiliary simulation is to consider the dynamics of
the whole ring-polymer but to assign very light masses to the fluctuation modes
so that their characteristic frequencies are adiabatically separated from the motion
of the centroid. This adiabatic CMD allows to effectively apply the mean-field
approximation on the fly [89, 90, 91].
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3.2.4 Comparison on the Morse potential

We now compare the results of the TRPMD and CMD approximations for the Kubo-
transformed momentum autocorrelation functions on the Morse potential (3.1).
Figure 3.4 shows the Kubo-transformed momentum autocorrelation spectrum ob-
tained using TRPMD and CMD compared to the LSC-LGA spectrum, the classical
spectrum and the spectrum obtained by solving the Schrödinger equation. At 1200K,
the TRPMD and CMD spectra are close to the LSC-LGA spectra described in the
previous section. At 300K however, the TRPMD and CMD give very different results
than LSC-IVR. The main spectral peak is much sharper in CMD and TRPMD (the
TRPMD peak is broader than the CMD peak because of the strong thermostat applied
to the fluctuation modes, as discussed in section 3.2.2) and located roughly halfway
between the classical and quantum peaks. The same analysis can be done for the
shape and position of the overtone at around 3100 cm−1. We note, however, that
the intensity of the overtone is very similar to that of the classical overtone and
therefore much smaller than the actual quantum result (more details in chapter
5).
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Fig. 3.4.: Kubo-transformed momentum autocorrelation spectrum for LGA+LSC-IVR (dot-
ted green), CMD (dash-dotted red),TRPMD (solid orange), exact (solid black) and
classical (dashed grey) at 1200K (panel a) and 300K (panel b) for the Morse po-
tential of equation (3.1) (with D = 20 kcal/mol and α = 2.5 Å

−1
). The reference

spectrum is broadened by convolution with a Gaussian function to approximately
match the heights of the other spectra (the spectral weight of the peaks is not
modified).
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3.3 The Adaptive Quantum Thermal Bath

In this section we present a completely different approach that can be used to
approximate both static and dynamical nuclear quantum effects: the Quantum
Thermal Bath (QTB). A heuristic approach to the QTB may start by considering that
the most relevant nuclear quantum effect in many cases is the fact that the quantum
thermal distribution of energy differs from the classical rule of equipartition of
energy, in particular due to zero-point fluctuations. The QTB approach then uses a
Generalized Langevin Equation (GLE) to impose the quantum distribution of energy
to an otherwise classical dynamics. The hybrid quantum-classical dynamics obtained
in this way samples an approximation of the quantum phase space distribution
(which is in principle given by the Wigner thermal distribution). Furthermore, if the
coupling with the GLE thermostat remains weak enough, the short-term dynamics
remains close to the classical NVE dynamics so that approximate dynamical spectra
can also be obtained. Similarly to the LSC-IVR approach, the QTB combines (almost)
classical dynamics with approximate quantum phase-space sampling. However, the
QTB equations cannot be formally derived as the limit of the quantum statistical
formalism under a well-defined approximation. Nevertheless, we will see that it still
provides some interesting results often qualitatively correct, with the advantage of
low-cost calculations compared to PI approaches.

The QTB approach is very close to the Quantum Thermostat method, although its
formal implementation is significantly different. In this thesis we will focus on the
QTB formalism. A comprehensive description of the Quantum Thermostat can be
found in refs. [92, 93, 94].

3.3.1 The Fluctuation-Dissipation Theorem

Linear response theory provides a general relation, the fluctuation dissipation theo-
rem, that relates the response of a system to an external perturbation to its internal
dynamical properties, for any system at thermal equilibrium. The fluctuation-
dissipation theorem (FDT) can be expressed for any pair of observables and in this
section, we exploit the response of the momentum to a perturbation described by a
time-dependent potential term proportional to position [95]. In this case, the FDT
reads:

cpp(ω)
2m = Re[χpx(ω)]kBTΦβ(ω) (3.47)

where cpp(ω) is the Fourier transform of the momentum-momentum TCF (we use
the convention that the ω dependence denotes a Fourier transform) and Φβ(ω) gives
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the thermal energy distribution as a function of frequency. For a classical system
where equipartition of energy holds, Φβ(ω) = 1. For a quantum system, the average
thermal energy depends on ω and is distributed as Φβ(ω) = (β~ω/2)/ tanh(β~ω/2)
and cpp(ω) is obtained as the Fourier transform of the real part of the standard
quantum TCF. The term χpx(ω) (using the notations of ref. [95]) in expression
(3.47) is the linear susceptibility which characterizes the response of momentum
∆p(t) to a small perturbative force ∆F (t) through the relation in the frequency
domain:

∆p(ω) = χpx(ω)∆F (ω) (3.48)

Furthermore, for a harmonic system, 2 Re[χpx(ω)] is the vibrational density of states
and the FDT (3.47) characterizes the distribution of energy : it states that a vibra-
tional mode at frequency ω is thermalized with an average kinetic energy kT

2 Φ(ω)
(in the classical case, this corresponds simply to the equipartition of energy).

In classical simulations, one can impose the FDT using the Generalized Langevin
Equation (GLE) which adds a frequency-dependent stochastic thermostat to Newton’s
equations of motion. The GLE for a unidimensional system reads:

q̇(t) = p(t)/m

ṗ(t) = −∂V
∂q
−
∫ ∞

0
dτ γ(τ)p(t− τ) + F (t)

(3.49)

where γ(τ) is the memory kernel and F (t) is a stationary Gaussian stochastic force
defined by:

〈F (t)〉 = 0 (3.50)

cFF (ω) = 2mkBTγ(ω) (3.51)

Relation (3.51) is derived from the classical FDT and allows to enforce the equipar-
tition of energy at kBT (and to ensure that the correct Boltzmann distribution is
sampled). This relation thus leaves freedom to choose different analytical forms
for γ(ω). The properties of the GLE have been extensively investigated [96, 97, 98]
and this freedom of choice has been exploited to optimize the sampling efficiency
[99, 100]. In the standard Langevin equation, the friction is Markovian i.e. without
memory: γ(τ) = γδ(τ) where δ(τ) is the Dirac delta function. This choice imposes
that F (t) is a white noise with an amplitude given by cFF (ω) = 2mkBTγ.

As any thermostat, the Langevin equation affects the dynamics of the system. For
example, for a harmonic system, the standard Langevin thermostat broadens the
spectral peaks by convolution with a Lorentzian kernel of width γ. Using a small fric-
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tion coefficient γ minimizes the effect of the thermostat on the dynamical properties,
although it might also reduce the efficiency of the sampling.

3.3.2 The Standard Quantum Thermal Bath

The Quantum Thermal Bath [31] (QTB) uses a modified GLE to impose the quantum
FDT to a classical system in order to sample an approximate Wigner distribution
[101] and to obtain an approximate quantum dynamics [4, 5]. It uses the standard
form of the Langevin equation with a Markovian friction but replaces relation (3.51)
by:

cFF (ω) = 2mkBTΦβ(ω)γ (3.52)

with Φβ(ω) the quantum distribution of energy. This relation aims at thermalizing the
system with an energy corresponding to the quantum distribution of energy including
ZPE and thermal fluctuations. For a harmonic system, adding a thermostat with
relation (3.52) to the classical equations of motion allows to enforce the quantum
FDT (3.47). In this case, in the limit of small friction γ → 0, each harmonic mode is
thermalized at the correct energy and the classical harmonic dynamics is equivalent
to the true quantum dynamics. Thus, the QTB is exact for harmonic systems both
for computing dynamical quantities and to sample the Wigner distribution.

Figure 3.5 show the Wigner distribution approximated by the QTB for the Morse
potential of equation (3.1) at 1200K (panel a) and 300K (panel b). We see that
the QTB is able to capture the broadening of the distribution due to zero-point
energy, especially at 300K where the classical Boltzmann distribution is very narrow.
The position of the maximum of probability of the QTB distribution corresponds
to the classical one and thus the QTB is not able to capture the quantum shift of
the equilibrium position (we will see in chapter 6 that this feature can be relevant,
for example to describe the fine details of the structure of liquid water). Finally, as
shown in ref. [101], the QTB distribution does not capture the position-momentum
correlations of the Wigner distribution.

Figure 3.6 shows the Kubo-transformed momentum autocorrelation spectrum ap-
proximated using the QTB at 1200K (top panel) and 300K (bottom panel). We see
that at both temperatures, the main spectral feature obtained using the QTB is very
close to the LSC-IVR result. The overtone (around 3000 cm−1 however displays a
shift (towards the classical overtone) and is roughly half as intense compared to the
LSC-LGA result.
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Fig. 3.5.: Wigner thermal distribution for the Morse potential of equation (3.1) (with
D = 20 kcal/mol and α = 2.5 Å
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) approximated using the standard QTB (dash-

dotted green) and adaptive QTB (dashed orange) at 1200K (panel a) and 300K
(panel b). Contour levels are 1.5, 10, 20, 30, 40 fs.Å−2.(g/mol)−1.
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Fig. 3.6.: Kubo-transformed momentum autocorrelation spectrum for the QTB (dotted-
dashed red) compared to the LSC-LGA (dotted green), exact (solid black) and
classical (dashed grey) results at 1200K (panel a) and 300K (panel b) for the
Morse potential of equation (3.1) (with D = 20 kcal/mol and α = 2.5 Å

−1
).

The reference spectrum is broadened by convolution with a Gaussian function to
approximately match the heights of the other spectra (the spectral weight of the
peaks is not modified). The QTB spectra are obtained with a friction coefficient
γ = 10THz and its effect on the width of the peaks have been reduced using the
deconvolution procedure described in ref. [62].

3.3.3 The Quantum FDT: a diagnosis for zero-point energy leakage

In general, using a thermostat with the random force spectrum of (3.52) is not
sufficient to enforce the quantum FDT of equation (3.47). It can lead to unphysical
phenomena for anharmonic systems, such as Zero-Point Energy Leakage [57] which
is an energy flow from high to low frequencies. ZPEL can have ravaging effects
on a system and completely change its structure, for example leading to the melt
down of solids even for temperatures close to zero [57, 102, 103] (see also the
destructuration of liquid water in chapter 6). This unphysical effect in the QTB
comes from the competition between the classical Newtonian evolution that drives
the system towards equipartition of energy and the thermostat that tries to impose
the quantum distribution of energy.
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To illustrate this effect, let us consider a simple system involving two harmonic
modes (of frequencies ω1 and ω2) with an anharmonic coupling. We can write the
potential for this system as:

V (x1, x2) = 1
2ω

2
1x

2
1 + 1

2ω
2
2x

2
2 + c3(x1 − x2)3 (3.53)

where the degrees of freedom x1 and x2 are mass-normalized. This potential allows
to tune the anharmonicity through the coefficient c3 and can be tuned to obtain
large ZPEL. For this example, we use natural units with ~ = 1 and kB = 1 and
consider a low temperature T << ω1, ω2 so that the energy in each degree of
freedom consists mainly of zero-point energy. Figure 3.7 shows the average total
energy in each mode as a function of the coupling parameter c3 for different values
of γ (with ω1 = 1 and ω2 = 0.5). The reference energies were obtained via an exact
resolution of the two dimensional Schrödinger equation. In a classical simulation at
thermal equilibrium, both modes would have the same average total energy kBT .
However, in the quantum reference, the modes have different energies, mostly given
by their ZPE ~ω1/2 and ~ω2/2 and nearly independent of the coupling parameter
in this range of values. With a small coupling parameter c3, the QTB (blue lines
in figure 3.7) is able to thermalize each mode at the correct energy as the ZPEL is
slow compared to the thermostat’s characteristic time γ−1. As the anharmonicity
is increased, the energy in the high frequency mode decreases while the energy in
the low frequency mode increases, getting closer to equipartition of energy. Thus,
ZPE "leaks" from the high frequency mode to the low frequency mode. We can see
that this effect can be substantially reduced but not totally suppressed when using a
larger value of γ.
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Zero-point energy leakage can cause large errors in both static and dynamical
properties of a system simulated with QTB. Therefore, until recently, it was very
difficult to assess the accuracy of QTB simulations for large and complex systems,
where no exact reference was available. In our group, we developed in ref. [58] a
quantitative diagnosis for ZPEL, based on the measurement of deviations from the
quantum FDT (3.47). In order to monitor these deviations during a QTB simulation,
one has to translate equation (3.47) in a form that can be computed from the QTB
trajectory. In the QTB framework, one approximates the real part of the quantum
TCF cpp(t) using the TCF computed along a QTB trajectory. The main difficulty is
then to estimate the linear susceptibility χpx(ω) and we show in ref. [58] that its
real part can be expressed as a ratio of two correlation functions that can also be
evaluated along a QTB trajectory:

Re[χpx(ω)] = Re[cpF (ω)]
cFF (ω) (3.54)

where F is the stochastic force of the GLE. This relation is obtained by using the
property that the frequency components of F are statistically independent from
one another (〈F (ω)F (ω′)〉 = 0 if ω 6= ω′). This allows to treat the random force
component at each particular frequency as a small perturbative force and use it as a
probe to compute the linear response χpx(ω) using equation (3.48). By definition
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of the QTB thermostat, cFF (ω) is given explicitly by equation (3.52). Thus, the
quantum FDT can be rewritten in the QTB framework as:

Re[cpF (ω)] = γcpp(ω) (3.55)

Relation (3.55) thus links the response in momentum to the stochastic force Re[cpF (ω)]
and the internal dynamical properties (i.e. the momentum power spectrum cpp(ω)).
For a multidimensional system, this relation is valid independently for each degree
of freedom. When relation (3.55) is met, it ensures that the equilibrium distribution
of energy follows the quantum FDT. This is the case for harmonic potentials but, as
shown for the coupled oscillators, the equality is not in general fulfilled for anhar-
monic system. Therefore, we use equation (3.55) as a criterion to quantify, for each
frequency, the deviations from the quantum FDT. These deviations are quantified
via the function:

∆FDT(ω) = Re[cpF (ω)]− γcpp(ω) (3.56)

Equation (3.56) can also be given a simple physical interpretation: Re[cpF (ω)] is
proportional to the power injected by the thermostat at frequency ω and γcpp(ω)
describes the dissipated power. When the quantum FDT is enforced ∆FDT(ω) = 0, the
dissipated power balances the injected power. However, when the system is subject
to ZPEL, energy flows from high frequency modes to low frequency modes so that
the high frequency modes dissipate less energy than they are injected (∆FDT > 0)
and conversely for the low frequency modes (∆FDT < 0).

The dashed purple curve in the top panel of figure 3.8 shows the deviation from the
FDT, ∆FDT(ω), computed during a QTB simulation of the two oscillators (3.53) with
coupling parameter c3 = 4× 10−3 and friction coefficient γ = 0.02. We can see that
with the chosen parameters, the system is subject to ZPEL and ∆FDT is not null at
every frequency. More precisely, ∆FDT > 0 for the high-frequency mode and ∆FDT < 0
for the low-frequency mode, consistently with the intuition developed above.

3.3.4 The Adaptive QTB to cure zero-point energy leakage

The adaptive QTB (adQTB) was introduced in ref. [58] in order to enforce the
quantum FDT in QTB simulations by adjusting on-the-fly the parameters of the
thermostat. In the adQTB, the power spectrum of the stochastic force (3.52) is
replaced with:

cFF (ω) = 2mkBTΦβ(ω)γr(ω) (3.57)
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where γr is an adjustable function of frequency that is adapted to enforce the
quantum FDT, i.e. to have ∆FDT(ω) = 0 for all ω. Note that the friction parameter γ
in the GLE is kept constant. The quantum FDT for this modified power spectrum
thus reads:

Re[cpF (ω)] = γr(ω)cpp(ω) (3.58)

and the deviation from the quantum FDT is:

∆FDT(ω) = Re[cpF (ω)]− γr(ω)cpp(ω) (3.59)

The aim of γr(ω) is to compensate for the lack or excess of energy at each frequency
that could be introduced by the ZPEL for example. If γr(ω) > γ the thermostat
introduces more energy at frequency ω than it dissipates. Conversely, if γr(ω) < γ, it
dissipates more energy than it injects. Thus, when the system is subject to ZPEL, γr
should increase at high frequency and decrease at low frequency.

In practice, one starts the simulation with γr(ω) = γ (as in standard QTB) and
computes ∆FDT periodically via eq. (3.59). At each evaluation, γr is automatically
adjusted on a grid of frequencies in order to match the FDT: if ∆FDT(ω) < 0, γr(ω) is
decreased by a small amount and conversely, if ∆FDT(ω) > 0, γr(ω) is increased (a
more precise suggestion of implementation of the adaptation procedure is provided
in ref. [58]).

The bottom panel of figure 3.8 shows the coefficient γr(ω) after adaptation (with a
friction coefficient γ = 0.02) for the two oscillators model (3.53). As expected, γr is
larger than γ for the high-frequency mode in order to compensate for the energy
that leaked into the low-frequency mode. Symmetrically, γr is lower than γ for the
low-frequency mode. We can see on the top panel of figure 3.8 that ∆FDT is indeed
reduced to almost zero in adQTB (orange curve). As shown in figure 3.7 (green
squares), the adaptation of γr(ω) allows to keep the average energy in each mode
very close to the exact value in an adQTB simulation: the ZPEL is thus effectively
compensated.

One should note that the coefficient γr(ω) must be positive in order for cFF (ω) to
be well defined. Thus, if the ZPEL is too large, one could reach the point where at a
certain frequency ω0, even if γr(ω0) is null (i.e. no energy is injected), the deviation
from the FDT is still negative. In this case, the friction term of the Langevin equation
is not able to dissipate enough energy, even if no external energy is injected at this
frequency: the amount of ZPEL is just too large. Thus, it might not be possible to
enforce the quantum FDT for any friction γ and this parameter should be chosen
large enough. This effect can be seen with the two oscillators model with a small
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friction coefficient γ = 0.01 (green circles of figure 3.7). While the energy of the
high frequency mode remains close to the exact value for all coupling c3 , the energy
of the low frequency mode remains too large for large values of c3, even after the
adaptation procedure. This indicates that γr is null around the low frequency mode
so that the adaptation procedure cannot totally compensate the ZPEL.

In this example, each degree of freedom has a specific γr(ω). In practice, in the
simulations of more complex systems, the same coefficient γr can be used for
different degrees of freedom (it is then adapted from averaged ∆FDT, as in chapter
6). This allows to average on fluctuations and to converge faster on the coefficients
γr, and, in some cases, it is necessary to avoid them to diverge (in particular when
rotation degrees of freedom are involved).

Ref. [58] showed that the adQTB greatly improved over the QTB for anharmonic
systems. For example, in the case of small Neon clusters, the standard QTB is subject
to large ZPEL that destabilizes the structure and causes the cluster to melt even at
temperature close to zero. On the contrary, using the adQTB, the obtained radial
pair distributions are very close to the path integrals reference, indicating that the
adaptation procedure successfully compensated the ZPEL and allowed to recover
the correct structure. In chapter 6, we apply the adQTB to liquid phase water and
compare it to standard QTB and RPMD in order to assess the ability of the adQTB to
correct for the ZPEL in a very anharmonic setting.

Ref. [58] also introduced another variant of adQTB in which the friction is non-
Markovian and adapted on the fly to set ∆FDT to zero. This other variant, which is
technically more involved, is not discussed here.

To conclude this section, we apply the adQTB to the Morse potential of equation
(3.1). Panel (a) of Figure 3.9 shows the two spectra involved in the FDT criterion
(3.55) as well as the deviation to the quantum FDT (3.56) obtained in standard QTB.
We can see that ∆FDT is slightly negative on the tail of the main peak and positive
around the overtone. This indicates that the overtone lacks energy according to
the FDT and agrees with the observation made above that the QTB overtone is less
intense than the reference (about half the intensity). Unexpectedly, the criterion
(3.55) is thus able to detect this inaccuracy: although this kind of deviations from
the FDT are manifestations of the (strong) anharmonicity of the Morse potential,
they are of a different nature from ZPE leakage, which we defined as an energy flow
between vibration modes, while the overtone is not, strictly speaking, such a mode.
Nonetheless, we may try to correct it with the adQTB. Panel (b) of Figure 3.9 shows
the coefficient γr obtained after the adaptation procedure. As expected, it is lower
than γ (=10THz here) where ∆FDT < 0 and greater than γ where ∆FDT > 0. We can
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see that γr takes very large values around the overtone. The adQTB thus injects a lot
of energy at these frequencies but one can see in fig. 3.5 that it does not significantly
affect the distribution sampled by the adQTB. The convergence of γr in this region
is slow as the overtone is a purely anharmonic spectral feature and increasing γr has
only limited impact. Nonetheless, γr converges after a long period of adaptation and
is able to nullify ∆FDT in the overtone region. We can see in the panel (c) of Figure
3.9 that the intensity of the overtone in the adQTB spectrum is much larger than
for the standard QTB and is almost as intense as in LSC-LGA. Thus, the adaptation
procedure, despite being designed initially for ZPEL between harmonic modes, also
seems to be able to correct the intensity of the overtone in the Morse potential. This
point will be analyzed more quantitatively in chapter 5.

The examples provided in this section, as well as others presented in ref. [58],
clearly show that the criterion (3.55) is a very useful tool that allows to monitor and
compensate for ZPEL in QTB simulations. In chapter 6, we will apply the adQTB to
liquid-phase water and show that it is able to effectively correct ZPEL, even for this
extremely anharmonic system.
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Fig. 3.9.: panel (a): fluctuation-dissipation criterion obtained using standard QTB (with
friction γ = 10 THz) for the Morse potential. The momentum autocorrelation
spectrum cpp (dashed orange) is compared to Re[cpF ] (dash-dotted purple) in
order to monitor deviations to the QTB version of the quantum FDT (3.55). The
difference between the two spectra ∆FDT(ω) (black curve) quantifies the deviations
to the quantum FDT. panel (b): γr(ω) obtained after the adaptation procedure
in order to minimize ∆FDT(ω). panel (c): same as figure 3.6 with the adQTB
spectrum superimposed (dashed blue curve).
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Approximate quantum
dynamics with the Edgeworth
expansion of the Wigner
distribution

4

In sections 2.2 and 3.1, we highlighted the role of the Wigner distribution in
the computation of static and dynamical quantum statistical properties and we
underlined some of the limitations of the most common sampling methods. In
this chapter, we present a new approximation to the Wigner density that relies on
an Edgeworth expansion of the momentum distribution and two differents ways
of exploiting this approximation in order to compute approximate quantum time
correlation functions.

Here and in most of the following we use one-dimensional notations. The multidi-
mensional expressions for our developments are technically more involved and are
presented in section 4.5. We start by recalling the definition of the Wigner thermal
distribution:

ρw(q, p) = 1
2π~Z

∫
d∆ e

ip
~ ∆
〈
q − ∆

2

∣∣∣∣e−βĤ ∣∣∣∣q + ∆
2

〉
(4.1)

with Z the partition function, β = 1/kBT the inverse thermal energy and Ĥ =
p̂2/2m + V (q̂) the Hamiltonian of the system of mass m. As stated in section 2.2,
the practical computation of the Wigner distribution presents notable difficulties.
In fact, the Wigner density defined in eq. (4.1) is, in general, not positive, which
prevents its immediate interpretation as a probability density. Furthermore, since
the analytic form of this function is generally unknown, one must rely on numerical
methods to estimate it. This calculation, however, is highly non-trivial because brute
force schemes suffer from a numerical sign problem due to the oscillating phase
factor e

ip
~ ∆, which becomes rapidly unmanageable for generic high-dimensional

systems. Several strategies (such as LGA, FK-LPI and QTB presented in sections
3.1 and 3.3), have been suggested to sample approximations of eq. (4.1). All of
these strategies consider only the positive part of the Wigner function and introduce
approximations that often cannot be assessed systematically from the theory or in the
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implementations. Recently, an alternative approach was proposed [52], relying on an
Edgeworth expansion to control the phase factor in eq.(4.1): the Phase Integration
Method (PIM). This approach, that we briefly review in appendix A, was shown
to capture interesting quantum effects, such as the correct correlations between
different degrees of freedom (including coordinate-momentum and momentum-
momentum correlations) and to provide reliable indications of the existence of
negative parts of the Wigner density.

In this chapter, we derive a different and formally simpler Edgeworth expansion of
the Wigner density. As for PIM, the new approximation is not subject to the sign
problem, allows to recover negative parts of the distribution and its convergence
can be systematically tested. We then consider two methods to exploit this approxi-
mation in order to compute approximate quantum TCFs. The first method is similar
in spirit to the LGA and uses the Edgeworth expansion to approximate the condi-
tional momentum distribution of the Wigner density. Time correlation functions
are then computed in the LSC-IVR framework. We will see in the following that
this approximation, namely the Edgeworth Conditional Momentum Approximation
(ECMA), is systematically more accurate for sampling the distribution than LGA
on the models we tested and that it results in better approximations of the TCFs.
The second method is based on a generalized Langevin dynamics that rigorously
samples the approximate Wigner distribution. This method, that we shall refer
to as Wigner-Langevin dynamics (WiLD), is numerically less efficient than ECMA
for sampling the Wigner distribution but we explore the possibility of exploiting
the conservation of the density along the dynamics to directly compute quantum
TCFs.

In the first section of this chapter, we derive the new Edgeworth expansion of the
Wigner density and comment on its formal properties. We then derive the equations
of motion of the WiLD and show that the dynamics is exact in the classical and
harmonic limits in order to justify its use to compute approximate TCFs. In the
third section, we present the formalism of the Edgeworth conditional momentum
approximation. We then apply the methods to unidimensional models and compare
the results to state-of-the-art methods. Finally, we present the multidimensional
generalization of the formalism and show its application to two-dimensional systems
that display interesting quantum properties.
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4.1 The Edgeworth expansion of the Wigner distribution

In this section, we derive the Edgeworth expansion of the Wigner density in order to
obtain an optimal Gaussian approximation of the momentum distribution. We also
obtain a correction term, in the form of an infinite series, that allows to recover the
negative parts of the Wigner distribution.

Let us begin by rewriting eq.(4.1) as

ρw(q, p) = 1
2π~Z e−βU(q)e−κ2(q) p

2

2~2

∫
d∆e

ip
~ ∆+κ2(q) p

2

2~2 ρc(∆|q) (4.2)

where
e−βU(q) =

∫
d∆

〈
q − ∆

2

∣∣∣∣e−βĤ ∣∣∣∣q + ∆
2

〉
, (4.3)

ρc(∆|q) =

〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉
∫

d∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉 (4.4)

and κ2(q) is an arbitrary function of position.

Expanding e
ip
~ ∆+κ2p

2

2~2 as a power series with respect to p, and choosing κ2 as the
second cumulant of the probability density ρc,

κ2(q) =
∫

d∆ ∆2ρc(∆|q) =
〈

∆2
〉
ρc|q

(4.5)

yields the so-called Edgeworth approximation of the Wigner distribution:

ρEWn(q, p) = 1
2π~Z e−βU(q)e−κ2(q) p

2

2~2

1 +
n∑

m=4,even

κm(q)
m!

(
ip

~

)m
︸ ︷︷ ︸

CEWn(q,p)

 (4.6)

where κm(q) is them-th order cumulant of ρc, for example, κ4(q) =
〈
∆4〉

ρc|q − 3
〈
∆2〉2

ρc|q.
In equation (4.6), ρw(q, p) is approximated as the product of a positive function times
the Edgeworth correction factor 1+CEWn(q, p), that takes the form of an expansion in
powers of p truncated at order n. The coefficients of this expansion, the cumulants
of ρc, can be computed numerically without facing a sign problem. Note that the odd
orders of CEWn(q, p) vanish by parity of ρc with respect to ∆. Appendix A discusses
the differences between the Edgeworth expansion described here and the one used
in the PIM. In the following, we will indicate as EWn the Edgeworth approximation
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to the Wigner density obtained by including terms up to order n in (4.6). Therefore
EW0 designates the positive exponential factor alone.

The choice of κ2(q) as the second cumulant of ρc cancels the second order term in

the Edgeworth correction so that the distribution e−κ2(q) p
2

2~2 is an optimal Gaussian
approximation to the momentum distribution (in the sense of the Edgeworth ex-
pansion). In particular, this ensures that the approximation is exact when the true
momentum distribution is Gaussian, for example for the harmonic potential (in this
case, all of the terms in CEWn are null) or in the classical limit.

Note that the Edgeworth correction can take negative values and allows in principle
to recover negative parts of the Wigner density. Moreover, the expression 4.6 is exact
in the limit n→∞ if the series CEWn converges. The convergence is not ensured in
general but CEWn has the properties of an asymptotic series [104, 105] which means
that the error is at most of the order of the last term considered in the truncated
sum. In particular, we typically observe that the properties computed from the
EWn approximation initially get closer to the exact quantum result with increasing
n, before eventually diverging when n → ∞. The consequences of this property
as well as the way to choose the optimal order n are discussed in more details in
paragraph 4.4.2. In practice the quality of the convergence may vary depending on
the specific problem, but so far experience on relevant model systems shows that
only few terms are needed to reach satisfactory convergence and that in many cases,
even the zero order ρEW0 provides a very good approximation to ρw. Our calculations
also indicate that deviations from this form are not substantial for the model systems
considered in this work with the notable exception of the quartic potential at low
temperature.

In the following sections, we derive the two new methods obtained from the Edge-
worth expansion. We will start with the Wigner-Langevin Dynamics (WiLD) that
directly samples equation (4.6) using a generalized Langevin equation. We will
then introduce the Edgeworth Conditional Momentum Approximation (ECMA) that
slightly modifies equation (4.6) to allow for a more efficient sampling algorithm.
The two methods mostly differ by their approach for computing quantum TCFs: the
WiLD exploits the conservation of the approximate distribution by the Langevin dy-
namics to directly compute dynamical properties while the ECMA focuses on efficient
sampling of the Wigner distribution in order to compute LSC-IVR approximations to
the TCFs.
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4.2 The Wigner-Langevin Dynamics

The WiLD uses a generalized Langevin dynamics to sample the EW0 distribution of
equation (4.6) which is given by:

ρEW0(q, p) =
exp

{
−β
(
U(q) + κ2(q)

λ2
th

p2

2m

)}
∫

dqdp exp
{
−β
(
U(q) + κ2(q)

λ2
th

p2

2m

)} (4.7)

with λ2
th = ~2β/m the thermal De Broglie wavelength. The EWn approximation

is then obtained by reweighting the samples by the factor 1 + CEWn(q, p). The
density ρEW0 resembles a standard Boltzmann thermal probability distribution but
with an effective potential (or quantum free energy) U(q) which is not the physical
potential V (q) and instead is given by expression (4.3), and incorporates nuclear
quantum effects. Furthermore, the kinetic energy is multiplied by the quantum
correction factor κ2(q)/λ2

th which accounts for such effects as ZPE. This factor is also
position-dependent, which allows for position-momentum correlation in the Wigner
density. The quantum correction factor κ2(q)/λ2

th and the effective potential (or free
energy) U(q) are given by expressions (4.3) and (4.5). These are not closed analytic
expressions but averages over the density ρc and they have to be evaluated via an
auxiliary path integral calculation (see section 4.2.2 for details).

In this section we start by deriving the Langevin equations of motion of the WiLD. We
then derive numerically computable estimators for U(q) and κ2(q) using open-chain
path integrals in order to evaluate the WiLD forces. Finally, we investigate the
classical and harmonic limits of the WiLD in order to motivate its use for computing
approximate time-dependent properties.

4.2.1 Langevin equations of motion

In this section we derive the WiLD equations of motion and show that they sample
the EW0 distribution ρEW0(q, p). Our proof takes place as follows: (1) we postulate a
form for the generalized Langevin equation containing an unknown force depending
on position and momentum that contains some unspecified functions. (2) we write
the Fokker-Planck equation that describes the time evolution of the distribution under
the postulated Langevin dynamics. (3) we enforce stationarity of the probability
density ρEW0 in the Fokker-Planck equation and determine the previously unspecified
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functions in the force. More in detail, let us consider the following generalized
Langevin equations:  q̇ = p/m

ṗ = F (q, p)− γ(q)p+ σ(q)R(t)
(4.8)

where R(t) is a white noise, and the generalized force F (q, p) is of the form,

F (q, p) = A(q) + C(q)p2 (4.9)

A and C are functions of the position that we will determine below. Note that we im-
posed the relation q̇ = p/m which is essential to obtain a meaningful dynamics from
which we directly compute approximate TCFs (more details in the following). The
Fokker-Planck equation describes the time-evolution of the phase-space probability
distribution ρ(q, p, t) under the stochastic dynamics (4.8):

∂ρ

∂t
= − p

m

∂ρ

∂q
− ∂

∂p

[(
F (q, p)− γ(q)p

)
ρ
]

+ σ2(q)
2

∂2ρ

∂p2 (4.10)

We then apply (4.10) to ρEW0 and impose its stationarity (i.e. ∂ρEW0(q,p)
∂t = 0) in order

to determine the expressions of the functions A and C and the relation betwen γ(q)
and σ(q). The Fokker-Planck equation yields (we omit the dependence on position
to simplify the notations):

βp

m

(
p2

2mλ2
th

∂κ2
∂q

+ ∂U

∂q

)
+ βκ2
mλ2

th

p(A− γp+ Cp2)

− (−γ + 2Cp) + σ2

2

− βκ2
mλ2

th

+
(
βκ2
mλ2

th

p

)2
 = 0 (4.11)

The equation above is satisfied by setting to zero the position-dependent coefficient
for each power of p. This leads to the following expressions for the unknown
functions in eq. (4.9):

C(q) =− 1
2mκ2(q)

∂κ2
∂q

(4.12)

γ(q) =βσ2(q)
2m

κ2(q)
λ2
th

(4.13)

A(q) =− λ2
th

κ2(q)
∂U

∂q
− λ2

th

βκ2
2(q)

∂κ2
∂q

(4.14)
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Inserting these expressions into (4.9) gives the generalized force of the WiLD:

F (q, p) = − λ2
th

κ2(q)
∂U

∂q
−
(

λ2
th

βκ2(q) + p2

2m

)
1

κ2(q)
∂κ2
∂q

, (4.15)

The discussion above shows that the EW0 probability density ρEW0 is stationary under
the stochastic dynamics (4.8) when the force is given by (4.15). Equation (4.13) is
the fluctuation-dissipation relation of the WiLD. As in standard Langevin dynamics,
either γ or σ is a free parameter. It is simpler in the case of the WiLD to choose a
position-independent friction coefficient γ and deduce σ as:

σ2(q) = 2mkBTγ
λ2
th

κ2(q) (4.16)

The WiLD equations (4.8) with the force given by eq. (4.15) have three main non-
standard features. Firstly, the force F (q, p) depends on both position and momentum.
This unusual dependence on momentum originates from the position-dependent
factor κ2(q)/λ2

th that renormalizes the kinetic energy. Secondly, the thermostat itself
depends on position as the fluctuation-dissipation relation of the WiLD (4.16) is
position-dependent. This fact too is a consequence of the renormalization of the
kinetic energy. Thirdly, as discussed in more detail in the next subsection, both the
force F (q, p) and the noise amplitude σ(q) are not known analytically and must be
estimated via an auxiliary path integral calculations at each time step of the WiLD
trajectory. In order to ensure the stability and the accuracy of the evolution, these
non-analytic terms must be estimated with enough precision so that the dynamics is
not altered.

4.2.2 Estimating the generalized forces using path integrals

Three terms that do not have a known analytical expression (∂U∂q , κ2(q) and ∂κ2
∂q )

appear in the WiLD equations of motion. In order to be able to compute the WiLD
forces derived in the previous section, one has to compute these terms that are
integrals over the off-diagonal elements of the density operator. In particular, we
have:

U(q) = −kBT ln
[∫

d∆
〈
q − ∆

2

∣∣∣∣e−βĤ ∣∣∣∣q + ∆
2

〉]
(4.17)

and

κ2(q) =
∫

d∆ ∆2
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉
∫

d∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉 (4.18)
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From the solution of the Schrödinger equation, these expressions are easily computed
using the wavefunction representation of the density operator (2.7)1. When the
solution to the Schrödinger equation is not accessible, one can express the density
operator using path integrals. The path integral representation of the conditional
density ρc(∆|q) defined in equation (4.4) takes the form:

ρc(∆|q) = lim
ν→∞

∫
dx1 . . . dxν−1 ρν(∆, x1, xν−1|q) (4.19)

with

ρν(∆, x1, . . . , xν−1|q) =
exp

{
−βṼq(∆, x1, . . . , xν−1)

}
∫

d∆dx1 . . . dxν−1 exp
{
−βṼq(∆, x1, . . . , xν−1)

} (4.20)

and the q-constrained open chain path integral potential

Ṽq(∆, x1, . . . , xν−1) = 1
2ν V (q + ∆

2 ) + 1
2ν V (q − ∆

2 ) + 1
ν

ν−1∑
l=1

V (xl)

+ 1
2
mν

β2~2

[
(q − ∆

2 − xν−1)2 + (q + ∆
2 − x1)2 +

ν−2∑
l=1

(xl+1 − xl)2
]

(4.21)

The density ρν(∆, x1, . . . , xν−1|q) corresponds to the thermal density for an open-
chain of beads. The middle point between the two ends of the chain is fixed at q
(see figure 4.1). The end points are symmetrically distributed around q and the
end-to-end distance is equal to the variable ∆. The distribution ρc(∆|q) is thus the
marginal density of the end-to-end distance around the position q when integrating
over all open chain configurations.

Fig. 4.1.: Schematic representation of the open chain used in the auxiliary calculation for
WiLD simulations for ν = 5. The middle between the two ends of the chain is
fixed at q and the opening of the chain is labeled ∆.

1We use this strategy in chapter 5 for 1D and 2D systems for which precise estimations of κ2 were
necessary.
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We now write the path integral estimators of the WiLD non-analytical terms. First,
κ2(q) is equal to the variance of the end-to-end distribution:

κ2(q) = lim
ν→∞

〈
∆2
〉
ρν |q

(4.22)

where 〈 · 〉ρν |q denotes the expectation value over the path integral density con-
strained at q. The higher order cumulants κm(q) appearing in the Edgeworth
correction can also be computed using similar expressions. In the following, we will
drop the explicit limit ν →∞ but it is implied for all ν-dependent quantities.

The derivative of the WiLD effective potential ∂U∂q is obtained as follows. First, we
rewrite:

∂U

∂q
= −kBT

∂

∂q
ln
[∫

d∆dx1 . . . dxν−1 e
−βṼq(∆,x1,...,xν−1)

]

=
∫

d∆dx1 . . . dxν−1 e
−βṼq(∆,x1,...,xν−1) ∂

∂q Ṽq(∆, x1, . . . , xν−1)∫
d∆dx1 . . . dxν−1 e−βṼq(∆,x1,...,xν−1)

(4.23)

We then recognize an expectation value over ρν and obtain:

∂U

∂q
=
〈
∂

∂q
Ṽq(∆, x1, . . . , xν−1)

〉
ρν |q

(4.24)

which is a mean-field force averaged over the path integral distribution. Two
different expressions can be obtained for the derivative of the path integral potential
with respect to q. The first one is to directly differentiate expression (4.21) with
respect to q. The second is obtained by first performing the change of variable
xl = q + δl (which cancels q from the spring terms), differentiating the new path
integral potential with respect to q and then revert back to xl. These estimators
read:

∂U

∂q
=
〈 1

2ν
∂

∂q
V (q + ∆

2 ) + 1
2ν

∂

∂q
V (q − ∆

2 ) + mν

β2~2 (2q − x1 − xν−1)
〉
ρν |q

(4.25)

=
〈

1
ν

[
1
2
∂

∂q
V (q + ∆

2 ) + 1
2
∂

∂q
V (q − ∆

2 ) +
ν−1∑
l=1

∂

∂xl
V (xl)

]〉
ρν |q

(4.26)

Both estimators give the same result but their numerical convergence properties may
differ depending on the system potential energy surface, on the position q and on
the temperature. In the following examples, we mostly used the second estimator.
It should be possible to work out an optimal estimator based on the average of the
two expressions, with weights adjusted depending on the variance of each estimator
(this is not done in this work).
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Similarly, we obtain the estimator for the derivative of κ2 by differentiating equation
(4.22) with respect to q:

∂κ2
∂q

=β
[ 〈

∆2
〉
ρν |q

〈
∂

∂q
Ṽq(∆, x1, . . . , xν−1)

〉
ρν |q

−
〈

∆2 ∂

∂q
Ṽq(∆, x1, . . . , xν−1)

〉
ρν |q

]
(4.27)

which can also be expressed using either one of the two different estimators for the
derivative of the path integral potential.

At each step of the Wigner-Langevin dynamics, the expectation values in equations
(4.22),(4.24) and (4.27) must be numerically evaluated in order to propagate the
WiLD equations of motion (4.8). One thus samples configurations of the open chain
distributed as ρν and approximates the expectation values by empirical averages. In
this work, the sampling of the open chain is done using an auxiliary path integral
Langevin dynamics (see ref. [106] for technical details).

This auxiliary calculation is mainly responsible for the high numerical cost of the
method. Indeed, to ensure the stability and the accuracy of the propagation, the
variance of the estimators of the forces has to be small. For simplicity in this
work, we only use brute force reduction of the variance by using long auxiliary
Langevin dynamics. Two routes might be pursued in future work to circumvent
this requirement. A first strategy would consist in adapting to our method the
interesting schemes recently proposed to accommodate noisy terms in classical
Langevin equations[107, 108]. This would allow to relax the current requirement
on the accuracy of the estimates and reduce the numerical cost of our dynamics
considerably. We experimented with this strategy for unidimensional systems with
encouraging results. The generalization to multidimensional systems is technically
involved but can in principle be done. A second strategy might be to compute
the averages with high accuracy on a fixed set of points in the q space and then
use these values to obtain noiseless estimates in the whole space via interpolation
schemes. We have tested this approach with excellent results for the 1-d models
presented in this work. Generalizations to higher dimensional systems would be
possible adapting methods currently used to fit energy and/or forces via machine
learning techniques, based on accurate quantum chemical calculations of the Born-
Oppenheimer potential energy surface at a few reference geometries. In this spirit,
one could use machine learning approaches, such as artificial neural networks [18,
19] or Gaussian process regression[20, 21, 22], to train a model for the Wigner
forces on selected points in position space.
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Figure 4.2 shows a sketch of the complete procedure to perform a WiLD simulation
and compute approximate TCFs. In the next section, we show that the WiLD is
exact in the classical and harmonic limits in order to motivate its use for computing
approximate quantum TCFs.

compute TCF from the WiLD trajectory

WiLD COMPUTE

AND

PROPAGATE  WiLD  EOM

Fig. 4.2.: Sketch of the WiLD algorithm for computing TCFs
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4.2.3 Using WiLD for dynamical properties

By construction, the WiLD is a stationary dynamics that conserves the EW0 approxi-
mation to the Wigner distribution. It is therefore tempting to use it not only as a
sampling tool, but to compute time correlation functions directly from the WiLD
trajectories. With respect to the LSC-IVR approach (i.e. sampling according to EW0
then computing dynamical properties along classical NVE trajectories), this offers
two advantages. The first is conceptual: since the EW0 distribution is conserved, it
avoids spurious effects related to non-stationarity and particularly zero-point energy
leakage. The second is computational: the stationarity of the dynamics allows
using the Wiener-Khinchin theorem to compute time correlation functions more
efficiently.

We will demonstrate in this section that the particular equations of motion chosen
for the WiLD give the exact quantum dynamics in the classical and harmonic limits
(which are the two limits usually invoked when designing approximate schemes
for quantum dynamics) at least in the limit of small γ. We will show in chapter 5
that the WiLD is also able to better reproduce some anharmonic features (such as
overtones and combination bands) than most approximate methods for quantum
dynamics.

To simplify the notations in this section, we define:

w(q,∆) ≡
〈
q − ∆

2

∣∣∣∣e−βĤ ∣∣∣∣q + ∆
2

〉
(4.28)

and rewrite the auxiliary sampling density ρc as:

ρc(∆|q) = w(q,∆)∫
d∆ w(q,∆) (4.29)

Classical limit

In the classical limit, the operator e−βĤ can be broken up via the Trotter formula
as:

e−βĤ = e−
mλ2

th
~2 Ĥ

= e−
mλ2

th
2~2 V (q̂)e−

λ2
th
p̂2

2~2 e−
mλ2

th
2~2 V (q̂) +O

(
λ6
th

) (4.30)
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In the equation above, we chose to use the thermal De Broglie wavelength λ2
th =

~2β/m as a more suitable control parameter than the temperature for the classical
limit (see below). Eq. (4.28) then becomes:

w(q,∆) ∝ exp
{
−mλ

2
th

2~2

(
V (q − ∆

2 ) + V (q + ∆
2 )
)
− ∆2

2λ2
th

}
(4.31)

Due to the Gaussian factor in this expression, only values of ∆ at most of the order
of the De Broglie wavelength will lead to significant contributions to the Wigner
density. Let us now consider the different terms appearing in the WiLD equations of
motion. We begin by performing the change of variable X = ∆/λth to obtain:

κ2(q) =
∫

dX λ2
thX

2w(q, λthX)∫
dX w(q, λthX)

∂U

∂q
=
∫

dX 1
2

[
V (1)(q − λthX

2 ) + V (1)(q + λthX
2 )

]
w(q, λthX)∫

dX w(q, λthX) (4.32)

where V (1) is the first derivative of the physical potential V . The expressions above
are integrals over the density w(q, λthX)/

∫
dXw(q, λthX) that we can rewrite via a

Taylor expansion in powers of λth:

w(q, λthX)∫
dXw(q, λthX) = e−X

2/2∫
dX e−X2/2

(
1 + mλ4

th

8~2 V (2)(q)(1−X2) +O
(
λ6
th

))
(4.33)

where V (n) denotes n-th order derivative of the physical potential V . Substituting
(4.33) in eq. (4.32) and performing the integrals, we obtain:

κ2(q) = λ2
th +O

(
λ6
th

)
(4.34)

∂U

∂q
= V (1)(q) + λ2

th

8 V (3)(q) + λ4
th

128V
(5)(q) +O

(
λ6
th

)
(4.35)

and we see that the kinetic correction factor κ2/λ
2
th tends to unity in the classical

limit. Note that the definition of U(q) ( eq. (4.3)) has some analogies with the defi-
nition of a quantum free energy at position q. Its derivative can then be interpreted
as a potential of mean force incorporating non-local contributions via the integral
over the displacement ∆. Eq. (4.35) shows that in the classical limit, this mean force
reduces to −V (1)(q), the standard force. Higher order terms in the λth expansion
denote the quantum delocalization by implicitly exploring broader regions of the
potential via higher order derivatives.
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To complete the classical limit of the WiLD, we observe that p is distributed according

to e−
κ2(q)p2

2~2 , so that we can assign the order of magnitude p2 ∼ ~2/λ2
th. This, together

with (4.34) and (4.35), yields:

F (q, p) ∼ −V (1)(q) +O
(
λ2
th

)
(4.36)

and
σ2(q) = γ2mkBT +O

(
λ6
th

)
(4.37)

In summary, in the high-temperature limit λth → 0, the WiLD equations of motion
(4.8) become:  q̇ = p/m

ṗ =− V (1)(q)− γp+
√
γ2mkBTR(t)

(4.38)

Thus, we retrieve the standard classical Langevin equation for a system subject
to potential V at inverse temperature β. The Edgeworth expansion terms can be
estimated with the same approach. In particular, we find that κ4(q) = O

(
λ6
th

)
and,

using p4 ∼ ~4/λ4
th, CEWn(q, p) = O

(
λ2
th

)
. In the classical limit λth → 0, the Wigner

density approaches the classical Boltzmann density, which is a Gaussian function
of p. Therefore the Edgeworth expansion tends to converge already at the lowest
lorder EW0. Indeed, as we showed for the 4th order, although pn tends to take large
values in the high-temperature limit, the high-order cumulants κn vanish even faster,
so that the EWn terms tend to zero for λth → 0.

Harmonic limit

We now consider the case of the harmonic potential V (q) = mω2

2 q2. For this system,
the density matrix elements in the coordinate representation are known analytically
(see for example ref. [60]), and we have:

w(q,∆) ∝ exp
{
− mω

4~ tanh(β~ω/2)∆2 − mω

~
tanh(β~ω/2)q2

}
(4.39)

so that

κ2(q) =
∫

d∆ ∆2 exp
{
−mω

4~ tanh−1(β~ω/2)∆2
}

∫
d∆ exp

{
−mω

4~ tanh−1(β~ω/2)∆2
}

= tanh(β~ω/2)
β~ω/2 λ2

th (4.40)
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Note that κ2 is in this case independent of q and ∂κ2
∂q = 0. We can also write an

analytical expression for ∂U
∂q via:

∂U

∂q
= − 1

β

∫
d∆ ∂w

∂q∫
d∆ w(q,∆)

= tanh(β~ω/2)
β~ω/2 mω2q (4.41)

Thus, for a harmonic system, the WiLD equations of motion are given by: q̇ = p/m

ṗ =−mω2q − γp+
√
γ2mΘ(ω, β)R(t)

(4.42)

where Θ(ω, β) = ~ω
2 coth(β~ω/2) is the average thermal energy of the quantum har-

monic oscillator. Therefore, the Wigner-Langevin dynamics reduces to the classical
evolution for its deterministic part (i.e. F (q, p) in eq. (4.8) is simply the classical
force), combined with a Langevin thermostat at an effective temperature Θ(ω, β)/kB.
Therefore, the WiLD is exact, in the limit of small γ, for the harmonic potential. In
passing, we note that (4.42) takes a similar form as the Quantum Thermal Bath in
which the dynamics is classical and the thermostat is responsible for the quantum
thermal effects.

Finally, one should note that, in the harmonic case, ρc(∆|q) ∝ w(q,∆) is Gaussian
and thus all cumulants of order higher than two are zero and CEWn(q, p) = 0.

4.3 The Edgeworth Conditional Momentum
Approximation

The WiLD rigorously samples the EW0 approximation to the Wigner distribution but
is computationally very intensive as it requires to perform an auxiliary path integral
calculation at each step of the dynamics in order to propagate the equations of motion.
Furthermore, one should also notice that the EW0 approximation does not ensure
that the marginal position distribution is exact. In this section, we slightly modify
the Edgeworth approximation (4.6) in order to enforce the exact marginal position
distribution that can efficiently be sampled using standard PIMD. The conditional
momentum distribution is given by the Edgeworth expansion and this rewriting
allows for a more efficient sampling of the approximate Wigner distribution in order
to compute approximate TCFs using LSC-IVR.
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We start by rewriting the exact Wigner density eq. (4.1) as the position marginal
density times the conditional momentum density

ρw(q, p) = ρmw (q)ρcw(p|q) (4.43)

where
ρmw (q) = 〈q|ρ̂|q〉 (4.44)

can be efficiently sampled using its path integrals representation given by eqs. (2.13),(2.14)
and

ρcw(p|q) =
∫

d∆ e
ip
~ ∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉
2π~ 〈q|e−βĤ |q〉

=
∫

d∆ e
ip
~ ∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉
∫

d∆ 2π~δ(∆)
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉 (4.45)

with δ the Dirac function. We then insert the relation 2π~δ(∆) =
∫

dp ei
p∆
~ to

obtain:

ρcw(p|q) =
∫

d∆ e
ip
~ ∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉
∫

dp
∫

d∆ e
ip
~ ∆
〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q + ∆
2

〉 (4.46)

thus making clear the normalization of the conditional momentum distribution. We
now use the same Edgeworth expansion as in section 4.1 for both ∆ integrals in
ρcw(p|q) to obtain the Edgeworth Conditional Momentum Approximation (ECMA) to
the Wigner distribution:

ρECMAn(q, p) = ρmw (q)ρκ2(p|q)1 + CEWn(q, p)
1 + CEWn(q)

(4.47)

with
CEWn(q) =

∫
dp ρκ2(p|q) CEWn(q, p) (4.48)

and

ρκ2(p|q) = e−κ2(q) p
2

2~2∫
dp e−κ2(q) p2

2~2

= e−β
p2
2mΦ−1

EW0(q)∫
dp e−β

p2
2mΦ−1

EW0(q)
(4.49)

where we introduced the Quantum Correction Factor (EW0-QCF)

ΦEW0(q) = ~2β

mκ2(q) (4.50)

in analogy with the momentum distribution of LGA (eq. (3.9)).
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The natural procedure to sample the ECMA is similar to the LGA. First, sample the
marginal position distribution ρmw (q) using standard path integral techniques. Then,
compute κ2(q) using equation (4.22) and potentially higher order cumulants to
obtain CEWn(q, p) (and CEWn(q) by a simple Gaussian integration). Finally sample
the momentum using the conditional Gaussian distribution ρκ2(p|q). In order to
correct the distribution and obtain negative parts of the Wigner distribution, one
must multiply the observables by the ratio 1+CEWn(q,p)

1+CEWn(q) . Approximate quantum TCFs
are then obtained in the LSC-IVR framework by propagating the sampled phase
space point using classical dynamics.

Since κ2(q) is non-analytical and estimated numerically (see section 4.2.2), it is
subject to statistical noise. This statistical noise can then induce biases on the
conditional momentum distribution, which in turn can affect the estimation of
momentum-dependent observables. In practice, the noise tends to broaden the
momentum distribution and leads to an overestimation of the kinetic energy. One
can correct this effect by reweighting the distribution with a factor depending on
the variance σ2 of the numerically estimated κ2 (see appendix B). For the EW0
momentum distribution, the noise correction factor is given, up to second order in
σ, by:

CEW0
noise(p ; κ2, σ) = 1− σ2

(
p4

8~4 −
p2

4~2κ2
− 1

8κ2
2

)
(4.51)

Appendix B demonstrates the effect of the noise correction on the estimation of the
kinetic energy of the unidimensional Morse potential of equation 3.1. It also shows
the multidimensional version of equation (4.51).

This approximation has two major advantages over LHA and the FK approximation.
First, it allows to correct the conditional Gaussian approximation by including
successive orders of CEWn and to recover negative parts of the Wigner distribution.
Second, the conditional Gaussian approximation is well defined for any system since,
by construction, κ2(q) and the EW0-QCF are always positive. In particular, one does
not need an ansatz to treat systems with barriers (in cases of strong barriers, the
CEWn correction should provide significant contribution) which lead to imaginary
frequencies and ill-defined terms in LHA or FK-LPI. For all the examples considered in
this thesis, the ECMA yields a much better approximation to the Wigner distribution
than LGA and FK-LPI, in particular at low temperature.

As a final comment, one should note that sampling the ECMA0 distribution did
not yield significant differences compared to the EW0 distribution sampled by the
WiLD for the examples provided in this thesis. It allowed, however, for a much more
efficient sampling. Thus, if one is only interested in sampling the Wigner density
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(in order to perform a LSC-IVR calculation for example), the ECMA seems to be a
more favourable approximation than the WiLD. Moreover, since ΦEW0 is not needed
to sample the marginal position distribution of ECMA, the auxiliary calculation can
be performed on only a subset of independent positions and multiple values of
the momentum can be sampled at each position. Figure 4.3 shows a sketch of the
complete procedure to compute approximate TCFs in the LSC-IVR framework using
ECMA initial conditions.
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Fig. 4.3.: Sketch of the LSC-ECMA algorithm for computing TCFs
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4.4 Application to unidimensional model systems

In this section we present applications of the ECMA and WiLD to two unidimensional
model systems closely related to those used in ref. [52]: the Morse and quartic
potentials. For each test case, we study two aspects: the static sampling of the
Wigner density and the computation of the approximate momentum autocorrelation
spectrum.

For the sampling problem, we compute the positive approximation to the Wigner
density (EW0) and analyze the effect of the Edgeworth correction2. The results are
compared to the classical Boltzmann distribution (always shown as a dashed gray
curve) and to the quantum reference (always shown as a black continuous curve)
obtained via a numerical resolution of the Schrödinger equation. We also compare
the distributions to the LGA and FK approximations.

We then present approximations to the momentum autocorrelation spectrum for
each model using WiLD, TRPMD, QTB and LSC-IVR with initial conditions given by
ECMA, LGA and FK (that we will denote respectively LSC-ECMA, LSC-LGA and LSC-
FK). This will allow us to compare directly the effect of the different approximations
both on initial distribution and dynamics.

The number of beads ν employed in the path integral calculations is indicated in the
figure captions.

4.4.1 Morse potential

Let us start by considering the one-dimensional Morse potential:

V (q) = D
[
e−2αq − 2e−αq

]
+Dζ(q) (4.52)

with D = 20 kcal/mol, α = 2.5 Å
−1

(same as ref. [52] and chapter 3), and for
a particle with the mass of a proton. The term ζ(q) is introduced to prevent
dissociation of the system: ζ(q) = 1 for q ≤ qmax and ζ(q) = eη(q−qmax) for q > qmax

with qmax = 2.5 Å and η = 2 Å
−1

.
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Fig. 4.4.: top panels: Wigner thermal distribution for the Morse potential approximated
using EW0 (dash-dotted red), EW4 (dotted green) compared to LGA (dashed
orange). Contour levels are 1.5, 10, 20, 30, 40 fs.Å−2.(g/mol)−1. FK is not shown
in order to keep the curves more visible but the corresponding results can be
found in chapter 3. bottom panels: mean square momentum as a function of
q. This graph corresponds to the average of p2 over a vertical slice of the top
panel, renormalized by mkB to obtain a temperature. The EW approximations
are compared to the classical Boltzmann distribution (dashed grey), to the exact
result (solid black) obtained from solving the Schrödinger equation on a grid
and to LGA (dashed orange) and FK (solid purple). Left panels: 1200K, 8 beads.
Right panels: 300K, 32 beads.
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Sampling of the Wigner distribution

The top panels of figure 4.4 show contour plots of the Wigner density at 1200K
(upper left panel) and 300 K (upper right panel), as obtained with the positive
approximation EW0 (dashed-dotted red curves) and including terms up to 4th-order
in the Edgeworth expansion (EW4: dotted green curve). EW0 and EW4 results
are very close, indicating convergence of the expansion already at order 0 at both
temperatures. In particular, for this system, the Wigner density does not present
significant negative regions. The bottom panels of figure 4.4 show the variance of
the conditional momentum distribution as a function of q (i.e. the average value of
p2 on each vertical slice of the corresponding distribution in the top panel). We can
see that, at both temperatures, the EW approximation is close to the exact result (a
slightly better agreement can be seen with EW4 at 300K).

At 1200K, the thermal energy kBT is of the same order as the zero-point energy
for the system, so quantum effects are not very pronounced. The numerically exact
Wigner density is similar to the classical Boltzmann distribution, with only a slight
broadening and a small shift of the maximum of probability, due to zero-point
motion. These effects are perfectly captured by the EW0 approximation and also
well described by the LGA.

At 300K, kBT is significantly smaller than the zero-point energy, and quantum effects
are much more significant. The classical Boltzmann distribution is considerably
narrower than the Wigner density, and their respective maxima are clearly shifted
from one another. The EW0 results are in very good agreement with the exact
distribution also in this more challenging situation. Even at 300K, the effect of the
Edgeworth correction terms remains small: the 4th order is responsible only for a
slight narrowing of the momentum distribution (barely distinguishable on the top
panels of Fig. 4.4).

One should note that the Wigner distribution displays position-momentum corre-
lations which is a purely quantum effect since such correlations are completely
absent from the classical Boltzmann distribution. This can easily be seen in the
bottom panels of figure 4.4. We can see that in the classical case, the mean square
momentum does not depend on position while it does for the quantum system, and
most notably at low temperature. These figures also show that EW clearly provides
a better approximation to the Wigner density than both LGA and FK approaches,
which tend to overestimate (resp. underestimate) the dependence on q of the mean

2In this thesis, we use ECMA to sample the Wigner distribution. The distributions sampled using
WiLD can be found in ref. [106] but do not display significant differences
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Fig. 4.5.: Snapshots of typical open chain configurations sampled in the auxiliary Langevin
dynamics for the Morse potential at 1200 K (a) and 300 K (b). The position of the
different beads is indicated with a blue dot (the position of the dots along the
vertical axis is arbitrary and just for visualization purposes). Successive beads
in the chain are connected with a blue line. The black vertical lines indicate
the value of q for which the auxiliary calculation is performed (i.e. the middle
between the two endpoints of the chain): -0.2 Å, 0.1 Å and 0.4 Å. The figure
also shows in red the histogram of the positions of the two endpoints of the open
chain, q − ∆

2 and q + ∆
2 , sampled during the auxiliary dynamics. The variance

of this distribution is directly related to κ2(q). On each panel, the potential is
superimposed (gray dotted line) with a suitable scale.
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square momentum. At order EW0, the mean square momentum is directly related
to the quantum correction factor ΦEW0(q) = λ2

th/κ2(q). From the definition of κ2

in equation (4.22), we clearly see that ΦEW0 is a non-local quantity. This can be
visualized in figure 4.5 which shows typical configurations of the open chain ex-
tracted from the auxiliary calculation used to compute κ2 at different positions and
at both temperatures. We see that the beads of the open chain explore a wide area
around q where the potential varies and, at 300K, most of the beads fluctuate close
to the minimum of the potential. This non-locality allows the EW approximation to
correctly capture the q-dependence of the quantum correction factor and thus of the
mean square momentum. By contrast, the LGA-QCF is purely local and overestimates
the q-dependence of the mean square momentum. The position dependence of the
FK-QCF is more subtle as it depends on the centroid position and not directly on q.
Like the EW-QCF, it is a non-local quantity but it only considers fluctuations around
the centroid which tends to be localized close to the minimum of the potential at
low temperature. This results in the underestimation of the q-dependence of the
mean square momentum in the FK approximation.

Momentum autocorrelation spectrum

We now focus on the computation of dynamical properties using the WiLD and
LSC-ECMA. Figure 4.6 shows the Kubo-transformed momentum autocorrelation
spectrum for the different approximate methods, compared to the exact spectrum
and to the classical result at 1200K (top panel) and 300K (bottom panel).

At 1200K, the main spectral feature (around 1500 cm−1) exhibits a slight shift
between the classical and quantum spectra. The quantum spectrum of a finite
dimension system consist in a series of Dirac delta-functions, centered at the differ-
ence frequencies between the eigenmodes of the system (see section 2.2.2). Here
for visualization purposes, these delta-peaks are artificially replaced with Gaussian
functions (of the same width, chosen so that the height of the features approxi-
mately matches the classical one). Therefore the asymmetric shape of the main peak
actually arises from a series of peaks with decreasing intensities. In the classical
case, the broadening of the peak is due to anharmonic effects (the softening of the
Morse potential at large q). The position and shape of this main spectral feature
mostly agree between the different approximate methods: the shape is close to the
classical spectrum and the peak is shifted roughly halfway between the quantum
and classical peaks. The same observations can be made for the overtones (zoom on
the overtones region on the right side of figure 4.6) with slightly larger variations of
the peaks positions.
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Fig. 4.6.: Kubo-transformed momentum autocorrelation spectrum for WiLD (solid blue),
LSC-ECMA (dash-dotted red), LSC-LGA (dotted green), TRPMD (solid orange),
exact (solid black) and classical (dashed grey) at 1200K (panel a) and 300K (panel
b) for the Morse potential. The reference spectrum is broadened by convolution
with a Gaussian function to match the heights of the other spectra (the spectral
weight of the peaks is not modified).

4.4 Application to unidimensional model systems 75



At 300K, the shift between the classical and quantum spectra is larger and the
classical peaks are narrower and less asymmetric (less exploration of the anharmonic
regions of the Morse potential). At this lower temperature, differences between the
approximate methods are more visible. For the main spectral feature, the LSC-ECMA
is almost identical to the LSC-LGA and the WiLD gives a nearly symmetric peak
halfway between the classical and TRPMD peaks. TRPMD and WiLD both place the
first overtone between the classical (3300 cm−1) and the quantum (2750 cm−1)
overtones. However, they strongly differ by their intensities: the intensity of the
overtone for the TRPMD is closer to the classical one while for the WiLD, it is
closer to the quantum one. The LSC-IVR seems to better capture both position and
intensity of the overtone but with a larger broadening of the peaks. It is interesting
to notice that, while the dynamics and the position distribution are the same for
LSC-ECMA and LSC-LGA, the spectra differ in the overtone region. These differences
mostly come from the position-momentum correlations in the initial approximations
to the Wigner distribution that are treated differently in ECMA and LGA. An in-
depth analysis of the effect of position-momentum correlations on overtones and
resonances is provided in chapter 5. In chapter 5 we examine the case of a slightly
anharmonic potential, in order to analyze the different methods analytically via
perturbation theory, but our main conclusions remain qualitatively valid for the
Morse potential and explain all the trends that we pointed out in the above.

4.4.2 Quartic potential

In this section we consider the case of the one-dimensional quartic potential:

V (q) = aq4 (4.53)

with a = 800 Å−4.kcal/mol. The mass of the system was again chosen to be the
proton’s mass.
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Fig. 4.7.: Contour plot of the Wigner density for the 1D quartic potential. Panel a: 1200K
(ν = 8). Panel b: 300K (ν = 32). Contour levels are -0.25, -0.0002, 5, 15, 25, 35,
45 fs.Å−2.(g/mol)−1.

Figure 4.7 shows the results for the Wigner density at 1200K (panel (a)) and 300K
(panel (b)). At 1200K, the main feature in the quantum and classical densities, the
symmetrical oblong peak centered around zero, is quite similar, only the quantum
distribution is slightly sharper around q = 0. The specific shape of the central peak
of the Wigner distribution is very well reproduced by the Edgeworth approximation
at order EW0 (dashed dotted red curve), EW4 (green dotted curve) and EW6 (blue
curve). However, even at this relatively high temperature, the numerically exact
quantum solution shows symmetrically placed features at large momentum that are
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absent in the classical and EW0 approximations. These are negative parts of the
Wigner density. They have a very small relative amplitude compared to the main
peak (less than 10−4) and are therefore difficult to capture accurately. Encouragingly,
however, high order terms in the Edgeworth expansion display some signal in the
correct regions.

As expected, the difference between quantum and classical results becomes more
significant at 300K. The main feature in the Wigner density is significantly broadened
by zero-point motion and, more strikingly, wide regions of negative ρw(q, p) now
appear for large values of p. The zero-order EW0 approximation already captures the
central (positive) peak of the distribution accurately, with only slight discrepancies
with respect to the exact result, that are corrected by the EW4 term. The high-
order terms of the Edgeworth expansion also allow describing the negative parts
of ρw(q, p): at order EW4, negative regions appear in the approximate distribution
but are slightly underestimated, an error that is corrected when the EW6 term is
included. For very large momenta, the distribution becomes noisy because these
regions of phase space are seldom explored. In spite of this, the inclusion of the first
terms in the CEW series systematically improves the estimate of negative regions of
the Wigner density, even when their relative amplitude remains small compared to
the positive peak: for instance, here, the (negative) minimum of ρw(q, p) corresponds
to approximately 1% of its maximum. Note that the EW4 and EW6 terms in the
Edgeworth expansion require longer auxiliary calculations to converge than the
terms in the EW0 approximation. Moreover, the full evaluation of the high-order
Edgeworth terms becomes cumbersome for systems with many degrees of freedom
(see section 4.5 for details), so that further work may be needed to treat complex
systems that display large negative values of ρw(q, p).

In spite of these numerical difficulties, higher order terms in the Edgeworth expan-
sion can significantly impact the accuracy of calculated physical observables. In
table 4.1, we report the relative error in the estimate of the mean square momentum
for the quartic potential with respect to the numerically exact reference at 300K as
a function of the truncation order. The EW0 approximation for the density results
in a substantial overestimation of the mean square momentum, which is strongly
reduced by including the fourth order term and essentially eliminated at order
EW6. Note that the convergence to the exact result is systematically improved at
low order (up to order EW6) before degrading slowly at higher orders and finally
diverging at very high orders. This is a consequence of the asymptotic character of
the Edgeworth series. The divergence of the Edgeworth series can be detected by
monitoring the contribution of each EWn term on the estimated squared momentum
(third column in table 4.1): we observe that this contribution first decreases, then
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Relative error on
〈
p2〉 relative EWn contribution

EW0 16%
EW4 4% -11%
EW6 -2% -6%
EW8 -7% -5%

EW10 -12% -6%
EW12 -20% -10%
EW14 -33% -17%
EW16 -61% -41%

Tab. 4.1.: Relative error on the global mean square momentum
〈
p2〉 (averaged over

both p and q) compared to exact quantum results for the quartic potential
at 300K. Higher order terms in the Edgeworth expansion are computed by solv-
ing the 1D Schrödinger equation and computing ρc using the wavefunction
expression of the thermal density operator. The third column shows the rela-
tive contribution of the EWn order term, measured by the relative difference:(
〈p2〉EWn − 〈p2〉EWn−2

)
/〈p2〉EWn.

reaches a plateau with a relative value around 5%, before increasing beyond order
EW12, as the Edgeworth series begins to diverge. Experience indicates that the
optimal approximation of the full Wigner density is obtained at order EW6, when this
plateau begins, although the general validity of this criterion should be investigated
further for other systems with strongly non-Gaussian momentum distributions.

The Wigner density also displays significant position-momentum correlations, as
evidenced by the q-dependence of the mean square momentum, as shown in the
bottom panel of Fig. 4.8. The results for the EWn approximations are consistent with
the previous observations: EW0 globally overestimates the mean square momentum
and the agreement with the exact result is improved up to order EW6 which captures
the correct position-dependence of the square momentum. Consistently with the
discussion on the Morse potential, we see that the LGA overestimates the variations
of
〈
p2〉 with q while the FK approximation underestimates them. Most notably, the

mean square momentum of the LGA at q = 0 is the classical value since the local
frequency is null at this position (i.e. the harmonic approximation is not valid close
to q = 0 for the quartic potential).
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Fig. 4.8.: top panel: Wigner thermal distribution for the quartic potential at 300K approxi-
mated using EW0 (dash-dotted red), EW4 (dotted green) and EW6 (solid blue)
compared to LGA (dashed orange). Contour levels are -0.25, -0.0002, 5, 15, 25,
35, 45 fs.Å−2.(g/mol)−1. Since the distribution is even with respect to position
and momentum, only the positive quadrant is displayed. bottom panel: mean
square momentum as a function of q. This graph corresponds to the average
of p2 over a vertical slice of the top panel, renormalized by mkB to obtain a
temperature. The EW approximations are compared to the classical Boltzmann
distribution (dashed grey), to the exact result (solid black) obtained from solving
the Schrödinger on a grid equation and to LGA (dashed orange) and FK (solid
purple).
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Momentum autocorrelation spectrum

250 500 750 1000 1250 1500 1750 2000
0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

K p
p/

m
k B

 (K
el

vi
n 

/c
m

1 )

(a) 1200K

2500 3000 3500 4000 4500 5000 5500 6000

x100.0

250 500 750 1000 1250 1500 1750 2000
 (cm 1)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

K p
p/

m
k B

 (K
el

vi
n 

/c
m

1 )

(b) 300K

classical
reference (with Gaussian broadening)
TRPMD
LGA

ECMA
WiLD
adQTB

2500 3000 3500 4000 4500 5000 5500 6000
 (cm 1)

x200.0

Fig. 4.9.: Kubo-transformed momentum autocorrelation spectrum for WiLD (solid blue),
LSC-ECMA+EW6 (dash-dotted red), LSC-LGA (dotted green), TRPMD (solid
orange), exact (solid black) and classical (dashed grey) at 1200K (panel a) and
300K (panel b) for the quartic potential. The reference spectrum is broadened by
convolution with a Gaussian function to match the heights of the other spectra.

Figure 4.9 shows the momentum autocorrelation spectrum approximated using
the WiLD and LSC-ECMA+EW6 compared to TRPMD, QTB and LSC-LGA. At high
temperature, all the approximate methods give similar results which are close to
the classical spectrum. At 300K however, the different methods yield quite different
spectra. For the main spectral peak (around 1200 cm−1), TRPMD best captures the
position with the most limited broadening. The position of the main peak for the
other methods is also close to the quantum result but within a too broad lineshape.
For the high frequency resonance (at around 4500 cm−1), the best agreement with
the quantum result is obtained by LSC-ECMA, WiLD and LSC-LGA (although none
of them captures the exact position and they all broaden the peak). The resonance
intensity is approximately correct for adQTB but its position is closer to the classical
result. The TRPMD approximation largely underestimates the resonance at 300K, as
in the previously considered example of the Morse potential.

Note that, at 300K, the EW4 and EW6 corrections to ECMA influence the shape and
position of the peaks and improve the agreement with the reference result as can
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Fig. 4.10.: Kubo-transformed momentum autocorrelation spectrum for LSC-ECMA at order
EW0 (dashed green), EW4 (dotted-dashed blue) and EW6 (solid red) compared
to the exact (solid black) and classical (dashed grey) spectra at 300K for the
quartic potential. The reference spectrum is broadened by convolution with a
Gaussian function to match the heights of the other spectra.

be seen in figure 4.10. This is due to the very anharmonic nature of the quartic
potential (and thus cannot be described by the perturbative approach developed
in chapter 5). For the quartic potential, the approximation to the initial Wigner
distribution is critical for the result of the linearized dynamics. This can be seen with
the LSC-LGA spectrum which is significantly different from the LSC-ECMA spectrum
and reflects the differences in the approximations of the Wigner density (as shown
in the top panel of figure 4.8).

4.5 Generalization to multiple degrees of freedom

4.5.1 Multidimensional formalism

The generalization of the ECMA and WiLD formalism to N degrees of freedom is
non-trivial. In the multidimensional case, κ2 and the EW0-QCF become N × N
matrices and care is required when deriving the Edgeworth expansion and the
expressions for the generalized forces.
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Edgeworth expansion

Introducing the notation q, p and ∆ to indicate N -dimensional vectors and taking
into account the fact that κ2 is now a matrix, equation (4.2) becomes:

ρw(q,p) = 1
(2π~)NZ exp

{
−pTκ2(q)p

2~2 − βU(q)
}

(4.54)

×
∫

d∆ exp
{[ 1

2~2 pTκ2(q) + i

~
∆
]
. p
}
ρc(∆|q) (4.55)

where U(q) and ρc(∆|q) are defined in analogy with eqs. (4.3) and (4.4). Introduc-
ing the notation:

h(p) = exp
{[ 1

2~2 pTκ2(q) + i

~
∆
]
. p
}

(4.56)

and considering the expansion of the exponential in h gives:

h(p) = 1 +
∑
i

pi
∂h

∂pi

∣∣∣∣∣
p=0

+ 1
2!
∑
i,j

pipj
∂2h

∂pi∂pj

∣∣∣∣∣
p=0

+ 1
3!
∑
i,j,k

pipjpk
∂3h

∂pi∂pj∂pk

∣∣∣∣∣
p=0

+ 1
4!
∑
i,j,k,l

pipjpkpl
∂4h

∂pi∂pj∂pk∂pl

∣∣∣∣∣
p=0

+ · · · (4.57)

where all the sum indices run from 1 to N .

Explicit calculation of the derivatives shows that odd orders in the expansion above
contain only odd powers of the components of ∆ and, as in the 1D case, they vanish
when integrated, by parity of ρc. Similarly to the 1D case, we choose:

[κ2(q)]ij =
∫

d∆ ∆i∆j ρc(∆|q) = 〈∆i∆j〉ρc|q (4.58)

With this choice of κ2, the second order in the Taylor expansion cancels and we
obtain:

ρEWn(q,p) = 1
(2π~)NZ e−

pT κ2(q)p
2~2 −βU(q)

1 +
(
i

~

)4 ∑
j,k,l,m

[κ4(q)]jklm
4! pjpkplpm + · · ·


(4.59)
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where κ4 is the fourth order cumulant tensor of ρc defined by:

[κ4(q)]ijkl = 〈∆i∆j∆k∆l〉ρc|q − 〈∆i∆j〉ρc|q 〈∆k∆l〉ρc|q − 〈∆i∆k〉ρc|q 〈∆j∆l〉ρc|q
− 〈∆i∆l〉ρc|q 〈∆j∆k〉ρc|q (4.60)

The higher orders of the Edgeworth expansion involve cumulants of increasing order
which may be difficult to compute for high dimensional systems. However, as we saw
in the previous section, only few terms of the Edgeworth correction are necessary
for most systems and the EW0 approximation will often be sufficient. Including only
the fourth order of the Edgeworth expansion already gives a good idea of negative
parts of the Wigner distribution and of the validity of the EW0 approximation.
Furthermore, in large multiatomic systems, all terms in the expansion will not be
physically relevant so that reasonable approximations can be derived depending
on the system under study (for example by setting to zero terms that couple atoms
that are far apart). These difficulties notwithstanding, the control on convergence
available via the expansion is an important conceptual advantage compared to
alternative methods.

Multidimensional WiLD equations of motion

In analogy to the unidimensional case, the EW0 approximation to the joint Wigner
distribution is given by:

ρEW0(q,p) =
exp

{
−βU(q)− 1

2~2 pTκ2(q)p
}

∫
dqdp exp

{
−βU(q)− 1

2~2 pTκ2(q)p
} (4.61)

The WiLD equations of motion are determined similarly to the one-dimensional case.
They read:  q̇ =M−1p

ṗ =F(q,p)− γp + σ(q)R(t)
(4.62)

where M is the mass matrix of the system, σ(q) is a N × N matrix and R(t) is a
vector of N independent Gaussian white noises. The forces Fi(q,p) are given for
i = 1, . . . , N by:

Fi(q,p) = −
N∑
j=1

[κ−1
2 (q)]ij

(
~2β

mj

∂U

∂qj
+

N∑
k=1

[Ck(q)]kj

)
− 1

2~2 pTCi(q)p (4.63)

We use the multidimensional Fokker-Planck equation to determine the expressions
for the N ×N matrices Ci(q) (i = 1 . . . N) and the fluctuation-dissipation relation
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in order for the probability density (4.61) to be stationary. We obtain for all i =
1, . . . , N :

Ci(q) =
N∑
j=1

~2

mj
[κ−1

2 (q)]ij
∂κ2
∂qj

(4.64)

The fluctuation dissipation relation is given by:

σ2(q) = 2γ~2κ−1
2 (q) (4.65)

Path integral estimators of κ2(q), ∇U(q) and ∇κ2(q) can be obtained similarly as in
the unidimensional case. Note that κ2(q) must be inverted in order to propagate the
WiLD equations of motion. This inversion is always possible since κ2(q) is positive
definite by construction (because it is defined as the covariance matrix of the density
ρc(∆|q)).

Edgeworth Conditional Momentum Approximation

In analogy with equation (??), we obtain the multidimensional ECMA as:

ρECMA(q,p) = 〈q|ρ̂|q〉 ρκ2(p|q)1 + CEWn(q,p)
1 + CEWn(q)

(4.66)

where ρκ2(p|q) is the conditional EW0 momentum distribution:

ρκ2(p|q) =
exp

{
−β

2 pTM−
1
2 Φ−1

EW0(q)M−
1
2 p
}

∫
dp exp

{
−β

2 pTM−
1
2 Φ−1

EW0(q)M−
1
2 p
} (4.67)

with M the diagonal mass matrix and ΦEW0(q) the N ×N EW0-QCF matrix defined
as:

Φ−1
EW0(q) = M

1
2κ2(q)M

1
2

~2β
(4.68)

Similarly to LHA, the Quantum Correction factor transforms the independent mo-
menta of the classical Boltzmann distribution into a generalized Gaussian distribu-
tion where all momenta are in principle correlated. Contrary to LHA however, the
EW0-QCF is not tied to a normal modes analysis of the Hessian of the potential at
configuration q and is always well defined (i.e. positive definite by construction),
even for configurations where a harmonic analysis would give imaginary frequen-
cies (on barriers of potential energy for example). We can push the interpretation
further and consider the eigenvectors of ΦEW0(q) which give characteristic modes
of the system that, contrary to the local normal modes used in LHA, account for
anharmonicity and quantum thermal motion.
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4.5.2 A simple 2D Hydrogen bonding model

In order to test the multidimensional generalization of our formalism, we performed
WiLD and ECMA simulations on the following two-dimensional potential[52]:

V (q,Q) =D
[
e−2α(Q2 +q−d) − 2e−α(Q2 +q−d) + 1

]
+Dξ2

[
e
−2α

ξ
(Q2 +q−d) − 2e−

α
ξ

(Q2 +q−d)
]

+Ae−BQ − C

Q6 (4.69)

V (q,Q) represents an asymmetric A-H-B hydrogen bond, between two different
anions A and B. The coordinate Q is the A-B distance while q is the distance of
the proton to the center of the A-B bond. We denote P and p the associated
momenta, respectively. The parameters are chosen as in ref. [52]: D = 60 kcal/mol,
α = 2.52 Å

−1
, d = 0.95 Å, A = 2.32× 105 kcal/mol, B = 3.15 Å

−1
, C = 2.31× 104

(kcal/mol).Å6 and the asymmetry factor ξ = 0.707.

Figure 4.11 shows the position (panel a) and momentum (panel b) probability
distributions at 300K. These are obtained by integration of the Wigner density with
respect to momentum (resp. position):

Pa(q,Q) =
∫

dp dP ρw(q, p,Q, P ) (4.70)

Pb(p, P ) =
∫

dq dQ ρw(q, p,Q, P ) (4.71)

The figures show that, for these quantities, the zero-order EW0 approximation sam-
pled by the WiLD very accurately reproduces the reference probability distributions.
In this case, the WiLD simulation is able to capture a variety of nuclear quantum
effects. First, we note that, at fixed Q the quantum distribution in Fig. 4.11.a is
much wider than the classical one because of the high zero-point energy of the light
degree of freedom (q, p). Moreover, the zero-point motion is responsible for a large
shift of the equilibrium position: quantum effects shorten the bond length and shift
the Hydrogen mean position towards the center of the bond.

In addition, in this 2D system, the p and P momenta are correlated, as it appears in
Fig. 4.11.b. The classical Boltzmann momentum distribution is separable and can
be written as a product of non-correlated Gaussian factors. However, in quantum
mechanics, this distribution is not necessarily separable due to the non-commutation
of the position and momentum operators, and momenta associated with different
degrees of freedom can be correlated. This is the case for the asymmetric hydrogen
bond model, as can be seen from the tilt of the 2D momentum distribution in figure
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Fig. 4.11.: Contour plot of the position (eq. (4.70), panel a) and momentum (eq. (4.71),
panel b) probability distributions for the asymmetric hydrogen bond model in
equation (4.69), at 300K (ν = 64). The reference is obtained from a direct
numerical solution of the two-dimensional Schrödinger equation.
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Fig. 4.12.: Color map of the matrix elements of Φ−1
EW0(q,Q) for the asymmetric hydrogen

bond model at 300K. Panels (a) and (c) represent the diagonal elements cor-
responding respectively to the light and heavy degrees of freedom. Panel (b)
shows the off-diagonal matrix element. The contour plots of the probability
density are superimposed (dotted black curve). The gray area outside of the
lowest probability contour is not statistically relevant and it was thus excluded.
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4.11.b. The correlation in momentum space is indeed captured in the 2× 2 matrix
κ2(q,Q) and it is therefore perfectly accounted for by the WiLD simulations, even at
the zero-order of the Edgeworth expansion. Fig. 4.12 shows the matrix elements of
Φ−1

EW0(q,Q) obtained from κ2 using equation (4.68). In the classical limit, the diagonal
elements are constant and equal to one while the off-diagonal element is null. In
contrast, in Fig. 4.12.a, the diagonal element for the light degree of freedom goes
down as low as 0.125, indicating large quantum effects. It also displays a marked
dependence on position, with almost a factor of 3 between its lowest and its highest
value, revealing a high degree of non-classical position-momentum correlation. As
expected, the diagonal element for the heavy degree of freedom, Fig. 4.12.c, is closer
to one but it still deviates from its classical value and varies with position (although
more weakly). Finally, the off-diagonal element in Fig. 4.12.b is non-zero and causes
the correlation in momentum space mentioned above.

4.5.3 Mexican hat potential: the curvature problem

We now consider the following two-dimensional potential:

V (x, y) = D

[(
r − r0
σ

)2
−
(
r − r0
σ

)3
+ 7

12

(
r − r0
σ

)3
]

(4.72)

with r =
√
x2 + y2 the distance from the origin, D = 116 kcal/mol, r0 = 0.94 Å the

equilibrium radius and σ = 0.437 Å. The potential in the radial direction is a Morse
potential (truncated at fourth order to avoid dissociation) and the system is free to
rotate in one direction. Figure 4.13 shows a colormap of the bidimensional potential
energy surface where we can see its rotational symmetry.
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Fig. 4.13.: Color map of the potential of equation (4.72) with D = 116 kcal/mol, r0 = 0.94
Å and σ = 0.437. The energy values are expressed in Hartree.

Potential (4.72) is built to highlight the so-called "curvature problem" that affects
some approximate quantum dynamics methods such as CMD (and, as we will show,
WiLD) and that is present in simulations of more realistic systems (for example
water). For CMD, the curvature problem occurs at low temperature when the ring
polymer distribution around the centroid is very delocalized. This delocalization in
the curve of the potential causes the centroid potential to flatten at low temperature,
leading to an artificially red-shifted and broadened peak [86, 87].

A similar effect can be observed for WiLD simulations. Figure 4.14 shows the
momentum autocorrelation spectrum obtained with WiLD at different temperatures.
The spectrum obtained by solving the Schrödinger equation (black curve in fig. 4.14)
displays a peak at around 3700 cm−1 which position does not depend on temperature
(the reference spectrum has been artificially broadened in fig. 4.14 in order to match
the height of the WiLD peaks). We can see that at 600K, the peak given by WiLD is
quite sharp and close to the reference. For lower temperatures, we notice a gradual
red-shift and a broadening of the peak that are typical of the curvature problem. As
for CMD, this effect hinders the use of the WiLD for computing spectra of systems
that are subject to this type of curvature, for example the rovirational spectra of O-H
bonds in water. It would be interesting to explore if this problem could be alleviated
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Fig. 4.14.: Momentum autocorrelation spectrum obtained from WiLD and LSC-ECMA at
different temperatures for the mexican hat potential (4.72). The results are
compared to the exact spectra at 75K and 600K (with a Gaussian broadening
of width 16THz) obtained via the solution of the bidimensional Schrödinger
equation.

by using curvilinear path integrals to compute the WiLD forces, as it has recently
been done in the case of QCMD (see ref. [88]).

Note that the curvature problem only affects the dynamics of the WiLD so that static
properties can still be computed (within the EW approximation). The curvature
problem does not affect LSC-ECMA as shown in figure 4.14: the position of the peak
does not depend on temperature and is very close to the reference. However, the
classical dynamics induces ZPEL in that case (especially at low temperature) so that
the intensity of the main peak is slightly understimated and that of the low-frequency
rotational peak (not shown in the figure) is overestimated.
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Nuclear Quantum Dynamics:
a step beyond the harmonic
oscillator

5

In the previous chapters, we have pointed out that a minimum criterion to design
a novel approximate quantum dynamics method is that it must be exact for the
harmonic potential since it is the lowest order approximation of any system close
to an equilibrium configuration. For the harmonic potential, one can analytically
show that all the methods presented in above are exact. The harmonic dynamics
thus constitutes a "common minimum denominator", and allows to discard some
approximations that would not describe it satisfactorily. However, it does not allow
to differentiate the approximations that fulfill this criterion.

It is thus desirable to obtain similar analytical, or at least rational, arguments to com-
pare the different methods on physically relevant anharmonic systems. Throughout
the previous chapters, we used the Morse potential of eq. (3.1), which is a strongly
anharmonic potential, in order to qualitatively compare several methods in a case
where an exact solution is available. In particular, we pointed out that the momen-
tum autocorrelation spectrum of the Morse potential displays an overtone that is
reproduced with different levels of accuracy by the different approximations: RPMD
and CMD strongly understimate the overtone at low temperature while LSC-IVR,
WiLD and adQTB show only small discrepancies compared to the exact result.

In this chapter, we take the comparison of the different methods one step further
and make it quantitative by considering simple model potentials, obtained by adding
anharmonic perturbations to a harmonic potential, that display typical anharmonic
effects such as overtones and combination bands. For these models we can derive
analytical results within the different approximations using perturbation theory. This
analysis is interesting for two main reasons. Firstly, it enables to put on mathematical
grounds the different characteristics (and to some extent the reliability) of these
approaches when interpreting computed spectral features. Secondly, it illustrates
that the lack of coherence effects in the dynamics cannot always be invoked to
explain missing features in approximate spectra. Indeed, all the methods considered
share the characteristic of coupling a sampling of the quantum thermal distribution
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with a (generalized) classical dynamics and yet perform very differently. This
indicates that the interplay between sampling and propagation is more delicate
than usually assumed and qualitative statements on this topic should be carefully
considered (note that similar analysis start appearing in the literature, e.g. ref. [59]).
Our results explain all the trends observed for the overtone of the Morse potential
and allow to trace them back to the treatment of position-momentum correlations,
rather than coherence effects to which they are often associated. Beyond the Morse
potential, our perturbative analysis provides some keys to examine anharmonic
resonances occurring in more complex systems such as the water molecule that we
present in section 5.4 and liquid and solid water in chapter 6.

In the first section, we introduce the simplest possible model for an overtone
consisting in a unidimensional harmonic potential subject to a cubic perturbation. We
then present a perturbative framework within which we derive analytical expressions
of the overtone intensity obtained in each of the approximate methods presented
in chapters 3 and 4. In the second section, we investigate the issue of combination
bands by applying the same perturbative analysis to a system of two weakly coupled
harmonic oscillators. In the third section, we focus on the Fermi resonance and use
the model and the perturbative results presented in ref. [109]. For all the model
potentials, we compare numerically the performance of the different approximate
methods in order to validate the perturbative approach. Finally, we shall extend
the investigation – numerically – to the more challenging case of gas-phase water
in the last section of this chapter. In order to perform these comparisons, we
implementated the various methods in a common framework for trajectory-based
quantum dynamics1.

5.1 Overtones: the perturbed harmonic oscillator

The simplest model for investigating overtones is given by the following potential:

V (q) = 1
2mω

2
0q

2 + λ

3 q
3 (5.1)

which consists of a harmonic oscillator at frequency ω0 and a cubic term that we
will consider to be a perturbation to the harmonic potential. The parameter λ gives
the amplitude of the anharmonicity and acts as a control parameter. In practice, the

1The Fortran package we developed is available at https://gitlab.com/nqe-insp/QDPack
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cubic term can be treated perturbatively if we choose λ such that the ratio of the
two components of the energy is small for all relevant positions:

|λ|
〈∣∣q3∣∣〉

mω2
0 〈q2〉

� 1 (5.2)

where 〈·〉 refers to the expectation value over the thermal equilibrium distribution
at inverse temperature β. At first order in λ, we can replace 〈·〉 by 〈·〉0 which is the
expectation value over the unperturbed (harmonic) distribution:

ρmw,0(q) ∝ exp
{
− mω2

0q
2

2Θ(ω0, β)

}
(5.3)

where
Θ(ω0, β) = ~ω0/2

tanh(β~ω0/2) (5.4)

is the harmonic average quantum thermal energy. With this distribution, we have:

〈
q2
〉

0,β
= Θ(ω0, β)

mω2
0

(5.5)

〈∣∣∣q3
∣∣∣〉

0,β
= 1√

π

(2Θ(ω0, β)
mω2

0

)3/2
(5.6)

Thus, to consider the anharmonic contribution as perturbative, we must have:

|λ| �
√

m3ω6
0

Θ(ω0, β) (5.7)

Under condition (5.7), the dynamics of the system is mainly harmonic with a small
overtone contribution at frequency 2ω0. Moreover, under this condition, the region
where the potential diverges to −∞ for q → −∞ is not explored (if the dynamics is
initialized at a position close to q = 0, the probability that it escapes from this local
minimum is negligible).

We will measure the intensity of the overtone at inverse temperature β by its
contribution η(β) to the (generalized) vibrational density of states:

η(β) =
∫ 2ω0+∆ω

2ω0−∆ω

β

m
Kpp(ω;β)dω (5.8)

with Kpp(ω;β) the (Kubo-transformed) momentum autocorrelation function at
inverse temperature β and ∆ω a frequency interval chosen in a way to encompass
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the whole overtone region. Note that, according to the fluctuation-dissipation
theorem of equation (3.47) (and using eq. (2.38)), we have the relation:

β

m
Kpp(ω) = 2 Re[χpx(ω)] (5.9)

with χpx(ω) the linear susceptibility defined in chapter 3.3. For a harmonic system,
2 Re[χpx(ω)] is the vibrational density of states (VDOS) and, in this chapter, we will
use this denomination even for anharmonic systems. Using the definitions provided
here, the classical and quantum VDOS coincide in the harmonic case (λ = 0) for
all temperatures. However, we will show in the following that, in the anharmonic
case (λ 6= 0), the quantum and classical temperature-dependence of η are very
different: the overtone contribution to the VDOS goes to zero at low temperature in
the classical case while it saturates at a non-zero value in the quantum case.

In the following sections we will derive analytical expressions for η (by treating the
cubic potential as a small perturbation), within the different approximate quantum
dynamics frameworks presented in the previous chapters and compare them to the
classical and the exact quantum reference. We also check the analytical expressions
against numerical simulations. We use ω0 = 1500cm−1, λ = 21 kcal mol−1 Å

−3
and

m as the proton mass for all numerical applications. We performed simulations of
the different methods for temperatures between 0K and 3000K. The momentum au-
tocorrelation spectrum is extracted from the simulated trajectories and the overtone
contribution to the VDOS is obtained by integrating the spectrum on an interval ∆ω
appropriately chosen around 2ω0.

5.1.1 Classical correlation function

We recall the definition of the classical momentum-momentum time correlation
function:

Kpp(t) =
∫

dqdp ρcl(q, p) p eiLcltp (5.10)

where ρcl(q, p) is the classical Boltzmann density defined in equation (2.1) and iLcl

is the classical Liouville operator defined in equation (2.4). Note that we switched
the notation of the classical TCF from cpp to Kpp in order to emphasize the analogy
with the Kubo-transformed quantum TCF.

The methodology that we use to compute η in the classical case goes as follows: (1)
we expand the density ρcl in powers of the anharmonicity parameter λ. (2) We write
the Dyson expansion of the time propagator eiLclt at second order in λ (the order
at which the overtone contribution appears, as we will see in the following) and
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compute the propagated momentum eiLcltp. (3) we combine the two previous results
by averaging the second-order expansion of peiLcltp on the distribution ρcl. This will
give Kpp(t) at second order in λ. (4) Finally, we compute the Fourier transform of
Kpp(t) to obtain the overtone contribution to the VDOS η using eq. (5.8).
Note that for simplicity, we will only show here the key elements of the derivation
and will not detail all the calculations which are quite technical but only involve
elementary operations. Most of the developments for the approximate quantum
methods use essentially the same methodology. Therefore, the derivation is pre-
sented in more details for the classical case, which we refer to in the following
sections.

Let us begin by splitting the Hamiltonian into a harmonic part and a perturbation
H(q, p) = H0(q, p) + λ

3 q
3. The perturbed Boltzmann density, expanded to second

order in λ, is then given by:

ρcl(q, p) = e−βH(q,p)

Z
= ρcl,0(q, p)

[
1− λβq3

3 + λ2β2

18
(
q6 −

〈
q6
〉

0

)]
+O

(
λ3
)

(5.11)

where ρcl,0(q, p) is the unperturbed harmonic Boltzmann density and 〈·〉0 denotes
the expectation value over ρcl,0. The term in

〈
q6〉

0 comes from the expansion of the
partition function (a first-order term in

〈
q3〉

0 should also appears but it is equal to
zero by parity).

The classical Liouville operator of the system can be written as:

iLcl = iL0 − λq2 ∂

∂p
(5.12)

where iL0 is the harmonic Liouville operator. We use the Dyson expansion of the
classical time propagator to rewrite the perturbed propagator eiLclt as a series of har-
monic propagations (that are represented by the operator eiL0t and can be computed
analytically) with intermediate applications of the perturbation Liouvillan −λq2 ∂

∂p

at different times. The Dyson series of the classical time propagator truncated at
second order is given by:

eiLclt = eiL0t − λ
∫ t

0
ds eiL0(t−s)q2 ∂

∂p
eiL0s (5.13)

+ λ2
∫ t

0
ds1

∫ s1

0
ds2 e

iL0(t−s1) q2 ∂

∂p
eiL0(s1−s2) q2 ∂

∂p
eiL0s2 +O

(
λ3
)

The zeroth order of the expansion corresponds to a purely harmonic propagation.
The first order corresponds to a single application of the perturbation at a time s
between 0 and t with harmonic propagations from time 0 to s and s to t. The second
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order corresponds to two applications of the perturbation at different times and so
on for the higher orders. The effect of the harmonic time propagator eiL0s on q and
p is:

eiL0sq = q cos(ω0s) + p

mω0
sin(ω0s) (5.14)

eiL0sp = p cos(ω0s)−mω0q sin(ω0s) (5.15)

Using (5.11) and (5.13), we can compute the TCF of the perturbed system using
only properties of the harmonic density and time propagator. In the following, we
will denote K(ij)

pp (t) the contribution at order i of the density expansion and order j
of the Dyson series. At second order in λ, we thus have:

Kpp(t) =
i+j≤2∑
i,j

K(ij)
pp (t) +O

(
λ3
)

(5.16)

Note that since the unperturbed Liouvillian (i.e. the harmonic dynamics) does not
produce overtones, none of the K(i0)

pp contribute to the intensity of the overtone
(and thus do not appear in the calculation of η). In particular, since K(20)

pp does not
contribute, one does not need the second order of the expansion of the distribution
to compute η(β). In this section, we nonetheless compute all of the K(ij)

pp in order to
show the expression of the full TCF at second order in λ, for completeness sake.

The unperturbed contribution is given by the standard result for the classical har-
monic oscillator:

K(00)
pp (t) = m

β
cos(ω0t) (5.17)

Using the parity and separability of the harmonic Boltzmann density, one can easily
show that:

K(01)
pp = K(10)

pp = K(20)
pp = 0 (5.18)

The first anharmonic contribution to the correlation function is thus of second order
in λ and comes from the two contributions K(11)

pp and K
(02)
pp . Using first orders of

both (5.11) and (5.13), we obtain:

K(11)
pp (t) = λ2β

3

∫
dqdp ρcl,0(q, p) q3p

∫ t

0
ds eiL0(t−s)q2 ∂

∂p
eiL0sp (5.19)
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After applying the time propagators and using symmetries of the density again, this
term is given by:

K(11)
pp (t) = 2λ2β

3mω0

〈
q4
〉

0

〈
p2
〉

0

∫ t

0
ds cos(ω0s) cos(ω0(t− s)) sin(ω0(t− s))

= 2λ2

3m2ω6
0β

2 [cos(ω0t)− cos(2ω0t)] (5.20)

Finally, the second order of the Dyson series gives:

K(02)
pp (t) = λ2

∫
dqdp ρcl,0(q, p) p

∫ t

0
ds1

∫ s1

0
ds2 e

iL0(t−s1) q2 ∂

∂p
eiL0(s1−s2) q2 ∂

∂p
eiL0s2p

(5.21)
After applying all the propagators, averaging over the harmonic density, computing
the time integrals and simplifying the expression, we obtain:

K(02)
pp (t) = 10λ2

9m2ω6
0β

2 [cos(2ω0t)− cos(ω0t) + 3
2ω0t sin(ω0t)] (5.22)

The full expression of Kpp(t) at second order in λ is then:

Kpp(t) = m

β
cos(ω0t) + λ2

m2ω6
0β

2

(4
9[cos(2ω0t)− cos(ω0t)] + 5

3ω0t sin(ω0t)
)

+O
(
λ3
)

(5.23)
Finally, we use equation (5.8) to obtain the overtone contribution to the classical
VDOS, at second order in λ, as:

ηcl(β) = 4λ2

9m3ω6
0
β−1 +O

(
λ3
)

(5.24)

We can already note that this quantity tends to zero linearly with T at low tempera-
ture: the system freezes close to the potential minimum where the anharmonicity is
negligible and the (classical) overtone disappears.2

2Equation (5.22) contains a term proportional to ω0t sin(ω0t) which diverges when t → ∞. This
term, called a secular term, is a well known artefact of this type of Dyson series (see refs. [110,
111]) and can be removed using multiple-scale perturbation [112, 113], resummation techniques
[114, 115] or by using an appropriate change of variables (for example action-angle variables as in
ref. [116]). As this term does not affect the overtone intensity (as confirmed by numerical tests),
we simply chose to discard it and to discard similar terms appearing in the perturbative calculation
for the approximate quantum methods.

5.1 Overtones: the perturbed harmonic oscillator 98



5.1.2 Quantum case: exact and linearized dynamics

We now move on to the quantum case. In appendix C.1 we show, using perturbation
theory on the eigenstates of the harmonic oscillator, that the contribution of the
overtone to the quantum VDOS is given by:

ηQ(β) = 4λ2

9m3ω6
0

Θ(ω0, β) +O
(
λ3
)

(5.25)

As expected, in the high temperature limit, the classical and quantum results coincide.
However, at low temperature, Θ(ω0, β)→ ~ω0/2 and thus, as shown in figure 5.1,
ηQ tends to a constant while its classical counterpart tends linearly to 0. Quantum
perturbation theory shows that, at low temperature, the overtone is produced by
the transition from the fundamental energy level to the second excited state. Since
the fundamental energy level is always populated, this transition is possible even
at temperatures close to zero and thus the intensity of the overtone tends to a
constant.

0 500 1000 1500 2000 2500 3000
Temperature (K)

0.00e+00

2.50e-05

5.00e-05

7.50e-05

1.00e-04

1.25e-04

1.50e-04

1.75e-04 Q

Schrödinger
Cl

Classical simulations

Fig. 5.1.: Intensity of the overtone quantified by ηcl (eq. (5.24)) in the classical case (dashed
line) and ηQ (eq. (5.25)) in the quantum case (solide line) for the potential (5.1)

with ω0 = 1500cm−1 and λ = 21 kcal mol−1 Å
−3

. The perturbative expressions
are compared to numerical results obtained from classical MD (blue points) and
from the resolution of the Schrödinger equation on a grid (red points).
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In order to set the stage for the different LSC-IVR approximations, we propose
here another derivation of equation (5.25) in the IVR framework. We recall the
expression of the real part of the standard momentum-momentum TCF (see section
2.2.2):

c̄pp(t) =
∫

dqdp ρw(q, p) p eiLQtp (5.26)

with ρw the Wigner distribution defined in equation (2.16) and iLQ the quantum
Liouvillian defined in equation (2.30). The perturbative calculation of c̄pp(t) requires
to expand the Wigner distribution (or its approximation as we will see later) in
powers of λ and to compute the Dyson expansion of eiLQtp. As discussed in the
previous section, since the harmonic dynamics does not produce overtones, only the
first order of the expansion of the distribution is needed to compute η. The Wigner
density expanded to first order in λ is given by (see the derivation in appendix
C.2):

ρw(q, p) = ρw,0(q, p)
[
1− λq

mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)
− 2λq3

9Θ(ω0, β)

(5
2 −

Θ(2ω0, β)
Θ(ω0, β)

)

+ λqp2

3m2ω2
0Θ(ω0, β)

(Θ(2ω0, β)
Θ(ω0, β) − 1

)]
+O

(
λ2
)

(5.27)

where the unperturbed (harmonic) Wigner distribution is given by:

ρw,0(q, p) = e
− 1

Θ(ω0,β)

(
p2
2m+ 1

2mω
2
0q

2
)

∫
dqdp e

− 1
Θ(ω0,β)

(
p2
2m+ 1

2mω
2
0q

2
) (5.28)

which is simply the classical harmonic Boltzmann distribution with β−1 replaced
by the harmonic average thermal energy Θ(ω0, β) = ~ω0/2

tanh(β~ω0/2) . It is easy to show
(by replacing every Θ by their classical limit β−1) that the classical limit of the
distribution (5.27) yields the first-order expansion of equation (5.11). As for the
classical Boltzmann distribution, the harmonic Wigner distribution does not display
position-momentum correlations. However, position-momentum correlations appear
in the perturbed distribution through the term proportional to qp2 in equation
(5.27).

We now show that the LSC-IVR approximation, i.e. replacing the quantum Liouvillian
by the classical one in equation (5.26), is exact for the potential (5.1) at least up
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to second order in the anharmonicity parameter λ. Due to the simple form of the
potential, the quantum Liouvillian of eq. 2.30 can be written explicitly as:

iLQ = iLcl + λ~2

12
∂3

∂p3 (5.29)

where iLcl is the classical Liouville operator (5.12). A Dyson expansion of the
quantum Liouville time propagator gives the following propagation of p:

eiLQtp =eiLcltp+ λ~2

12

∫ t

0
dseiL0(t−s) ∂

3

∂p3 e
iL0sp

+ λ2~4

144

∫ t

0
ds1

∫ s1

0
ds2e

iL0(t−s1) ∂
3

∂p3 e
iL0(s1−s2) ∂

3

∂p3 e
iL0s2p

− λ2~2

12

∫ t

0
ds1

∫ s1

0
ds2e

iL0(t−s1)q2 ∂

∂p
eiL0(s1−s2) ∂

3

∂p3 e
iL0s2p

− λ2~2

12

∫ t

0
ds1

∫ s1

0
ds2e

iL0(t−s1) ∂
3

∂p3 e
iL0(s1−s2)q2 ∂

∂p
eiL0s2p (5.30)

+O
(
λ3
)

Since ∂3

∂p3 e
iL0sp = ∂3

∂p3 (p cos(ω0s)−mω0q sin(ω0s)) = 0, the first three perturbation

terms are null. Moreover, since ∂3

∂p3 e
iL0sq2 = ∂3

∂p3 (q cos(ω0s) − p
mω0

sin(ω0s))2 = 0,
the last perturbation also cancels and thus:

eiLQtp = eiLcltp+O
(
λ3
)

(5.31)

A classical propagation of p then gives the same result as a quantum propagation at
least up to second order in λ. Thus, the LSC-IVR approximation to cpp is exact up to
this order. In this situation, all the quantum effects involved in the computation of
cpp for this potential are thus contained in the initial Wigner distribution ρw(q, p) and
quantum dynamical effects, such as real-time quantum coherence, play no role in
the intensity of the overtone. Note that this result applies to any linear combination
of p and q but does not apply to nonlinear observables. This suggests that, in general,
LSC-IVR might be more reliable for linear observables than nonlinear one.

Using the exact Wigner distribution expanded to first order in λ (5.27) and the
Dyson series of the classical time propagator (5.13), one can follow the same
steps as for the classical case to compute the different orders of c̄pp(t). One can
then use relation (2.38) to obtain the contribution of the overtone to the VDOS at
second order in λ which is, as expected, given by equation (5.25). Note, however,
the following subtlety: even if the effect of the classical propagation on p is the
same as the quantum propagation (at second order in λ, see eq. 5.31), it does not
mean that the Wigner distribution is conserved by the classical dynamics (one can
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indeed show that iLclρw(q, p) is not null at first order in λ). It is therefore very
interesting to remark that the correct c̄pp spectrum can be obtained even if the initial
distribution is not conserved by the dynamics. It should be investigated further
how this particular result can be generalized to more complex systems but the
accuracy of the TCFs obtained with LSC-IVR (with well distributed initial conditions)
is somewhat strengthened by this observation, at least for linear observables.

In the following, we will compare the approximation to η(β) obtained with ECMA,
the global harmonic approximation, LHA and FK-LPI and show that an accurate
description of the initial Wigner distribution is of the utmost importance to properly
reproduce the overtone intensity.

Edgeworth Conditional Momentum Approximation

The ECMA uses the exact marginal position distribution ρmw (q) and approximates the
conditional momentum distribution ρcw(p|q) with a Gaussian distribution character-
ized by the EW0-QCF of equation (4.50). The exact marginal position distribution
and conditional momentum distribution obtained from equation (5.27) are given
by:

ρmw (q) = e
−

mω2
0q

2

2Θ(ω0,β)√
2πΘ(ω0, β)/mω2

0

[
1− 2λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)

− 2λq3

9Θ(ω0, β)

(5
2 −

Θ(2ω0, β)
Θ(ω0, β)

)]
+O

(
λ2
)

(5.32)

ρcw(p|q) = e
− p2

2mΘ(ω0,β)√
2πmΘ(ω0, β)

[
1 + λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)(
p2

mΘ(ω0, β) − 1
)]

+O
(
λ2
)

(5.33)

One can show (see appendix C.2) that the EW0-QCF is given, at first order in λ,
by:

ΦEW0(q) = βΘ(ω0, β)
[
1 + 2λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)]
+O

(
λ2
)

(5.34)
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The EW0 conditional momentum distribution is then:

ρκ2(p|q) = e
− βp2

2mΦEW0(q)√
2πΦEW0(q)m/β

= e
− p2

2mΘ(ω0,β)√
2πmΘ(ω0, β)

[
1 + λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)(
p2

mΘ(ω0, β) − 1
)]

+O
(
λ2
)

(5.35)

which is equal to the exact conditional momentum distribution (5.33) at first order
in λ. Since ECMA uses the exact marginal position distribution, the ECMA approx-
imation to the Wigner distribution is exact at first order in λ. Furthermore, since
classical dynamics gives the exact result at second order in perturbation, LSC-ECMA
gives the correct overtone intensity and thus

ηECMA(β) = ηQ(β) +O
(
λ3
)

(5.36)

Global Harmonic Approximation

In order to emphasize the importance of the correct position-dependence in the
conditional momentum distribution, we consider a global harmonic approximation to
the Wigner distribution that we will denote IVR0. We define the IVR0 approximation
as the exact marginal position distribution (5.32) times the harmonic momentum
distribution of equation (5.28). The IVR0 distribution thus does not feature position-
momentum correlations. We compute ηIVR0(β) using the same reasoning as in the
previous subsection, substituting the ECMA with the IVR0 distribution, and obtain:

ηIVR0(β) = 4λ2

9m3ω6
0

Θ2(ω0, β)
Θ(2ω0, β) +O

(
λ3
)

= ηQ(β) Θ(ω0, β)
Θ(2ω0, β) +O

(
λ3
)

(5.37)

which is the exact value of η multiplied by the factor Θ(ω0, β)/Θ(2ω0, β). This
factor equals 1 in the classical limit (β → 0) and 1/2 in the zero-temperature limit
(β → ∞). It is interesting to see that neglecting position-momentum correlations
results in an underestimation of the overtone intensity by a half. Note that the same
result can be obtained with a classical MD simulation thermostatted at temperature
Θ(ω0, β)/kB instead of the physical temperature. As we will see later, this is strongly
related to the QTB approximation to η(β).
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Local Harmonic Approximation

The LHA uses the exact marginal position distribution (5.32) and approximates the
conditional momentum distribution using the local frequency (obtained from the
curvature of the potential, see equation (3.7)). The local frequency for the potential
(5.1) is given by:

Ω2(q) = ω2
0 + 2λ

m
q (5.38)

If condition (5.7) is enforced so that the cubic potential is a small perturbation,
Ω2(q) should be positive for all relevant positions and thus the LHA approximation
is stable (see section 3.1).

The LHA-QCF is then given, at second order in λ, by:

ΦLHA(q) = βΘ(ω0, β)
(

1 + λq

mω2
0

(1 + βΘ(2ω0, β)− 2βΘ(ω0, β))
)

+O
(
λ2
)

(5.39)

and the LHA conditional momentum distribution is:

ρLHA(p|q) = e
− p2

2mΘ(ω0,β)√
2πmΘ(ω0, β)

[
1 + λq

2mω2
0

(1 + βΘ(2ω0, β)− 2βΘ(ω0, β))
(

p2

mΘ(ω0, β) − 1
)]

+O
(
λ2
)

(5.40)

We compute ηLHA(β) using the same reasoning as above with the LHA distribution
and obtain:

ηLHA(β) = ηQ(β) Θ(ω0, β)
Θ(2ω0, β)

[5
2 + 3

2β
(
Θ(2ω0, β)− 2Θ(ω0, β)

)]
+O

(
λ3
)

(5.41)

The LSC-LHA thus gives the correct result in the classical limit (as the factor that
multiplies ηQ tends to one) and ηLHA → 5

4ηQ in the zero-temperature limit. The
overtone contribution to the VDOS is thus slightly overestimated.

Feynman-Kleinert Linearized Path Integrals

The derivation of the momentum ATCF in the LSC-FKLPI approximation is quite
cumbersome and goes as follows: we start by writing the perturbative expression
of the FK optimal frequency and of the frequency of the fluctuations (respectively
defined in equations (3.18) and (3.17)). We then expand the distribution of the
fluctuations and compute the TCF at fixed centroid position. Finally, we average
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over the centroid position (using the perturbative centroid distribution obtained in
section 5.1.5).

Due to the parity of the fluctuation distribution in equation (3.18) and the linear
dependence in position of the local frequency (5.38), it can be shown that the FK
optimal frequency is equal to the local frequency:

Ω2
FK(xc) = ω2

0 + 2λ
m
xc (5.42)

We then obtain from equation (3.17) that

θ2(xc) = ω2
0

u0
tanh(u0) − 1

[
1 + xc

2λ
mω2

0

(
1− u0

2
1− u0 + u0 tanh2(u0)

u0 − tanh(u0)

)]
+O

(
λ2
)

(5.43)
with u0 = β~ω0/2. Since Ω2

FK is the local frequency, the FK-QCF is equal to the
LHA-QCF, see eq. (5.39), at first order in λ, evaluated at the centroid position xc.
One can then expand the fluctuation distribution to first order in λ and compute the
TCF at fixed centroid position. Integration over the perturbed centroid distribution
(obtained in section 5.1.5) then yields LSC-FKLPI approximation to η(β) which
reads:

ηFK(β) = ηQ(β)
[3

2 + 3
2βΘ(2ω0, β) −

2Θ(ω0, β)
Θ(2ω0, β)

]
+O

(
λ3
)

(5.44)

The LSC-FKLPI then gives the correct result in the classical limit (as the factor
multiplying ηQ tends to 1 when β → 0) where the fluctuations around the centroid
are negligible and the centroid behaves classically. In the zero-temperature limit,
ηFK → ηQ/2. The overtone contribution is thus globally underestimated. The zero-
temperature limit is the same as IVR0, which can be understood in the following
way: at kBT = 0, the centroid is frozen at the minimum of the potential and thus the
fluctuations are purely Gaussian without position-momentum correlations, similarly
as IVR0.

5.1.3 Matsubara dynamics

We now turn to path integrals methods. In this section, we show that Matsubara
dynamics yields the exact result, at second order in λ, for the overtone intensity. We
will also show in the next sections that RPMD and CMD yield the classical result
for η, thus losing the correct distribution of energy when approximating Matsubara
dynamics.
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We recall the Matsubara dynamics approximation to the Kubo-transformed momentum-
momentum TCF:

KMats
pp (t) = lim

M→∞

∫
dQdP ρM(Q,P ) P0 e

iLM t P0 (5.45)

where Q = (Qn)n∈M and P = (Pn)n∈M are the M first Matsubara modes (with the
notation n ∈M denoting n = −(M − 1)/2, . . . , (M − 1)/2 ) among which (Q0, P0)
is the centroid, ρM(Q,P ) is the Matsubara quasi-density defined in equation (3.33)
and iLM is the Matsubara Liouvillian defined in equation (3.30). For the potential
(5.1), the Matsubara potential is given by:

UM (Q) = 1
2mω

2
0
∑
n∈M

Q2
n + λ

3
∑

i,j,k∈M
AijkQiQjQk (5.46)

where

Aijk = lim
N→∞

√
N

N∑
l=1

TliTljTlk (5.47)

with (Tij) the transfer matrix between the normal modes and the spatial ring-polymer
coordinates defined in equation (3.26).

The Matsubara Hamiltonian and Liouville operator can be split into a harmonic part
and a perturbation:

HM (Q,P ) =
∑
n∈M

H0(Qn, Pn) + λ

3
∑

i,j,k∈M
AijkQiQjQk (5.48)

iLM (Q,P ) =
∑
n∈M

iL0(Qn, Pn)− λ
∑

i,j,k∈M
AijkQiQj

∂

∂Pk
(5.49)

where H0 and iL0 are the classical harmonic Hamiltonian and Liouville operator,
respectively. Note that, for a harmonic system, the Matsubara modes evolve indepen-
dently from each other with the classical harmonic equations of motion (propagated
using equations (5.14) and (5.15)). In particular, all the fluctuation modes are
decoupled from the centroid so that coupling only occurs through the perturbation.
We denote the unperturbed Matsubara distribution as:

ρM,0(Q,P ) = eiβθM (Q,P ) ∏
n∈M

e−βH0(Qn,Pn)

Zn,0
(5.50)
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with Zn,0 =
∫

dQndPne−β(H0(Qn,Pn)+ 1
2mω̃

2
nQ

2
n) and ω̃n = 2nπ/β~. Normalization of

ρM,0 can be verified by performing the momentum integrals by analytic continuation
(see ref. [44])

∫
dP ρM,0(Q,P ) =

∏
n∈M

e−β
1
2m(ω2

0+ω̃2
n)Q2

n∫
dQne−β

1
2m(ω2

0+ω̃2
n)Q2

n

(5.51)

and finding that the position marginal density (5.51) is the standard imaginary-
time path-integrals harmonic density for the Matsubara modes. We now use the
same method as for the classical case in the extended Matsubara phase-space. The
Matsubara distribution is expanded as:

ρM(Q,P ) = ρM,0(Q,P )
[
1− βλ

3
∑

i,j,k∈M
AijkQiQjQk

+ β2λ2

18


 ∑
i,j,k∈M

AijkQiQjQk

2

−
〈 ∑

i,j,k∈M
AijkQiQjQk

2〉
0

]+O
(
λ3
)

(5.52)

The time propagator can be expanded at second order using the same Dyson series
as (5.13) with the perturbed Matsubara Liouvillian (5.49). As in the classical case,
we decompose the Matsubara time correlation function (5.45) as:

KM
pp (t) =

i+j≤2∑
i,j

KM(ij)
pp (t) +O

(
λ3
)

(5.53)

Since all the Matsubara modes are decoupled from the centroid for the unperturbed
dynamics, it is relatively easy to show that:

KM(00)
pp (t) = m

β
cos(ω0t) (5.54)

which is the standard result for the harmonic oscillator. One can also show, using
the parity of the harmonic distribution that:

KM(10)
pp = KM(01)

pp = 0 (5.55)

5.1 Overtones: the perturbed harmonic oscillator 107



The first non trivial term in this perturbative analysis arises from the second order of
the distribution combined with the unperturbed dynamics and is given by:

KM(20)
pp (t) = β2λ2

18

∫
dQdP ρM,0(Q,P ) P 2

0 cos(ω0t)

×


 ∑
i,j,k∈M

AijkQiQjQk

2

−
〈 ∑

i,j,k∈M
AijkQiQjQk

2〉
0

 (5.56)

This term too, however, leads to a null contribution. Since the phase factor eiβθM (Q,P )

in (5.50) does not couple P0 to the other modes, the integrals in P0 and Q can be
performed independently so that the difference in the second line cancels and thus
K
M(20)
pp = 0.

Moving on to the following terms, and using the same reasoning as in the classical
case, one can also show that:

KM(11)
pp (t) = 2λ2β

3mω2
0

[cos(ω0t)−cos(2ω0t)]
∫

dQdP ρM,0(Q,P )P 2
0

Q2
0
∑
i 6=0

Q2
i + Q4

0
3


(5.57)

Since the integrand does not involve Pi (i 6=0), one can integrate out the momenta
first to recover the marginal position density (5.51) and obtain:

KM(11)
pp (t) = 2λ2

3ω2
0

[cos(ω0t)− cos(2ω0t)]

〈Q2
0

〉
0

∑
i 6=0

〈
Q2
i

〉
0

+
〈
Q4

0
〉

0
3

 (5.58)

Since the density for Q0 is Gaussian, we have
〈
Q4

0
〉

0 = 3
〈
Q2

0
〉2

0 and thus KM(11)
pp

simplifies to:

KM(11)
pp (t) = 2λ2

3mω4
0β

[cos(ω0t)− cos(2ω0t)]
∑
n∈M

〈
Q2
n

〉
0

(5.59)

When the number of Matsubara modes tends to infinity, the sum appearing in
equation (5.59) can be expressed, recognising that in the limit M →∞ it is related
to the average harmonic potential energy by:

lim
M→∞

∑
n∈M

1
2mω

2
0

〈
Q2
n

〉
0

= 1
2Θ(ω0, β) (5.60)
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so that we can rewrite

lim
M→∞

KM(11)
pp (t) = 2λ2

3m2ω6
0β

Θ(ω0, β)[cos(ω0t)− cos(2ω0t)] (5.61)

Finally, using the same reasoning as above, and after quite cumbersome calculations,
it can be shown that the remaining second order term in the expansion of the TCF
is:

lim
M→∞

KM(02)
pp (t) = λ2

m2ω6
0β

Θ(ω0, β)
(10

9 [cos(2ω0t)− cos(ω0t)] + 5
3ω0t sin(ω0t)

)
(5.62)

Combining the results above, the Matsubara TCF is thus given, at second order in λ,
by:

KMats
pp = m

β
cos(ω0t)+

λ2Θ(ω0, β)
m2ω6

0β

(4
9[cos(2ω0t)− cos(ω0t)] + 5

3ω0t sin(ω0t)
)

+O
(
λ3
)

(5.63)
The contribution of the overtone to the VDOS, approximated using Matsubara
dynamics, is then:

ηMats(β) = 4λ2

9m3ω6
0

Θ(ω0, β) +O
(
λ3
)

= ηQ(β) +O
(
λ3
)

(5.64)

which is the exact result3. It is interesting to note that, while the zero-order term in
equation (5.63) is purely classical and only involves the centroid dynamics, the term
that constitutes the overtone is produced from the anharmonic interactions between
the centroid and the fluctuation modes.

In the following paragraphs, we will investigate the most common approximations
to Matsubara dynamics, which are Centroid Molecular Dynamics (CMD) and Ring-
Polymer Molecular Dynamics (RPMD). Both methods are exact in the harmonic
case but, in contrast with Matsubara dynamics, display a classical behavior of the
overtone intensity.

5.1.4 Ring-Polymer Molecular Dynamics

The RPMD approximation to the Kubo-transformed momentum ATCF is similar to
the Matsubara expression except that the analytic continuation for the momentum is
performed also in the dynamics to integrate out the phase (see section 3.2.2). This

3Like in the classical case, equation (5.63) contains a term proportional to t. As in the previous case,
we are going to discard it, based on similar motivations.
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does not change the time evolution of the centroid but results in a modification of
the frequency for the fluctuation modes. The derivation of the perturbative RPMD
approximation to Kpp is very similar to the one for Matsubara dynamics. We perform
the same steps as in section 5.1.3 and replace ρM and iLM by ρRP (equation (3.37))
and iLRP (equation (3.38)) respectively. After setting the number of Matsubara
modes to infinity, the final result is given by:

KRPMD
pp (t) =m

β
cos(ω0t) + 4λ2

9m2ω6
0β

2 [cos(2ω0t)− cos(ω0t)]

+ λ2

m2ω6
0β

(Θ(ω0, t) + 2
3β
−1)ω0t sin(ω0t)

+ 2λ2

m2ω6
0β

2

∞∑
n=1

ω4
0

(ω2
0 + ω̃2

n)(3ω2
0 + 4ω̃2

n)

(
ω0t sin(ω0t)

+ 2ω2
0

3ω2
0 + 4ω̃2

n

[
cos
(

2
√
ω2

0 + ω̃2
nt

)
− cos(ω0t)

])
+O

(
λ3
)

(5.65)

And thus the RPMD approximation to η is:

ηRPMD(β) = 4λ2

9m3ω6
0
β−1 +O

(
λ3
)

= ηcl(β) +O
(
λ3
)

(5.66)

which is the classical result. As explained in ref. [44], when approximating Matsub-
ara dynamics with RPMD, energy is transferred from the physical frequencies to the
internal modes of the ring-polymer. These spurious frequencies appear in the last
line of (5.65) and come from the anharmonic interaction between the centroid and
the fluctuation modes. In the original Matsubara Liouvillian, the fluctuation modes
all evolve at frequency ω0 and interact anharmonically with the centroid so that
each fluctuation mode contributes to the overtone at 2ω0. In the RPMD Liouvillian,
the fluctuation modes evolve at different frequencies and interact with the centroid
to give contributions at 2

√
ω2

0 + ω̃2
n instead of 2ω0. Thus, the only contribution to

the overtone intensity is the classical centroid overtone.

5.1.5 Centroid Molecular Dynamics

The CMD approximation to the Kubo-transformed momentum autocorrelation func-
tion is similar to the classical momentum ATCF, except that the potential V (and the
corresponding Liouville operator) is replaced by the centroid potential VC defined
through the centroid mean-field force FC of equation (3.43). To obtain a perturbative
expression of the CMD force, we expand the Matsubara distribution (at fixed cen-
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troid position) at second order in λ. Using symmetries of the harmonic Matsubara
density, we obtain the following perturbative expression for the CMD force:

FC(Q0) = −mω2
0Q0 − λQ2

0 − λ
βΘ(ω0, β)− 1

βmω2
0

− 2λ2Q0
αC(ω0, β)
βm2ω4

0
+O

(
λ3
)

(5.67)

with the adimensional parameter

αC(ω0, β) = 1 + βΘ(ω0, β)
2 [βΘ(2ω0, β)− 2βΘ(ω0, β)− 1] (5.68)

After integration with respect to Q0, we obtain the following centroid potential:

VC(Q0) = V (Q0) + λQ0
βΘ(ω0, β)− 1

βmω2
0

+ λ2Q2
0
αC(ω0, β)
βm2ω4

0
+O

(
λ3
)

(5.69)

If we proceed exactly as in the classical case by treating all terms of order λ and
higher in the potential as perturbative, we obtain the following expression for the
CMD approximation to the TCF:

KCMD
pp (t) = m

β
cos(ω0t) + λ2

m2ω6
0β

2

[2
3 + βΘ(ω0, β)− αC(ω0, β)

]
ω0t sin(ω0t)

+ 4λ2

9m2ω6
0β

2 [cos(2ω0t)− cos(ω0t)] +O
(
λ3
)

(5.70)

The CMD approximation to η is then:

ηCMD(β) = 4λ2

9m3ω6
0
β−1 +O

(
λ3
)

= ηcl(β) (5.71)

which is the classical result. The quantum behavior of the overtone is thus lost
when integrating out the fluctuation modes in the mean-field approximation used
to obtain the CMD approximation to Matsubara dynamics. Indeed, as we noted
in the previous paragraph, the dynamical coupling between the centroid and the
fluctuation modes, which is neglected in the mean-field approximation, reinforces
the centroid overtone in order to give the correct amplitude in the full Matsubara
dynamics.

5.1.6 Comparison and conclusions

For the numerical application of our results, we used ω0 = 1500cm−1 and λ =
21 kcal mol−1 Å

−3
. Figure 5.2 shows the overtone contribution to the VDOS η as
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a function of temperature computed with the different methods. For all methods
analysed in the previous sections, we show both the reported analytic results and the
data from numerical simulations of the system. As expected, since in the numerical
experiments we ensured that we are in the correct perturbative regime, the two sets
are in excellent agreement.

In addition, the figure reports results of simulations for two more methods considered
in this thesis: QTB and WiLD propagation. Unfortunately, the perturbative analysis
for these approaches is considerably more complicated than those reported and
obtaining analytical results proved too difficult. Some insights can, however, be
gained from a qualitative discussion of the numerical evidence.
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Fig. 5.2.: Contribution η of the overtone to the VDOS as function of temperature for
the potential (5.1) computed using different methods. Lines are perturbative
expressions, points are simulation results.

We show in appendix C.2 that the WiLD samples the exact Wigner distribution up
to first order in λ. Thus, propagating classical trajectories from initial positions
sampled using WiLD, in the IVR spirit, gives the exact result for the overtone (as for
LSC-ECMA). However, the figures show that computing η directly from the WiLD
trajectories yields a slightly underestimated value at low temperature. It is not trivial
to examine the origin of this inaccuracy in the WiLD propagation and we leave this
task for future work. Still, the WiLD gives the correct qualitative result and is closer
to the exact result at low temperature than the other approximate methods (except
for LSC-ECMA and Matsubara dynamics).
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Fig. 5.2 also shows QTB simulations results obtained from the QTB approxima-
tion to Kpp. These results are strikingly close to the IVR0 results and thus yield
a qualitatively correct temperature-dependence of the overtone (the saturation at
low temperature) but underestimate the overtone intensity by a factor two at low
temperature. This can be understood noting that the short-term QTB propagation
corresponds to the classical propagation (on time scales shorter than γ−1) but the
thermalization is quantum in the sense that it includes zero-point energy, but without
any position-momentum correlation, as it was noted in ref. [101].
We showed in section 3.3 that the (generalized) vibrational density of states
2 Re[χpx(ω)] can also be estimated in a QTB simulation using the cross correla-
tion function of the momentum and stochastic force Re[CpF (ω)] via eq. (3.54). For
anharmonic systems, we noted that the two QTB estimators of the VDOS might differ.
Figure 5.3 shows the QTB approximations to η obtained using the two different
estimators of the VDOS. One can see that the two estimators are indeed different and
that the estimator obtained from CpF is much closer to the exact value (with larger
error bars due to a noisier behavior of the spectrum) than the one obtained from
Cpp. One could use the adaptive QTB scheme described in section 3.3.4 in order to
compensate this difference and obtain the correct VDOS from Cpp. It is however
difficult to correctly adapt the γr coefficients as the overtone intensity is very low
compared to the main peak. It is however encouraging that the FDT criterion is able
to detect the discrepancy between the two estimators of the VDOS. This result is
consistent with the observations made on the Morse potential in section 3.3 and, for
this particular system, we were able to correct this mismatch for the overtone using
the adQTB.

For this perturbative model, both CMD (not shown in figure 5.3) and RPMD yield
the classical result for the overtone which linearly goes to zero at low temperature.
On the other hand, Matsubara dynamics yields the exact result (at least at second
order in perturbation) so that the quantum behavior of the overtone is lost in the
approximations inherent to CMD or RPMD.

Finally, it is interesting to compare the different flavors of LSC-IVR stemming from
different methods for sampling initial conditions. For this particular model and for
linear observables, we showed that the classical dynamics correctly describes the
time propagation at second order in perturbation. Thus, only statistical effects (i.e.
the approximation to the Wigner thermal density) influence the result and quantum
coherence is not responsible for the differences between the LSC-IVR and the exact
results. Here, we see that ECMA allows to sample the exact Wigner density (at first
order in λ) so that LSC-ECMA yields the correct overtone intensity. Moreover, it is
surprising to see that the LSC-LHA and LSC-FKLPI, which are designed to behave
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Fig. 5.3.: Contribution η of the overtone to the VDOS as function of temperature for the
potential (5.1) computed with the two different QTB estimators for the VDOS.

well for nearly harmonic potentials, are not able to capture the correct behavior
of the overtone: LSC-LHA systematically overestimates its intensity and LSC-FKLPI
underestimates it. This is consistent with the observations made on the Morse
potential in chapter 3 and can be related to the ability of the different methods to
reproduce the position-momentum correlations of the Wigner distribution.

In conclusion, the analytical results obtained are consistent with the observations
made earlier for the Morse potential of chapters 3 and 4, in particular the fact that
CMD and RPMD miss the quantum effects on the overtone and predict the same
amplitude as classical MD. The precise quantitative comparison of the different
linearized methods and with the exact quantum result is difficult to extend to this
particular Morse potential because it is so anharmonic that the main peak and the
overtone obtained in LSC-IVR partly overlap. However, we verified that for a Morse
potential with parameters typically used for the O-H bond of water (see section
5.4), the amplitude of the overtone obtained with the different methods agrees
quantitatively with the perturbative results above.
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5.2 Combination bands: weakly coupled harmonic
oscillators

In the previous section, we treated a simple 1D overtone model, but in molecular or
solid state systems, anharmonic resonances also arise from the coupling between
different modes. In particular, when two modes are coupled, combination bands
(CB), corresponding to the sum and the differences of the harmonic frequencies,
appear in the spectrum. This behavior can be modeled by using the following
two-dimensional potential:

V (q1, q2) = 1
2m1ω1q

2
1 + 1

2m2ω2q
2
2 + λq1q

2
2 (5.72)

V (q1, q2) consists of two harmonic oscillators at frequencies ω1 and ω2 with a cubic
coupling with amplitude controlled by the parameter λ. As in section 5.1, one can
choose λ so that the coupling can be treated as a perturbation. Moreover, in order
to avoid the special case of a resonant configuration, we choose frequencies ω1 and
ω2 that are not multiple of one another and, more precisely, we impose ω1 > 2ω2.
For numerical applications in this section, we use ω1 = 2.5ω2 = 1500 cm−1 and
λ = 8.5 kcal mol−1 Å

−3
. The particular case ω1 = 2ω2 corresponds to the Fermi

resonance and is treated numerically in section 5.3.

As we show in the following, three resonances appear in the momentum autocorre-
lation spectrum for the potential (5.72): an overtone at 2ω2 and combination bands
at ω1 + ω2 and ω1 − ω2. As in the previous section, we characterize the contribution
of the different resonances by their contribution η to the vibrational density of states.
For example, for the CB at ω1 + ω2 we have:

η(β;ω1 + ω2) = 1
2

∫ ω1+ω2+∆ω

ω1+ω2−∆ω

(
β

m1
Kp1p1(ω;β) + β

m2
Kp2p2(ω;β)

)
dω (5.73)

and similarly for η(β;ω1 − ω2) and η(β; 2ω2). The integration window ∆ω is chosen
for each method and each resonance so that it encompasses the peak but does not
integrate contributions from other peaks.

The perturbative approach, although more technically involved, is conceptually very
similar to the one developed in section 5.1. Therefore, we will only provide the key
calculation steps and the final results.
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5.2.1 Classical correlation functions

To compute each autocorrelation function in the classical case, we perform the same
steps as in section 5.1.1 by expanding the classical Boltzmann distribution and the
Liouville operator of the bidimensional system at second order in λ. The classical
Liouville operator is given by:

iL = iL0 − λ
(
q2

2
∂

∂p1
+ 2q1q2

∂

∂p2

)
(5.74)

where iL0 is the Liouville operator of the bidimensional (separable) harmonic
system. For each degree of freedom, the effect of the harmonic time propagator
eiL0t is independently given by equations (5.14) and (5.15) and the Dyson expan-
sion of eiLt has the same form as (5.13) where we replace the perturbation by
−λ
(
q2

2
∂
∂p1

+ 2q1q2
∂
∂p2

)
.

The full expressions of the correlation functions are quite involved so that we
give here only the final results for the contributions to the VDOS at the resonance
frequencies ω1 + ω2, ω1 − ω2 and 2ω2 (note that at second order in λ, the overtone
contribution at 2ω1 is zero for this form of the potential). The classical contributions
are given by:

ηcl(β;ω1 + ω2) = λ2(ω1 + ω2)2β−1

m1m2
2(ω1 + 2ω2)2ω14ω22

+O
(
λ3
)

(5.75)

ηcl(β;ω1 − ω2) = λ2(ω1 − ω2)2β−1

m1m2
2(ω1 − 2ω2)2ω14ω22

+O
(
λ3
)

(5.76)

ηcl(β; 2ω2) = 2λ2β−1

m1m2
2(ω1 + 2ω2)2(ω1 − 2ω2)2ω22

+O
(
λ3
)

(5.77)

As in the case of the overtone in the previous section, the amplitudes of the combi-
nation bands are of second order in λ and go linearly to zero at low temperature.
Moreover, the configuration ω1 = 2ω2 appears clearly as a special case (the Fermi
resonance) where this perturbation method does not apply since the intensity of the
resonances would diverge. This particular case is addressed in section 5.3.

5.2.2 Quantum perturbation theory

As for the overtone model of section 5.1, two different methods can be used to
derive a quantum perturbative expression for the CB amplitudes: the first one uses
an expansion of the harmonic eigenstates and is summarized in appendix C.1. The
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second one implies a perturbative expansion of the Wigner density of the system
using path integral methods, similarly to what is presented in appendix C.2 for the
overtone model, and a Dyson expansion of the quantum Liouvillian. This method
is not presented in this work. The quantum contributions to the VDOS of the
resonances at frequencies ω1 + ω2, ω1 − ω2 and 2ω2 are given by:

ηQ(β;ω1 + ω2) = (ω1Θ (ω2, β) + ω2Θ (ω1, β))λ2(ω1 + ω2)
m1m2

2(ω1 + 2ω2)2ω14ω22
+O

(
λ3
)

(5.78)

ηQ(β;ω1 − ω2) = (ω1Θ (ω2, β)− ω2Θ (ω1, β))λ2(ω1 − ω2)
m1m2

2(ω1 − 2ω2)2ω14ω22
+O

(
λ3
)

(5.79)

ηQ(β; 2ω2) = 2λ2Θ (ω2, β)
m1m2

2(ω1 + 2ω2)2(ω1 − 2ω2)2ω22
+O

(
λ3
)

(5.80)

These expressions are very similar to the classical ones, except that the factor β−1

at the numerator is replaced with weighted combinations of Θ(ω1, β) and Θ(ω2, β).
Indeed, contrary to the classical case where equipartition of energy holds, in the
quantum case, the different amounts of ZPE present in each mode affects the
combination bands amplitude.

Figure 5.4 shows the three ratios for the classical and quantum dynamics as a
function of temperature. In classical mechanics, the three contributions have similar
linear behaviors with temperature. However, in the quantum case, we clearly observe
two different behaviors: ηQ(ω1 +ω2) and ηQ(2ω2) saturate at a non-zero value at low
temperature due to zero-point energy contributions, similarly to the overtone in the
previous section. On the other hand, ηQ(ω1 − ω2) goes to zero at low temperature
faster than for the classical system. Indeed, this frequency corresponds necessarily to
a transition, starting from an excited state. Therefore, at low temperature where only
the ground state is populated, these transitions are suppressed and the corresponding
resonance vanishes (even much faster than in the classical case).

We now move to the perturbative analysis of the different trajectory-based methods.
Results for these methods are summarized in figure 5.5.
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Fig. 5.4.: Contributions of the three resonances to the VDOS for the potential (5.72) as a
function of temperature in the classical (dashed line) and quantum (solid line)
cases.
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5.2.3 Matsubara Dynamics

For this system, the Matsubara potential is given by:

UM (Q1, Q2) = 1
2
∑
n∈M

m1ω
2
1Q

2
1,n +m2ω

2
2Q

2
2,n + λ

∑
i,j,k∈M

AijkQ1,iQ2,jQ2,k (5.81)

with Aijk defined in equation (5.47), and the Liouville operator is:

iLM (Q1, Q2, P1, P2) =
∑
n∈M

iL0(Q1,n, Q2,n, P1,n, P2,n)

− λ
∑

i,j,k∈M
Aijk

(
Q2,iQ2,j

∂

∂P1,k
+ 2Q1,iQ2,j

∂

∂P2,k

)
(5.82)

where iL0 is the classical harmonic Liouville operator of the bidimensional system.
As for the overtone, we can expand the density and time propagator at second order
in λ and perform the same steps as in section 5.1.3 to compute the Kubo-transformed
ATCFs. The detailed calculations are not reported since they are lengthy and do
not provide insight for the analysis. The final expressions for the contributions of
the different resonances to the VDOS (in the limit of infinite number of Matsubara
modes) are:

lim
M→∞

ηM(ω1 + ω2) = ηQ(ω1 + ω2) +O
(
λ3
)

(5.83)

lim
M→∞

ηM(ω1 − ω2) = ηQ(ω1 − ω2) +O
(
λ3
)

(5.84)

lim
M→∞

ηM(2ω2) = ηQ(2ω2) +O
(
λ3
)

(5.85)

Therefore, similarly to the previously considered overtone model, Matsubara dynam-
ics yields the exact result at second order in perturbation for the CB intensities.

Using the same methodology as in sections 5.1.4 and 5.1.5, it would be possible to
write perturbative expressions for RPMD and CMD. However, these developments
are quite involved and we only present here the results of numerical simulations for
RPMD (see figure 5.5) which, as for the overtone model, yield the same results as
classical MD for the amplitude of the resonances.

5.2.4 Linearized dynamics

We now compare the different LSC-IVR approximations. For the IVR0, LHA and
ECMA, we use the exact position distribution given by the marginal Matsubara
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distribution (in the limit M → ∞), expanded to first order in λ. The conditional
momentum distribution is then approximated using a bidimensional Gaussian distri-
bution. The covariance matrix of this Gaussian distribution is characterized by the
quantum correction matrix (QCM) Φ as:

ρc(p1, p2|q1, q2) ∝ exp
{
−1

2P
TM−

1
2 Φ−1(q1, q2)M−

1
2P

}
(5.86)

with P = (p1, p2) and M the diagonal mass matrix. The IVR0-QCM is position-
independent and diagonal, thus neglecting position-momentum and momentum-
momentum correlations. For LHA and ECMA, the coefficients of the QCM are
position-dependent and contain off-diagonal terms that couple the momenta of the
two degrees of freedom. For all the methods, we expand the momentum distribution
to first order in λ and use the Dyson expansion of the classical Liouvillian to compute
the resonance contributions to c̄p1p1 and c̄p2p2 at second order in λ. We will not detail
the expansion of the different distributions as the expressions are quite involved
and thus only provide the QCM and the final result for the CB amplitudes for each
method.

Global Harmonic approximation

The global harmonic approximation uses the harmonic momentum distribution
which is position-independent and characterized by the following diagonal IVR0-
QCM:

ΦIVR0 =
(
βΘ(ω1, β) 0

0 βΘ(ω2, β)

)
(5.87)

The resulting momentum distribution is then a product of (independent) Gaussian
distributions. The contributions of the resonances to the LSC-IVR0 VDOS are:

ηIVR0(β;ω1 + ω2) = Θ(ω2, β)
Θ(ω1 + ω2, β)ηQ(β;ω1 + ω2) (5.88)

ηIVR0(β;ω1 − ω2) = Θ(ω2, β)
Θ(ω1 − ω2, β)ηQ(β;ω1 − ω2) (5.89)

ηIVR0(β; 2ω2) = Θ(ω1, β)
Θ(2ω2, β)ηQ(β; 2ω2) (5.90)

Similarly to the overtone case, LSC-IVR0 yields the exact quantum result ηQ mul-
tiplied by a factor which corresponds to the ratio between the harmonic thermal
energy Θ at the frequency ω2 (or ω1 for eq. (5.90)) and at the frequency of the com-
bination band considered. The qualitative behavior of the resonances as a function of
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temperature is thus correct as can be seen on figure 5.5. However, the contributions
at ω1 + ω2 and 2ω2 do not tend to the correct value at low temperature.

Local Harmonic approximation

The LHA-QCM is obtained from the local frequency matrix which is given by:

Ω2(q1, q2) =

 ω2
1

2λq2√
m1m2

2λq2√
m1m2

ω2
2 + 2λq1

m2

 (5.91)

At first order in λ, the eigenvalues of Ω2(q) are simply ω2
1 and ω̃2

2 = ω2
2 + 2λq1/m2.

In the basis where Ω2(q) is diagonal, the QCM is, by definition, also diagonal with
eigenvalues given by equation (3.9) with Ω(q) replaced by ω1 and ω̃2. Furthermore,
the unitary transfer matrix is, at first order in λ:

T (q1, q2) =

 1 − 2λq2√
m1m2(ω2

1−ω
2
2)

2λq2√
m1m2(ω2

1−ω
2
2) 1

+O
(
λ2
)

(5.92)

The first order expansion to the LHA-QCM in the original basis thus reads:

Φ−1
LHA(q1, q2) = Φ−1

IVR0

− λ

β

 0 2q2√
m1m2

Θ−1(ω2,β)−Θ−1(ω1,β)
ω2

1−ω
2
2

2q2√
m1m2

Θ−1(ω2,β)−Θ−1(ω1,β)
ω2

1−ω
2
2

q1
m2ω2

2

[
Θ−1(ω2, β) + ~2ω2

2
4Θ2(ω2,β) − β

]+O
(
λ2
)

(5.93)

The contributions of the resonances to the LSC-LHA VDOS are:

ηLHA(β;ω1 + ω2) = ηQ(β;ω1 + ω2) γLHA
ω1+ω2 (5.94)

ηLHA(β;ω1 − ω2) = ηQ(β;ω1 − ω2) γLHA
ω1−ω2 (5.95)

ηLHA(β; 2ω2) = ηQ(β; 2ω2) γLHA
2ω2 (5.96)

where γLHA
ω1+ω2 , γLHA

ω1−ω2 and γLHA
2ω2 are functions of ω1, ω2 and β whose expressions are

quite involved and given in appendix C.3. Figure 5.5 shows the three contributions
as a function of temperature for IVR0 and LHA (the analytical perturbation approach
is confirmed by comparison with numerical simulation results). The most surprising
behavior is for ηLHA(ω1 − ω2) since it becomes negative at low temperature. Indeed,
the momentum autocorrelation spectrum computed with LHA is not positive for
every frequency and displays a peak of negative intensity at ω1−ω2. According to the
Wiener-Khinchin theorem, for a stationary dynamics, the momentum autocorrelation
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spectrum is positive everywhere. Thus, this negative peak is a clear manifestation
that the classical dynamics does not conserve the initial distribution. For this
particular form of the potential, the local harmonic approximation thus gives an
unphysical result at low temperature.

Edgeworth conditional momentum approximation

Using a similar procedure as in appendix C.2, we obtain the EW0-QCM, at first order
in λ, as:

Φ−1
EW0(q1, q2) = Φ−1

IVR0 −
2λ
β

 0 q2 α12√
m1m2

q2 α12√
m1m2

q1α22
m2

+O
(
λ2
)

(5.97)

with

α12 = Θ(ω1, β)−Θ(ω2, β)− ~2ω2
2/4Θ(ω2, β)

Θ(ω1, β)Θ(ω2, β)(ω2
1 − 4ω2

2)
(5.98)

α22 = 2Θ(ω2, β)− 2Θ(ω1, β) + ~2(ω2
1 − 2ω2

2)/4Θ(ω2, β)
Θ(ω1, β)Θ(ω2, β)(ω2

1 − 4ω2
2)

(5.99)

We found that the three contributions of the resonances to the LSC-ECMA VDOS
are exactly the ratios ηQ(ω1 + ω2), ηQ(ω1 − ω2) and ηQ(2ω2) given by the quantum
perturbation theory, at second order in λ.

5.2.5 QTB results and summary

Figure 5.5 summarizes the results obtained for the CB model. It also presents the
CB intensities obtained in QTB simulations using the two different estimators for
the VDOS. Using the Cpp estimator, the QTB underestimates the contributions at
ω1 + ω2 and 2ω2 and largely overestimates the contribution at ω1 − ω2 (which does
not go to zero at low temperature, contrary to the exact result). Interestingly, as
it was noted already in the overtone case, the VDOS estimator obtained from the
CpF spectrum yields CB intensities that are much closer to the quantum result.
This again suggests that the adQTB approach might be interesting to explore as an
approximate dynamics method for computing vibrational spectra. Surprisingly, even
for the case of the difference-frequency CB, which is strongly suppressed by NQE at
low temperatures, the CpF spectrum yields the correct (almost zero) amplitude. This
indicates that the fluctuation-dissipation relation proposed in section 3.3 exceeds
the simple ZPEL diagnosis and has more far-reaching consequences (even though in
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that particular case, simply adapting the γr coefficients is probably not an efficient
cure to restore the correct amplitude of the difference-frequency CB).
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Fig. 5.5.: Contributions of the three resonances to the VDOS for the potential (5.72) as a
function of temperature for the different methods. Lines are analytical expressions
and crosses are simulation results.

In summary, the results obtained in this section confirm and extend the trends
already observed in section 5.1 for the simple overtone model: among the linearized
methods, the Edgeworth approximation of the Wigner density provides the most
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accurate description and it allows to precisely recover the correct amplitudes for the
different CB. On the other hand, the most common PI-based methods, CMD and
RPMD completely miss the NQEs and yield CB amplitudes similar to that obtained in
classical MD. This limitation however is not present in the Matsubara dynamics which
yields the exact quantum result. For this model, we did not treat the LSC-FKLPI
and WiLD approximations yet. We do not expect significant qualitative differences
from the overtone model for the contributions at ω1 + ω2 and 2ω2 but it would be
interesting to see how they perform for the difference-frequency CB.

5.3 The Fermi resonance

In section 5.2, we noted that the configuration ω1 ≈ 2ω2 appears as a particular case
of combination bands, the Fermi resonance (FR), that the perturbative approach
that we developed fails to describe. In this configuration, the interaction between
the modes causes the high-frequency peak in the vibration spectrum to split. The
width of the splitting is temperature-dependent, and, as shown in ref. [109] its
low-temperature behavior is qualitatively different if the system is treated classicaly
or using quantum mechanics. Indeed, the Fermi splitting for the classical system goes
to zero at low temperature while it saturates at a non-zero value for the quantum
system due to zero-point energy. This behavior is reminiscent of that of the overtone
amplitude in section 5.1 and indeed, FR arises from the coupling between the mode
at ω1 and the overtone of the mode at ω2. To study the Fermi resonance, we use the
3-dimensional model for the CO2 molecule in gas phase – the historic example for
which Fermi provided the theoretical explanation of this phenomenon [117] – also
adopted in ref. [109]. This model describes the normal modes of the CO2 molecule
using the following potential:

V (x, y1, y2) = 1
2m1ω

2
1x

2 + 1
2m2ω

2
2(y2

1 + y2
2) + 1

2χ12x(y2
1 + y2

2)
√
m1m2 (5.100)

where x is the coordinate associated to the symmetric stretching and y1, y2 are
the coordinates associated to the degenerate bending modes. We work under the
assumption that the antisymmetric streching mode, which is on a different frequency
range, does not interact with the other modes; it is thus not included in the model.
The masses m1 and m2 are chosen as the reduced masses of CO2 and the harmonic
frequencies are ω1 = 1261 cm−1 and ω2 = 634 cm−1. The anharmonic coupling
parameter is taken equal to χ12 = 1.479× 10−7 a.u..
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This model has a similar structure to the previous one for studying combination bands
except that it includes two degenerate low-frequency modes and, most importantly,
the high and low-frequency modes are in a Fermi resonant configuration with
ω1 ≈ 2ω2. In this configuration, one cannot use the same perturbative approach as
in section 5.2 because of the terms in 1/(ω1 − 2ω2)2 that appear in the expressions
for ηcl and ηQ and would diverge in the FR configuration. In ref. [109], Basire et al.
used a different perturbative method that allows to compute the Fermi splitting as
a function of temperature for this model of CO2. The results of this perturbative
approach are shown as the solid and dashed lines in the center panel of figure 5.6,
corresponding to the quantum and classical cases, respectively. One can see that the
behavior of the Fermi splitting as a function of temperature is very different for the
classical and quantum systems. For the classical system, the splitting goes to zero at
low temperature as the overtone of the low frequency mode is less and less intense
(and the interaction with the high frequency mode vanishes). For the quantum
system, the overtone of the low frequency mode is still present at zero temperature
(as we saw in section 5.1) and thus still interacts with the high-frequency mode,
yielding a finite value of the splitting at low temperature.

Figure 5.6 shows the Fermi splitting obtained using TRPMD, LSC-ECMA and WiLD.
As in ref. [109], the splitting is measured as the distance between the center of mass
of the two spectral peaks that constitute the Fermi dyad. This gives a good agreement
between the perturbative approach and the exact result obtained by solving the
Schrödinger equation on a basis of harmonic wavefunctions (black diamond shapes
on the center panel of figure 5.6).
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Fig. 5.6.: Center panel: Fermi splitting as a function of temperature approximated with
TRPMD, LSC-ECMA and WiLD. Left and right panels: Kubo-transformed momen-
tum autocorrelation spectrum at 150K (left) and 800K (right) in the region of
the Fermi dyad for TRPMD, LSC-ECMA and WiLD, compared to the exact results.
The exact spectra are obtained by solving the Schrödinger equation on a basis
of harmonic wavefunctions and are artificially broadened by convolution with a
Gaussian function so that the height of the peaks approximately match the other
methods.
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The TRPMD and CMD (not presented on the figure) methods precisely follow the
classical result with a vanishing splitting at low temperature. This can again be
related to the lowering intensity of the overtone of the low frequency mode which we
attributed in section 5.1 to the displacement of spectral intensity towards spurious
peaks for TRPMD or by averaging out the dynamics of fluctuation modes for CMD.

The FR splitting approximated by the WiLD agrees well with the exact result at 300K
and higher temperatures but the splitting is slightly overestimated at 150K. This
inaccuracy may be due to increased numerical noise in the estimated WiLD forces
at low temperature which results in an overestimation of the overall energy and
thus yields a larger Fermi splitting. More converged results are thus necessary to
really conclude on the accuracy of the WiLD at low temperature. Note however that
the precision necessary for the estimation of the WiLD forces in order to obtain a
stable and well thermalized dynamics implies a large computational cost, even for
this low-dimensional system. Further efforts to improve the numerical efficiency of
the method might be needed to tackle larger systems.

The LSC-IVR yields a Fermi splitting that is close to the exact result when using
initial conditions given either by LGA, FK or ECMA (thus only ECMA is represented
on the figure). However, due to the classical dynamics, the peaks are unphysically
broadened even at low temperature. We can see this effect on figure 5.6 where we
show the spectra at high (right panel) and low (left panel) temperature.
It is rather surprising that the different methods yield almost identical results
concerning the FR splitting, even though they displayed significant differences in
the overtone intensity. This seems to indicate that position-momentum correlations,
although determinant in the overtone and in the combination bands intensities,
plays only a minor role in the amplitude of the FR splitting. Indeed, combining a
sampling that well captures the ZPE in each mode, with a classical dynamics, seems
to be enough to describe the FR splitting accurately.

Consistently with this observation, the QTB method also yields rather satisfactory
results for the FR splitting that is only slightly overestimated (fig. 5.7, center). This
effect arises from the significant ZPEL occurring in this system, which results in
a too small intensity of the Fermi dyad at low temperature (left panel of fig. 5.7)
and an overestimation of the low-frequency mode intensity (not shown). This error
is efficiently corrected in the adaptive QTB simulations which yield a splitting in
almost perfect agreement with the exact quantum results.
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Fig. 5.7.: Center panel: Fermi splitting as a function of temperature approximated with QTB
and adQTB. Left and right panels: Kubo-transformed momentum autocorrelation
spectrum at 150K (left) and 800K (right) in the region of the Fermi dyad for the
QTB and adQTB, compared to the exact results.

5.4 Gas-phase water

To conclude this chapter, we move one step up in complexity, and closer to realistic
models for physical systems, and compare the performance of the various methods
on the simulation of the IR spectrum of a water molecule in gas-phase. We model
the interactions using the accurate potential energy surface due to Partridge and
Schwenke (see ref. [118]). This system is of particular interest for our study since the
coupling between the bending and stretching modes of the molecule naturally gives
rise to overtones and combination bands in the vibration spectrum. Furthermore,
at room temperature, the quantum ZPE of these high-frequency modes strongly
dominates over their thermal energy kBT . This corresponds to a quantum regime
in which, according to the analysis in the previous sections, we expect the various
trajectory-based methods to perform very differently. This system has already been
considered for a similar analyis: in ref. [59], Benson et al. numerically compared
the IR absorption spectra obtained for this model using PI-based methods (TRPMD,
CMD and the most recent QCMD), LSC-LGA and a quasi-exact wavefunction-based
resolution (using the DVR [119]). They pointed out interesting effects concerning
overtones and combination bands. They showed that the PI approaches do not
reproduce the correct amplitudes of these anharmonic resonances while the LSC-
LGA is in much better agreement with the quasi-exact reference (although with
broadened spectral lineshapes). These findings are consistent with our analytical
perturbative results and gives hope that they remain correct, at least qualitatively, for
more complex systems. In this section, we explore the performance of the LSC-ECMA
and the adQTB with the double goal of investigating how they perform on this more
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challenging system, and of extending the set of methods considered by Benson et
al.

As in ref. [59], we compute the Kubo-transformed dipole-derivative autocorrelation
spectrum Kµ̇µ̇(ω) which is proportional to the infrared spectrum of the molecule.
However, contrary to ref. [59] we compute the spectrum using the qTIP4p-f linear
dipole moment [120] instead of the non-linear Partridge-Schwenke dipole mo-
ment [121]. In the linear case, the real part of the standard dipole-derivative ATCF
can be expressed exactly as:

Cµ̇µ̇ =
∫

dqdp ρw(q, p) µ̇ eiLQtµ̇ (5.101)

while a similar expression would introduce an approximation for a non-linear dipole
moment which would directly impact the LSC-IVR results.

The calculations were performed at 300K and we used 64 beads for all PI calculations
(including the open-chain auxiliary calculation of ECMA). For both LSC-ECMA and
LSC-LGA, we used the same parameters as in ref. [59], i.e. we sampled 105 initial
positions using thermostatted PIMD and for each position we sampled 5 momenta
from the LGA and ECMA conditional momentum distribution. We then propagated
classical trajectories of 1 ps (with a time step of 0.125 fs) to compute the TCF. For
each sampled configuration, the EW0-QCF of eq. (4.68) was computed using 8
independent auxiliary path-integral Langevin simulations of 500 fs each and the
effect of statistical noise on the momentum distribution was corrected using the
scheme described in appendix B.

For the adQTB simulations, the adaptation of γr(ω) was done separately for the
different species H and O. More precisely, ∆FDT was averaged on the three directions
(and the two atoms for H) to obtain ∆FDT,H and ∆FDT,O. We then adjusted γr,H(ω)
and γr,O(ω) over 100 ns of adQTB simulation in order to nullify both ∆FDT. We
intentionally ran a very long adaptation period to make sure that the γr coefficients
were fully converged, in particular at the resonance frequencies4. We then computed
the IR spectra over a trajectory of 10 ns and used the deconvolution procedure of
ref. [62] to reduce the effect of the thermostat on the spectrum. Figure. 5.8 shows
the kinetic energy spectrum for each species computed via adQTB (top panel) and
the final sets of γr (bottom panel). We can see that only limited adjustments of γr
were necessary to compensate the ZPEL in the region of the main vibrational peaks
(from 0 to 4000 cm−1). Note that γr,H requires more adjustments than γr,O which
only deviates significantly from γ close to the stretching peak. We observe more

4We used a particularly slow adaptation, in order to reduce the statistical noise on the γr coefficients
but faster convergence could be obtained with a more optimized set-up.
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significant variations in the region of the overtone of the stretching peak at around
7000 cm−1. Consistently with the analysis on the Morse potential in section 3.3, the
FDT criterion detects that this resonance lacks intensity and γr increases strongly to
compensate it.
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Fig. 5.8.: Top panel: kinetic energy spectrum of H and O for gas-phase water computed
using adQTB. Bottom panel: adjusted γr for H and O.

The top panel Figure 5.9 shows the three main peaks of the IR absorption spectrum
simulated using classical MD (dashed grey), TRPMD (solid blue), adQTB (dashed
yellow), LSC-LGA (dotted blue) and LSC-ECMA at order EW0 (dotted dashed red)
and EW4 (dotted dashed green). The spectra are also compared to the numerically
exact DVR results (filled curve). Note that the lineshape of the DVR spectrum has
been artificially broadened for visualization purposes (by damping the TCF with
a Hann window of length 750 fs, consistently with ref. [59]). All approximate
quantum methods yield similar results in this spectral region and agree reasonably
well with the DVR spectrum, although none of the methods is able to capture the fine
structure of the stretching band (≈ 3700cm−1). A closer inspection of the rotational
feature (≈ 300cm−1) shows that the LSC-ECMA0, yields a slightly broader, more
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intense peak. The EW4 correction decreases its intensity towards the correct result.
It is interesting that the Edgeworth correction has a more pronounced effect on the
low-frequency rotation region than on the higher-frequency modes. This effect is
counter-intuitive since these modes are more "quantum" in the sense that their ZPE
is very large compared to that of the, supposedly classical, rotational motion. It
would therefore be interesting to investigate in further works on what conditions
such low-frequency effects of the EW4 correction might appear, and whether it is
a particularity of free-rotating molecules. The LSC-LGA spectrum is very similar
to LSC-ECMA, except that the rotational peak is slightly smaller (and close to the
correct result), at the condition that the free rotation modes are treated classically
(i.e. the three eigenvalues of the local frequency corresponding to free rotations are
set to zero, see ref. [59]).

The bottom panel of Figure 5.9 shows the anharmonic resonances that appear in the
high-frequency region of the spectrum (from 4500cm−1 to 8500cm−1). They consist
in two main features around 5100-5500cm−1 (sum of the bending and stretching
frequencies, which we will label as combination band) and 7000-7400cm−1 (twice
the stretching frequency, which we will label as overtone). Consistently with the
perturbative analysis, TRPMD strongly underestimates these resonances, with in-
tensities comparable to the classical results (although an accurate estimation of the
combination band intensity is difficult due to the strong broadening of the stretching
peak). LSC-IVR and adQTB methods, on the other hand, yield more intense peaks,
closer to the exact result (though with broader lineshapes) and satisfactory agree-
ment with the perturbative results for combination bands. Indeed, despite this strong
anharmonicity, the adaptive QTB only slightly underestimates the combination band
(∼ −5%, although difficult to estimate accurately due to the broadening of the
stretching peak) and is able to accurately capture the overtone intensity (less than
1% discrepancy). For LSC-LGA, both resonances intensities are overestimated by
approximately 40%. The LSC-ECMA0 slightly underestimates the combination band
(∼ −7%) and underestimates more significantly the overtone (∼ −25%). Contrary
to the perturbative case, the Edgeworth correction plays an important role in this
more anharmonic case: weighting the samples with the first term in the Edgeworth
correction (ECMA4) increases the resonance intensities which are both slightly
overestimated (∼ 10%). The inclusion of higher orders of the Edgeworth correction,
although more computationally demanding, might further improve the results and
their effect should be investigated in more details in future work. This impact of the
Edgeworth correction is a strong signal that the perturbative approach does not hold
quantitatively for this very anharmonic potential.
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To further investigate this point, we also computed separately the spectrum of
the unidimensional Morse potential used in this model for the O-H stretching to
check if the perturbative results remain quantitatively valid for the overtone in this
case. Indeed, the LSC-LGA overestimates the overtone intensity by approximately
23%, which is in good agreement with the ∼25% overestimation predicted in the
perturbative model of section 5.1. The LSC-ECMA0 overestimates this intensity by
roughly 7% but the EW4 correction brings this relative error close to 1%. This effect
of the EW4 correction is interesting since it is absent of the perturbative models,
however, it is less significant than in the water molecule and has the opposite
effect, i.e. it tends to decrease the overtone intensity of the Morse potential while
it increases the anharmonic resonances of the water molecule. The influence of
the EW4 correction on the IR spectrum of the water molecule is therefore subtle:
it originates from the interactions between the different modes and should be
investigated in more details in future work.

In summary, the analysis of the anharmonic resonances of this realistic system
generally confirms the perturbative results derived for the model potentials of the
previous sections. In particular the strong differences in intensity between TRPMD
(and the other PI-based methods) on the one hand, and LSC-IVR and adQTB on
the other hand are also present in the more complex case of the water molecule.
The anharmonic interplay between the different modes is however more complex
than in the simple combination bands model that we investigated in section 5.2 so
that the predictions of the perturbative analysis for the different LSC-IVR variants
do not apply quantitatively. In particular, the effect of the Edgeworth correction on
the LSC-ECMA spectrum needs to be further investigated. Future works could shed
light on the origin of these differences by considering a more complete perturbative
model that would include all the internal modes of the water molecule: the bending,
symmetric and antisymmetric stretching modes and their interactions.
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Fig. 5.9.: IR absorption spectrum for gas-phase water (Partridge-Schwenke potential energy
and qTIP4P-f linear dipole moment) at 300K approximated using TRPMD (solid
blue), adQTB (dashed yellow), LSC-LGA (dotted blue), LSC-ECMA0 (dotted-
dashed red) and LSC-ECMA4 (dotted-dashed green) compared to the classical
spectrum (dashed grey) and the DVR quantum reference (filled grey). The effect
of the coupling with the thermostat in the adQTB spectrum has been deconvoluted
using the procedure described in ref. [62]. Arbitrary units are used for the peak
intensities.
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Simulating condensed-phase
water using the adaptive QTB

6
Condensed-phase water, and in particular liquid water, is ubiquitous in systems of
chemical and biological interest. Its many structures are complex, in particular due
to the intricate network of hydrogen bonds [122, 123], and its properties are strongly
affected by NQEs, even at room temperature [7]. Liquid water is also the most
common solvent for chemical reactions and its accurate theoretical description – and
simulation – is thus crucial, although very challenging. Assessing the performance
of approximate methods for nuclear quantum dynamics on condensed-phase water
is therefore an active and important area of research (see for example refs. [59, 81,
120, 124]).

Condensed-phase water is a particularly interesting system also for the analysis
developed in this work, and particularly in chapter 5, since the anharmonic atomic
interactions give rise to multiple anharmonic resonances and combination bands.
The Wigner-Langevin dynamics presented in section 4.2 is too computationally ex-
pensive in its current implementation and further work on the algorithm is necessary
to apply it to condensed-phase systems. On the other hand, the LSC-ECMA presented
in section 4.3 is more efficient and its application to liquid-phase water is currently
under study and will be presented in future works.

In view of its novelty and computational convenience, we investigate in this section
the performance of the adQTB for simulating liquid water at 300K and hexagonal
ice at 150K. These two systems are very anharmonic and pose a serious challenge
to the method. Indeed, interactions between water molecules involve modes of
very different frequencies, which leads to massive ZPEL, as was already shown in
LSC-IVR simulations [59, 76] and in the quantum thermostat framework [92]. In
particular, the low-frequency inter-molecular vibrations pick up large amounts of
ZPE from the high-frequency intra-molecular modes, leading to an increase of their
effective temperature and causing a destructuration of the liquid and even melting
of the ice as shown in ref. [59].

In the following, we show that, using the FDT criterion and the adaptation procedure
presented in section 3.3, we can correct the ZPEL in QTB simulations and recover
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accurate results for static properties and IR spectra that are similar to the LSC-LGA
results of ref. [59].

For both solid and liquid phases, we use the q-TIP4P/F potential energy surface [120].
This is a flexible water model, parametrized to reproduce experimental data when
simulated with path integrals. This potential is commonly used to benchmark
methods for nuclear quantum dynamics [59] since it is cheap and realistic enough
to indicate how the different methods would perform on more accurate models.

As in section 5.4, we follow ref. [59] and compare the IR spectra (given by the dipole-
derivative Kubo-transformed spectrum) obtained in adQTB and TRPMD simulations.
The dipole-moment derivative for the q-TIP4P/F model is linear and given by:

µ̇ =
Nmol∑
i=1

(
qOvO,i + qH(vH1,i + vH2,i)

)
(6.1)

with Nmol the number of water molecules, qO = −0.8192e and qH = 0.4096e the
effective charges fixed on the Oxygen and Hydrogen nuclei respectively and vO,i, vH1,i

and vH2,i the velocities of the Oxygen and the two Hydrogen nuclei of molecule i,
respectively.

All the simulations were performed using the Tinker-HP package [17] in which we
implemented the adQTB and TRPMD methods, in collaboration with N. Mauger,
PhD student co-supervized by J.P. Piquemal, S. Huppert and L. Lagardère at the
Laboratoire de Chimie Théorique at Sorbonne Université.

6.1 Liquid phase

Liquid-phase water simulations were performed at 300K, using 32 beads for the PI
calculations (consistently with ref. [59]). The QTB and adQTB simulations were
performed using a friction coefficient γ = 16 THz. This friction coefficient is large
enough to allow for a complete compensation of the ZPEL in adQTB but small
enough so that the effect of the thermostat on the spectra can be efficiently corrected
using the deconvolution procedure of ref. [62]. The cubic simulation box of length
31.1 Å contains 1000 water molecules, resulting in a density of 994.5 kg.m−3. We
used 70ps of TRPMD simulation and 700ps of adQTB simulation (after adaptation
of the γr coefficients) to produce the results of this section.

As for the gas phase in section 5.4, we slowly adapted the γr coefficients of the
adQTB separately for the Oxygen an Hydrogen atoms over 1 ns of simulation (this
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adaptation time could be drastically reduced – at least by a factor 10 – by using a
more agressive adaptation procedure). The top panel of figure 6.1 shows the ∆FDT

for each species obtained with a standard QTB simulation and an adQTB simulation
with the adapted γr shown in the bottom panel of figure 6.1. We can see that the
adaptation procedure is able to completely nullify ∆FDT (within small fluctuations
which are not visible at this scale). Since ZPEL is more important in the liquid-phase
than in the gas-phase – due to the anharmonic coupling between the high-frequency
intra-molecular modes and the low-frequency inter-molecular vibrations –, larger
adjustments of the γr are necessary, in particular for the low-frequency part of the
Hydrogen spectrum. The lack of energy in the stretching overtone, on the other
hand, is compensated in part by a small increase of γr,H at the stretching frequency
(∼ 3500 cm−1), and more importantly by the large increase of γr in the overtone
region (∼7000 cm−1).
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Fig. 6.1.: Top panel: ∆FDT,H and ∆FDT,O for liquid-phase water computed using QTB and
adQTB. Bottom panel: adjusted γr for H and O.

The correction of the ZPEL greatly improves the description of the structural prop-
erties of water in the adQTB simulations. For example, figure 6.2 shows the radial
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distribution functions (RDFs) between each pair of species. Panel (a) shows the OO
RDF which describes the inter-molecular structure of the liquid. Due to competing
NQEs [7], this quantity is similar for classical MD and PIMD, with only a slight
broadening in the quantum case. The standard QTB, however, displays a very broad-
ened RDF, indicating that the ZPEL completely destructures the liquid. Finally, the
adQTB results are very close to the PIMD, with only a slight broadening. Thus, the
compensation of the ZPEL allows to correctly recover the structure of liquid water.
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Fig. 6.2.: Radial distribution functions of liquid-phase water at 300K obtained with classical
MD (dashed grey), PIMD (dotted-dashed blue), QTB (solid green) and adQTB
(solid red). Panel (a): OO. Panel (b): OH. Panel (c): HH.
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Nuclear quantum effects have a larger impact on the OH and HH RDFs, in particular
for the intra-molecular peak which is much narrower in classical MD than in PIMD.
The QTB and adQTB capture this effect very well, with only slightly narrower peaks
than the PI results, in particular for the standard QTB (due to ZPEL). We note that
the maximum of probability in the OH distribution of QTB and adQTB is slightly
shifted with respect to the PIMD reference. This effect is reminiscent of that observed
for the unidimensional Morse potential of section 3.3 and it is an intrinsic limitation
of (ad)QTB simulations that cannot recover the exact probability distribution in
such an anharmonic potential energy landscape. The inter-molecular part of the OH
and HH RDFs are very broadened in the standard QTB simulations while they are
close to the PI result for the adQTB, indicating again that the adaptation scheme
successfully corrected the ZPEL.

We now move on to the analysis of the dynamical properties. Figure 6.3 shows the
IR spectra obtained using classical MD, TRPMD and adQTB. We refer to ref. [59]
for the comparison with CMD, QCMD and LSC-LGA. The overall performance of
adQTB is very satisfactory. First, we see that the position of the stretching peak
obtained with adQTB (center panel of fig. 6.3) coincides with the TRPMD result,
but with a narrower lineshape. The low-frequency part of the adQTB spectrum is
slightly broadened compared to TRPMD and is very similar to the LSC-LGA spectrum
presented in ref. [59]. Here we use the deconvolution procedure of ref. [62] to
minimize the effect of the coupling with the adQTB thermostat (Figure 6.4 shows
the effect of the deconvolution on the adQTB spectrum). This procedure is not
fully reliable at low frequencies (ω . γ) and causes an unphysical increase of the
IR intensity towards zero-frequency. Finally, consistently with the observations of
the previous chapters, the adQTB predicts a much larger intensity of the stretching
overtone (right panel of fig. 6.3) than TRPMD (which yields a similar intensity as
classical MD). This agrees with the LSC-LGA results of ref. [59] and, although no
exact reference is available for this system, we expect this more intense resonance
to be a more accurate description of the overtone.
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Fig. 6.3.: IR absorption spectrum of liquid-phase water at 300K approximated using TRPMD
(dotted-dashed blue) and adQTB (solid red) compared to the classical spectrum
(dashed grey). The effect of the coupling with the thermostat in the adQTB
spectrum has been deconvoluted using the procedure described in ref. [62].
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Fig. 6.4.: Effect of the deconvolution procedure (ref. [62]) on the IR absorption spectrum
of liquid-phase water at 300K simulated using adQTB with a friction coefficient
γ = 16 THz.

6.2 Solid phase

We performed simulations of ice at 150K starting from an ordered ice XI config-
uration, using 64 beads for the PI calculations (consistently with ref. [59]). The
QTB and adQTB simulations were performed using a friction coefficient γ = 12 THz.
The simulation box of size 35.45× 31.09× 29.08 Å

3
contains 1024 water molecules,

resulting in a density of 955.7 kg.m−3. We used 70ps of TRPMD simulation and
700ps of adQTB simulation (after adaptation of the γr coefficients) to produce the
results of this section.

Zero-point energy leakage has a massive impact on the structure of ice, making
it a very challenging system for LSC-IVR or QTB simulations. Indeed, ref. [59]
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showed that in LSC-IVR, the ice melts and completely loses its crystal structure
within one picosecond of evolution. The mechanism is similar to that occurring
in liquid water: low-frequency phonons pick up a large amount of ZPE from the
high-frequency intra-molecular bending and stretching modes, which destabilizes
the structure and makes the ice melt. Figure 6.5 shows the OO RDF calculated at
different times during a standard QTB simulation. We can see that the first RDF is
only slightly broader than the PIMD reference and that the structure is gradually
lost within a few hundreds of picoseconds. We note that the melting time is longer
in QTB compared to LSC-IVR because of the coupling to the thermal bath which
continuously tries to impose the quantum energy distribution but fails due to large
ZPEL. The equilibrium structural properties of ice computed with the standard QTB
are therefore not reliable.
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Fig. 6.5.: Oxygen-Oxygen Radial distribution function of ice at 150K computed at different
times of a standard QTB simulation starting from an ordered Ice XI configuration.
The results are compared to the equilibrium classical RDF (dashed grey) and the
path integrals RDF (solid black)

As in the previous section, we adapted the γr of the adQTB separately for the
Hydrogen and Oxygen atoms over 1 ns of simulation. The adaptation procedure was
fast enough so that the ZPEL was compensated before the crystal structure was lost.
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The final γr coefficients (not shown) are quite similar to those obtained for the liquid
phase. Figure 6.6 shows the different equilibrium RDFs computed using adQTB,
PIMD and classical MD. We can see for all RDFs that the adQTB reproduces well the
structure of ice and is in good agreement with the PI results, with only slight shifts
of the intra-molecular peaks. The adaptation procedure thus successfully prevents
the adQTB-simulated ice from melting and allows recovering accurate structural
properties.

2.4 2.6 2.8 3.0 3.2
r (Å)

0

1

2

3

4

5

6

7

g(
r)

(a) gOO(r)

4 5 6 7 8
r (Å)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0.7 0.8 0.9 1.0 1.1 1.2 1.3
r (Å)

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

g(
r)

(b) gOH(r)

1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0
r (Å)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0

1.2 1.3 1.4 1.5 1.6 1.7 1.8 1.9
r (Å)

0.0

0.5

1.0

1.5

2.0

g(
r)

(c) gHH(r)

classical PIMD adQTB

2.0 2.5 3.0 3.5 4.0 4.5 5.0
r (Å)

0.0

0.5

1.0

1.5

2.0

Fig. 6.6.: Radial distribution functions of solid-phase water at 150K obtained with classical
MD (dashed grey), PIMD (dotted-dashed blue) and adQTB (solid red). Panel (a):
OO. Panel (b): OH. Panel (c): HH.
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Finally, figure 6.7 shows the IR spectra of ice at 150K simulated with classical MD,
TRPMD and adQTB. Note that the classical and TRPMD spectra are different from
ref. [59], indicating differences in the system under consideration (probably in the
simulation-box shape and/or the ice structure, with ordered ice XI in our case) so
that a direct comparison is not possible. Using the TRPMD and classical spectra as
reference, we note the same trends as in the liquid phase. Indeed, the adQTB result is
very close to the TRPMD for the stretching peak (with a slighlty narrower lineshape)
and yields slightly broader and more intense peaks at low frequencies. The overtone
of the stretching mode is again more intense in adQTB than in TRPMD and classical
MD. These trends are similar to what is reported for LSC-LGA in ref. [59], which
is consistent with the previous observations concerning the proximity of the two
methods.
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Fig. 6.7.: IR absorption spectrum of solid-phase water at 150K approximated using TRPMD
(dotted-dashed blue) and adQTB (dashed red), compared to the classical spectrum
(dashed grey). The effect of the coupling with the thermostat in the adQTB
spectrum has been deconvoluted using the procedure described in ref. [62].

In summary, we showed in this chapter that the adQTB scheme proposed in ref. [58]
and described in section 3.3 provides very significant improvements over the stan-
dard QTB for computing properties of condensed-phase water. Indeed, ZPEL has a
massive impact on the properties of water obtained in standard QTB simulations,
especially in the solid phase for which the crystal structure is completely lost. The
adQTB allows to recover distributions that are in strikingly close agreement with the
path-integrals distributions, even for the ice at 150K. We also showed that the adQTB
performs similarly to more conventional trajectory-based methods for computing
the IR spectra of water and we underlined the close resemblance with the LSC-IVR
results reported in ref. [59]. In particular, the intensity of the stretching overtone
obtained with the adQTB is similar to the LSC-IVR one and much more intense
than the TRPMD which is perfectly consistent with the analysis of chapter 5. The
good performance of the adQTB for both static and dynamical properties should be

6.2 Solid phase 141



confirmed by further studies on different systems and its computational cost should
be assessed more systematically in comparison to other methods. Still, the results
presented in this work provide promising indications in favor of its use as a low-cost
but accurate simulation method for NQEs.
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Conclusion 7
In this thesis, we explored and compared different trajectory-based methods for
nuclear quantum dynamics, proposing two original approaches and focusing on the
calculation of approximate quantum time correlation functions at thermal equilib-
rium. This broad family of methods allows to model mildly quantum particles, such
as light atomic nuclei in most conditions of temperature and pressure, in a compu-
tationally efficient way. Methods based on generalized classical trajectories cannot
capture highly quantum effects, such as deep tunnelling or quantum coherence, but
they provide good approximations of zero-point energy (ZPE) effects, which are
often the main quantum contributions for large condensed phase systems in which
decoherence is generally very fast.

In chapter 3, we reviewed some of the most well-established trajectory-based meth-
ods, namely RPMD, CMD and LSC-IVR, as well as more recent ones that bring new
perspectives into the field from a theoretical or practical viewpoint: Matsubara
dynamics and the adaptive Quantum Thermal Bath. The adQTB, in particular, is a
relatively recent addition to the set of approximate methods and, so far, it had not
been thoroughly investigated with regards to its ability to capture time-dependent
properties. Although the use of the adQTB dynamics cannot be rigorously justified,
it is considerably cheaper than most alternatives. This motivates the investigation of
its performances, in particular in view of combining it with first-principles forces.
The results presented here, that illustrate a somewhat surprising competitiveness
of this approach, are the first attempt to do so, to the best of our knowledge. We
used the unidimensional Morse potential as a common benchmark to thoroughly
compare the methods. This comparison highlighted some important differences in
the treatment of anharmonic resonances (in this case, the overtone). In particular,
we pointed out that RPMD and CMD strongly underestimate the intensity of the
overtone whereas the QTB only slightly underestimates it. We also showed that
the fluctuation-dissipation criterion, initially designed to correct zero-point energy
leakage (ZPEL) in QTB simulations, is also able to detect and quantify this inaccuracy.
Finally, we found that in LSC-IVR, the choice of the approximation to the initial
Wigner distribution largely influences the overtone intensity. As discussed also below,
this observation might be of some value to assess the relative merits of different
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LSC-IVRs, that differ mainly in the choice of the approximate scheme for sampling
the Wigner thermal density.

In chapter 4, we presented a new approach to perform such sampling that generalizes
and makes more flexible the recently introduced Phase Integration Method [52].
We used the so-called Edgeworth expansion to obtain an accurate approximation of
the Wigner thermal density which is not subject to the oscillating sign problem. The
new approximation has two important features. Firstly, it provides an optimal – in
the sense of the Edgeworth expansion – Gaussian approximation to the momentum
distribution. Secondly, the quality of the approximation can be systematically
checked via a correction term that allows, in principle, to recover the negative
parts of the Wigner density. These two features constitute an important conceptual
advantage over the more common approaches that often rely on various harmonic
approximations, as the LGA or FK-LPI. We designed an efficient sampling method,
the Edgeworth Conditional Momentum Approximation (ECMA) and showed on
the Morse and quartic potentials that it captures the quantum features of the
distribution much better than the other methods that we considered here. In
particular, position-momentum correlations are very well reproduced by our zero-
order Gaussian approximation and nearly perfectly match the exact results when
including the first terms of the Edgeworth correction. This new sampling scheme is of
relevance also when computing time correlation functions in the LSC-IVR framework.
In fact, we also showed, by comparing LSC-IVR spectra obtained with ECMA, LGA
and FK-LPI, that position-momentum correlation is of particular importance to
correctly reproduce the overtone intensity of the Morse potential.

We also introduced an original generalized stochastic propagation, the Wigner-
Langevin Dynamics (WiLD), that rigorously samples the new zero-order Edgeworth
approximation to the Wigner density. The conservation of the quantum distribution
is a very attractive feature for an approximate quantum dynamics that the WiLD
shares with RPMD and CMD and that LSC-IVR lacks. Motivated by the RPMD and
CMD approaches, we investigated the performance of WiLD for computing TCFs.
We showed that the WiLD yields the exact dynamical properties for the harmonic
potential as well as in the classical limit and that it performs well for the very
anharmonic Morse and quartic potentials. In particular, it is able to satisfactorily
reproduce the overtone intensities. The numerical cost of the WiLD is considerably
higher than that of its counterparts, but this scheme has provided a number of useful
insights paving the way for the comparisons presented in chapter 5.

The family of trajectory-based schemes features a variety of methods with different
levels of complexity and numerical cost. However, the community lacks quantitative
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arguments to distinguish their accuracy. Indeed, all the methods presented in this
work are exact in the harmonic case but yield very different results for anharmonic
potentials and none of them particularly stand out as more accurate in every case
and for all of the relevant spectral features. This observation motivated the quantita-
tive comparison that we presented in chapter 5 through analytic calculations and
numerical simulations. We focused on overtones and combination bands as simple,
quantifiable, anharmonic effects that appear in the vibrational spectra when adding
a small anharmonic perturbation to a harmonic potential. Our analytical results,
obtained via the perturbation theory, allow to assess the accuracy of the different
approximations, in particular at low temperatures. They confirm that RPMD and
CMD are not able to model anharmonic resonance effects correctly, yielding iden-
tical results as classical MD. By applying the perturbative approach to Matsubara
dynamics, we showed that it correctly predicts the intensities of these resonances
and we used this analysis to shed some light on the origin of the inaccuracies of CMD
and RPMD. We also showed that, in the perturbative regime, the classical dynamics
involved in the LSC-IVR approximation is not responsible for the inaccuracies of the
method. Indeed, we demonstrated that an accurate description of the initial Wigner
distribution, and in particular of the position-momentum correlations, is critical to
correctly capture the anharmonic features. For the perturbative models that we
presented, the Edgeworth approximation provides, at first order in perturbation, the
exact Wigner distribution so that LSC-ECMA yields the correct resonance intensities.
We also noted that the QTB tends to underestimate the intensity of the resonances
(probably due to the absence of position-momentum correlations). Surprisingly, the
fluctuation-dissipation criterion, that was introduced to quantify the ZPEL, is also
able to detect and quantitatively measure the inaccuracies of the QTB concerning
the intensity of these resonances. This motivates further exploration of the adQTB
as a method for quantum dynamics simulations.

We explored the generalizability of our results and compared the different methods
on the more realistic case of gas-phase water. The results on this system follow
the main trends that we derived from the perturbative analysis: RPMD and CMD
(and even its more accurate variant QCMD [59]) do not correctly reproduce the
combination bands in the spectrum of water. We also confirmed that the LSC-IVR
approach is able to better reproduce these resonances. However, the distinction
between the different methods for the sampling of the initial Wigner density appears
to be subtle. We applied the LSC-ECMA to compute the IR spectrum of the water
molecule and found that the results are close to LSC-LGA, but interestingly, the
Edgeworth correction seems to influence the intensities of the combination bands
of water, which is not the case in the perturbative regime. It might be interesting
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to explore further the details of this correction and of the negative parts of the
Wigner distribution it may produce, and their effect on vibrational spectra. Finally,
we showed that the adaptive QTB is able to effectively compensate for the ZPEL in
the water molecule and yields a IR spectrum that is very close to that of the LSC-IVR
approach, even at the combination bands frequencies. These very encouraging
results motivated the study of liquid and solid-phase water of chapter 6.

Multiple aspects should be considered concerning the perspectives of this work. On
the one hand, the new approximation that we introduced for sampling the Wigner
density has proved to be more accurate than the most commonly used alternatives.
This improved accuracy, however, comes with an increased computational cost. We
expect that ECMA could be applied to similar systems as LGA and FK-LPI with a
manageable numerical overhead. In contrast, the WiLD in its current form is signifi-
cantly more expansive and further improvements of the algorithm are required in
order to tackle larger systems (some were suggested in section 4.2.2). The Edge-
worth approximation may also be particularly relevant when combined with more
advanced time propagators [125, 126] or in the context of non-adiabatic quantum
dynamics [127, 128, 129].
On the other hand, the adQTB proved to be surprisingly accurate, even for very
anharmonic systems. Due to its low computational cost, it is thus a very promising
candidate for including NQEs in large condensed-phase systems. In this context, we
recently implemented the adQTB in the Tinker-HP package [17], in collaboration
with the Laboratoire de Chimie Théorique at Sorbonne Université, with the aim of
exploring its use for the study of systems of biological relevance, modeled with
accurate polarizable potentials fitted on first-principles electronic calculations.
Finally, it would be interesting to apply the perturbative approach of chapter 5 to a
larger variety of approximate methods and, in particular, to test the performance
of the new approximations to Matsubara dynamics proposed in refs. [55, 56] and
assess the convergence of the mean-field Matsubara dynamics of ref. [87]. Fur-
thermore, the valuable insights provided by the perturbative models on overtones
and combination bands, should motivate a generalization of this approach to other
relevant anharmonic effects.

Feasible yet accurate simulations of nuclear quantum dynamics for large condensed-
phase systems are still an open issue. In this context, this work aims at giving new
analytical and numerical insights on the accuracy of the current methods and at
providing information for designing new accurate approximations for treating the
nuclear quantum dynamics of highly anharmonic systems.
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Details on the Phase
Integration Method

A
Ref. [52] recently introduced a controlled approximation for the Wigner density
that allows to tame the phase factor without resorting to a harmonic approximation.
Moreover, contrary to LGA or FK-LPI, it allows in principle to recover negative parts
of the Wigner density. In this section, we will only sketch the procedure in the
unidimensional case. The multidimensional generalization can be found in [130].

One starts by writing the off-diagonal matrix element of the density operator in
path integral form using the symmetric Trotter break-up of equation (2.12) with 2ν
slices:〈

q − ∆
2

∣∣∣∣e−βĤ ∣∣∣∣q + ∆
2

〉
∝
∫

dx1 . . . dx2ν−1 e
− β

2ν

(
1
2V (q−∆

2 )+ 1
2V (q+ ∆

2 )+
∑2ν−1

l=1 V (xl)
)

× exp
{
− β

2ν
1
2mω

2
2ν

(
(q − ∆

2 − x1)2 + (q + ∆
2 − x2ν−1)2 +

2ν−2∑
l=1

(xl+1 − xl)2
)}
(A.1)

with ω2ν = 2ν/β~. This path integral forms an open chain with endpoints q −∆/2
and q + ∆/2. We now split the chain in half and change variables to the center path
and the fluctuation path as:

rl = (xl + x2ν−l)/2
∆l = xl − x2ν−l

l = 0, . . . , ν (A.2)

Using this definition, we denote r0 = q and ∆0 = ∆. Moreover, we have ∆ν = 0.
The Wigner density then reads:

ρw(q, p) ∝ lim
ν→∞

∫
dr d∆ eip∆0/~ρ(r,∆) δ(q − r0) (A.3)
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with r = (r0, . . . , rν), ∆ = (∆0, . . . ,∆ν−1) and:

ρ(r,∆) = 1
Nν

e
−β
ν

(
1
4V (r0−∆

2 )+ 1
4V (r0+ ∆

2 )+V (rν)+
∑ν−1

l=1
V (rl−∆l/2)+V (rl+∆l/2)

2

)

× exp
{
−β
ν

1
2mω

2
2ν

(
ν−1∑
l=0

(rl+1 − rl)2 + 1
4(∆l+1 −∆l)2

)}
(A.4)

with Nν a normalization constant. We now split the path integral density ρ into
marginal ρm(r) =

∫
d∆ ρ(r,∆) times conditional ρc(∆|r) = ρ(r,∆)/ρm(r). We also

multiply and divide by the Gaussian term e−κ2(r)p2/2~2
with κ2(r) to be determined.

The Wigner distribution is then (we now imply and drop the limit ν →∞):

ρw(q, p) ∝
∫

dr ρm(r)e−κ2(r)p2/2~2
δ(q − r0)

[∫
d∆ eκ2(r)p2/2~2+ip∆0/~ρc(∆|r)

]
(A.5)

Expanding eκ2(r)p2/2~2+ip∆0/~ as a power series with respect to p and choosing κ2 as
the second order cumulant of the conditional distribution with respect to ∆0

κ2(r) =
∫

d∆ ∆2
0 ρc(∆|r) =

〈
∆2

0

〉
ρc

(A.6)

we obtain:

ρw(q, p) ∝
∫

dr ρm(r)e−κ2(r)p2/2~2
δ(q − r0)

[
1 + κ4(r)

4!

(
ip

~

)4
+ κ6(r)

6!

(
ip

~

)6
+ . . .

]
(A.7)

where κn(r) is the n-th order cumulant with respect to ∆0 of the distribution ρc.
Note that, by parity of ρc, all odd orders in the expansion are null. We will refer to
the power expansion in (A.7) as the Edgeworth correction.

Using the fact that the Wigner density is normalized, we obtain the full expression:

ρw(q, p) =

∫
dr ρm(r)e−κ2(r)p2/2~2

δ(q − r0)
[
1 + κ4(r)

4!

(
ip
~

)4
+ κ6(r)

6!

(
ip
~

)6
+ . . .

]
∫

dpdr ρm(r)e−κ2(r)p2/2~2
[
1 + κ4(r)

4!

(
ip
~

)4
+ κ6(r)

6!

(
ip
~

)6
+ . . .

]
(A.8)

In ref. [52], the Wigner density is computed via a Monte Carlo algorithm that samples
the density ρm(r)e−κ2(r)p2/2~2

. Averages over this density are then weighted by the
Edgeworth correction (truncated at a certain order). The density sampled via Monte
Carlo is positive so that negative parts of the Wigner density are recovered through
the Edgeworth correction. This formulation of the Wigner density was shown
to capture interesting quantum effects, such as the correct correlations between
different degrees of freedom (including coordinate-momentum and momentum-
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momentum correlations). As for the slightly different Edgeworth approximation
introduced in chapter 4, the numerical convergence – or failure to converge – of the
method can be systematically tested by computing successive terms of the Edgeworth
correction. The main numerical difficulty of this approach is that ρm(r), κ2(r) and
the higher order cumulants are non analytical and need to be computed via an
auxiliary path integral Monte Carlo.

Similar approximations have been used to compute the Kubo-transformed [131]
and symmetrized [70, 132] correlation functions.

The Edgeworth expansion that we derive in chapter 4 differs from the one in the
PIM mainly by the distribution it approximates. While our approximation considers
the Edgeworth expansion of the full matrix element 〈q −∆/2|e−βĤ |q + ∆/2〉, con-
ditionally to q, the PIM starts by expanding this element in path-integral form and
approximates the extended-space distribution ρc(∆|r) (∆ and r are ν-dimensional
vectors). The PIM is thus tied to path-integrals from the start and it is more dif-
ficult to derive from it a Langevin dynamics that allows to compute TCFs, as the
WiLD. By contrast, the WiLD only involves the physical degrees of freedom (q, p)
and uses path-integrals only in the auxiliary calculation, as a calculation tool for
its generalized forces. The PIM version of the Edgeworth approximation and the
one derived in chapter 4 yield equivalent accuracy on all the model systems tested.
However, the new formulation is simpler and we expect the ECMA sampling scheme
to be computationally more efficient than the generalized Monte Carlo procedure of
ref. [52], although this point should be more systematically investigated for future
works.
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Noise correction of ECMA B
In this appendix, we demonstrate that the factor of equation (4.51) allows to correct
for the noise on the EW0 conditional momentum.

First, let us clarify the notations. We will denote κ2 the exact second order cumulant
matrix as given by equation (4.58) (we drop the dependence on q as we will consider
the position fixed) and κ2 = κ2 +X an unbiased estimate of κ2 (thus X is a random
matrix of zero mean) obtained, for example, using an auxiliary Langevin equation
(see ref. [106]).

The EW0 conditional momentum density for a N -dimensional system, obtained
using κ2 is given by:

ρκ2(p|q) = e−
pT (κ2+X)p

2~2√
2π~2|κ2|−1

∣∣∣I + κ−1
2 X

∣∣∣1/2 (B.1)

where | · | denotes the determinant and I is the N ×N identity matrix.

We now expand the distribution at second order in X. As a first step, one can show
that the determinant |I +H|1/2 can be expanded at second order in H as:

|I +H|1/2 = 1 + 1
2
∑
i

Hii + 1
2
∑
i

∑
j 6=i

(HiiHjj −HijHji) −
1
8

(∑
i

Hii

)2

+ · · ·

(B.2)

The distribution can then be expanded at second order in X as:

ρκ2(p|q) = ρκ2(p|q)
[
1− pTXp

2~2 + (pTXp)2

8~4 + 1
2
∑
i

[κ−1
2 X]ii −

1
8
∑
i

[κ−1
2 X]2ii

+
∑
i

∑
j 6=i

(3
8[κ−1

2 X]ii[κ−1
2 X]jj −

1
2[κ−1

2 X]ij [κ−1
2 X]ji

)
− pTXp

4~2

∑
i

[κ−1
2 X]ii+ · · ·

]
(B.3)
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The expectation value of this distribution over many realizations of κ2 is then:

〈ρκ2(p|q)〉 = ρκ2(p|q)
[
1+

〈
(pTXp)2

〉
8~4 −1

8
∑
i

〈
[κ−1

2 X]2ii
〉
−
〈

pTXp
4~2

∑
i

[κ−1
2 X]ii

〉

+
∑
i

∑
j 6=i

〈3
8[κ−1

2 X]ii[κ−1
2 X]jj −

1
2[κ−1

2 X]ij [κ−1
2 X]ji

〉
+ · · ·

]
(B.4)

where the first order terms cancel since X is of zero mean. One can then see that
the expectation value 〈ρκ2〉 is biased by a multiplicative factor which depends on the
fluctuations of the noise X (its variance for a unidimensional system). One can then
construct an unbiased estimator (up to second order in X) for ρκ2 which reads:

ρcorr
κ2 (p|q) = ρκ2(p|q)

[
1−

〈
(pTXp)2

〉
8~4 + 1

8
∑
i

〈
[κ−1

2 X]2ii
〉

+
〈

pTXp
4~2

∑
i

[κ−1
2 X]ii

〉

−
∑
i

∑
j 6=i

〈3
8[κ−1

2 X]ii[κ−1
2 X]jj −

1
2[κ−1

2 X]ij [κ−1
2 X]ji

〉]
(B.5)

and one can show, following the same procedure as above, that
〈
ρcorr
κ2

〉
= ρκ2+O

(
X3).

For a unidimensional system, this expression reduces to:

ρcorr
κ2 (p|q) = ρκ2(p|q)

[
1− σ2

(
p4

8~4 −
p2

4~2κ2
− 1

8κ2
2

)]
(B.6)

where σ2 =
〈
X2〉 is the variance on the estimated value of κ2 and we recognize in

this expression the correction factor of equation (4.51) of the main text.

In practice, in order to evaluate the expectation values in equation (B.5) (or the
variance σ2 in (B.6) for the unidimensional case), we perform Naux independent
evaluations of κ2 that we will denote κ(i)

2 (i = 1, . . . , Naux). We use their average
κ2 =

∑
i κ

(i)
2 /Naux as our closest estimate of κ2 and the expectation values are

estimated on the sample of κ(i)
2 . For example, for a unidimensional system, the

unbiased estimator of the variance of κ2 is:

σ2 ≈
∑
i(κ

(i)
2 − κ2)2

Naux(Naux − 1) (B.7)

And similarly for a multidimensional system, for example:

〈
(pTXp)2

〉
≈
∑
i

[
pT (κ(i)

2 − κ2)p
]2

Naux(Naux − 1) (B.8)
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The noise correction allows in principle to use very noisy estimates of κ2 when
sampling the conditional momentum distribution and thus to drastically reduce
the numerical cost of ECMA. To illustrate the effect of the noise correction, we
compute the kinetic energy of the Morse potential of equation (3.1) numerically
estimated via ECMA with and without the correction factor. The reference energy is
computed from the exact ECMA distribution given by the wavefunction expression
of the density operator (2.7). The numerical estimations of κ2(q) were obtained
using Naux = 16 auxiliary open-chain path-integral Langevin simulations (with 128
beads) and the position distribution was sampled from standard PIMD. To avoid any
correlations and biases on the estimation of the κ(i)

2 , each auxiliary simulation is
thermalized for 25 fs before accumulating the statistics. Figure B.1 shows the relative
error on the kinetic energy with and without the noise correction as a function of the
auxiliary simulation time. One can see that, even for very short auxiliary simulations,
the noise correction is able to drastically reduce the error on the kinetic energy to
less than 2%. Furthermore, the corrected kinetic energy converges to the exact value
much before the uncorrected one.
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Fig. B.1.: Relative error on the kinetic energy for the Morse potential of equation (3.1)
numerically estimated via ECMA with (blue curve) and without (red curve)
noise correction as a function of the auxiliary simulation time. The reference
energy is computed from the exact ECMA distribution given by the wavefunction
expression of the density operator. The numerical estimations of κ2 are averaged
over 16 independent Langevin trajectories, each thermalized for 25 fs.
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The top panel of figure B.2 shows the ECMA distribution (at order EW0) with and
without noise correction with an auxiliary simulation time of 1.25 fs. One can
see that without the correction, the conditional momentum distribution is broader
than the reference and that the broadening depends on the position (see the lower
panel of figure B.2). The corrected distribution is however very close to the exact
distribution and the conditional momentum distribution is well reproduced for all
positions.
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Fig. B.2.: top panel: ECMA-EW0 distribution for the Morse potential at 300K. Contour
levels are 1.5, 10, 20, 30, 40 fs.Å−2.(g/mol)−1. bottom panel: variance of the
conditional momentum distribution (renormalized by mkB to obtain a tempera-
ture) as a function of q (i.e. the average value of p2 on each vertical slice of the
corresponding top panel). solid black curve: exact ECMA (from wavefunctions);
red dotted-dashed curve: numerical estimation (128 beads, 1.25fs of auxiliary
simulation, Naux = 16) without noise correction; blue: numerical estimation with
noise correction.
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We confirm the multidimensional expression of the noise correction with the bidi-
mensional model of section 4.5.2. We found similar resuls as in the 1D case (see
figure B.3).
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Fig. B.3.: Relative error on the kinetic energy for the bidimensional potential of equation
(4.69) numerically estimated via ECMA with (blue curve) and without (red curve)
noise correction as a function of the auxiliary simulation time. The reference
energy is computed from the exact ECMA distribution given by the wavefunction
expression of the density operator. The numerical estimations of κ2 are averaged
over 16 independent Langevin trajectories, each thermalized for 25 fs.
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Quantum perturbation theory
applied to the mildly
anharmonic oscillator

C

C.1 overtone intensity by perturbation of the harmonic
eigenstates

In this appendix, we use quantum perturbation theory to derive the intensity of
the overtone of equation (5.25) for the perturbative model of equation (5.1). The
Hamiltonian operator of the system under the potential (5.1) can be split as:

Ĥ = Ĥ0 + λ

3 q̂
3 (C.1)

where Ĥ0 is the Hamiltonian of the harmonic system. The unperturbed eigenstates
are given by the time-independent Schrödinger equation:

Ĥ0 |n〉 = εn |n〉 (n ≥ 0) (C.2)

where |n〉 is the nth wavefunction of the harmonic oscillator and εn = ~ω0
2 (2n+ 1).

We also remind the following relations involving the standard creation â† and
annihilation â operators:

â† |n〉 =
√
n+ 1 |n+ 1〉 (C.3)

â |n〉 =
√
n |n− 1〉 (C.4)

and

q̂ =
√

~
2mω0

(â† + â) (C.5)

p̂ =i

√
~mω0

2 (â† − â) (C.6)
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At first order, the perturbed eigenstates are given by:

ε̃n = εn +O
(
λ2
)

(C.7)

|ñ〉 = |n〉+ λ

3
∑
k 6=n

〈k|q̂3|n〉
~ω0(n− k) |k〉+O

(
λ2
)

(C.8)

Using equation (2.22), we can write the real part of the standard momentum-
momentum TCF for the perturbed system as:

cpp(t) = 1
Z
∑
l

∑
n<l

(
e−βε̃n + e−βε̃l

)∣∣∣ 〈ñ∣∣∣p̂∣∣∣l̃〉∣∣∣2 cos
(
ε̃l − ε̃n

~
t

)
(C.9)

where Z =
∑
n e
−βε̃n is the partition function of the system. We now consider only

the contributions of frequencies close to 2ω0 which are given by the pair of states
such that l = n+ 2. For these states, we have at first order in λ:

〈ñ|p̂|ñ+ 2〉 = λ

3

∑
k 6=n
〈k|p̂|n+ 2〉 〈n|q̂

3|k〉
~ω0(n− k) +

∑
k 6=n+2

〈n|p̂|k〉 〈k|q̂
3|n+ 2〉

~ω0(n+ 2− k)

+O
(
λ2
)

(C.10)
Using relations (C.4),(C.3),(C.6) and (C.5), one can easily show that:

〈ñ|p̂|ñ+ 2〉 = i
λ~

3mω2
0

√
(n+ 1)(n+ 2) +O

(
λ2
)

(C.11)

Thus, at second order in λ, the only contribution of frequency close to 2ω0 is given
by:

c(2ω0)
pp (t) = A(ω0, β) cos(2ω0t) (C.12)

with:

A(ω0, β) = λ2~2

9m2ω4
0

(
1 + e−4βε0

)∑
n

(n+ 1)(n+ 2)ρn (C.13)

= λ2~2

9m2ω4
0

(
1 + e−4βε0

)[3
4 + 1

4
∑
n

(2n+ 1)2ρn +
∑
n

(2n+ 1)ρn

]
(C.14)

where we have denoted ρn the population of the nth harmonic level:

ρn = e−βε0(2n+1)∑
k e
−βε0(2k+1) (C.15)

For the harmonic potential, the average total energy is given by:

Tr
[
ρ̂Ĥ
]

= ~ω0/2
tanh(β~ω0/2) ≡ Θ(ω0, β) (C.16)
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with the canonical density operator ρ̂ =
∑
n ρn |n〉 〈n|. This yields the following

relation:
ε0
∑
n

(2n+ 1)ρn = Θ(ω0, β) = ε0 coth(βε0) (C.17)

The average energy fluctuations are obtained by differentiating with respect to β,
giving:

ε20(coth2(βε0)−
∑
n

(2n+ 1)2ρn) = ∂Θ
∂β

= ε20(1− coth2(βε0)) (C.18)

Thus ∑
n

(2n+ 1)2ρn = 2 coth2(βε0)− 1 (C.19)

Using relations (C.17),(C.19) and properties of hyperbolic functions, one can show
that:

A(ω0, β) = 4λ2

9m2ω6
0

Θ(ω0, β)Θ(2ω0, β) (C.20)

We use relation (2.38) to recover the Kubo-transform momentum autocorrelation
spectrum from cpp(ω). The contribution of the overtone to the kinetic energy is then
given, at second order in λ, by:

Ek(2ω0;β) = 2λ2

9m3ω6
0β

Θ(ω0, β) (C.21)

which yields ηQ as given by equation (5.25).

We now give the key elements to compute the resonance intensities for the bidimen-
sional model of section 5.2. We start by splitting the Hamiltonian into:

Ĥ = Ĥ1,0 + Ĥ2,0 + λq̂1q̂
2
2 (C.22)

where Ĥ1,0 and Ĥ2,0 are the harmonic Hamiltonians of the unperturbed degrees of
freedom. At first order in λ, the perturbed eigenstates are:

ε̃n1n2 = ~ω1
2 (2n1 + 1) + ~ω2

2 (2n2 + 1) +O
(
λ2
)

(C.23)

|ñ1ñ2〉 = |n1n2〉+ λ

~
∑

(k1,k2) 6=(n1,n2)

〈k1k2|q̂1q̂
2
2|n1n2〉

ω1(n1 − k1) + ω2(n2 − k2) |k1k2〉+O
(
λ2
)

(C.24)

Using equations (C.5) and (C.6) for each degree of freedom, one can compute
c̄p1p1(t) and c̄p2p2(t) in perturbation at second order in λ using the same method as
for the previous model.
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C.2 First order expansion of the Wigner distribution and
of the EW0-QCF

In this section, we derive a perturbative expression of the Wigner density and of the
quantum correction factor of the Edgeworth conditional momentum distribution
for the potential (5.1) with the perturbation parameter λ. Both the thermal Wigner
density and the EW0-QCF depend on the off-diagonal elements of the density matrix
which we express in path integral form (in the continuous limit) by following
reference [60] (section 12.4). In this section, we will use the shorthand notation
w(q,∆;β) ≡

〈
q − ∆

2

∣∣∣e−βĤ ∣∣∣q − ∆
2

〉
. We then expand the path around the classical

harmonic path and decompose the fluctuation path in Fourier components in order
to obtain an analytical expressions of w(q,∆;β) at first order in λ. Finally, we use
this expression to obtain the Wigner density and the EW0-QCF at first order in λ.

For the potential (5.1), the continous path integral form of the off-diagonal density
matrix elements are given by the following functional integral:

w(q,∆;β) =
∫ x(β~)=q+∆/2

x(0)=q−∆/2
Dx(τ) exp

{
−1
~

∫ β~

0
dτ mẋ

2(τ)
2 + mω2

0x
2(τ)

2 + λ

3x
3(τ)

}
(C.25)

which can be expanded at first order in λ as:

w(q,∆;β) =
∫ x(β~)=q+∆/2

x(0)=q−∆/2
Dx(τ)e−

S0[x]
~

(
1− λ

3~

∫ β~

0
dτ x3(τ) +O

(
λ2
))

(C.26)

with S0[x] =
∫ β~

0 dτ mẋ2(τ)
2 + mω2

0x
2(τ)

2 the harmonic imaginary-time action. The
expansion in λ switched the problem from finding anharmonic paths to averaging a
quantity on harmonic paths which is much simpler. As in ref. [60], we expand the
path x(τ) about the classical harmonic path:

x(τ) = x0(τ) + y(τ) (C.27)

where x0(τ) is the classical harmonic path defined by the differential equation
mẍ0 = mω2

0x0 with boundary conditions x0(0) = q −∆/2 and x0(β~) = q + ∆/2
which can be solved exactly as:

x0(τ) =
(q − ∆

2 )(e−ω0(τ−β~) − eω0(τ−β~)) + (q + ∆
2 )(eω0τ − e−ω0τ )

eβ~ω0 − e−β~ω0
(C.28)

and y(τ) is the fluctuation path (defined by the difference between the full path
and the classical harmonic path) which has the property y(0) = y(β~) = 0. One can
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show (see ref. [60]) that the harmonic action is separable between the classical and
fluctuation paths i.e. e−

S0[x]
~ = e−

S0[x0]
~ e−

S0[y]
~ . We thus obtain:

w(q,∆;β) = e−
S0[x0]

~

∮
Dy(τ)e−

S0[y]
~

(
1− λ

3~

∫ β~

0
dτ (x0(τ) + y(τ))3 +O

(
λ2
))

(C.29)
where the closed integral indicates a path starting and ending at 0. Due to the
symmetries of the fluctuation paths the terms containing odd powers of y(τ) cancel
when integrated over all paths and we obtain:

w(q,∆;β) = e−
S0[x0]

~

∮
Dy(τ)e−

S0[y]
~

(
1− λ

3~

∫ β~

0
dτ (x3

0(τ) + 3x0(τ)y2(τ)) +O
(
λ2
))

(C.30)
One can show (by explicitly writing the functional integral in terms of a sum of
Fourier coefficient as in ref. [60]) that the term proportional to x0(τ) does not
depend on ∆ so that we can write:

w(q,∆;β) = w0(q,∆;β)
(

1− λ

3~ [a(q,∆) + b(q)] +O
(
λ2
))

(C.31)

with w0(q,∆;β) the harmonic off-diagonal element given by equation (4.39) and
the functions a and b defined as:

a(q,∆) =
∫ β~

0
dτx3

0(τ) (C.32)

b(q) = 1
I0

∮
Dy(τ)e−

S0[y]
~

∫ β~

0
dτ 3x0(τ)y2(τ) (C.33)

with the constant I0 =
∮
Dy(τ)e−

S0[y]
~ . Analytical expressions of the functions a(q,∆)

and b(q) can be obtained using the Fourier decomposition of the fluctuation path.
We used the symbolic computation software SageMath to obtain these analytical
expressions:

a(q,∆) = q~
2Θ(ω0, β)

(
∆2

2 + 4
3q

2
(5

2 −
Θ(2ω0, β)
Θ(ω0, β)

))
(C.34)

b(q) = 2q~
mω2

0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)
(C.35)

with Θ(ω0, β) = ~ω0/2
tanh(β~ω0/2) . Using the parity of w0(q, 0;β), we obtain that the

perturbed partition function Z =
∫

dq w(q, 0;β) is equal to the harmonic partition
function Z0. Finally, we compute explicitly the Fourier transform of w(q,∆;β) with
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respect to ∆ to obtain the perturbative expression of the Wigner density of equation
5.27:

ρw(q, p) = ρw,0(q, p)
[
1− λq

mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)
− 2λq3

9Θ(ω0, β)

(5
2 −

Θ(2ω0, β)
Θ(ω0, β)

)

+ λqp2

3m2ω2
0Θ(ω0, β)

(Θ(2ω0, β)
Θ(ω0, β) − 1

)]
+O

(
λ2
)

(C.36)

with the harmonic Wigner distribution

ρw,0(q, p) = e
− 1

Θ(ω0,β)

(
p2
2m+ 1

2mω
2
0q

2
)

∫
dqdpe

− 1
Θ(ω0,β)

(
p2
2m+ 1

2mω
2
0q

2
) (C.37)

To obtain the EW0-QCF, we compute the conditional distribution of ∆ of equation
(4.4):

ρc(∆|q) = ρc,0(∆|q)
[
1− λ

3~
(
a(q,∆)− 〈a(q,∆)〉ρc,0|q

)]
+O

(
λ2
)

(C.38)

with the harmonic distribution ρc,0(∆|q) = w0(q,∆;β)/
∫

d∆w0(q,∆;β). Using
equation (4.5) we then obtain:

κ2(q) = κ2,0

[
1− λ

3~

(〈∆2a(q,∆)
〉
ρc,0|q

〈∆2〉ρc,0|q
− 〈a(q,∆)〉ρc,0|q

)]
+O

(
λ2
)

= κ2,0

[
1− 2λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)]
+O

(
λ2
)

(C.39)

with κ2,0 by equation (4.40). Using equations (4.50), we obtain the EW0-QCF of
equation (5.34).

We can also show that the EW0 distribution that the WiLD samples is exact at first
order in λ. The EW0 distribution is given by:

ρEW0(q, p) = e−βU(q)−κ2(q)p2/2~2∫
dqdp e−βU(q)−κ2(q)p2/2~2 (C.40)
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with κ2(q) given at first order by eq. C.39 and

e−βU(q) =
∫

d∆ w(q,∆;β) (C.41)

= e
−

mω2
0q

2

2Θ(ω0,β)√
mΘ(ω0, β)/2π~2

[
[1− λq

mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)
(C.42)

− 2λq3

9Θ(ω0, β)

(5
2 −

Θ(2ω0, β)
Θ(ω0, β)

)]
+O

(
λ2
)

(C.43)

We can then show that ρEW0(q, p) = ρw(q, p) +O
(
λ2) and thus the WiLD samples the

exact Wigner distribution at first order in λ.

Finally, we compute the successive cumulants of ρc to show that the Edgeworth
correction does not modify the ECMA distribution at first order. The fourth order
moment of ρc is

〈
∆4
〉
ρc|q

=
〈

∆4
〉
ρc,0|q

[
1− λ

3~

(〈∆4a(q,∆)
〉
ρc,0|q

〈∆4〉ρc,0|q
− 〈a(q,∆)〉ρc,0|q

)]
+O

(
λ2
)

= 3κ2
2,0

[
1− 4λq

3mω2
0

(Θ(2ω0, β)
Θ(ω0, β) − 1

)]
+O

(
λ2
)

(C.44)

so that we obtain for the fourth order cumulant κ4(q) =
〈
∆4〉

ρc|q − 3κ2
2(q) = O

(
λ2).

If we now suppose that, for any even integer m, all of the cumulants from κj for j
between 4 and m− 2 (included) are null at first order in λ, we can use the recursion
formula for the cumulants:

κm(q) = 〈∆m〉ρc|q −
m−2∑

j=2, even

(
m− 1
j − 1

)
κj(q)

〈
∆m−j

〉
ρc|q

= 〈∆m〉ρc|q − (m− 1)κ2(q)
〈

∆m−2
〉
ρc|q

(C.45)

For this expression, using similar reasoning as above for κ4, one can show that
κm(q) = O

(
λ2). Therefore, by the recursion principle, all of the cumulants of

ρc of order higher than two are null at first order in λ and thus the Edgeworth
correction does not contribute to the first order expansion of the ECMA and WiLD
distributions.
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C.3 Full expressions of the combination bands
intensities in LHA

The contributions of the combination bands to the LSC-LHA vibrational density of
states are:

ηLHA(β;ω1 + ω2) = ηQ(β;ω1 + ω2) γLHA
ω1+ω2

ηLHA(β;ω1 − ω2) = ηQ(β;ω1 − ω2) γLHA
ω1−ω2

ηLHA(β; 2ω2) = ηQ(β; 2ω2) γLHA
2ω2

with (the last step of the perturbative calculation is performed on a formal computing
software, more compact expressions might potentially be found):

γLHA
ω1+ω2 =

[
~2βΘ(ω1, β)(ω4

1ω
2
2 + 2ω3

1 − ω2
1ω

4
2 − 2ω1ω

5
2)−Θ2(ω2, β)(16ω2

1ω
2
2 + 8ω1ω

3
2)

+ βΘ(ω1, β)Θ2(ω2, β)(−4ω4
1 − 8ω3

1ω2 + 4ω2
1ω

2
2 + 8ω1ω

3
2)

+ Θ(ω1, β)Θ(ω2, β)(4ω4
1 + 16ω3

1ω2 + 20ω2
1ω

2
2 − 8ω1ω

3
2 − 8ω4

2)
]

/

[
8ω2(ω1Θ(ω2, β) + ω2Θ(ω1, β))(ω2

1 − ω2
2)Θ(ω1 + ω2)

]

γLHA
ω1−ω2 =

[
~2βΘ(ω1, β)(ω4

1ω
2
2 − 2ω3

1 − ω2
1ω

4
2 + 2ω1ω

5
2)−Θ2(ω2, β)(16ω2

1ω
2
2 − 8ω1ω

3
2)

+ βΘ(ω1, β)Θ2(ω2, β)(−4ω4
1 + 8ω3

1ω2 + 4ω2
1ω

2
2 − 8ω1ω

3
2)

+ Θ(ω1, β)Θ(ω2, β)(4ω4
1 − 16ω3

1ω2 + 20ω2
1ω

2
2 + 8ω1ω

3
2 − 8ω4

2)
]

/

[
8ω2(ω1Θ(ω2, β)− ω2Θ(ω1, β))(ω2

1 − ω2
2)Θ(ω1 − ω2)

]

γLHA
2ω2 =Θ(ω2, β)(ω2

1 − 4ω2
2) + 3ω2

2Θ(ω1, β)
Θ(ω2, β)(ω2

1 − ω2
2)
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