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Abstract

Pathogens can cause epidemics of high impact in developing and developed
countries. To protect populations against pathogens particularly the viral ones
that can cause rapid death and that could mutate to more aggressive variants,
it is crucial to predict and control their propagation. To cope with this issue,
whats is needed is to better understand how pathogens spread within a host (e.g
individual, households, fields) or between hosts. The answer to the question
"how do pathogens spread?" may lie in determining who infected whom or who is
closely related to whom, that statistically means inferring epidemiological links
between hosts.
With the aim of estimating epidemiological links, several empirical and model-
based approaches have been developed. Approaches exploiting pathogen se-
quence data are the most advantageous because they inform which hosts contain
pathogen variants that are most closely related to each other. In this thesis, we
investigate an alternative approach grounded on statistical learning and based
on a semi-parametric pseudo-evolutionary model. This pseudo-model describes
transitions between sets of sequences observed from an infected host and its pu-
tative sources. And, our approach consists on using this model applied to training
data (e.g contact tracing) to learn the structure of epidemiological links and there-
fore to infer links for the whole dataset. The efficiency of our approach aiming
at inferring transmission links of infectious diseases, is assessed by applying it
to three different real cases in animal, human and plant epidemics. Then, we
applied it to simulated data generated with diverse models for the viral evolution
and transmission, performing a sensitivity analysis of the relationship between
the accuracy of our approach and the demo-genetic factors that may impact the
virus evolution and transmission.
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Such innovate approach has the potential to be particularly valuable in the case
of a risk of erroneous mechanistic assumptions and sequencing errors, it is adapt-
able to very different contexts from animal, human and plant epidemics, and it
is sufficiently parsimonious to allow handling big data sets in the future. This
approach is able to make notable advances in the field of computational biology
and quantitative molecular epidemiology. This leads to identify more precisely
the epidemiological links, gives better insights into risk factors playing a role in
pathogens spread within or between hosts and, consequently, fosters a better un-
derstanding of infectious diseases to build robust forward projections and design
control policies.

Keywords: pathogen spread, infectious disease, semi-parametric model, pseudo-
likelihood, learning, genomic data, within-host pathogen diversity, training data,
viral kinetic models, substitutions models, transmission dynamics
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Résumé

Afin de prédire et contrôler plus efficacement la propagation des maladies in-
fectieuses, nous devons mieux comprendre comment les agents pathogènes se
propagent dans et entre les populations hôtes. La question “ comment les agents
pathogènes se propagent-ils? ” peut être comprise de plusieurs façons. Dans ma
thèse, je considère des situations où des unités hôtes, infectées par une maladie
infectieuse au cours d’une fenêtre temporelle spécifique, sont identifiées comme
infectées et par la suite caractérisées, et la question mentionnée ci-dessus est
spécifiée en ces termes : “ qui a infecté qui? ” ou, plus généralement, “ qui est
étroitement lié à qui? ” dans la dynamique de transmission de la maladie. Les
unités d’accueil désignent généralement des individus mais peuvent également
désigner des groupes tels que les ménages, les fermes et les parcelles agricoles.
Pour les agents pathogènes à évolution rapide, de nombreuses approches (em-
piriques ou fondées sur des modèles) utilisent les données de séquence des
agents pathogènes pour inférer qui a infecté qui. Ces données renseignent sur
les hôtes porteurs de variants de pathogènes étroitement liés les uns aux autres.
Chronologiquement, les premières approches évoquées ci-dessus exploitaient
principalement une seule séquence pathogène par hôte. Néanmoins, le progrès
des techniques de séquençage, révélant le polymorphisme génétique intra-hôte
des pathogènes, a favorisé le développement d’approches tenant compte de la
génération de la diversité intra-hôte et/ou tirant parti des informations fournies
par des ensembles de séquences échantillonnées sur les hôtes. Ma thèse con-
cerne précisément une telle approche visant à estimer des liens de transmission
à partir de données de séquençage haut-débit collectées sur plusieurs unités
hôtes et reflétant le polymorphisme intra-hôte du virus d’intérêt. L’approche
que je propose est essentiellement fondée sur un modèle semi-paramétrique et
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pseudo-évolutionniste, une technique d’apprentissage statistique et une quantité
limitée de données d’entrainement. Le modèle permet de calculer des mesures
de pseudo-vraisemblance des transitions entre des ensembles de séquences ob-
servées chez l’unité hôte infectée et chez ses sources putatives. Il est calibré sur les
données d’entrainement pour apprendre la structure des liens épidémiologiques
réels puis appliqué à l’ensemble de données pour inférer des liens entre toutes les
unités hôtes du jeu de données.
Au-delà du développement de l’approche brièvement décrite ci-dessus, je présente
son application à des données réelles en santé humaine, animale et végétale (en
l’occurrence, à des données concernant Ebola, la grippe porcine, la grippe équine
et un potyvirus inféodé aux plantes), ainsi qu’à des données simulées. Les données
simulées sont obtenues avec un modèle original que j’ai développé et qui permet
la génération de dynamiques démo-génétiques hors équilibre et à variations rapi-
des pour la population virale intra-hôte. Après avoir caractérisé numériquement
la capacité de ce modèle à générer une diversité d’agents pathogènes intra-hôte, il
est utilisé pour simuler des scénarios démo-génétiques significativement divers,
scénarios auxquels l’approche d’estimation des liens épidémiologiques est ap-
pliquée. En utilisant ce modèle, j’ai effectué une analyse de sensibilité formelle
de la relation entre la performance de notre approche d’inférence et les facteurs
démo-génétiques qui peuvent avoir un impact sur l’évolution, la diversité et la
transmission du virus.
D’un point de vue général, l’approche proposée ouvre la voie à l’utilisation de
l’apprentissage statistique dans la reconstruction des transmissions et des liens
épidémiologiques à partir de données génomiques. Elle pourrait contribuer à
améliorer la compréhension des facteurs de risque jouant un rôle dans la propa-
gation des agents pathogènes au sein des populations hôtes et, par conséquent,
à favoriser une meilleure compréhension de la dynamique des maladies infec-
tieuses ainsi que la conception de projections prévisionnelles et de stratégies de
contrôle robustes.

Mots clés: Apprentissage statistique, diversité intra-hôte des pathogènes, données
d’apprentissage, données génomiques, dynamique de transmission, épidémiolo-
gie moléculaire, maladies infectieuses, modèles cinétiques viraux, modèles de
substitution, modèle semi-paramétrique, propagation des agents pathogènes,
pseudo-vraisemblance.
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Chapter 1
Introduction

1.1. General overview of my thesis
Fast-evolving pathogens such as RNA viruses can cause epidemics of high impact
in developing and developed countries alike. Some of these viruses have major
impact not only on human species, but also on animal and plant species. Sig-
nificant global expenditures for virus prevention have been incurred in previous
years. For instance, to date, more than 200 countries are affected by the COVID-
19 infecting over 26 millions people and causing the death of at least 864,000
people as reported by the World Health Organization (WHO, September 2020). A
recent estimation published by the European Centre for Disease Prevention and
Control (ECDC) indicates that Europe experienced 10,705 laboratory-confirmed
hospitalised influenza cases during the 2019–2020 influenza season. According
to the WHO, rabies and hepatitis E are estimated to cause respectively 55,000
and 57,000 individual deaths per year. The total global expenditure for rabies
prevention was assessed to be more than US$1 billion annually. During the 2001
outbreak of foot-and-mouth disease in Great Britain, 6 million animals were culled
(Anderson et al., 1996; Haydon et al., 2003). Much like diseases of humans and
other animals, plant diseases such as Sharka can give rise to severe consequences
while damaging vegetation and crops, reducing yields and raising the treatment
and prevention expenditures. The management of sharka disease on Prunus
trees remains a challenge and this plant disease induced an overall cost above
e10 billion at the global scale over three decades (Cambra et al., 2006; Rimbaud
et al., 2015). In order to most effectively predict and control the spread of such

15



infectious diseases, we need to better understand how pathogens spread within-
and between-host populations and what is the role of the environment in the
transmissions. The question "How pathogens spread?" being a broad question
with several meanings, it is restricted in my PhD work into "Who infected whom?"
or "Who is closely related to whom?" in the disease dynamics.

To unravel disease transmission links between hosts and thus to plan and
develop effective strategies for controlling infectious diseases, various mathe-
matical models based on epidemiological data have been used (e.g. Cauchemez
and Ferguson, 2012; Cauchemez et al., 2006, 2016; Haydon et al., 2003; Heijne
et al., 2012; Kao, 2002). Typical epidemiological data exploited in this context, and
collected during infectious disease outbreaks, are data on the timing of symptoms,
contact tracing and surveillance effort. Recently, for fast-evolving pathogens,
several frameworks have been proposed to integrate the analysis of pathogen
sequence data in virus transmission studies (Campbell et al., 2018, 2019; Cottam
et al., 2008; De Maio et al., 2016, 2018; Didelot et al., 2014, 2017; Hall et al., 2015;
Hughes et al., 2012; Jombart et al., 2011, 2014; Leavitt et al., 2020; Morelli et al.,
2012; Skums et al., 2018a; Worby et al., 2016, 2017; Wymant et al., 2018; Ypma et al.,
2012, 2013b). Indeed, genetic data enable identifying hosts containing pathogen
variants that are most closely related to each other and therefore potentially linked
with more or less direct transmissions.

Numerous methods have been proposed to reconstruct transmission links
from genetic data using one pathogen sequence per infected host, typically the
consensus sequence or the majority sequence (Campbell et al., 2018, 2019; Cot-
tam et al., 2008; Jombart et al., 2011, 2014; Morelli et al., 2012; Worby et al., 2016,
2017; Ypma et al., 2012, 2013b). Using a single variant per host limits the amount
of information about the viral composition within the host although recent se-
quencing techniques, such as deep Sanger sequencing (DSS) and high-throughput
sequencing or next-generation sequencing (HTS or NGS) open new routes to access
a detailed description of the genetic variation that can exist within a host during
an infection (Alizon et al., 2011; Gire et al., 2014; Lauck et al., 2012; Murcia et al.,
2010, 2012; Nelson and Hughes, 2015; Worby et al., 2014, 2017; Wright et al., 2011).
Thanks to these techniques providing a subsample of the pathogen variants in the
host at the sampling time, it is now recognized that the virus genetic diversity may
vary spatially and temporally during the infection, due to several demographic
and genetic factors (e.g mutation, selection and genetic drift processes) acting
at the within-host scale (Abel et al., 2015; Alizon et al., 2011; Cuevas et al., 2015;
Poirier and Vignuzzi, 2017; Pybus and Rambaut, 2009; Simmons et al., 2012). Vari-
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ations in the within-host genetic diversity may then affect between-hosts virus
transmissions (Abel et al., 2015; Worby et al., 2014). Offering the possibility to
assess within-host pathogen diversity, such sequencing techniques fostered the
development of model-based approaches exploiting, in one way or another, the
degree of genetic similarity between viral variants present within the different
hosts to identify linked hosts and infer transmissions (De Maio et al., 2016, 2018;
Didelot et al., 2014, 2017; Hall et al., 2015; Skums et al., 2018a).

To infer epidemiological links between host units, it first seems appropri-
ate and natural to adopt some approaches grounded on a mechanistic vision of
transmission and micro-evolutionary processes. Indeed, such approaches are
underlined by mechanistic assumptions acting as relevant constraints, which
are expected to guide the inference. However, implementing mechanistic ap-
proaches taking into account within-host diversity is today relatively complicated
and potentially misleading because of the complexity of necessary mechanistic
assumptions, in particular if one has to handle sequence data that do not accu-
rately reflect the within-host pathogen population because of sequencing bias or
errors. In this context, my research aims at investigating a modelling and statis-
tical approach to quickly and robustly infer epidemiological links of infectious
fast-evolving pathogens from deep sequencing data. Thus, I developed a method
called SLAFEEL (Statistical Learning Approach For Estimating Epidemiological
Links), which is based on a pseudo-mechanistic model and on statistical learning
(Friedman et al., 2001; James et al., 2013). The overall concept of SLAFEEL is to
learn the epidemiological links structure with a pseudo-evolutionary model ap-
plied to training data, and then to use this initial training stage for the inference of
the links for the whole data set. For limiting computational burden, the pseudo-
evolutionary model concisely describes transitions between sets of sequences
sampled at different times from a host unit and its putative sources. Training
data are used to replace mechanistic hypotheses for constraining the inference
and typically consist of classical contact information such as contact tracing, or
proxies of contact information such as geographical distances between host units.

To test SLAFEEL approach, I applied it to real cases in animal, human and
plant epidemiology. These case studies concern respectively influenza A viruses
sampled from animal populations (Hughes et al., 2012; Murcia et al., 2012), Ebola
virus sampled from a human population (Gire et al., 2014) and viruses sampled
from wild and cultivated plant populations (Desbiez et al., 2017). Datasets ex-
ploited in these studies enable us to deal with diverse epidemiological situations
and sequencing procedures and therefore to assess SLAFEEL performance. Re-
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sults show that our approach is adaptable to very different contexts and data and
achieves an encouraging performance level.

Furthermore, to calibrate and validate the efficiency of SLAFEEL, I applied
it to simulated data, performing a global sensitivity analysis of the relationship
between SLAFEEL accuracy and the demo-genetic factors that may impact the
virus evolution and consequently the transmissions inference. Simulated data
are generated under multiple demographic and genetic settings (e.g low/high
evolutionary rate of the rate of evolution of viral genetic sequences, low/high
fitness differences between viral variants, low/high bottleneck strength, ...), with a
stochastic model for the evolution and transmission of populations of sequences.

In recent years, several methods (often implemented in software packages)
have emerged to explicitly model the pathogen evolution and transmission (Camp-
bell et al., 2018; De Maio et al., 2016; Didelot et al., 2017; Jombart et al., 2011, 2014;
Klinkenberg et al., 2017; Stadler and Bonhoeffer, 2013; Worby and Read, 2015;
Worby et al., 2016). These methods differ in their underlying genetic models (e.g
phylogenetic (Campbell et al., 2018; Didelot et al., 2017; Klinkenberg et al., 2017;
Stadler and Bonhoeffer, 2013) or non-phylogenetic models (Jombart et al., 2011,
2014; Worby and Read, 2015; Worby et al., 2016)) and epidemiological models (e.g
compartmental models (Worby and Read, 2015; Worby et al., 2016) or branch-
ing process models (Didelot et al., 2014; Jombart et al., 2011; Klinkenberg et al.,
2017) as well as in their ability to account for the within-host diversity. Most of
the methods accounting for the within-host genetic diversity (Campbell et al.,
2018; Didelot et al., 2017; Klinkenberg et al., 2017) are based on within-host phy-
logenetic tree while describing a linear growing for the within-host pathogen
population size. In contrast, the method of Worby and Read (2015) gives the
opportunity to generate, in a forward framework implemented in the SEEDY pack-
age, the pathogen evolution within each infected host providing, at each time,
the within-host viral composition. Worby and Read assumed that the size of the
pathogen population converges to an attraction function via the sum of binomial
jumps, and the pathogen population varies within a host during an infection due
to several demographic and genetic factors such as the inoculum size, mutations,
natural selection and random genetic drift. Based on its construction, SEEDY can
be used to simulate non-equilibrium pathogen populations, which is of partic-
ular interest for testing, in complex situations, the performance of methods for
reconstructing transmissions. However, SEEDY does not enable an exact control of
the pathogen population size and is not clearly adapted to produce fast changes
in the dominant pathogen genotypes within the host. In this respect, using as a

18



foundation the work by Worby and Read (2015), I developed a versatile within-host
pathogen evolution model that allows me to simulate fast changes in the genetic
composition of the virus population, control exactly the temporal variation in
the population size, and hence provide sequences and frequencies of variants
across time under very diverse demo-genetic conditions. Demographic effects are
considered first by initiating the infection of a host by single or multiple variants
and, second according to a viral demographic kinetic model (e.g., grounded on a
set of differential equations) used to quantify the temporal variation of the viral
load during an infection (Baccam et al., 2006; Beauchemin and Handel, 2011;
Beauchemin et al., 2008; Canini and Perelson, 2014; Handel et al., 2010; Nowak
and May, 2000; Pawelek et al., 2012; Saenz et al., 2010; Smith and Perelson, 2011).
Genetic effects correspond to the mutation and replication processes subjected to
natural selection and random genetic drift. The fluctuations in variant frequencies
induced by the two latter phenomena can be reinforced with a shuffling process
enabling over-dispersion with respect to classical multinomial draws.

I embedded the within-host evolutionary model into a host-to-host transmis-
sion model depending on a contact process. In this stochastic model I assume
that: (i) the outbreak starts with one infected host, (ii) all hosts have equal contact
probability, (iii) the hosts in contact with an infectious host and the contact times
are randomly drawn, (iv) the success of transmission from an infectious host to an
exposed host depends on the viral load within the infectious host at the contact
time and (v) a subsample of sequences within the infecting host at the transmis-
sion time is transmitted to the newly infected host characterizing its initial viral
kinetic and composition state.

As briefly mentioned above, a sensitivity analysis of SLAFEEL performance
has been carried out to map the performance with respect to the variations of
the input demo-genetic factors. The sensitivity analysis allows the identification
of factors that exert an influence on the inference accuracy, taking into account
the interactions between these factors. Here, I conduct a variance-based sensitiv-
ity analysis computing the first-order and the total effect indices of each factor
(Saltelli et al., 2000, 2008). The first-order sensitivity index of a factor is a measure
of the main effect of this factor on the performance of SLAFEEL. In contrast, the
total index of a factor corresponds to a measure that captures its overall influence
on the efficiency of SLAFEEL, including its interactions with the other factors. Pre-
cisely estimating the sensitivity indices for the stochastic process that we consider
requires numerous repetitions of the simulation and inference process that we
consider.
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On the basis of my work, one of the future challenges is to extend the appli-
cation range of SLAFEEL with the potential of being able to handle big sequence
data corresponding for instance to large sequencing depths, sequence lengths and
host numbers, and to take into account the environmental factors that prevent or
enhance disease transmission. This should lead to (i) more accurate inferences
of transmission links, (ii) a better understanding of risk factors playing a role in
disease evolution and transmission, (iii) better forward projections, and (iv) the
development of tools to foster the use of big data generated in molecular ecology
and epidemiology.

1.2. Research questions
In brief, my work is an attempt to answer the following question:

ä How can statistical learning ideas be adapted for inferring epidemiological
links between hosts infected by a virus from data reflecting the within-host
diversity of the pathogen?

To answer this question, I propose the SLAFEEL approach exploiting partial con-
tact information as learning data used for calibrating an original pseudo-evolutionary
model and allowing the inference of epidemiological links. This proposal leads to
the following technical question:

ä How robust, effective and versatile is this inference approach?

This question is investigated with real data using a cross-validation technique
and simulated data using sensitivity analysis. Simulated data are generated with a
new flexible stochastic model allowing me to consider specific demo-genetic and
sampling settings. The behaviour of this model is characterized by addressing the
following question:

ä What sort of within-host pathogen diversity can be generated by the stochas-
tic model proposed for simulating data?

Figure 1.1 provides a summary diagram of my thesis objectives.
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Figure 1.1.: Summary diagram of my thesis objectives.

1.3. Manuscript organization
In order to meet the main objectives mentioned above, this manuscript is orga-
nized as follows:

Chapter 2 provides a review of the literature relevant to the aims and objec-
tives of my thesis research and develops a framework for the subsequent chapters.
The first section gives a general definition of epidemiology, the causes and the
consequences of infectious diseases with a particular focus on virus diseases. The
sections that follow respectively address: mathematical modelling in epidemiol-
ogy, inference of epidemiological links and the assessment of inference approach
performance using sensitivity analysis indices.

Chapter 3 presents an original statistical learning framework for inferring
transmission links from pathogen sequence data. This chapter is divided into two
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parts. The first part details the statistical approach (called SLAFEEL) developed
to estimate epidemiological links from deep sequencing data and shows that it
is adaptable to different contexts and data from animal, human and plant epi-
demics. This statistical approach is grounded on statistical learning and based on
a mechanistic pseudo-evolutionary model and an associated estimation method.
The pseudo-evolutionary model describes transitions between sets of sequences
sampled from different hosts and we attach to it a penalized pseudo-likelihood.
The adaptation of this approach to different data is performed by adopting specific
penalization shapes. In the second part, we apply SLAFEEL to an Equine influenza
virus data set. This example allows me to further how SLAFEEL output vary with
respect to the tuning choices. I especially investigate this question by adopting
different penalization shapes, using therefore alternative parameter estimation
methods and assuming diverse temporal assumptions guiding the selection of
sources of infection.

Chapter 4 provides an evaluation of the effectiveness of SLAFEEL (developed
in Chapter 3) in reconstructing disease outbreaks. This evaluation is performed
by applying SLAFEEL to simulated data generated under various demographic
and genetic situations. We carried out this work in two phases. The first phase
is structured as follows: the proposal of an original demo-genetic model for
generating temporal genetic variation in the within-host pathogen population,
and the numerical analysis of the model for characterizing its ability to produce
within-host diversity. We especially took advantage of the implementation of the
demo-genetic model to characterize the viral within-host diversity in fast and
non-equilibrium demo genetic dynamics with diverse diversity indices. Hence,
we examined how several demo-genetic forces impact the evolution of genetic
diversity within a host. The second phase aims at exploring which factors impact
the performance of the method for reconstructing epidemiological links of in-
fectious diseases. In this aim, we performed a formal sensitivity analysis of the
relationship between SLAFEEL accuracy and the demo-genetic factors that may
impact the virus evolution/diversity and transmission.

Chapter 5 gives (i) a global conclusion summarizing my thesis work, (ii)
a discussion based on a comparison between my research and other related
research and (iii) some directions that may be explored in further research such as
incorporating a kernel for better taking into account indirect transmissions, and
combining the pseudo-evolutionary model of SLAFEEL with a SEIR model.
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2.1. Epidemiology of infectious diseases

2.1.1. Epidemiology definition
The epidemiology has been generally defined as "the study (scientific, systematic)
of the distribution (frequency, pattern) and determinants (causes, risk factors) of
health states or events (not just diseases) related to health in given populations
(neighborhood, school, city, state, country, global), and the application of this
study to fight against health problems" (John, 2001; MacMahon et al., 1960; Porta,
2014). In epidemiology, populations of individuals are studied with three principal
goals:

• describing the health phenomena occurred within a population according
to the characteristics of this population;

• identifying the risk factors that may lead certain health dangers to be more
active and efficient in some individual groups than in others;

• assessing the effectiveness of implemented public health interventions.

In this thesis, we focus on molecular epidemiology with the intention of
tracing the development of an infectious disease within a host population, which
could help us, over a longer term, in understanding how such diseases can spread
within a host population, unravelling the risk factors playing a role in disease
transmission, characterizing the structure of the host population and the pathogen
evolution and, consequently, designing control strategies (Foxman and Riley, 2001;
Porta, 2014; Schulte and Perera, 1998; Wang et al., 2015).

2.1.2. Pathogens and infectious diseases
A disease is known as an interruption, cessation or disorder of structure, systems
or functions in a human, an animal or a plant. Diseases can be classified into two
groups: communicable and non-communicable diseases. Non-communicable
diseases can last for a long time and result from genetic, physiological, environ-
mental or behavioral factors or from a mixing of these factors. Cardiovascular
diseases (heart and stroke), diabetes, cancers and chronic respiratory diseases
(such as chronic obstructive pulmonary disease or asthma) are among the prin-
cipal non-communicable diseases affecting humans. In animals, there are, for
example, some diseases that affect pets such as diabetes, cancer, liver disease
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and endocrine disorders. As well, different non-communicable diseases affect
the plants representing physiological disorders, which refer to metabolic distur-
bances, growth retardation or developmental abnormalities resulting often from
environmental causes or lack of nutrition. Host-to-host communicable diseases
often relate to genetic disorders and infectious diseases. In this thesis, we are
interested in infectious diseases that can spread through a host (e.g. individuals,
households, agriculture fields and premises) population. An infectious disease
is a disease caused by the transmission of a pathogen to a susceptible host. A
pathogen is a micro-organism which may be a bacterium, virus, fungus, viroid,
algae, prion or protozoan (Alberts et al., 2002).

2.1.3. Transmission modes
Infectious diseases can spread in various ways. Some disease transmissions might
occur by direct host-to-host contacts, while other diseases may be transmitted
indirectly, e.g. via insect vectors and food products. For instance, diseases can be
carried by some intermediate vectors (organisms such as microbes or parasites)
to susceptible hosts. For example, malaria, dengue, west Nile are transmitted to
humans through mosquitoes. In plants, several mosaic viruses and sharka virus
are transmitted by aphids. As well, mosquitoes carry the Yellow fever disease and
transmit it to susceptible animals or humans. Hepatitis E can be transmitted via
contaminated food and water. However, other disease infections can be airborne
(e.g. SARS and influenza) or sexually transmitted (e.g. HIV/AIDS and Herpes).
Indeed, SARS and influenza can be transmitted through air and HIV/AIDS and
Herpes through breastfeeding, contaminated blood and semen or during birth.

2.1.4. Epidemic
My thesis focuses only on infectious diseases caused by viruses considered to
be the most harmful microorganisms that evolve rapidly and cause worldwide
epidemics of high impact in humans, animals and plants (Burke, 1997). An epi-
demic refers to an increase above the expected level of a disease within a given
short period of time in a defined host population. In other words, we speak of an
epidemic when there is a significant increase in the incidence and prevalence rates
within a population in a given place at a given time. The incidence and prevalence
rates are the essential criteria used in epidemiology to characterize a disease while
determining the speed and frequency of its occurrence (Williams and Wright,
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1998). The incidence rate is a measure of the frequency with which a disease is
manifested over a specified time period. It represents the rate of new cases of a
disease observed from a population at risk within a given period (Rothman et al.,
2008; Williams and Wright, 1998). The prevalence rate is the proportion of hosts
in a population who are affected by a disease at a specified point in time or over
a specified time period (Rothman et al., 2008; Williams and Wright, 1998). Thus,
prevalence includes all existing cases (new and preexisting) within the population
at the specified time, whereas incidence includes new cases only.

Viral epidemics have major impact not only on human species, but also on
animal and plant species while involving serious socio-economic consequences
(Mandary et al., 2019).

2.1.5. Consequences
Human, animal and plant epidemics have caused many deaths and high yield
losses in agriculture and continue to have serious consequences nowadays. Fur-
thermore, significant global expenditures for virus prevention have been incurred
causing considerable economic losses. For instance, to date, more than 200 coun-
tries are affected by the COVID-19 infecting over 32.7 million people and causing
the death of at least 991,000 people as reported by the World Health Organization
(WHO, 27 September 2020). Figure 2.1 illustrates the evolution of the weekly num-
ber of registered COVID-19 cases according to the region, and that of the weekly
number of global deaths from December 30, 2019 (considered as the start of the
pandemic), to September 27, 2020. This figure reflects the severity of COVID-19
outbreak currently causing the deaths of more than 36,000 people per week.
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Figure 2.1.: Number of registered COVID-19 cases reported weekly by the WHO in
different world regions, and global deaths, from December 30, 2019, to September
27, 2020, published in the weekly report of the WHO1.

In addition, a recent estimation published by the European Centre for Dis-
ease Prevention and Control (ECDC) indicates that Europe experienced 10,705
laboratory-confirmed hospitalized influenza cases during the 2019–2020 influenza
season. According to the WHO, rabies and hepatitis E are estimated to cause
respectively 55,000 and 57,000 individual deaths per year. The total global expen-
diture for rabies prevention was assessed to be more than US$1 billion annually.
During the 2001 outbreak of foot-and-mouth disease in Great Britain, 6 million an-
imals were culled (Haydon et al., 2003). Similarly to diseases of humans and other
animals, plant diseases incite severe consequences while damaging vegetation
and crops, reducing yields and raising the treatment and prevention expenditures.
For example, the management of sharka disease on Prunus trees remains a chal-
lenge and this plant disease induced an overall cost abovee10 billion at the global
scale over three decades (Cambra et al., 2006; Rimbaud et al., 2015).

1https://www.who.int/docs/default-source/coronaviruse/situation-reports/
20200928-weekly-epi-update.pdf?sfvrsn=9e354665_6
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2.1.6. Prevention and control
In order to fight such infectious diseases, limit their propagation and mitigate
their potential consequences, various strategic plans have succeeded in scoring
important gains at epidemiological, medical, economical and sociological levels.
For instance, the obvious way to prevent the virus from spreading to uninfected
areas is to reduce contacts (through quarantine). This has precisely been applied
at large scale in order to limit the spread of COVID-19. A wide variety of prevention
tools have been proposed while depending on disease characteristics. The two
prevention tools frequently used to limit and control the disease transmission are
drugs and vaccines (Bryan, 2020; Das et al., 2010; Fauci, 2006; Gubbins and Gilligan,
1999; Hall et al., 2004; Lakhani, 1992; Salt et al., 1998). A common practice is the
use of antibiotics for animal and human diseases (Das et al., 2010; Fauci, 2006)
and agrochemicals or phytosanitary products for plant diseases (Gubbins and
Gilligan, 1999; Hall et al., 2004). From the One-Health and Eco-Health perspectives,
antibiotics need to be used more prudently in treating human and animal diseases
to limit the risks of antibiotic resistance (Allen et al., 2013; Casewell et al., 2003).
Likewise, the use of plant-health products should be reduced to minimize their
impacts on humans and environment (Frische et al., 2018).

Mathematical modeling of disease outbreak could help in the improvement
of the application design of all these types of prophylaxis by taking into account
their eventual negative feedback. Indeed, modeling disease outbreak can lead to
a better understanding of how such diseases evolve within and between hosts and
the risk factors impacting the disease spread, and such knowledge can be exploited
to better control disease propagation with appropriate prophylaxis (Foxman and
Riley, 2001; Porta, 2014; Schulte and Perera, 1998; Wang et al., 2015).

2.2. Mathematical models of infectious diseases

2.2.1. Mathematical modeling and models in epidemiology
Mathematical modeling is the art of translating our real-life problems into mathe-
matical language based on numerical and theoretical analysis providing answers
and insights helpful to understand, solve, or prevent the repetition of these prob-
lems (Huppert and Katriel, 2013; Neumaier, 2004). Mathematical modeling relies
on a precise language in which each term or assumption expresses make explicit
an idea or a vision related to the studied phenomenon. Once a mathematical
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model is implemented, mathematical analysis, eventually combined with numer-
ical experiments grounded on simulations, helps us examining how this model
is behaving and drawing out the consequences of the formulated assumptions.
Thus, the model enables us to thoroughly understand the studied phenomenon,
predict the consequences of the problem and also study how these predictions
change when the entities settled out in the model vary.

Therefore, the propagation of an infectious disease in a host population
could be mathematically modeled while implementing a model describing the
transmission of the pathogen between hosts. Strategies for dealing with the
disease emergence include focusing special attention on behavioural, biological
and/or environmental determinants that promote the propagation of pathogens.
Understanding how such determinants interact provides insights into disease
dynamics. A mathematical model of infectious disease might take into account
the effect of such determinants exploiting sequencing, observations or laboratory
experimental results providing, for example, the timing of symptoms, the patterns
of contacts among susceptible and infectious hosts, the pathogen sequences
within each host, the duration of infectiousness and/or the the latency period (the
time from infection to infectiousness). Formulating some or all of these factors
in a model allows us to identify the transmission routes, to predict the number
of infected cases during an epidemic as well as to plot the entire epidemic curve
illustrating the expected number of infected cases within a population at each
point in time.

Several mathematical models are used in epidemiology to better understand
the causes of a human, animal or plant disease and the risk factors playing a role
in disease propagation, evaluate the efficiency of pathogen propagation, predict
its current and future courses and design strategies of controlling it (Anderson
et al., 1996; Balcan et al., 2009; Bartlett, 1949; Diekmann et al., 1995; Fenichel
et al., 2011; Ferguson et al., 2001; Hamer, 1906; Herbeck et al., 2014; Kendall, 1956;
Pethybridge and Madden, 2003; Ross, 1911). In this section, we present a brief
review of mathematical models in epidemiology used to describe an epidemic
and its spread.

2.2.1.1. Brief history

An early study of infectious disease data was traced back to the 17th century and
the work of John Graunt in his 1662 book “Natural and Political Observations
made upon the Bills of Mortality” (Graunt, 1939). In this study, Graunt analyzed
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the different causes of death in London parishes between 1592 and 1603 and gave
a method to predict the risks of dying from divers disease. The study was based
on data coming from weekly records, called "The Bills of Mortality", containing
the numbers and causes of deaths.

What is usually considered as the starting point of infectious disease math-
ematical modelling is the work of Daniel Bernoulli (Bernoulli, 1760; Dietz and
Heesterbeek, 2002) who aimed at assessing the effectiveness of variolation tech-
niques against smallpox. The inference of the temporal and spatial pattern of
cholera cases by John Snow (Johnson, 2006; Snow, 1855) is another early valu-
able work contributing to detect and then better understand microbial disease
epidemics. This study was carried out during the cholera epidemic in 1855 in
London, identifying the Broad Street water pump as the infection source. An alike
understanding of the propagation of typhoid was achieved by Budd (1873). These
studies were followed by the study of Farr (1840) who investigated the statistical
returns in order to underscore the laws behind the rise and fall of epidemics.

However, the development of methods have been only really picked up in the
20th century with the work of public health physicians (Hamer, 1906; Kermack
and McKendrick, 1927; Ross, 1911, 1916; Ross and Hudson, 1917). Their work
are considered as the foundations of mathematical epidemiology, setting out the
principle of homogeneous mixing (called also the mass-action principle) —by
which the spread of infection depends on the current numbers of susceptible and
infectious individuals in the population— and the classical deterministic system
of equations defining the SIR epidemic model. According to some reviews of the
literature (Becker, 1979; Dietz, 1967, 1988; Dietz and Schenzle, 1985; Hethcote,
1994; Hethcote and Levin, 1989; Hethcote et al., 1981; Schwager et al., 1989; Wick-
wire, 1977) following the publication of Kermack and McKendrick (1927) showing
threshold results determining whether a disease outbreak could occur or not, an
overwhelming increase in mathematical modelling was noticed particularly in the
biological/epidemiological sciences. With a focus on diseases like chickenpox,
cancer, rabies, malaria, HIV, smallpox and diphteria (Anderson and May, 1982;
Anderson et al., 1992; Bailey et al., 1982; Becker, 1989; Daley and Gani, 2001; Heth-
cote, 2000; Hethcote and Van Ark, 1991; Isham and Medley, 1996; Longini Jr and
Halloran, 2005; Schwager et al., 1989; Usher, 1994), the mathematical models have
addressed various aspects such as spatial spread, vaccination, disease vectors,
quarantine, acquired and passive immunity, chemotherapy, stages of infection
and age structure. The either deterministic or stochastic nature of models form
a common classification in the mathematical modeling of infectious diseases.
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The following parts of this section are designed to review the main models devel-
oped to describe the transmission process with respect to the deterministic and
stochastic streams.

2.2.1.2. Deterministic compartmental models

Compartmental models are widely used to assess the contagion probability dur-
ing an outbreak (Anderson and May, 1982; Hethcote, 2000). These models split
up the population into epidemiological classes. Four compartments are often
used: S, E, I and R designating susceptible, exposed, infectious and recovered
sub-populations, respectively. The S compartment is essential, since there must
initially be individuals vulnerable to infection. If a susceptible individual is ex-
posed to the disease, he does not necessarily become able to produce the virus
and therefore transmit it immediately. In other words, such an individual does not
belong directly to the infectious compartment I but he belongs to a compartment
denoted by E for exposed individuals. The incorporation of the E compartment in
the epidemic model depends on the disease. If the disease takes time to make the
individual infectious, it is required to distinguish between exposed and infectious
individuals. After an individual has been infected, the disease can end providing
to the individual an immunization against a possible reinfection. Such individual
is assigned to the recovered compartment R. Depending on the nature of diseases
and pathogens, various mathematical models can be established with ordinary
differential equations in terms of these compartments such as SI, SIS, SIR, SIRS,
SEI, SEIS, SEIR and SEIRS. In what follows, we present the classical compartment
model (SIR) with and without vital dynamics (Allen, 2017; Beckley et al., 2013;
Bloomfield, 2009; Kermack and McKendrick, 1927).

2.2.1.2.1. SIR model without vital dynamics: The SIR model is composed
of three compartments: the susceptible (S), the infected (I) and the recovered (R),
with the temporal functions S(t ), I (t ) and R(t ) providing their respective sizes in
the population across time, denoted by t . In the standard SIR model, the birth
and death of individuals are not taken into account, there are only infection and
recovery. This model is schematically represented in Figure 2.2.
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Figure 2.2.: Flow chart for the SIR model without vital dynamics.

The evolution of the compartment sizes is described by the following set of ordi-
nary differential equations: 

dS

d t
=− β

N
SI ,

d I

d t
= β

N
SI −δI ,

dR

d t
= δI ,

N = S + I +R.

(2.1)

where dS/d t , d I /d t and dR/d t quantify the rates of evolution of the sub-population
sizes S(t ), I (t ) and R(t ). β is the transmission rate representing the average num-
ber of individuals infected by one infectious individual per time unit assuming
that all of the individuals in contact with this infectious individual are susceptible
to be infected. Thus, a high β is referred to a highly infectious disease. δ is the
recovery rate, so that 1/δ is the average time period during which the infectious
individual transmits the disease.

2.2.1.2.2. SIR model with vital dynamics: To make it more realistic, the SIR
model was established with vital dynamics characterizing the population by a
death rate µ and birth rate λ (see Figure 2.3). Thus, the set of differential equations
(2.1) was modified as follows:
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dS

d t
=λ−µS − β

N
SI ,

d I

d t
= β

N
SI −δI −µI ,

dR

d t
= δI −µR,

N = S + I +R.

(2.2)

Figure 2.3.: Flow chart for the SIR model with vital dynamics.

2.2.1.2.3. Basic reproductive number R0: The basic reproductive number
R0 is a key threshold outcome of such epidemic models. Indeed, this number
quantifies the transmission of pathogens while providing valuable information
about the capacity of disease propagation and the effect of control mechanisms
(Diekmann and Heesterbeek, 2000; Grassly and Fraser, 2008; Murray, 1989). R0 is
defined as the average number of people infected by a single infected individual
over the disease infectious period, within a completely susceptible population
(Diekmann and Heesterbeek, 2000; Huppert and Katriel, 2013; Van den Driessche
and Watmough, 2002). For instance, for the two models represented above (SIR
without and with vital dynamics), R0 can be determined respectively by:

R0 = β

δ
and R0 = β

µ+δ
. (2.3)

Based on this reproductive number, a disease can be characterized according to
its potential to cause an epidemic. If R0 > 1, the disease pathogen is intensely
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transmitted and an epidemic will outbreak. Consequently, setting up prophylaxis
allowing the reduction of R0 below one is an important challenge for the control of
infectious diseases (this is typically what is expected with lockdown and other san-
itary measures currently applied for hampering the spread of COVID-19; Roques
et al. 2020b & Roques et al. 2020a).

2.2.1.3. Stochastic models

A deterministic model does not take into account the random effects in the disease
spread mechanism and is generally based on a system of differential equations or
difference equations. The solutions of such a model are entirely determined by,
typically, the initial conditions and the parameter values.

Galton, Watson and Steffensen showed, already a long time ago, that the
spread of diseases can be viewed as a random process (Galton, 1894; Steffensen,
1933, 1930; Watson and Galton, 1875). Their viewpoint has been translated into
what is called branching process. In fact, they stated that an outbreak begins
with a very small number of infecting hosts and the transmission of infection
is a stochastic event depending on the factor of contact between hosts of the
population. From this viewpoint, deterministic models are inappropriate for
small populations, but are valuable and effective within large populations. Indeed,
within a large population, the random effects that could be taken into account
are reduced through the law of large numbers, and the output resulting from the
deterministic model is close to the average output obtained from a large number
of trials of the stochastic counterpart of the model.

A stochastic model takes into account the uncertain events in the mechanism
it describes via random effects. The origin of these uncertain events (and, there-
fore, of the random effects) is potentially related to several factors corresponding
to, e.g., environmental, genetic and demographic forces. Because of the numer-
ous uncertainties attached to the role of such forces, stochastic models play an
important role in disease transmission modeling (Brauer, 2017). One of the most
frequently used stochastic models is the chain model developed by Reed and Frost
(Abbey, 1952; Wilson and Burke, 1942). This model is a version of the standard
stochastic SIR epidemic model that was first discussed by M’Kendrick (1925).

Like the deterministic SIR model without vital dynamics described in section
2.2.1.2.1, the Reed-Frost model describes the disease transmission within an
homogeneous uniformly mixing population of size N partitioned into the three
compartments S, I and R (Britton, 2010; Greenwood and Gordillo, 2009). S(t),
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I (t) and R(t) respectively represent the numbers of susceptible, infected and
recovered individuals at time t , while assuming that at the beginning of outbreak
(at t = 0), these quantities are initialized by S(0) = N −M , I (0) = M and R(0) = 0.
The dynamics of this model are based on the fact that the transmission of the
disease depends on the contact factor. In this way, the disease is transmitted from
the infectious individual to the closest susceptible individuals. Contacts between
infectious and other individuals are randomly drawn in time (often with a Poisson
process) at constant rate λ. Before recovery, infected individuals remain infectious
for a given period of time η.

Explicitly, the epidemic starts at time t = 0 with M infected individuals,
evolves according to the process defined above and ends with the extinction
of the sub-population of infected individuals at time T . At the final stage of the
epidemic (i.e at time T ), the numbers of susceptible, infected and recovered in-
dividuals are respectively defined by S(T ) = N −R(T ), I (T ) = 0 and R(T ) = M +Z
where Z is the total number of the individuals infected during the outbreak (over
(0,T ]).

The Markov-process-based SIR epidemic model is similar to the process of
Reed-Frost but supposes the randomness of the infectious period (Bailey et al.,
1975). In such a Markov process, the infectious periods are supposed to be in-
dependent and drawn from an exponential distribution with mean equal to 1/λ
(i.e., λ is the intensity parameter). The Reed-Frost and Markov models have been
used widely as basic stochastic epidemic models and many extensions have been
formulated (Allen, 2017; Britton, 2010; Daley and Gani, 2001; Greenwood and
Gordillo, 2009).

2.2.2. Aggregated models at the population level
A wide range of stochastic models was developed to model the transmission
dynamics at the population-level often assuming that individuals are identical
and homogeneously mixing (Andersson and Britton, 2012; Ball et al., 2009; Barbour
and Mollison, 1990; Ross et al., 2010). Most of these models take the form of the
SIR stochastic model mentioned above (or its variants) incorporating for example
the demography features of the population (Andersson and Britton, 2012; Bartlett,
1956; Kelatlhegile, 2012; Nåsell, 1999), the seasonal periodicity of infection (Dietz,
1976; Greenhalgh and Moneim, 2003; Keeling et al., 2001; Lin et al., 2015; Nåsell,
2002) or the spatial structure of the population (Bailey et al., 1975; Ball et al.,
1997; Milner and Zhao, 2008; Murray et al., 1986). Demography models take
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into account the variation of the population size during an outbreak due to the
births, deaths and migrations of individuals. The rates of births and deaths are
classically assumed to be constant in time. Periodicity models assume that the
rate of effective contacts between infected and susceptible individuals depend
on the fitness of pathogen during a given season. The spatial models explicitly
describe the spatial diffusion of the pathogen.

2.2.3. Host-to-host transmission models
Individual-based models consist of tracking each individual in the population
separately while allowing for heterogeneous behavior in relation to social mixing.
The heterogeneous behavior of each individual can be defined by an extensive set
of relevant characteristics such as age, gender, immunity status, locality, house-
hold composition, genetic status and overall health status. Taking into account
that each individual can differently get the disease or infect another individual,
such models consist of:

• building a social network estimating the possible contacts between individ-
uals;

• dividing the epidemic process into two sub-models called: within-host
disease progression and between-host disease transmission. The first sub-
model describes the evolution of the disease within each individual. The
second describes the pathogen transmission from one host to another.

A large number of individual-based models have been constructed to describe
disease dynamics while depending on the heterogeneity source. Individual age
is considered as one from the obvious source of variation between individuals
(Lui et al., 1988; van Hoek et al., 2012). Another source of heterogeneity is the
sex of individuals. Such source is often used to model the dynamics of sexually
transmitted disease (Blythe and Castillo-Chavez, 1989; Castillo-Chavez, 2013;
Castillo-Chavez et al., 1996). In addition, several epidemic models consist of
dividing the population according to the host immunological status (e.g. herd-
immunity, vaccine-immunity and passive-immunity; Andreasen, 2003; Andreasen
et al., 1997). Other types of individual-based epidemic models are the mixing
heterogeneity models such as household and network models (Ball and Neal, 2008;
Ball et al., 1997; Chao et al., 2010; Grefenstette et al., 2013). The mixing models are
the models assuming different contact rates according to the type of individuals.
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For example, in the household epidemic models, where the individuals are divided
into small groups called households, the contact rate between a pair of individuals
from the same household is different from that between pairs of individuals
from different households. We can also cite the models with heterogeneous
demography traits, which assume that hosts are characterized by different birth
and death rates (Hoppenstaedt, 1975; Kelatlhegile, 2012; Nåsell, 1999).

Likewise, several individual-based models considered the genetic structure of
individuals and pathogens as a source of heterogeneity within the host population
(Anderson et al., 1992; Gilchrist and Sasaki, 2002; Koelle et al., 2006). To model
the host-pathogen co-evolution, the first models developed were focused on
the evolution of pathogen virulence and individual resistance in a quantitative
manner (Frank, 1994; Sasaki and Godfray, 1999).

The process of pathogen evolution has been neglected in most of the mod-
els listed above, whereas mutations and other factors can vary the fitness of the
pathogen during an outbreak (Britton et al., 2015) or can be used as a source of in-
formation about epidemiological processes (Morelli et al., 2012). That means that
the epidemic dynamics may be influenced by the pathogen evolution. Pathogen
evolution may be objectively ignored, at least over short period, when the pathogen
evolves slowly (e.g for smallpox and measles). However, there are many fast-
evolving pathogens (e.g influenza, dengue, ebola, rabies, sharka and mosaic
viruses), for which failure to consider evolutionary process may lead to biased
conclusions or for which the observation of the evolutionary process may help in
unravelling the determinants of transmission dynamics.

Recently, Grenfell et al. (2004) propose an original joint representation of
evolutionary phylogenies and epidemic dynamics within a same framework called
phylodynamic. Since that time, inspired by the principle of phylodynamic or
approaching concepts, several methods (often implemented in software packages)
have emerged to model the viral pathogen evolution and transmission (Campbell
et al., 2018; Cottam et al., 2008; De Maio et al., 2016; Didelot et al., 2017; Jombart
et al., 2011, 2014; Klinkenberg et al., 2017; Mollentze et al., 2014; Morelli et al.,
2012; Stadler and Bonhoeffer, 2013; Worby and Read, 2015; Worby et al., 2016).
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Packages
Within-host pathogen
population simulation

Outbreak simulation
Better

to simulate

Outbreaker
Jombart et al. (2014)

• Single genotype per host,

• No specification for
pathogen dynamic,

• Do not explicitly model the
evolution of pathogen se-
quences,

• Do not model the unin-
fected population

• SIR stochastic model,

• Mutation of sequence at
transmission time,

• Fixed sampling time,

• Fixed infectious period.

Outbreaks where the
pathogen does not evolve
rapidly (so not for RNA
viruses), i.e the within
and between host genetic
diversity and therefore ex-
ploiting a single genotype
per host is sufficient

Seedy
Worby and Read (2015)

• Multiple genotypes per
host,

• Multiple samples per host,

• Model explicitly the evo-
lution of pathogen se-
quences,

• Specifications for pathogen
dynamics

• SIR stochastic model,

• Variable transmission bot-
tleneck size,

• stochastic infection and re-
covery generation.

Small outbreaks where
pathogen evolves rapidly
within the host while lead-
ing to high within-host
genetic diversity

Transphylo
Didelot et al. (2017)

• Single genotype per host,

• Do not model the evolution
of pathogen sequences,

• Specifications for pathogen
dynamics

• Monte-Carlo Markov
Chain,

• Simulated phylogeny tree
used as input to account for
within-host diversity,

• Varying infectiousness level
and accounting for unsam-
pled cases,

• Complete transmission bot-
tleneck (each host is in-
fected by one single vari-
ant).

Outbreaks where hosts
can be well enough char-
acterized by a single
genotype and where
the probability of an
observed transmission
tree (used to construct
the phylogeny tree) can
be accurately computed.

Phybreak
Klinkenberg et al. (2017)

• Single genotype per host,

• Model the within-host evo-
lution combining a coales-
cence model with Jukes-
Cantor substitution model,

• Specifications for pathogen
dynamics

• Monte-Carlo Markov
Chain,

• Model simultaneously the
phlogenetic and transmis-
sion trees,

• All cases are sampled,

• Requires sampling trans-
mission data,

• Complete transmission bot-
tleneck.

Outbreaks where se-
quences and sampling
data are available for all
hosts.

Table 2.1.: Comparison of methods to transmission modelling from genetic data.
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These methods differ in their underlying genetic models (e.g phylogenetic
(Campbell et al., 2018; Didelot et al., 2017; Klinkenberg et al., 2017; Stadler and
Bonhoeffer, 2013) or non-phylogenetic models (Jombart et al., 2011, 2014; Worby
and Read, 2015; Worby et al., 2016)) and epidemiological models (e.g compart-
mental models (Mollentze et al., 2014; Morelli et al., 2012; Worby and Read, 2015;
Worby et al., 2016) or branching process models (Didelot et al., 2014; Jombart
et al., 2011; Klinkenberg et al., 2017), as well as in their ability to account for the
within-host pathogen diversity/evolution. In Table 2.1, we review the methods im-
plemented in four software packages and often used in recent studies to simulate
outbreaks and validate new developed approaches.

2.2.4. Within-host models
Within a host, the pathogen is subjected to different mechanisms such as replica-
tion, mutation (nucleotide substitutions), natural selection and random genetic
drift. Such mechanisms may cause changes in the viral load and the viral compo-
sition. Most of the methods modelling the pathogen evolution and transmission
(mentioned in the previous section) accounting for the within-host genetic diver-
sity/evolution (Klinkenberg et al., 2017; Didelot et al.,2017; Campbell et al., 2018)
are based on within-host phylogenetic tree while describing a linear growth for
the within-host pathogen population size. In contrast, the method of Worby and
Read (2015) gives the opportunity to generate, in a forward setting, the pathogen
evolution within each infected host providing at each time the within-host viral
composition. Worby and Read assume that the size of the pathogen popula-
tion converges to an attraction function via the sum of binomial jumps, and the
pathogen population varies within a host during an infection due to several de-
mographic and genetic factors such as the inoculum size, mutations, natural
selection and random genetic drift. In what follows, we first present the within-
host pathogen evolution model developed by Worby and Read, upon which we
have relied in this thesis to develop the within-host evolution model represented
in Chapter 4. Then, we review various kinetic models that can be used to model
the viral growth and decay within a host and therefore, quantify the temporal
variation in the viral load.
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2.2.4.1. A demo-genetic model for the within-host pathogen evolution

The within-host pathogen evolution model developed by Worby and Read (2015)
provides the within-host viral composition at each generation (time unit). The
viral composition is defined as a set of different genotypes (genetic sequences)
and the frequencies of these genotypes.

In their model, Worby and Read suppose that the within-host pathogen
population size tends from one to a given equilibrium population size Neq (Neq

can eventually vary with time; in this case Neq is viewed as an attraction function;
see the details below), with a probability of mortality per generation, at time t ,
equal to N (t )

2Neq
where N (t ) is the population size at time t .

Let F (t ) denote the vector of genotype frequencies at time t :

F (t ) = ( fi (t ); i = 1, ...,n(t ))

with n(t ) the number of genotypes at time t . The population size N (t ), at time t ,
is the sum of the frequencies of all genotypes:

N (t ) =
n(t )∑
i=1

fi (t ).

The frequency of each genotype fi (t +1) at time t +1 is obtained from a binomial
distribution conditional on fi (t ) and N (t ). Indeed, the authors consider that:

fi (t +1) = 2Yi (t ),

where
Yi (t )| fi (t ), N (t ) ∼ Binomial( fi (t ),1−λ(t )),

λ(t ) is the probability of mortality, at time t , defined as follows:

λ(t ) = min

(
1,

1

2
+ 1

2
× N (t )− s(t )

s(t )

)
= min

(
1,

N (t )

2s(t )

)
,

and s(t ) is the attraction function of N (t ). Indeed, N (t ) tends towards s(t ) since:
E[ fi (t +1)| fi (t ), N (t )] = fi (t ) if N (t ) = s(t )

E[ fi (t +1)| fi (t ), N (t )] < fi (t ) if N (t ) > s(t )

E[ fi (t +1)| fi (t ), N (t )] > fi (t ) if N (t ) < s(t ).

41



Two specifications for s(t ) were considered by (Worby and Read, 2015):
s(t ) = Neq ,

s(t ) = Nmax ×
(cos(2×π× t

ng en
−π)+1)

2
,

where Nmax is the maximum population size and ng en is the number of genera-
tions during a host infection.

The number of mutations at time t , M(t ), is drawn with a binomial distribu-
tion:

M(t ) ∼ Binomial(N (t ),µ).

The mutated genotypes are selected by a draw without replacement from the set
of genotypes at time t with probabilities proportional to the frequencies at time t .
The positions of the mutated nucleotides are selected uniformly and randomly
among the L positions (L is the size of the genome) under the Jukes-Cantor model.

2.2.4.2. Kinetic models

The pathogen population size within a host varies with time due to several factors
such as natural selection and random genetic drift. The temporal variations in the
viral load V within a host, can be described in a stochastic manner, e.g. with the
demographic part of the model of Worby and Read (2015). It can also be described
with models taken from the abundant literature about deterministic kinetic mod-
els forming a rich class of versatile models (Baccam et al., 2006; Beauchemin
and Handel, 2011; Beauchemin et al., 2008; Canini and Perelson, 2014; Handel
et al., 2010; Nowak and May, 2000; Pawelek et al., 2012; Saenz et al., 2010; Smith
and Perelson, 2011). These kinetic models, representing demographic effects,
are grounded on systems of ordinary differential equations governing basically
the numbers of susceptible target cells, infected cells and virions. Most of these
models have been used to predict the course of influenza infection within a host
under various situations especially where the host represents a delay in the viral
production after the infection, has an innate immune response or is treated with
therapeutic antiviral agents.

Here, we represent the simplest classical kinetic model of viral dynamics,
which includes susceptible target cells (S), infected cells (I ) and virions (V ) (see
Figure 2.4). It is described by the following differential equations:
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dS

d t
=−βSV ,

d I

d t
=βSV −δI ,

dV

d t
= pI − cV ,

(2.4)

where the infected cells, I , are generated by the interaction between the virus, V ,
and susceptible target cells, S, at rate β. These cells are lost at rate δ and produce
virus at rate p. The virions, V , are assumed to be cleared with constant rate c.

Figure 2.5 shows how the numbers of target cells, infected cells and virions
governed by the simple kinetic model evolve within a host during the infectious
period (10 generations).

Figure 2.4.: Schematic representation of the simple kinetic model defined by the
system of differential equations (2.4).
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Figure 2.5.: Changes in within-host quantities of susceptible cells (green line),
infected cells (blue line) and virions (red line) predicted by the simple kinetic
model defined by the ssystem of differential equations (2.4).

2.3. Inference of epidemiological links
With the aim of understanding how pathogens spread within a host population,
a particular field in epidemiological modeling contributed to the reconstruction
of transmission pathways by addressing the question "who infected whom?" (or,
more generally, "who is closely related to whom?" in the disease transmission dy-
namics). Using data collected from numerous host units (individuals, households,
agriculture fields, ...) carrying an infectious disease, answering the above-question
consists in inferring the transmission chains linking the observed infected hosts.
These chains form a graph in which nodes represent the infected hosts and edges
illustrate the transmission success with the possibility of adding spatio-temporal
information (Kendall et al., 2018).

Inferring epidemiological links during an outbreak inform underlying epi-
demiological processes (i.e., provide insights into transmission dynamics and risk
factors) and, as a consequence, help in designing control strategies. However,
estimating the transmission routes with high accuracy requires detailed informa-
tion at the individual level, and the mathematical approaches that can be used to
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achieve this objective obviously depend on the available data (Cori et al., 2017). In
the literature, we find several approaches designed to infer the epidemiological
links in infectious disease outbreak exploiting different types of data, and we
review them in the following sections.

2.3.1. Epidemiological investigation
The most frequent approaches developed to unravel transmission links within a
host population are those analyzing detailed epidemiological data (Albrich and
Harbarth, 2008; Aldrin et al., 2011; Assiri et al., 2013; Cauchemez and Ferguson,
2012; Cauchemez et al., 2006, 2011, 2016; Chun et al., 2020; Faye et al., 2015;
Ferguson et al., 2001; Haydon et al., 2003; Heijne et al., 2012; Kao, 2002; Kucharski
et al., 2020; Leo et al., 2003; Makintubee et al., 1987; Mollentze et al., 2014; Mossong
et al., 2008; Shen et al., 2004; Snitkin et al., 2012; Wallinga and Lipsitch, 2007;
Wallinga and Teunis, 2004; Xu et al., 2020; Yang et al., 2020). The transmission
chains inferred with these approach were used, for example, for the estimation of
the number of secondary infected cases, the assessment of the outbreak intensity
and the estimation of the basic reproductive number R0.

Basically, the epidemiological data that can be exploited refer to temporal,
contact, spatial and demographic data. The temporal data are the most frequently
available data and provide information on events in the outbreak such as the
number of recovery cases, the number of dead cases, timing of symptoms and
hospitalization (Cauchemez et al., 2006; Faye et al., 2015; Leo et al., 2003; Snitkin
et al., 2012; Yang et al., 2020).

Contact tracing data are considered as the backbone of the understanding of
many outbreaks. Such data consist of identifying symptomatic cases that were in
contact with infected hosts that could have been their sources of infection. These
data, if they are collected in real time, can help to limit the spread of the pathogen
while giving information about individuals in contact with infected hosts and
prompting these individuals for a rapid isolation. This type of data provided most
of the information exploited to reconstruct some transmission pathways during
the 2002-2003 SARS outbreak (Leo et al., 2003; Shen et al., 2004), the 2009 H1N1
pandemic influenza (Cauchemez et al., 2011), the 2012 Middle East respiratory
syndrom epidemic (Assiri et al., 2013), the 2013-2016 Ebola crisis (Faye et al., 2015)
and, presently, the COVID-19 pandemic (Xu et al., 2020; Yang et al., 2020). Thus,
Xu et al. (2020) was able to reconstruct 1407 transmission pairs for COVID-19 in
Mainland China using information about the potential contacts with the infected
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hosts and the social relationships between them.
Moreover, some mathematical approaches exploit spatial data such as the

locations of hosts, or the geographical distances between hosts to infer the epi-
demiological links across an outbreak (Aldrin et al., 2011; Ferguson et al., 2001;
Mollentze et al., 2014; Morelli et al., 2012). Such data have been particularly used
to reconstruct outbreaks between individuals, households, chiefdoms, crop fields
and farms. For instance, to infer the transmission links of the 2001 foot-and-
mouth disease epidemic in Great Britain, Ferguson et al. used farm location data,
as did Aldrin et al. for inferring epidemiological links of infectious salmon anaemia
between Norwegian salmon farms. Mollentze et al. used location data of dogs,
jackals as well as wild and livestock animals in order to estimate the long-distance
transmission routes of the rabies virus.

Stratifying a population by demographic data such as sex, race, age or oc-
cupation, is generally used in order to distinguish transmission risks within and
between these stratified-groups (Albrich and Harbarth, 2008; Farrington et al.,
2001; Heijne et al., 2012; Xu et al., 2020). For example, Heijne et al. quantified trans-
mission of Norovirus while differentiating 4 transmission routes patient to patient,
patient to healthcare worker, healthcare worker to patient, and healthcare worker
to healthcare worker. The study of Heijne et al. showed that the mainstream
recognized transmission route was from patient to patient, followed by patient
to healthcare worker. Likewise, Xu et al. estimated the risk of COVID infection
stratifying the population by age and sex. The examination of the age-stratified
and sex-specific hazard of infection indicated that the risk of infection is more
significant within households for young, elderly and female people.

2.3.2. Pathogen sequence data analysis
For fast-evolving pathogens, several frameworks have been proposed to integrate
the analysis of pathogen sequence data in virus transmission studies (Campbell
et al., 2018, 2019; Cottam et al., 2008; De Maio et al., 2016, 2018; Didelot et al., 2014,
2017; Hall et al., 2015; Hayama et al., 2019; Hughes et al., 2012; Jombart et al., 2011,
2014; Leavitt et al., 2020; Mollentze et al., 2014; Morelli et al., 2012; Skums et al.,
2018a; Soubeyrand, 2016; Worby et al., 2016, 2017; Wymant et al., 2018; Ypma et al.,
2012, 2013b). These frameworks are grounded on different principles varying from
those based on statistical metrics to those based on a mechanistic modelling of
pathogen evolution and transmission. The following paragraphs highlights some
of these frameworks.
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One of the most fundamental statistical methods developed to infer trans-
mission links from pathogen sequence data is based on comparative tools. These
comparative tools mainly identify the specific variants shared by different hosts
or evaluating the genetic distance between two pathogen sequence samples ob-
served from two different hosts (Eyre et al., 2013; Hughes et al., 2012; Murcia et al.,
2012; Walker et al., 2013, 2014). This distance is often defined by the number of
single nucleotide polymorphisms (SNPs) between isolates. Therefore, the greater
the similarity between the two pathogen sequence samples observed from two
different hosts, the more likely the transmission event between the two hosts.

In parallel to these pairwise approaches, there are several approaches in-
ferring transmission events from genetic sequence data based on constructing
phylogeny, phylogeography and some birth-death processes (Cottam et al., 2008;
De Maio et al., 2018; Didelot et al., 2014, 2017; Hall et al., 2015; Kenah et al., 2016;
Leitner and Romero-Severson, 2018; Lemey et al., 2010; Pybus et al., 2012; Ras-
mussen et al., 2011; Stadler and Bonhoeffer, 2013; Wymant et al., 2018). A phylo-
genetic tree describes the inferred evolutionary relationships between pathogens
sampled from infected hosts and can provide the times of lineage divergence. In
the phylogenetic tree, external nodes represent sampled pathogens and internal
nodes represent the most recent common ancestor of its descendants (Pybus and
Rambaut, 2009; Worby et al., 2016; Ypma et al., 2013a). Exploiting or reconstruct-
ing phylogeography tree allows to frame the spatial diffusion process (Lemey et al.,
2010). A birth-death process is a Markov chain process that models the current
size of a population, where each individual can “give birth” to another individual
or “die” (Feller, 2008; Karlin, 2014). In finite populations, such models can be
used to study infectious disease dynamics quantifying the number of infected
individuals (Andersson and Britton, 2012; Bailey, 1990) or modelling quantities
of interest in an evolutionary setting such as coalescence (Crawford et al., 2018).
Such evolutionary models or processes are useful to guide the estimation of who-
infected-whom and often used as a priori for approaches adopting a Bayesian
framework.

Additional approaches for inferring who infected whom or who is closely
related to whom can be based on models combining minimal genetic distances
between intra-host viral populations and properties of social networks relevant
to pathogen spread (Skums et al., 2018a) or on joint models of epidemiological
dynamics and evolutionary processes (De Maio et al., 2016; Jombart et al., 2014;
Lau et al., 2015; Mollentze et al., 2014; Morelli et al., 2012; Soubeyrand, 2016; Worby
and Read, 2015; Worby et al., 2016; Ypma et al., 2012, 2013a).
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Many of the model-based approaches mentioned above have been proposed
to infer transmission links exploiting one pathogen sequence per infected host,
typically the consensus sequence or the majority sequences (e.g., Campbell et al.,
2018, 2019; Cottam et al., 2008; Jombart et al., 2011, 2014; Morelli et al., 2012; Ypma
et al., 2012, 2013b). Using a single variant per host limits the amount of infor-
mation about the viral composition within the host although recent sequencing
techniques, such as deep Sanger sequencing (DSS) and high-throughput sequenc-
ing or next-generation sequencing (HTS or NGS) open new routes to access a
detailed description of the genetic heterogeneity that can exist within a host dur-
ing an infection (Alizon et al., 2011; Gire et al., 2014; Lauck et al., 2012; Murcia et al.,
2010, 2012; Nelson and Hughes, 2015; Worby et al., 2014, 2017; Wright et al., 2011).
Thanks to these techniques providing a subsample of the pathogen variants in the
host at the sampling time, it is now recognized that the virus genetic diversity may
vary spatially and temporally during the infection, due to several demographic
and genetic factors (e.g mutation, selection and genetic drift processes) acting
at the within-host scale (Abel et al., 2015; Alizon et al., 2011; Cuevas et al., 2015;
Poirier and Vignuzzi, 2017; Pybus and Rambaut, 2009; Simmons et al., 2012). Vari-
ations in the within-host genetic diversity may then affect between-hosts virus
transmissions (Abel et al., 2015; Worby et al., 2014). Offering the possibility to
assess within-host pathogen diversity, such sequencing techniques fostered the
development of model-based approaches exploiting, in one way or another, the
degree of genetic similarity between viral variants present within the different
hosts to identify linked hosts and infer transmissions (De Maio et al., 2016, 2018;
Didelot et al., 2014, 2017; Hall et al., 2015; Skums et al., 2018a).

2.3.2.1. Visualization of within-host genetic diversity

Murcia et al. (2010, 2012) and Hughes et al. (2012) studied the within-host genetic
diversity through the use of clonal amplicon Sanger sequencing. These studies
illustrated how the exploitation of multiple sequences per host provided more
information for reconstructing transmission pathways between hosts.

In this section, we present the work of Hughes et al. (2012) examining the
dynamic of EIV (Equine influenza virus) genetic diversity within the horses in-
fected during the 2003 Equine influenza outbreak. This examination was based on
the analysis of multiple viral sequences sampled from infected horses at different
times. Each infected horse is characterized by a dominant variant and several
minor variants. Figure 2.6 illustrates the genetic diversity within four horses ac-
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cording to sequences having nucleotides G or A on the site 230. Each network
in this figure was generated from all sequences collected from the horse at given
times and the size of each circle is proportional to the sequence frequency within
the host at the given time. The color indicates the yard and the day the sample
was taken. Sequences with A230 (nucleotide A at site 230) are circled with a thick
line. Black dots on the branch indicate the number of mutations differentiating
two sequences.

Figure 2.6.: Median joining networks illustrating the intra-host viral diversity of
four representative horses. Networks were generated from all the sequences from
an individual horse and the size of the circle is relative to the sequence frequency.
The color indicates the yard and day the sample was taken from. Sequences with
A230 are circled with a thick line. Note that a single clone has A230 in horse E09.
Black dots on the branch indicate the number of mutation differentiating two
sequences. This figure was extracted from Hughes et al. (2012).

Based on all the data collected by Hughes et al., F11 was the first horse with
A230 as the dominant variant (on March 28) and all the clones sequenced from this
horse carry the mutation. On the same day, horse E09 presented A230 linked to
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C690, which can be explained by the fact that A230 could have been present in the
viral population before March 28. L25 and L27 horses were sampled twice during
the outbreak, the horse L25 showed sequences with A230 as the dominant variant
on both sampled days, while L27 initially showed sequences with G230 then A230
four days later, illustrating the heterogeneity of the viral dynamics within a host.
This change in the dominant variant could be due to substitution/mutation or
mixed infection.

This case study shows that, within each host, different variants can be ob-
served at a sampling time, and different consensus sequences can be observed
at different sampling times. This suggests the within-host evolution as well as
the within-host genetic diversity should be taken into account when reconstruct-
ing the transmission links of an outbreak because they may lead to improve this
reconstruction.

2.3.2.2. Various frameworks

This section is dedicated to review some approaches developed to infer epidemi-
ological links from pathogen sequences data, and hence complements Section
2.3.2. We first provide a comparison and summary of their features in Table 2.2.
The cited approaches differ by the type and amount of exploited data and their
ability to account for the within-host genetic diversity and evolution. Based on
the comparison between the cited approaches, we classify these approaches into
three main categories and then give an example of each category. The approaches
of the first category do not account for the within-host evolution and diversity.
They infer transmission links based on temporal data exploiting a single pathogen
sequence per host. The last two categories account for the within-host evolu-
tion and diversity but exploit, respectively, a single pathogen sequence per host
and multiple pathogen sequences per host. Those exploiting one pathogen se-
quence per host are often based on phylogeny. Such approaches consider that
the viral population within a host correspond to a phylogenetic subtree where the
pathogen sequences are modelled as tips.
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Cottam et al. 2008 4 4 7 7 4 7 7

Aldrin et al. 2011 4 7 7 4 7 7 7

Jombart et al. 2011 4 4 7 7 7 7 7

Ypma et al. 2012 4 4 7 4 7 7 7

Morelli et al. 2012 4 4 7 4 7 7 7

Ypma et al. 2013b 4 4 7 4 4 4 4

Stadler and Bonhoeffer 2013 4 4 7 7 4 7 7

Jombart et al. 2014 4 4 7 7 7 7 7

Didelot et al. 2014 4 4 4 4 4 4 4

Gavryushkina et al. 2014 4 4 7 7 4 7 7

Mollentze et al. 2014 4 4 7 4 7 7 7

Hall et al. 2015 4 4 7 4 4 4 4

Lau et al. 2015 4 4 7 4 7 7 7

De Maio et al. 2016 4 4 7 7 4 4 4

Worby et al. 2016 4 4 7 7 7 4 4

Soubeyrand 2016 4 4 7 4 7 7 7

Didelot et al. 2017 4 4 7 7 4 4 4

Klinkenberg et al. 2017 4 4 7 7 4 4 4

Worby et al. 2017 4 4 7 7 7 4 4

De Maio et al. 2018 4 4 7 7 4 4 4

Skums et al. 2018a 4 4 7 7 7 4 4

Wymant et al. 2018 4 7 7 7 4 4 4

Campbell et al. 2018 4 4 7 7 4 4 7

Campbell et al. 2019 4 4 4 7 7 7 7

Hayama et al. 2019 4 4 7 4 7 7 7

Table 2.2.: Comparison of some approaches developed to reconstruct outbreaks.
These approaches differ by the type of exploited data and their ability to account
for the within-host genetic diversity and evolution. Each row represents an ap-
proach for inferring transmission links, and each column represents a feature of
the approach. 4 means that the feature is allowed, while 7 means that the feature
is not included. 4 means that in the mentioned study, pathogen sequences are
modelled as tips in the within host phylogenetic mini-trees, thus the within-host
genetic diversity is assessed by the within-host effective population size.
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2.3.2.2.1. No within-host evolution or diversity, Morelli et al. (2012):
Morelli et al. developed a Bayesian approach to infer transmission links and
infection dates by combining genetic, temporal and spatial data. This approach
consists of estimating the transmission links while estimating transmission and
temporal parameters without taking into account the evolution within a host and
therefore the within-host diversity of genetic data. It is based on a joint posterior
distribution grounded on pathogen sequence data (single sequence per host)
and several epidemiological data (detection time, veterinary assessment of the
duration of infection up to detection, culling time, spatial locations). Morelli et al.
incorporated the genetic information through a probability distribution for the
number of substitutions between sequences over the time that separates them
while computing the dates of infection and the probability of observing these
sequences for a given transmission tree.

This approach takes into account the delay between infection and infection
detection (latency duration), as well as the difference between observed and
transmitted pathogen genetic sequences. Morelli et al. assumed that the infection
potential of each host depends on its spatial location, time of the end of latency
phase (start of infectious period), time of the end of infection and two transmission
parameters. The first transmission parameter assesses the infection strength of
each infectious host while the second parameter assesses the decrease of the
infection potential with the geographical distance.

Morelli et al. built a joint posterior distribution of the transmission tree,
infection times, latency duration, periods from infectiousness to detection, and
latency and transmission parameters, given the data. The latency parameters
are the expected value and the variance of the latency duration. Available data
are observed pathogen sequences, observation times, host locations, removal
times and observed periods from infectiousness to detection. This distribution is
defined by a product of five terms representing: conditional pseudo-distribution
of observed sequences, conditional distribution of pathogen observation times,
joint distribution of transmissions and infection times, distributions of latency
period and detection duration, and prior distribution of transmission and latency
parameters.

Assuming that each host is characterized by one pathogen sequence and that
the substitution rate per day per nucleotide is constant, the conditional distri-
bution of observed sequences is derived from the probability distribution of the
number of different nucleotides between two sequences during the evolutionary
period separating them. The conditional distribution of pathogen observation
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times is derived from the spatio-temporal transmission probabilistic model pro-
posed by the authors.

Ignoring the presence of unsampled hosts and assuming that: (a) an external
source can infect only one host and the other hosts are infected by hosts that are
in the data set; (b) each host can transmit the disease up to the culling time; (c) the
strength of infection is the same for all hosts; (d) the risk that a susceptible host
will become infected by a given infectious host decreases exponentially with the
geographical distance between the hosts, the joint distribution of transmissions
and infection times is established based on an exponential kernel for geographical
distances as the product of two terms. The first term is the probability that a host
has not been infected until the time of infection by previously infected host. The
second term is the probability density that a host has been infected by other host
at the time of infection. Gamma distributions are used for the latency durations
and detection durations and independent exponential priors are associated to the
latency and transmission parameters.

Morelli et al. showed the potential value of their approach in inferring the
epidemiological links between farms for the 2001 and 2007 Foot-and-Mouth
Disease Virus (FMDV) outbreaks. Applying their approach to 2007 FMDV outbreak
data, the authors were able to identify the interface between the two phases of the
outbreak. Several limitations can be pointed out: the ignorance about eventual
unobserved cases, the assumption that any infected host carries a single genotype
at any time (even if the pathogen evolves across time), the approximation that
is made in the genetic part of the likelihood due to the fact that the transmitted
genotype is not reconstructed; An attempt to solve the latter issue within a similar
modeling framework was proposed by Soubeyrand (2016).

2.3.2.2.2. Within-host evolution and diversity while exploiting a single
pathogen sequence per host, Ypma et al. (2013b): Ypma et al. (2013b)
developed an approach exploiting both epidemiological and genetic data aiming
at inferring simultaneously the transmission tree and the phylogenetic tree, while
supposing that these two trees are different. Their inference approach is based on
the posterior probability of the transmission tree, the phylogenetic tree and the
within-host dynamics. This posterior probability depends on epidemiological and
mutational parameters. The included within-host dynamics must be specified
according to genetic data and consist of giving the genetic diversity within a host
at the specified time. The within-host genetic diversity is measured by the prod-
uct of the pathogen generation time and the effective pathogen population size
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(corresponding to the number of lineages in the phylogenetic subtree) within the
host at the specified time. The joint posterior probability is defined as the product
of four terms representing the likelihood for the transmission tree (independent
of sequence data), the likelihood for the phylogenetic tree, the likelihood for the
mutational parameters and the prior information on parameters, transmission
tree and within-host dynamics.

Ypma et al. considered that the transmission tree delineates the phylogenetic
subtrees and the coalescent times are consistent with the epidemiological process.
Each subtree is established at the proposed infection time, with a single pathogen
sequence. The likelihood component for the phylogenetic tree is considered to
be obtained under a coalescent process, considering that the number of lineages
of a subtree (within a host) can decrease or increase by one due to a coalescent
event or an incoming lineage, respectively. Thus, it is defined as the product of
the two likelihoods: the likelihood that the lineage coalesced and the likelihood
that the lineage did not coalesce. The mutation model is based on the fact that
the ancestry of sampled pathogen is known and the mutation rate is constant
for all the infected hosts. The mutation process triggers with each infection and
implements the Felsenstein’s pruning algorithm in order to take into account the
multiple mutations occurring at the same locus. Assuming that the incubation
period is gamma distributed, the likelihood component for the transmission
tree depends on the probability of the gamma distribution for the length of the
incubation period (the difference between the start of the infectious period and
the start of infection) and the infectiousness of the infecting host relative to the
total infectiousness of all hosts.

The advantage of this approach is that it estimates the phylogenetic and trans-
mission trees simultaneously under the same epidemiological conditions. This
might reduce the loss of information containing in the phylogeny tree that can
occur when considering a sequential estimation procedure for transmission tree
and phylogenetic tree. A limitation of this approach is that it requires the specifica-
tion of a model describing the within-host dynamics, which is not obvious for all
pathogens. As well, this approach does not take into account the unobserved and
non sampled hosts. In addition, inferring the transmission links independently
from pathogen sequence data can create uncertainty in the reconstruction of an
outbreak.

2.3.2.2.3. Within-host evolution and diversity while exploiting multiple
pathogen sequences, De Maio et al. (2016): De Maio et al. developed a
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Structured COalescent Transmission Tree Inference approach (SCOTTI) to in-
fer the epidemiological links within an outbreak combining genetic data from
sampled hosts with epidemiological dating information (exposure of hosts to the
outbreak). SCOTTI enables the inference of host-to-host transmission taking into
account the within-host genetic variation (allowing the exploitation of multiple
sequence samples per host), the multiple infections of the same host and the
non-sampled hosts. This Bayesian approach consists of modeling the hosts as
containers of different pathogen populations, and the transmissions between
these populations as migration events. Instead of constructing the phylogenetic
tree between hosts, SCOTTI adopts an approximation of the structured coalescent,
which is exploited to infer the transmission routes.

Broadly speaking, SCOTTI jointly infers the transmission links between hosts
and the structured coalescent, while taking into account the unobserved cases and
using genetic and epidemiological data. The structured coalescent is a statistical
model developed by the authors in order to describe the genealogy of hosts (sam-
pled from a structured population) whose pathogen populations have important
deviations resulting from important migrations. The inclusion of epidemiological
data was performed by introducing the set of host exposure times into the joint
posterior distribution. If two hosts are exposed to the infection at the same time,
they are supposed to have the same migration / transmission rate. De Maio et al.
assumed that each host is characterized by multiple pathogen sequences at the
sampling time , allowing for multiple samples at different times from any host.

To infer transmission pathways in a Bayesian framework, De Maio et al. built
a joint posterior distribution that mainly depends on four parameters: (1) the
evolutionary parameter representing the molecular evolution process, (2) the set
of hosts exposure times allowing to incorporate epidemiological / temporal knowl-
edge, (3) a bifurcating tree elucidating the phylogenetic relationship between
sampled hosts, and (4) the history of migration events. Furthermore, this poste-
rior distribution is made up of three terms concerning the pathogen evolution and
transmission. The first term represents the likelihood of the pathogen sequences
given the genealogy and the nucleotide substitution model. This likelihood is cal-
culated with Felsenstein’s pruning algorithm (Felsenstein, 1981) assuming that the
sequences evolve during the outbreak according to a continuous Markov chain.
The second term is dedicated to the probability density of the migration history.
The last term is the joint prior distribution on the parameters of the evolution and
migration models.

SCOTTI is subjected to several limitations. One of these limitations is that this
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approach does not model the transmission bottlenecks. This may be beneficial in
some situations where the size of transmission inoculum is large (Hughes et al.,
2012) but not in other situations where not modelling the bottleneck transmis-
sion may result in biases in transmissions inference. A second limitation is that
SCOTTI does not estimate the infection times, meaning that the important epi-
demiological insights such as the infection period of each host are not determined.
Furthermore, in order to include the epidemiological data into the posterior dis-
tribution, SCOTTI requires a predefined exposure interval for each host in order
to stake out its infectious period whereas such data are frequently unavailable.
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Chapter 3
Development of a statistical approach
for estimating transmissions of
infectious diseases and application to
real data sets

This chapter introduces a published article Alamil et al. (2019) followed by an
application of SLAFEEL to Equine influenza data.
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Chapter tasks

F How to get insight into the transmission dynamics of an infectious disease?

F How to develop a statistical learning approach adapted to infer epidemiological links between
hosts infected by a virus from pathogen sequence data reflecting the within-host diversity of
pathogen?

F How robust, effective and versatile is the developed inference approach?

Answer to:

Graphical representation of the developed statistical
learning approach
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Real epidemic genomic Data

F Animal epidemics:

n Swine influenza virus:

* Numbers of sampled hosts: 10 in the naive chain and 13 in the vac-
cinated chain;

* One sample per host;

* Mean sequencing depth „ 41 & 58 sequence fragments per host,
respectively;

* Fragment length: 939 nucleotide bases.

n Equine influenza virus:

* Numbers of sampled hosts: 48 horses;

* One sequence fragment sample per host;

* Mean sequencing depth „ 9 sequence fragments per host;

* Fragment length: 903 nucleotide bases.

F Human epidemic (Ebola virus):

V Numbers of sampled hosts: 58 patients;

V 31 sequence fragment samples per host;

V Mean sequencing depth „ 14300 on average over the 31 sequence
fragments;

V Fragment length: 885 nucleotide bases on average over the 31 available
sequence fragments.

F Plant epidemic (Potyvirus of wild salsify):

V Numbers of sampled hosts: 27 patches;

V One sequence fragment sample from each of the 189 sampled plants;

V Mean sequencing depth „ 1550 sequence fragments per host;

V Fragment length: 438 nucleotide bases.

Methodological ingredients

Inference of epidemiological links.
A, B: respectively in the naive and vac-
cinated chain of Swine influenza virus;
C: between Ebola patients clustered
based on their chiefdoms; D: between
salsify patches based on sets of po-
tyvirus sequences; E: between con-
firmed equine influenza virus horses.

Main results

F This approach is:

• Adaptable to very different contexts and data from animal, human and plant epidemics.

• Valuable in non-standard situations where classical mechanistic assumptions may be erro-
neous and when sequencing and variant calling may be noisy.

• Sensitive to the penalization shapes associated to the hypotheses considered for the penal-
ization, as well as to the temporal constraint used to select the putative sources of infected
hosts.

F Further works will aim to:

• Examine in depth the sensitivity of this approach to the penalization shapes and temporal
constraints.

• Test how the performance of SLAFEEL scale up with big data (e.g, using multiple samples
per host, exploiting sequences of large size, ...)

• Allow multiple infections.

• Combine SLAFEEL to a SEIR model.

Conclusion & perspectives

3.1. Graphical summary
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Pathogen sequence data have been exploited to infer who infected whom, by

using empirical and model-based approaches. Most of these approaches

exploit one pathogen sequence per infected host (e.g. individual, household,

field). However, modern sequencing techniques can reveal the polymorphic

nature of within-host populations of pathogens. Thus, these techniques pro-

vide a subsample of the pathogen variants that were present in the host at

the sampling time. Such data are expected to give more insight on epidemio-

logical links than a single sequence per host. In general, a mechanistic

viewpoint to transmission and micro-evolution has been followed to infer

epidemiological links from these data. Here, we investigate an alternative

approach grounded on statistical learning. The idea consists of learning

the structure of epidemiological links with a pseudo-evolutionary model

applied to training data obtained from contact tracing, for example, and

using this initial stage to infer links for the whole dataset. Such an approach

has the potential to be particularly valuable in the case of a risk of erroneous

mechanistic assumptions, it is sufficiently parsimonious to allow the hand-

ling of big datasets in the future, and it is versatile enough to be applied

to very different contexts from animal, human and plant epidemiology.

This article is part of the theme issue ‘Modelling infectious disease out-

breaks in humans, animals and plants: approaches and important themes’.

This issue is linked with the subsequent theme issue ‘Modelling infectious

disease outbreaks in humans, animals and plants: epidemic forecasting

and control’.

1. Introduction
In order to most effectively predict and control the spread of infectious diseases,

we need to better understand how pathogens spread within and between host

populations and assess the role of the environment in the transmissions. The

question how do pathogens spread? can be understood in many ways. Here, we

consider the case where we observe numerous host units infected by an ende-

mic or epidemic infectious disease, and the question of how do pathogens spread?
translates into who infected whom? or who is closely related to whom? in the disease

transmission dynamics. Host units typically designate individuals but can also

designate groups such as households, premises and agricultural fields.

For fast-evolving pathogens, numerous approaches exploiting pathogen

sequence data have been developed with the aim of inferring who infected

whom or who is closely related to whom. These approaches are grounded on a

wide variety of principles, from those based on statistical metrics to those

& 2019 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted use, provided the original
author and source are credited.

3.2. Article
Note: there is a typographical error in Equations (4.4) and (4.5). The parameter θ
must be superscript.
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based on a mechanistic modelling of pathogen transmission

and micro-evolution. For instance, transmission links can be

inferred by identifying specific variants shared by different

hosts or minimizing differences in single nucleotide poly-

morphisms (SNP) [1–3], by combining minimal genetic

distances between intra-host viral populations and properties

of social networks relevant to pathogen spread [4], by apply-

ing methods based on phylogeny, phylogeography and

some forms of birth–death processes [5–14], or by using

methods based on joint models of epidemiological dynamics

and evolutionary processes [15–21]. Initially, model-based

approaches mostly exploited a single pathogen sequence per

host. Nevertheless, the progress of sequencing techniques

revealing the within-host genetic polymorphism of pathogens

fostered the development of model-based approaches

accounting for the generation of within-host diversity and/

or leveraging the information provided by sets of sequences

sampled from hosts [4–7,9,14,20].

Approaches based on a mechanistic vision of transmission

and micro-evolutionary processes are the most obvious direc-

tion to follow for inferring epidemiological links between

host units. Indeed, mechanistic assumptions underlying these

approaches act as relevant constraints, which are expected to

guide the inference. However, statistical learning techniques

[22] adapted to the inference of epidemiological links should

also be developed, in particular (i) when mechanistic assump-

tions could be inadequate and, therefore, misleading, (ii) when

sequence data do not accurately reflect the within-host patho-

gen population because of sequencing bias or errors and (iii)

when a fast method is required to tackle big datasets in terms

of number of hosts, sequencing depth and sequence length.

Here, we propose a statistical learning approach for esti-

mating epidemiological links from deep sequencing data

(called SLAFEEL), which is based on a parsimonious semi-

parametric pseudo-evolutionary model. This model

is designed as a regression function where the response

variable is the set of sequences S observed from a recipient

host unit and the explanatory variable is the set of sequences

S0 observed from a putative source. The coefficients of

the regression are weights measuring how much each sequence

in S0 contributes to explaining each sequence in S. These

weights account for the gain and loss of virus variants

during within-host evolution and their loss during between-

host transmission. The model is semi-parametric because it

depends both on parameters and on a kernel smoother (a

tool from non-parametric statistics), which accounts for

unsampled sequences in the source of infection, the evolution

of new viral variants and potential sequencing errors. The

model is pseudo-evolutionary because, even if it does

not explicitly model evolutionary processes, it contains terms

that macroscopically reflect these processes. From this model,

we built a penalized pseudo-likelihood, which is used for

selecting who infected whom (or who is closely related to

whom). Two hypotheses (H1 and H2) were considered for

the penalization. H1: The penalization assesses whether the

contributions of sequences in S0 to explain sequences in S are

homogeneous (two penalization shapes were introduced

in this case: H1-normal and H1-x2). H2: The penalization

assesses whether the distance between sequences in S and

their contributing sequences in S0 is consistent with some

known features, e.g. with an expected value for this distance

(one penalization shape was introduced in this case: H2-

normal). In both cases, a penalization parameter measures

the strength of the penalization, and this parameter is

calibrated with training data. In the epidemiological contexts

tackled in this study, training data consist of contact tracing

(who has been in contact with whom) or geographical dis-

tances between host units (that can be viewed as a contact

proxy). Contact information has to be available only for a

subset of hosts, hereafter called training hosts. Finally, for each

putative donor–recipient pair, our method provides a link

intensity measuring whether the set S0 collected from the puta-

tive donor likely explains the set S collected from the recipient.

In addition, the link intensities can enable an assessment of the

uncertainty of the reconstruction of donor–recipient links.

In what follows, we pave the way for this statistical learning

approach aiming at inferring transmissions of infectious

diseases (caused by fast-evolving pathogens) from deep

sequencing data, and we apply it to three real cases in

animal, human and plant epidemiology. The animal case

study concerns swine influenza virus (SIV) and here serves

as a test study since the transmission chain is partly known.

The human case study, dealing with Ebola, is a particularly

challenging situation since little diversity is observed in the

pathogen population and limited contact tracing information

is available. The plant case study concerns a potyvirus of

wild salsify transmitted by aphids where the host unit is the

meadow. In this latter application, we are more interested in

estimating who is closely related to whom than who infected

whom. The generic nature of SLAFEEL allows dealing with

diverse epidemiological situations and sequencing procedures,

as illustrated by the three case studies and in §3 of this article.

2. Results
(a) Tracing experimental swine influenza outbreaks
The first dataset was generated from an experimentally

controlled transmission chain of SIV in pigs with different

immunological histories (naive and vaccinated; [2]). For each

chain, pairs of pigs were successively settled in an experimental

enclosure, with a temporal overlap between the arrival of the

new pair and the departure of the preceding pair to allow

the virus to be transmitted. Thus, the infection pathways are

partly known and will be used to assess the efficiency of SLA-

FEEL. For each pig, the virus population was sampled on a

daily basis, and multiple clones of the hemagglutinin gene

were sequenced using a capillary approach (Sanger sequen-

cing). The naive chain consisted of five pairs of pigs from

which 21 samples of the viral populations were collected

with multiple time points for eight pigs. The vaccinated

chain consisted of seven groups of pigs from which 29 samples

of the viral populations were collected with multiple time

points for seven pigs. Further details about the SIV dataset

are provided in electronic supplementary material, table S1.

Transmission chains were inferred for the two experimen-

tal outbreaks with SLAFEEL. The penalization was calibrated

for each outbreak with contact information from two training
hosts, which were either the two pigs of the last group of

the outbreak or a pig from the third group and a pig from

the fourth group. The training hosts and the hosts with

which they have been in contact, including the host in the

same group, are detailed in electronic supplementary

material, table S2. For this application, we chose the H1-

normal penalization (see §4b) that led to higher consistency

between contact information and inferred transmissions.
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For each host, the response set of sequences was the first

sample collected from this host, and the potential explanatory
sets of sequences were every sample collected earlier or at the

same time from all the other hosts.

Figure 1 shows transmissions inferred with SLAFEEL

for the naive and vaccinated chains. For the naive chain,

we observe rather consistent estimations with the two

pairs of training hosts, even if we observe variation in

secondary links with low intensities displayed with thin

arrows (the link intensity measures the likelihood of the

link; see §4c). By contrast, for the vaccinated chain, the train-

ing hosts have an impact on the inference. Indeed, the use of

training hosts in the last group leads to the identification

of many indirect links as transmissions, whereas the use

of training hosts in the middle of the chain reduces this

shortcoming (even if the sources for hosts 403, 406, 412 and

414 remain inadequately inferred). Electronic supplementary

material, figure S1 shows how this uncertainty is also

reduced by adding a third training host to the last group.

Using more contact information allows a finer calibration

of the penalization (electronic supplementary material,

figure S2) and, consequently, a more accurate resolution

of transmissions. Moreover, the advantage of introducing

a penalization is clearly illustrated by electronic supplemen-

tary material, figure S3, which displays transmissions

estimated without penalization: for the naive chain, host

113 is erroneously identified as the source of infection of

numerous hosts.
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Figure 1. Transmissions inferred in the naive and vaccinated chains with two different pairs of training hosts for calibrating the penalization. Panel (a) corresponds
to the naive chain using pair 106 – 112 as training hosts (i.e. the last group of the chain); (b) naive chain, pair 111 – 108; (c) vaccinated chain, pair 400 – 413 (i.e. the
last group of the chain); (d ) vaccinated chain, pair 401 – 416. Training hosts are written in bold. The thickness of each arrow is proportional to the intensity of the
corresponding inferred link. (Online version in colour.)
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(b) Inferring Ebola epidemiological links despite low
pathogen diversity

In this section, we analyse the dataset generated during the

2014 Ebola virus disease (EVD) outbreak in Sierra Leone

[23]. We were able to include in our analysis 58 confirmed

EVD patients, from which within-host populations of the

virus were collected and sequenced. This number of patients

represents nearly 50% of the EVD patients diagnosed in

Sierra Leone from late May to mid-June. Viral populations

were sequenced using the Nextera library construction

method and Illumina sequencing and the haplotypes were

estimated in a sliding window of 1000 bases every 500

bases using Predict-Haplo [24].

More details about the Ebola dataset are provided in

electronic supplementary material, table S1. Here, we

simply highlight the rather low pathogen diversity that

was observed: on average, 16.1 haplotypes per fragment of

1000 bases were identified for the 58 patients included

in the analysis (s.d. ¼ 8.0), and 1.37 haplotypes per fragment

of 1000 bases per patient (s.d. ¼ 0.64).

Epidemiological links between patients were inferred by

calibrating the penalization with contact tracing published

in [25]. We were able to use five donor–recipient training
pairs identified with contact tracing (see electronic sup-

plementary material, table S2), four of them having the

same putative donor. For this application, we chose the H2-

normal penalization (see §4b), which led to higher consist-

ency between contact information and inferred

transmissions in a situation where observed pathogen popu-

lations show relatively low levels of diversity. Several

samples were available for some of the patients collected at

different time points [23]. These samples were merged in

our analysis to increase the within-host sequence diversity.

In addition, we applied the statistical learning approach sep-

arately for 31 partly overlapping fragments of 1000

nucleotides, and we aggregated the results for reconstructing

the epidemiological links. For each host, potential sources

were inferred among patients observed earlier than or at

the same time as the target host (point discussed in §3).

Because of the reduced pathogen diversity, the inferred

intensities of epidemiological links are generally quite low

(figure 2a) and multiple sources for any host are plausible

(except those at the earlier time points of sampling

for which only a few potential sources are allowed). Thus,

source identification is quite uncertain. Figure 2b– f shows

the distributions of the link intensities with plausible sources

for the five recipients in the training data, and give the ranks

of their sources identified with contact tracing. The intensities

and ranks were inferred with a leave-one-out cross-validation

approach (i.e. the host of interest in each panel is removed

from the training data when one infers its source and the

all recipients
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Figure 2. Estimated intensities of links for all recipients (a; vertical line: median intensity) and for each recipient in the training set of hosts (b – f; vertical lines:
intensity for the source identified with contact tracing). This figure was obtained from the combined analysis of 31 sequence fragments and with cross-validation.
Analogous figures obtained without cross-validation and with half of the fragments are given in electronic supplementary material, figures S6 – S8. The second half
of fragments led to approximately the same results for training hosts. Note in addition that using only one fragment for inferring transmissions led to particularly
stochastic outputs. (Online version in colour.)
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rank of its donor based on contact-tracing). The donors

identified with contact tracing are well ranked for patients

G3820, G3821, G3823 and G3851, but not for G3817. The

pathogen population collected from the latter patient is

actually quite different from the population observed in

its putative donor G3729 (see electronic supplementary

material, table S3, and the Ebola phylogeny built from the

consensus sequences [26]). Thus, the epidemiological link

between G3817 and G3729 could be revisited by focusing

on patients who are more closely connected to G3817 than

G3729 (see electronic supplementary material, tables S4–

S8). Figure 3 displays the most likely epidemiological links

cumulating to 20% of probability for each recipient (see

figure caption). Patients are clustered based on their chief-

doms, whose locations are provided in electronic

supplementary material, figure S4. The Jawie chiefdom

seems to be an interface between Kissi Teng and Kissi

Tongi chiefdoms on the one hand and most of the other chief-

doms on the other hand. Based on temporal data (electronic

supplementary material, figure S5), the Kissi Teng and Kissi

Tongi chiefdoms include mostly early cases and, therefore,

individuals in Jawie chiefdom may have played the role of

a relay in the outbreak.

(c) Assessing epidemiological links at the
metapopulation scale

This dataset was generated from a wild plant species

(Tragopogon pratensis, hereafter called wild salsify), which is

a reservoir for a potyvirus closely related to the endive

necrotic mosaic virus (ENMV; [27]). Within-host virus var-

iants were sequenced from 189 infected host plants

sampled in 2014 in a 40�10 km region of south-eastern

France. High-throughput sequencing was applied on viral

PCR amplicons (final length: 438 bp of the capsid gene)

using the Illumina technology [28]. Sequence data were

merged at the scale of the patch (i.e. meadows, agricultural

fields or urbanized areas) with the aim of assessing epide-

miological links between a subset of the metapopulation

formed by the potyvirus (the 189 sampled plants were dis-

tributed in 27 patches). Further details about this dataset

are provided in electronic supplementary material, table S1.

Epidemiological links between sampled patches were

inferred by calibrating the penalization with information on

inter-patch distances, assuming that, on average, geographi-

cally close host patches are infected by similar viral variants

(isolation-by-distance process). Here, the H1-x2 penalization

(see §4b) was chosen because it led to a lower average

distance between connected patches (see criterion (4.7), §4c).

Figure 4 shows the inferred links between sampled

patches. Here, all the optimal values for the penalization

parameter (shown in electronic supplementary material,

figure S9) led to the same set of links and, therefore, no

secondary arrows are displayed (electronic supplementary

material, figure S10 shows links inferred without penaliza-

tion). Even if most links are relatively short compared to

the mean distance between sampled patches (see electronic

supplementary material, figure S11), there is a non-negligible

proportion of long links that could be the signature of the

long-distance dispersal ability of the aphid to transmit the

virus. Additionally, common environmental conditions and

host demography and genetics at the scale of the study area

may partly explain the inferred long-distance links. Indeed,

environmental conditions constrain host local abundance
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Figure 3. Most likely epidemiological links cumulating to 20% probability for each recipient (i.e. for each recipient, potential donors were ranked with respect to link
intensity, and the subset of donors with higher ranks for whom the sum of link intensities reached 0.2 were displayed on the graph). (Online version in colour.)
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and, therefore, genetic drift impacts on the levels of diversity

and differentiation within and between local pathogen popu-

lations. Spatial variation in host genetics may also shape

the spatial structure of pathogen populations by selecting

different variants regardless of the distance between host

patches [29,30].

(d) Benchmarking SLAFEEL
We first compared SLAFEEL and BadTrIP [5] for influenza

data to assess the ability of both methods to identify infection

pathways that are partly known. Electronic supplementary

material, figure S12, gives details about the application of

BadTrIP and shows inferred transmission trees. Whatever

training hosts were used, SLAFEEL generally performed

better than BadTrIP with respect to the proportion of correct

source identifications (that focuses on the most likely inferred

source) and the average Jeffreys discrepancy (that compares

the probabilities for any recipient host to be linked with

any putative source) as presented in electronic supplementary

material, table S10.

Second, we compared the transmissions inferred with

SLAFEEL from the Ebola data and those obtained in [5]

with BadTrIP. Here, we assessed the consistency of both

estimations (since potential infection pathways are not

known, unlike in the influenza case study). The most likely

sources are the same for 8% of recipient hosts (electronic

supplementary material, table S10) and the most likely

sources inferred with SLAFEEL are among the 10 most

likely sources identified with BadTrIP for almost 50% of

recipients (electronic supplementary material, figure S13).

These rather low percentages may be explained by the low

pathogen diversity in this study, leading to generally quite

low inferred link intensities with SLAFEEL and, to a lesser

extent, with BadTrIP (see electronic supplementary material,

figure B in [5]). They may also be explained by the assump-

tions made and the constraints imposed in [5], where

information from sampling dates, nucleotide frequencies

and sequencing coverage was used, and where the introduc-

tion date (removal date) of each host was specified as its

sampling date minus (plus) 21 days, thus allowing each

host to be infected at most 21 days before being sampled,

and to infect others at most 21 days after being sampled.

Finally, we simulated 1000 datasets with the SEEDY

package (simulation of evolutionary and epidemiological

dynamics; [20]) by using parameter values chosen by

Worby and Read to generate their 4th figure (mean epidemic

size: 26.6 infected hosts (s.d. ¼ 2.3); 10 virus genomes

sampled per host). The SEEDY package allows not only the

generation of datasets, but also a very fast inference of trans-

missions given infection times, the mutation rate, the

equilibrium viral population size within host and the trans-

mission bottleneck size, which are generally not known

in practice. Thus, we used SEEDY-based inferences of

transmissions as a benchmark, and assessed how SLAFEEL

compares with SEEDY in identifying the true source for

each recipient of each of the 1000 simulated outbreaks. For

the application of SLAFEEL to each simulated outbreak,

we randomly drew four training hosts whose sources were

supposed to be known, and we chose the H1-normal penali-

zation. On average, the most likely inferred source was

correct for 39% [20–61%] of recipients with SEEDY and

36% [17–60%] with SLAFEEL (electronic supplementary

material, figure S14). Therefore, in this simulation setting,

SLAFEEL performs almost as well as SEEDY.

3. Discussion
We introduced an exploratory approach, called SLAFEEL, for

quantitatively investigating epidemiological links between

host units from deep sequencing data. This versatile

approach, grounded on statistical learning, is adaptable to

diverse contexts and data. Here, we applied it to analyse

virus dynamics in humans, animals and plants at different

spatial scales (e.g. individuals and fields) using data obtained

with different sequencing techniques and showing different

levels of pathogen diversity. The relatively broad applica-

bility of SLAFEEL implies that, in some contexts, links have

to be interpreted in a conservative way: typically, in the sal-

sify potyvirus application, we did not infer who infected
whom but who is closely related to whom. Using the pseudo-

evolutionary model and the associated inference approach

for estimating epidemiological links should be particularly

valuable in non-standard situations where classical mechan-

istic assumptions may be erroneous and when sequencing

and variant calling issues may be misleading. The key prop-

erty underlying our procedure is the combination of a

learning stage and a penalization that can be used to con-

strain what is a link. This is expected to help in
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Figure 4. Links inferred between salsify patches based on sampled sets of potyvirus sequences (a; links from the same source have the same colour) and dis-
tribution of link distances (b; the vertical red line gives the mean distance). (Online version in colour.)
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appropriately dealing with sequencing errors because such

errors should be accounted for non-training hosts as they

are for training hosts. Nevertheless, as discussed below, the

impact of sequencing errors on inference accuracy should

be formally assessed in simulation studies.

The training stage can use classical information such as

contact tracing data [25], but also contact proxies such as

geographical distances between host units, connectivities

via air masses for airborne pathogens [31] and social

connections [4,32]. To get a contact proxy, one could also

infer some transmissions with a (generally more time-

consuming) mechanistic approach from a subset of observed

cases and use the estimated transmissions as training data

in our approach applied to the whole dataset. Thus, the

mechanistic approach and SLAFEEL would be complemen-

tary. Whatever the way that contact information (or

proxies) are gathered, it can be conjectured that the closer

the relationship between contact information and epidemio-

logical links, the more informative the training stage.

Moreover, the possibility of using very diverse types of con-

tact information in the learning stage of SLAFEEL reinforces

its broad relevance to human, animal and plant diseases.

When geographical proximity is used for calibrating

the penalization (like in the potyvirus application), short-

distance links may be favoured, and the inferred distribution

of distances between linked host units hence has to be

interpreted with caution. However, in our procedure,

geographical proximity is only used after a genetic-based

selection of possible configurations: basically, the penalized

pseudo-likelihood function (only based on virus sequence

data) allows us to eliminate genetically unlikely configur-

ations; then, in the learning stage, spatial information is

used to select the most likely configurations within the set

of genetically likely configurations, building on the following

grounds: among two equally genetically likely configur-

ations, the one showing links at shorter distances is more

likely (because of the very classical assumption that ‘dispersal

is more probable at short distance than at long distance’).

Thus, inferring only short-distance links can be interpreted

as: ‘short distance dispersal is sufficient to explain the genetic

spatial pattern of the pathogen’. By contrast, inferring both

(i) a mixture of short- and long-distance links and

(ii) unlinked nearby host units (like in the potyvirus appli-

cation) suggests that isolation by distance does not hold at

the study scale, and that the assumption ‘dispersal is more

probable at short distance than at long distance’ is perturbed

by other drivers (e.g. host genetics), which significantly

impact the genetic spatial pattern of the pathogen. Finally,

while our analysis in the potyvirus application leads to inter-

pretable results, cross-validation or data-splitting (into

training and prediction data) could be applied in further

studies to strengthen the analysis conclusions when

geographical proximity is used as contact information.

The main objective of this article was to present how

statistical learning can be applied for inferring transmissions

(or epidemiological links from a conservative perspective)

and to examine if such an approach has the potential to be

efficient. Results obtained for swine influenza (where the

transmission pathways are partly known) and for outbreaks

simulated with SEEDY [20] are encouraging. However,

further research is required to make the method robust and

able to pass a battery of simulation tests such as the one

designed for assessing the performance of BadTrIP [5]. The

following questions should be specifically investigated

using simulations. How does the efficiency and speed of

the method scale up with big data? How does the method

perform at various sequencing depths (considering a single

haplotype for each host as a special case)? How does the

method perform in the presence of contamination and

sequencing errors (PHYLOSCANNER [14] explicitly handles

such issues)? What is the sensitivity of the method to the hap-

lotype reconstruction tool (e.g. comparing Predict-Haplo

that we used for the Ebola data with SAVAGE [33] and

MLEHaplo [34])? How is SLAFEEL accuracy improved

with increasing training information? How can we exploit

negative training information (i.e. infected hosts that are

known to not have been in contact with certain infected

hosts)? How does the method perform in the presence of

severe bottlenecks during transmissions, in comparison

with approaches exploiting phylogenetic signals that are

particularly adapted to such situations [9]?

Before testing SLAFEEL in the latter range of simulation

settings, further research should especially focus on the

penalization function. Here, we introduced three shapes

corresponding to different hypotheses (see §4b), but the

penalization could be tuned by considering other hypotheses,

which could help circumvent the current limitations of our

approach. For instance, the penalization could be improved

to take into account (i) the timing, thus constraining the set

of likely sources for each host based on observation times

and possibly additional temporal information like data on

infectious periods [17], (ii) fixed sub-clonal haplotypes

(including haplotypes with stop codons) by forcing the selec-

tion algorithm to pair host units sharing such haplotypes

[1,35] and (iii) sample sizes to avoid biases induced by differ-

ent levels of observed diversity. Specific penalizations could

also be designed to better infer the direction of epidemiologi-

cal links when temporal data do not discriminate sufficiently.

For example, the signature of the link direction could be

identified in the genetic training data and incorporated into

the penalization function. Other limitations are more difficult

to tackle, e.g. de novo mutations at the same site (homo-

plasy), recombinations, insufficient sequencing depth and

lack of sequence diversity, which can lead to uncertainty in

the inferences. However, the advantage of our statistical

learning approach is that the uncertainty can be objectively

assessed on training data. The uncertainty (and potential

bias) can even be assessed using cross-validation to prevent

over-fitting. The assessment of uncertainty and bias in the

inference of links is also an objective way to select the pena-

lization shape. However, we must warn that, if training data

are not representative of the whole population, learning

model parameters from training data may induce errors in

the selection of the penalization and, ultimately, in the recon-

struction of epidemiological links (such misleading training

data would be analogous to misleading assumptions in

mechanistic approaches).

Another important perspective is the implementation

of an efficient computer code. The R code that we developed

(available at https://doi.org/10.5281/zenodo.1410438)

allowed us to test different model specifications, to exploit

genetic data from multiple sequence fragments and to per-

form cross-validation in a limited time-span (e.g. a

SLAFEEL run for the swine influenza case study or for a

sequence fragment in the Ebola case study took approxi-

mately 10–20 minutes with a laptop computer, whereas
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BadTrIP takes several days; see caption of electronic sup-

plementary material, figure S12 and [5]). However,

implementing further improvements in the code should

allow us (i) to include multiple infections in transmission

scenarios where an explanatory set of sequences would consist

of a weighted mixture of several samples collected from sev-

eral putative sources, (ii) to select a penalization shape among

a large library of functions, and (iii) to tackle big data (e.g.

large numbers of cases and sequence fragments). Concerning

point (iii), our approach based on a simplified representation

of dependencies between observations via a statistical

regression model is a commonly used approach to handle

big data [36].

4. Methods
To infer transmissions of a virus (or, more generally, epidemiologi-

cal links) within a host population, we built a pseudo-evolutionary

model that concisely describes transitions between sets of

sequences sampled from different host units, and used this

model to select probable source–recipient pairs. In what follows,

we provide the outline of our method in one of its simplest

forms (see also electronic supplementary material, figure S15),

then we technically describe it in its general form by presenting

first the model and second the inference.

(a) Outline of the SLAFEEL approach
Let us consider one of the possible source–recipient pairs. For

each virus sequence collected from the recipient, we compute

the genetic distance (namely, the number of different nucleo-

tides) to each sequence collected from the source, and we

identify the nearest sequence(s). By applying this procedure to

all sequences from the recipient, we can compute the contri-

bution of each sequence from the source to explain the viral

population observed from the recipient. This contribution relates

to the number of times that this sequence from the source is

identified as the nearest sequence (see the exact definition in

§4b). Then, a parametric kernel function, derived from the

Jukes–Cantor micro-evolutionary process and embedded in a

pseudo-likelihood, is used to assess how much each sequence

from the recipient is explained by its nearest sequence(s) from

the source. Moreover, a parametric penalization function is

used to assess how likely sequences from the source have been

uniformly subsampled to generate sequences from the recipient

(this is assessed based on the contributions calculated above).

Thus, for each possible source–recipient pair, we compute a

penalized pseudo-likelihood parameterized by the kernel

parameter m and the penalization parameter u. The penalized

pseudo-likelihood will be high for a putative source–recipient

pair if (i) all sequences from the recipient have genetic neigh-

bours in the source and (ii) sequences from the source equally

contribute in expectation to the set of sequences collected from

the recipient. Note that condition (ii) depends on the rationale

underlying the form chosen for the penalization function

(here, the penalization is grounded on a uniform subsampling

hypothesis).

The balance between the pseudo-likelihood and the penaliza-

tion is tuned in two steps. First, we estimate m, for each source–

recipient pair and each u value in a set Q of candidate values,

by maximizing the penalized pseudo-likelihood with respect to

m; then, for each recipient and each u value, the source leading

to the maximum penalized pseudo-likelihood is identified as

the most likely source given u. Second, adopting a learning

approach, we calibrate the penalization by selecting the u

values leading to the maximum proportion of training hosts for

which the most likely sources conditional on u are consistent

with contact information. The link intensity between a given

recipient and a possible source is measured by the proportion

of selected u values for which the source has been identified as

the most likely source.

The dual form of the penalized pseudo-likelihood and the

learning stage are essential to distinguish ‘A infected B’, ‘B

infected A’ and ‘C infected B’ when only the former statement

is true. Indeed, the pseudo-likelihood tends to impose that each

sequence from the recipient must have a neighbour sequence in

its source, which should exclude ‘C infected B’; the penalization

tends to impose that the set of sequences from the recipient has

been generated by a subsample of the set of sequences from

the source (if the penalization has been built in this way),

which should exclude ‘B infected A’; the learning stage is

expected to determine the adequate relative weights of the

pseudo-likelihood and the penalization for obtaining satisfactory

inference of epidemiological links. The learning stage can even be

exploited to design an adequate penalization form (one should

prefer a penalization form leading to higher inference accuracy

for training hosts).

(b) Pseudo-evolutionary model for the evolution and
transmission of populations of sequences

The method outlined above is grounded on a pseudo-

evolutionary model, which concisely describes transitions

between sets of sequences sampled from different host units.

The general form of the pseudo-evolutionary model is given by

the following penalized pseudo-likelihood for the transition

from an explanatory set of I sequences S(0)
1 , . . . , S(0)

I to a response

set of J sequences S1, . . ., SJ (haplotype copies are explicitly

incorporated in these sets of sequences):

f (S1, . . . , SJ j S(0)
1 , . . . , S(0)

I )¼ P(W)
YJ

j¼1

PI
i¼1 wijK(d(g(Sj), g(S(0)

i )))PI
i¼1 wij

 !
,

(4:1)

where each term in the product represents the pseudo-

probability of obtaining the response sequence Sj given the

explanatory sequences S(0)
1 , . . . , S(0)

I and the values of w1j, . . .,

wIj; g is a transformation of sequences (e.g. aiming at reducing

the dimension of the space of viral sequences); K is a kernel func-

tion and d is a pseudo-distance function introduced to account

for unsampled sequences in the source of infection, the evolution

of new viral variants and possible sequencing errors; wij

are weights accounting for the loss of virus variants during

within-host evolution and between-host transmission; W is the

(I � J )-matrix of weights whose element (i, j ) is wij; and P(W )

is a penalty for the weight matrix W potentially allowing the

incorporation of knowledge on virus evolution and transmission

(e.g. on the strength of the transmission bottleneck).

In this article, we focus on a simple semi-parametric version

of (4.1) where (i) each sequence Sj is only explained by the closest

sequence(s) S(0)
i in terms of the number of different nucleotides

and (ii) the penalization measures the discrepancy from a null

hypothesis to be specified. Thus, the pseudo-evolutionary

model given by equation (4.1) reduces to:

fm,u (S1, . . . , SJ j S(0)
1 , . . . , S(0)

I )

¼ Pu(W)
YJ

j¼1

PI
i¼1 wijKm{d(S j, S(0)

i ); Dij}PI
i¼1 wij

 !
, (4:2)

where d( � , � ) gives the number of different nucleotides between

two sequences; wij¼ 1/nj for indices i corresponding to sequences

S(0)
i minimally distant from sequence Sj, i.e. such that

d(S j, S(0)
i ) ¼ min {d(S j, S(0)

i0 ) : i0 ¼ 1, . . . , I}, the number of such

sequences being denoted nj, wij ¼ 0 otherwise (therefore,PI
i¼1 wij ¼ 1); Dij is the duration separating the two sequences
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Sj and S(0)
i ; Km( � ; D) is the probability distribution function

(p.d.f.) of the binomial law with size L (i.e. sequence length)

and success probability 3(1 2 exp (24mD))/4, corresponding to

the Jukes–Cantor micro-evolutionary process over a duration D

and with a substitution parameter m; and Pu(W) is a parametric

penalization measuring the likelihood of the contributions of

explanatory sequences S(0)
1 , . . . , S(0)

I (measured by
PJ

j¼1 wij, i ¼
1, . . ., I) to the response set of sequences S1, . . ., SJ. IfPJ

j¼1 wij ¼ 0, then sequence S(0)
i does not contribute to explaining

the sequences collected from the recipient and, therefore, may be

considered as lost during within-host evolution or between-host

transmission.

We consider the three following shapes for Pu. The

H1-normal shape measures the discrepancy between
PJ

j¼1 wij

and its expected value J/I under the uniform (but not necessarily

independent) sampling hypothesis by

Pu(W) ¼
YI

i¼1

F
XJ

j¼1

wij;
J
I

, u
J
I

1� 1

I

� �0
@

1
A, (4:3)

where F ( � ; a, b2) is the p.d.f. of the normal law with mean a and

variance b2, and u( J/I )(1 2 1/I ) is proportional to the multino-

mial variance up to the over-dispersion parameter u . 0. The

uniform sampling hypothesis amounts to assuming that explana-

tory sequences have equal chances to contribute to the set of

response sequences. With J response sequences, there are J
draws of an explanatory sequence (one for each response

sequence) among I explanatory sequences. Thus, under the

uniform sampling hypothesis, the total contribution
PJ

j¼1 wij of

the explanatory sequence S(0)
i has expectation J/I.

The H1-x2 shape measures the discrepancy between
PJ

j¼1 wij

and its expected value J/I by

Pu(W) ¼ ux2
XI

i¼1

PJ
j¼1 wij � J=I

� �2

J=I
; I � 1

0
B@

1
CA, (4:4)

where x2( � ; I � 1) is the p.d.f. of the x2 law with I 2 1 degrees of

freedom, and u . 0 measures the influence of the penalization.

The H2-normal shape can be used when estimates of the

mean and standard deviation of the distance between any

sequence collected from any recipient host and the closest

sequence collected from its source, say �dobs and s2
obs, are available

(these estimates can be obtained from contact tracing data). The

H2-normal shape measures how likely it is that this mean dis-

tance for the host unit of interest is drawn from the normal

distribution with mean �dobs and variance s2
obs:

Pu(W) ¼ u
YJ

j¼1

F
XI

i¼1

wijd(S j, S(0)
i ); �dobs, s

2
obs

 !
, (4:5)

where u . 0 measures the influence of the penalization.

Thereafter and whatever the penalization shape, u is called

the penalization parameter.

(c) Estimation and calibration of parameters, and
inference of transmissions

Consider M sets of sequences S1, . . ., SM collected from M host

units. In a first step, for each set of sequences Sm and each value

of u in a finite set Q to be specified, the penalized pseudo-likeli-

hoods fm,u(SmjSm0), for m0 = m, are maximized with respect to m

(let m̂m0 (u) denote the maximizer, i.e. the estimate, of m). The

most likely source for host unit m given u, say ŝ(m; u), is then

the host unit m0 leading to the highest value of fm̂m0 (u),u(Sm j Sm0 ):

ŝ(m; u) ¼
m0=m
argmax fm̂m0 (u),u(Sm j Sm0 ):

In a second step, the penalization parameter u is calibrated

by building and optimizing a criterion that compares contact

information and inferred sources of infection ŝ(m; u), for m in

a set M , {1, . . . , M} of training hosts (this procedure can

also be used in practice to select a penalization shape among

a set of candidate functions as those proposed in equations

(4.3)– (4.5)). Driven by the applications in this study, we intro-

duce the two following criteria. First, consider the case where

contact information consists of tracing contacts for hosts

m [ M. We define the criterion to be maximized as the pro-

portion of inferred transmissions that are consistent with

contact tracing:

~Q ¼
u[Q

argmax
1

jMj
X

m[M
1(̂s(m; u) [ Cm), (4:6)

where jMj is the number of elements in M; 1(E) ¼ 1 if event E is

true, zero otherwise; and Cm is the set of hosts in f1, . . ., Mg that

have been in contact with m. Second, consider the case where con-

tact information consists of the geographical distances between

hosts in the training set M , {1, . . . , M}. We define the criterion

to be minimized as the average distance between the train-

ing hosts and their inferred sources (if the sources are in the

training set):

~Q ¼
u[Q

argmin

P
m[M d(m, ŝ(m; u))1{̂s(m; u) [ M}P

m[M 1{̂s(m; u) [ M}
, (4:7)

where d(m, ŝ(m; u)) is the geographical distance between host m
and its suspected source ŝ(m; u). Note that, in both cases, ~Q may

be a set of values (and not only a single value) if the criterion is opti-

mal for several u in Q. This was the case in the applications that we

tackled, since criteria in (4.6) and (4.7) have values in very limited

discrete sets (e.g. f0, 1/5, 2/5, 3/5, 4/5, 1g in the Ebola application).

Thus, in each application, ~Q was obtained by computing the cri-

terion on a regular grid of u values and by retaining only values

maximizing the criterion. We observed that small variations in u

did not impact the criterion value, as well as link intensities defined

below in (4.8), and the mesh size of the grid was tuned accordingly.

In further applications, the grid search could be improved in two

directions: first, one could use an iterative numerical algorithm

for the optimization; second, one could replace the maximum/

minimum rule by a quantile rule (i.e. using a tolerance threshold).

In a third step, we assess the intensity of the link between m
and m0 in f1, . . ., Mg by the proportion of values of u in ~Q for

which ŝ(m; u) coincides with m0:

1

j~Qj
X
u[ ~Q

1{̂s(m; u) ¼ m0}, (4:8)

where j~Qj is the number of elements in ~Q. This intensity of the

link between two host units is used to infer who infected

whom or, from a more conservative perspective, who is the

most related with whom. When several sequence fragments are

available (like in the Ebola case study), the link intensity defined

in equation (4.8) is computed for each fragment, and then

averaged to obtain the overall link intensity. Future work could

explore alternatives to the average (e.g. robust mean and

median) for assessing link intensities from several fragments.

Model and inference specifications that were used for the

three case studies are summarized in electronic supplementary

material, table S9.
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Varying the penalization shape and the temporal
constraints in SLAFEEL: Illustration with Equine

Influenza virus data

Note: This is a preliminary work presented in a rather concise way. In particular,
concerning the description of the methodological background, we only highlight the
changes with respect to the SLAFEEL method described in the previous chapter.

1 Introduction

Using sequence data alone to infer transmission routes during an outbreak is rather
frequent, but it may leads to a lack of accuracy in the inference (Didelot et al., 2014;
Jombart et al., 2014; Hall et al., 2016; De Maio et al., 2016; Suchard et al., 2018;
Campbell et al., 2019). In this respect, the above-mentioned authors stressed the
importance of incorporating epidemiological data (e.g., timing of symptoms, timing
of sampling, contact tracing) providing a prior knowledge about the dynamics of the
hosts and the pathogen and constraining the inference. Combining different types of
data is expected to improve the reconstruction of transmission links, although it is
computationally and methodologically challenging (Suchard et al., 2018). Indeed, it
requires to build and evaluate a unified likelihood for both epidemiological and ge-
netic data. Therefore, even integrating different types of data may lead to inaccurate
inference, if the likelihood is inadequate.

Here we explore how the reconstruction of epidemiological links with SLAFEEL is
influenced by the choices of the penalization function and some temporal constraints
derived from epidemiological data. In this aim, we apply SLAFEEL to real data
on Equine influenza virus (EIV) by adopting different penalization shapes, and by
making different temporal assumptions for selecting the putative sources of infection
for each host.

In what follows, we first present an analytical way to estimate the evolutionary
parameter µ introduced in the pseudo-evolutionary model underlying SLAFEEL and
we introduce some flexibilities in the inference of infection sources with a tolerance
parameter. Then, we present different shapes for the penalization function and

3.3. Application to Equine influenza virus data set
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diverse temporal assumptions used to select the putative sources of an infected host.
Afterwards, we provide preliminary results of the application of SLAFEEL to equine
influenza data by evaluating the impact of the penalization shapes and the temporal
constraints on the putative sources.

2 Methodological ingredients

2.1 Estimation of the evolutionary parameter µ

SLAFEEL is based on a pseudo-evolutionary model, from which we derive a penalized
pseudo-likelihood depending mainly on a penalization function and a kernel smooth-
ing function. This model is associated to a method for the estimation and calibration
of parameters and subsequently the inference of transmissions. In the initial version
of SLAFEEL, Alamil et al. (2019) estimate numerically the evolutionary parameter µ
for each recipient-source pair and each value of the penalization parameter, by using
a Nelder-Mead algorithm to maximize the penalized pseudo-likelihood. If the use of
a numerical algorithm may be necessary in the general case described by Equation
(4.1) in Alamil et al. (2019), one can derive a closed form of the estimate of µ in
the particular case described by Equation (4.2), where the kernel smoothing applies
only to pairs of sequences from the source and the recipient with minimal genetic
distance. Below, we present this formal estimation of µ.

Consider M sets of sequences S1, ...,SM collected from M host units. For each
infected host m (from which the set of sequences Sm is observed) and any value
of the penalization parameter θ, the penalized pseudo-likelihood fµ,θ(Sm|Sm′), for
m′ 6= m, is maximized with respect to µ. Let µ̂m′(θ) denote the estimate of µ given
m′ and θ. Using approximately the same notation as Alamil et al. (2019), it can be
shown that µ̂m′(θ) satisfies:

µ̂m′(θ) = − 1

4∆m′
log

(
1− 4

3
p̂

)
, (1)

where ∆m′ is a measure of the evolutionary duration between Sm and Sm′ (which
can be fixed to 1 as explained by Alamil et al., 2019),

p̂ = logit−1
(

log

( ∑J
j=1 d̃j∑J

j=1(L− d̃j)

))
,

d̃j is the minimum of the genetic distances (measured by the number of different
nucleotides) between the j-th sequence in Sm and every sequences in Sm′ , J is the
number of sequences in Sm and L is the size of the observed genome fragments. Note
that, to obtain Equation (1), we assume that the penalization does not depend on
µ.
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2.2 Identification of the source with a tolerance threshold

In the initial version of SLAFEEL, for any value of m and θ, once µ has been estimated
for every putative sources m′, the most likely source(s) of m is (are) the one(s)
maximizing the penalized pseudo-likelihood:

ŝ(m, θ) = argmax
m′ 6=m

fµ̂m′(θ),θ(Sm|Sm′), (2)

where ŝ(m, θ) is the label of a unique host if only one m′ maximizes the penal-
ized pseudo-likelihood, and is a set of labels if several putative sources maximize
it. The latter case can arise quite frequently as soon as the observed inter-host
pathogen diversity is not very large. In addition, we may observe several putative
sources for which fµ̂m′(θ),θ(Sm|Sm′) does not reach the maximum value fmax(m, θ) =

maxm′ 6=m fµ̂m′(θ),θ(Sm|Sm′) but is very close from this value.
To avoid to exclude a putative source that could be the real source just be-

cause of a small difference between fµ̂m′(θ),θ(Sm|Sm′) and fmax(m, θ), we relax the
maximization problem (2) by introducing a tolerance value η ≥ 0. Hence, the most
likely source(s) for host unit m given θ, is (are) the host unit(s) m′ leading to a
value of fµ̂m′(θ),θ(Sm|Sm′) greater than the difference between the maximum pseudo-
likelihood reached among all the putative sources fmax(m, θ) and η:

ŝ(m, θ) = {m′ ∈ {1, . . . ,M} : m′ 6= m, fmax(m; θ)− fµ̂m′(θ),θ(Sm|Sm′) ≤ η}.

Note that the putative sources m′ may not be searched in the entire set {1, . . . ,M}−
{m} as described in the following section.

2.3 Temporal constraints

For each infected host m, one defines a subset of {1, . . . ,M}−{m} consisting of the
putative sources. This subset can depend on temporal constraints grounded on ob-
served timing data. Here, we propose three different temporal constraints established
according to the available temporal data, namely the time of the observation of the
infection of each host and an eventual reconstruction of other timing information.
We assume that the putative infecting hosts (i.e., sources) are the set of hosts that
are either:

1. observed earlier than or at the same time as the recipient host (this option was
the one considered by Alamil et al., 2019);

2. observed earlier than or observed up to 2 days after the observation of the
recipient host;
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3. infectious during the 5 days preceding the beginning of the infectious period of
the infected host

Temporal constraint 3 is graphically represented in Figure 1. It can be applied by
reconstructing the infectious period of each host and by assuming that an host is
infected from 5 to 0 days before the infectious period.
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Figure 1: Graphical representation of the third temporal constraint used
to select the putative sources of an infected host. Each box represents a host.
Within each box, there is an axis representing the infectious period estimated with
a preliminary analysis of equine influenza data. t1 and t2 are respectively the start
and the end of the infectious period. The first box corresponds to the infected host
m, the red boxes refer to the selected putative sources among the M − 1 hosts. The
blue boxes correspond to the non-selected hosts. A host Hi is selected as a putative
source if [t1Hi ;t

2
Hi

] ∩ [t1m − 5;t1m] 6= ∅.

2.4 Penalization shapes

In the initial version of SLAFEEL, we considered two hypotheses for the penalization
and derived different penalization shapes from these hypotheses. Under the first hy-
pothesis, say H1, the contributions of sequences from the source to explain sequences
in the recipient are homogeneous (in this study, H1 is implemented using the H1-χ2

shape defined by Alamil et al., 2019). Under the second hypothesis, say H2, the
distances between sequences in the recipient and their contributing sequences in the
source are consistent with some known features, typically the expected value and the
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standard deviation of these distances computed from training data (in this study,
H2 is implemented using the H2-normal shape defined by Alamil et al., 2019). Here,
we propose a joint penalization on the genetic distance d̄ = (1/J)

∑J
j=1 d̃j and the

difference between the observation times of the infected host and the putative source
∆obs = Tobs − T (0)

obs. This penalization corresponds to the following hypothesis, say
H3:

H3: The distances between sequences in the recipient and their contributing se-
quences in the source are consistent with some known features, and the rela-
tionship between these distances and the lag in the observation of the source
and the recipient is consistent with some known features.

As for H2, the known features mentioned in H3 are learned from training data.
Supporting Text S1 makes explicit these known features as well as the shape of the
penalization Pθ (called H3-gamma.LM) which depends on the sequence sets and the
observation times of the recipient and the source, and which satisfies:

Pθ(S,S
(0), Tobs, T

(0)
obs) =

{
φ
(
∆obs | d̄ ; δ, ν, σ2

)
γ
(
d̄ ;α1, α2

)}θ
,

where the first term φ
(
∆obs | d̄ ; δ, ν, σ2

)
corresponds to a Gaussian linear regression

between ∆obs and d̄ whose parameters are learned from training data, and the second
term γ

(
d̄ ;α1, α2

)
is the probability density function of a gamma distribution, which

is expected to be followed by d̄ and whose parameters are also learned from training
data.

3 Data

The data set used in this study was collected during the outbreak of equine influenza
(H3N8) in the United Kingdom between March and May 2003 (Newton et al., 2006).
We analysed 48 confirmed H3N8 horses from 22 yards denoted A to W. The virus
population within each host was sampled on a daily basis, and multiple clones of
hemagglutinin gene were sequenced using fluorescent sequencing chemistry and ABI
3730xl capillary sequencers. On average over the 48 hosts, 9 strains were sampled
from each hosts (see Table 1). These samples were identified according to the ID of
the yard and a horse number (e.g., sample A01 refers to the horse 1 in the yard A).
Supplementary details about the data set are provided in Tables 1 and S1.

In addition, we have at our disposal information about seven recipient-source
training pairs identified with a relatively high confidence by (Hughes et al., 2012).
These pairs are given by Table 2. We notice that two of the pairs concern the same
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Statistics
Number of host units 48
Number of sequence fragments 1
Fragment length 903
Mean (SD) sequence depth 8.97 (5.69)
Number of different variants 429
Mean (SD) number of different variants per host unit 8.94 (5.57)
Mean (SD) genetic distance∗ between variants 2.58 (1.13)
Mean (SD) within-host distance between variants 1.96 (0.69)
* The genetic distance between two sequences is the number of different nucleotides.

Table 1: Statistics computed from the Equine influenza virus data.

Recipient host Source host
L42 L25
H24 H16
N28 E10
N37 J21 or N28
L39 L40
M32 L25

Table 2: Contact information used for the reconstruction of transmission links of
the Equine influenza outbreak.

recipient host, namely N37, whose source may be either J21 or N28 with a relatively
high confidence.

4 Preliminary results

4.1 Inferring epidemiological links of an Equine influenza outbreak

To illustrate the type of results that we can obtain, we first show those obtained with
the following specification: a tolerance η = 1 is applied in the identification of more
likely sources; putative sources are selected under the third temporal constraint; the
penalization corresponds to the hypothesis H3. In addition, the penalization param-
eter θ is calibrated over the set of values {0, 0.25, 0.5, ..., 10}, and we use contact
tracing information provided by Table 2. The specification considered here was one
of those reaching the highest consistency between contact information and inferred
transmission; see Supporting Table S2. In this table, the measure of the consis-
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tency was assessed without cross-validation. In a revised version of this work, we
will compute this measure with cross-validation that allows a better assessment of
the performance of each specification. We precisely carried out a leave-one-out-cross
validation analysis for the specification considered in this section, i.e., for each recip-
ient in the training data set, we remove the corresponding training information from
the training data set, we apply SLAFEEL with this reduced training data set, and we
analyse how the removed training recipient-source pair(s) is (are) reconstructed (we
used the plural as a possibility since N37 has two potential sources based on train-
ing information). This analysis is summarized in Figure 2. Sources identified with
contact tracing are ranked first (with other putative sources) for horses L42, H24
and N37. For horses N28 and L40, the traced sources are detected but not ranked
first. Whereas, for horse M32, the traced source is not inferred as a likely source
by SLAFEEL. We observe in the latter case an extreme behaviour, in the relationship
(∆obs ∼ d̄), of the recipient-source training pair (M32,L25); see Supporting Figure S1
This observation could either indicate that the H3-gamma.LM shape is not adequate
or that the pair (M32,L25) is not actually a recipient-source pair.

Figure 3 displays the transmission links of intensity higher than 0.05 between
the 48 infected horses sampled from 22 different yards. This figure shows that horses
from yards D, E and H seem to be interfaces between horses from yards A, B, C and
those from yards L, M, N which in turn transmit the virus for the horses of yards
T, U, V and W. This reflects the chronology of yard first infection pointed out by
Hughes et al. (2012).

4.2 Impact of the penalization shape and the temporal constraint
on SLAFEEL output

Above, we compared the different SLAFEEL specifications (temporal constraint × pe-
nalization shape) in terms of consistency between the traced sources and the inferred
sources for recipients in the training data set; see Supporting Table S2, which will
be made with cross-validation in a further version of this work. Here, we compare
these specifications by comparing SLAFEEL output for the whole data set (not only
training hosts) with the transmission tree inferred with BadTrIP (De Maio et al.,
2018). Note that, in the inference made with BadTrIP, two recipient-source pairs
in the training data set were inferred as the most likely transmissions for the corre-
sponding recipients. Therefore, BadTrIP-based transmission tree is considered as a
benchmark here, it is not viewed as the truth.

First of all, the most likely sources are the same for less than 2% of recipi-
ent hosts whatever the penalization shape and the temporal constraint (Figure 4).
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Moreover, the most likely sources inferred by SLAFEEL are among the 20 most likely
sources identified by BadTrIP for less than 30% of the recipients. Thus, the con-
sistency between BadTrIP and SLAFEEL is rather low. We do see some differences
between SLAFEEL specifications: e.g., if we compare only the most likely sources pro-
vided by BadTrIP and SLAFEEL, the highest consistency is reached with the temporal
constraint 3 and the H1-χ2 penalization shape; if we see if the most likely source
inferred by SLAFEEL is among the 20 most likely sources provided by BadTrIP, the
highest consistency is reached with the temporal constraint 2 and the H2-normal
penalization shape.

5 Short discussion

As mentioned above, the diverse specifications that we built should be compared by
computing, with cross-validation, the number of training recipient-source pairs that
are correctly inferred.

When we use the temporal constraint 3 and the H3 hypothesis for the pe-
nalization shape, SLAFEEL ranks first 6 training pairs without cross-validation and
3 training pairs with cross-validation. In contrast, BadTrIP ranks first 2 training
pairs. However, for a fair comparison, we should take into account the ties in the
ranking. We could also consider a slightly different criterion based on the rank: the
average rank (taking into account the ties) of all the traced sources; or a probabilistic
criterion: the average probability of the traced transmissions.

The results that we produced were obtained for a fixed tolerance value. Prelimi-
nary results (not shown in this chapter) indicate that the tolerance value plays a role
in hindering or improving SLAFEEL accuracy. Thus, the relationship between the tol-
erance value and SLAFEEL performance should be explored in the future. Note that
the tolerance value could be selected (with the penalization shape and the temporal
constraint) by maximizing the number of training recipient-source pairs that are cor-
rectly inferred with cross-validation. This criterion, which is rather impartial, could
be used to explore in further work other temporal assumptions allowing to select the
putative sources and other penalization shapes correcting the pseudo-likelihood.

Finally, identifying a training recipient-source pair that has an extreme be-
haviour (like (M32,L25) in this study) should lead to consider again the information
that was used for considering this pair as a training pair. It could be also interesting
to make a sort of influence analysis, by analyzing how the inclusion or the deletion
of this pair from training data change the results for the whole transmission tree.
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L25 ranked 1 

 #sources = 10 ; #ranks = 3
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H16 ranked 1 

 #sources = 20 ; #ranks = 2
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Figure 2: Training information and inferred sources for each recipient in the training
data set inferred by cross-validation. In each pair of panels, corresponding to a given
recipient host in the training data set, the left panel gives the traced source(s) of the
recipient, and the right panel gives the likely sources inferred by SLAFEEL.
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Figure 3: Transmission links of intensity higher than 0.05 inferred between 48
confirmed EIV horses. Circles represent hosts denoted with their IDs and their
sampling times.
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Figure 4: Proportion of recipient hosts whose SLAFEEL-based most likely sources
are among the N BadTrIP-based most likely sources. Each line correspond to a
penalization shape and each column to a temporal constraint (the tolerance η = 0.1
was used for every specifications).
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3.4. Key points of Chapter 3

+ Accurate inference of transmission links between hosts
is becoming more feasible combining epidemiological
data with genetic data.

+ The obvious direction to follow for estimating trans-
mission links of infectious diseases from genomic data
reflecting the within-host genetic diversity of pathogen
is adopting an approach based on a mechanistic vision
of transmission and micro-evolutionary processes.

+ However, alternative approaches, for instance grounded
on statistical learning, may be explored to deal with
non-standard situations where classical mechanistic
assumptions may be erroneous, to handle sequencing
errors, to tackle massive data sets and, more generally,
to challenge approaches based on a mechanistic vision.

+ In the context of disease-transmission reconstruction,
statistical learning may rely on partial contact informa-
tion used as learning data, guiding the inference of epi-
demiological links.

+ Such an approach is adaptable to very different contexts
and data from animal, human and plant epidemics.
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Chapter 4
Validation of our approach efficiency

This chapter introduces two articles in progress:
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4.3 Article 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.4 Key points of Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 136

82



(umbcp head.south west) +(0,0.9)
coordinate (umbcp left logo marker);
(umbcp head.south east) +(0,1.18) coordinate (umbcp right logo marker);
(umbcp left logo marker) node[right, inner sep=0pt, outer sep=0pt] (umbcp left logo

marker) ;
(umbcp right logo marker) node[left, inner sep=0pt, outer sep=0pt] (umbcp right logo

marker) ;
(umbcp right logo marker.west) +(-1em,0) node[inner sep=0pt, outer sep=0pt, left] ;

Chapter tasks

F How robust, effective and versatile is the developed inference approach?

F What sort of within-host pathogen diversity can be generated by the
stochastic model proposed for simulating data?

Answer to:
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Sensitivity analysis results

F The characterization of the within-host genetic diversity shows that: the viral kinetics and
the variation in genotype proportions governed by the shuffling parameter are the drivers of
the within-host diversity.

F Sensitivity analysis of the relationship between SLAFEEL accuracy and some demo-
genetic and sampling factors shows that:
• the factors that have the greatest effect on SLAFEEL accuracy are important factors affecting

the genetic diversity;

• an optimum for the total observed diversity allows the transmission network to be recon-
structed with a relatively high level of accuracy.

F Further works could aim to:
• Investigate the relationship between SLAFEEL and:

* other input model factors,

* the tuning options in SLAFEEL, such as the penalization shape and the smoother,

* the training data.

Conclusion & perspectives

4.1. Graphical summary
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Abstract

High-throughput sequencing has opened the route for a deep assessment of within-
host genetic diversity that can be used, e.g., to characterize microbial communi-
ties and to infer transmission links in infectious disease outbreaks. For assessing
the performance of such characterization and inference approaches, which are often
grounded on computer-intensive techniques and which cannot be theoretically ana-
lyzed, being able to simulate within-host genetic diversity across time under various
demo-genetic assumptions is paramount (indeed, one can generate a high number
of simulated data sets, apply the approach of interest to each of them, and quan-
titatively evaluate the accuracy of the results since we know the truth underlying
the simulated data sets). In this article, we precisely develop a simulation model
of viral within-host genetic diversity and characterize the generated diversity under
various assumptions. The model that we propose provides the temporal evolution of
genotypes and their frequencies under various demo-genetic conditions, and allows
the generation of fast non-equilibrium demo-genetic dynamics. The characterization
of the within-host genetic diversity is performed numerically with several classical
diversity indices. This study enables us to point out key drivers of the within-host
viral diversity, namely the viral kinetics and the fast variation in genotype propor-
tions differently influencing genetic selection and drift.

Keywords: diversity indices, genome evolution, kinetic model, simulation model,
virus evolution, within-host pathogen diversity

4.2. Article 1
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1 Introduction

RNA viruses, such as Influenza A, Ebola and Hepatitis C viruses, are often referred
as fast evolving pathogens because of their high mutation rates and rapid genera-
tion time (Nelson and Hughes, 2015; Biek et al., 2015; Picard et al., 2017). These
characteristics hold at the multi-host level as well as at the within-host level. The
development of sequencing technologies has specifically contributed to unravel how
virus genetic diversity can be significant within a single host and that it may vary
spatially within the host as well as temporarily during the course of the infection
due to mutation, selection and genetic drift processes acting at the within-host scale
(Pybus and Rambaut, 2009; Alizon et al., 2011; Gutiérrez et al., 2012; Simmons
et al., 2012; Abel et al., 2015; Cuevas et al., 2015; Nelson and Hughes, 2015; Poirier
and Vignuzzi, 2017). Typically, a deep assessment of within-host genetic diversity
can be achieved using whole genome high-throughput sequencing (HTS) approaches
on serial samples collected from an important number of infected hosts. However,
and although most RNA viruses have relatively small genome sizes, accurate whole
genome sequencing of numerous samples still remains costly, time consuming and
require expertise in bioinformatics to select appropriate tools and approaches for
data analysis (Kulkarni and Frommolt, 2017). Alternatively, within-host genetic
diversity can be approached by high-throughput amplicon sequencing (HTAS) tech-
niques, which can be used to identify distinct genotypes for a target marker of a few
hundred bases length within the host while genotyping a high number of samples
through ad hoc multiplexing techniques (Galan et al., 2010, 2012; Piry et al., 2017).
Such techniques are less costly and produce data that can be easily handled and ana-
lyzed with limited computational resources and bioinformatics expertise (e.g., using
the R package dada2 for example; Callahan et al., 2016).

Today, within-host genetic diversity of virus is of particular interest for inferring
(potentially indirect) epidemiological links between hosts and even reconstructing
chains of transmission in outbreaks. Before the use of within-host genetic diver-
sity for such inferences, one essentially exploited the high mutation rate and rapid
generation time of viruses and analyzed the spatio-temporal structure of the viral
genetic diversity at the multi-host level (Brunker et al., 2012; Picard et al., 2017).
Typically, empirical and model-based approaches were designed to use information
on virus genetic diversity at the multi-host level and hence reconstruct transmission
links during outbreaks (Cottam et al., 2008; Morelli et al., 2012; Hall et al., 2015;
Jombart et al., 2014; Mollentze et al., 2014; Ypma et al., 2012, 2013; Lau et al.,
2015; Valdazo-González et al., 2015). In most of the earliest approaches that have
been developed, the host unit was (implicitly) considered as a spatially homogeneous
environment, within which the viral population at a fixed time was represented by a
unique sequence, such as the consensus or the majority sequence.
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However, recent approaches have exploited within-host genetic diversity and the
degree of genetic similarity (in a broad sense) between viral genotypes collected from
different hosts for transmission chain reconstruction (Alamil et al., 2019; De Maio
et al., 2018; Wymant et al., 2018; Leitner and Romero-Severson, 2018; Jombart et al.,
2014; Worby et al., 2014; Didelot et al., 2014; Walker et al., 2013; Morelli et al.,
2012; Murcia et al., 2012; Hughes et al., 2012). To evaluate the performance of these
approaches in numerous diverse and challenging settings, we need a simulation model
of viral within-host genetic diversity and some tools to characterize this diversity.
We precisely propose such a framework here, based on the work of Worby and Read
(2015) on the simulation of evolutionary and epidemiological dynamics, as well as
classical viral kinetic model and widely used diversity indices.

In our approach, within-host virus population is simulated by generating geno-
types (i.e., sequence fragments) and their proportions under different demographic
kinetics. The resulting computer-based demo-genetic dynamics can be generated
under numerous conditions and can be monitored like in real situations using HTAS
longitudinal samples (i.e., samples collected from a unique host at different times
during the infection). In the model, demographic effects are essentially represented
by a founder effect (i.e., the set of genotypes initiating the infection), which can be
relatively strong (Abel et al., 2015; Poirier and Vignuzzi, 2017), and a demographic
kinetic described by a set of differential equations and quantifying the variation of
the viral load during the course of the infection. We consider three examples of ki-
netic models: 1) a latency model representing an acute infection, 2) a latency model
representing a chronic infection and 3) a latency model with an immune response.
Genetic effects correspond to the mutation and replication processes. Nucleotide
substitutions are assumed to occur randomly at a constant rate. Mutation effects
are handled by classifying substitutions into lethal (leading to negative selection)
and non-lethal.

Genotype replication is simulated by successive over-dispersed multinomial draws
with a size equal to the current quantity of virions that is governed by the chosen
kinetic model. The replication success represents the fitness of the genotypes, which
can vary during the course of the infection via the over-dispersion of the multino-
mial draws. The over-dispersion is governed by a so-called shuffling process noising
the current vector of genotype proportions. When this process is applied, a rare
genotype at generation t can significantly increase in proportion at generation t+ 1.
This process implicitly mimics positive selection, genetic drift and spatio-temporal
variation in genotype multiplication (occurring, e.g., when a genotype invades a new
part of the host that is more favorable to it). Thus, overall, the stochastic model
that we propose implicitly or explicitly encompasses several biological mechanisms
such as natural selection and genetic drift and produces fast and non-equilibrium
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demo-genetic dynamics.
The model briefly described above was designed for the evaluation, in diverse and

challenging demo-genetics situations, of the performance of methods that reconstruct
transmission trees by exploiting within-host genetic diversity data. However, we
focus in this article on the characterisation of the genetic diversity resulting from this
simulation model. Thus, in what follows, we propose a comprehensive mathematical
description of the model and we investigate the influential parameters in terms of
temporal variation in genetic diversity. This investigation is performed using several
diversity indices, and contributes to a better understanding of the main drivers of
within-host genetic evolution and pathogen population divergence. These elements
are discussed in the last section of this article.

2 Theory and calculation

2.1 Kinetic models

In our study, we consider that within-host pathogen population size varies over time.
To quantify this temporal variation, we use kinetic models that were developed
to study non-equilibrium within-host dynamics of pathogens (Baccam et al., 2006;
Smith and Perelson, 2011; Beauchemin and Handel, 2011; Nowak and May, 2000;
Beauchemin et al., 2008; Saenz et al., 2010; Handel et al., 2010; Pawelek et al., 2012;
Canini and Perelson, 2014). These models are grounded on sets of ordinary differ-
ential equations (ODE) basically governing the numbers of susceptible target cells,
infected cells and virions. We chose three of these models (presented below) corre-
sponding to different situations: a model incorporating a latency in virus production
(Baccam et al., 2006; Beauchemin and Handel, 2011), a latency model correspond-
ing to a chronic infection, and a latency model incorporating an immune response
(Smith and Perelson, 2011; Saenz et al., 2010; Pawelek et al., 2012).

2.1.1 Acute and chronic infection models

The acute infection model is derived from a simple viral kinetic model describing
the dynamics between susceptible target cells (S), infected cells (I) and virions (V)
(Baccam et al., 2006; Beauchemin and Handel, 2011). It illustrates the eclipse phase
dynamics. The eclipse phase is the time span between the entry of the virus into
the target cells and the release of the virions produced by these newly infected cells.
The delay in the viral production is modeled by defining two separate populations
of infected cells: the infected population that is not yet producing virions, I1, and
the infectious population that is actively producing virions, I2. The following set of
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differential equations (Baccam et al., 2006; Beauchemin and Handel, 2011) defines
the latent model: 




dS

dt
= −βSV

dI1
dt

= βSV − kI1

dI2
dt

= kI1 − δI2

dV

dt
= pI2 − cV,

(1)

where the susceptible cells, S, are converted at rate β into infected cells, I1 upon
interaction with virions, V . Infected cells become infectious at rate k; in other words,
1/k is the average transition time from I1 to I2. The virions, V , are assumed to be
produced at rate p and cleared at rate c.

To model a chronic infection, we use the acute model of Eq. (1) and we assume
that the infectious cells I2 directly responsible for the production of virions are not
removed or lost. In that respect, the death rate of infectious cells I2 is set to zero
and the chronic model is defined by:





dS

dt
= −βSV

dI1
dt

= βSV − kI1

dI2
dt

= kI1

dV

dt
= pI2 − cV.

(2)

A schematic diagram of these acute and chronic models is shown in Figure 1.
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Figure 1: Schematic representation of the acute and chronic models defined respec-
tively by Eq. (1) and (2). The chronic model is obtained by setting the death rate
of infectious cells δ to zero.

2.1.2 Immunity-cured infection model

A third model accounts for the immune response.Innate immunity through interferon
(IFN) induction is modelled by adding two compartments to the acute-infection
model defined by Eq.(1): the IFNs (F ) and the refractory uninfected cells (R). The
rising adaptive immune response is modelled as an increase in the death rate of the
infectious cells, δ, after an initial delay. Thus the model with an immune response
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is defined by: 



dS

dt
= −βSV − φSF + ρR

dI1
dt

= βSV − kI1 −mI1F

dI2
dt

= kI1 − δI2 −mI2F

dR

dt
= φSF − ρR

dV

dt
= pI2 − cV

dF

dt
= qI2 − dF,

(3)

where: IFNs are secreted only by infectious cells I2 at rate q and decay at rate d; upon
exposure to these signalling proteins, all infected cells incur an (additional) death
rate m, and susceptible cells become refractory to infection at rate φ (refractory cells
revert to the susceptible state at rate ρ); δ is defined as follows:

δ =





δI if t < s

δIe
σ(t−s) otherwise,

where 1/δI is the mean lifespan of the infectious cells before the rise of the immune
response, and σ determines the speed at which the death rate increases after the
time s when the adaptive immune response starts (Pawelek et al., 2012).

A schematic diagram of the immunity-cured infection model (Eq. (3)) is given
in Figure 2.
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Figure 2: Schematic representation of the immunity-cured infection model defined
in Eq. (3). This schematic representation is an edited version (with permission) of
Pawelek representation (Pawelek et al., 2012).

2.1.3 Simulation settings

Values of parameters and initial values of variables used thereafter for simulating
changes in the viral load during 10 days are provided in Tables 1 and 2 for the three
kinetic models. All these parameters except the viral production rate are taken
from previous studies simulating the within-host viral kinetic (Baccam et al., 2006;
Pawelek et al., 2012). In these studies, parameters are estimated with a least square
approach between the kinetic model and experimental data collected from patients
infected by H1N1 (Baccam et al., 2006) or from unvaccinated ponies infected by EIV
(Pawelek et al., 2012).
The viral production rate, p, is chosen such that the maximum viral load reached
during the infection period is the same for the three different models. Let Vmax
denote the maximum viral load to be reached (we use Vmax = 106 virions). For
each model, parameter p is computed by minimizing (with respect to p) the squared

91



deviation, ∆p = (Vmax − V̄p)
2, between Vmax and the maximum value V̄p (over a

10-day time period) of the number of virions V obtained by solving the system of
ODEs.

2.2 Demo-genetic model with fast variation

To generate within-host genetic diversity of a pathogen population with a non-
equilibrium fast evolutionary dynamics, we build a discrete-time stochastic model
simulating genotypes and their frequencies at each generation during an infection
period. Numerous data sets can be generated with this model under various demo-
genetic situations that can lead to fast-evolving dynamics and consequently to sig-
nificant changes in the viral composition.

To generate the demo-genetic situations, we integrate several varying demo-
genetic factors, namely the kinetic model, the mutations and two fitness components
described in the following sections. The sum of genotype frequencies at each gener-
ation (i.e., the pathogen population size) is assumed to be the quantity of virions,
V , given by one of the three viral kinetic models presented in Section 2.1 (we only
need values of V at the discrete times corresponding to the generations; thereafter,
the generation and the day coincide). This conditional construction of the popula-
tion genetics given the demography allows us to consider very diverse demo-genetic
scenarios.

Host infection is initiated by the introduction of a single genotype defined by
a nucleotide sequence of length L, each nucleotide being uniformly drawn among
{A,C,G,T}. At any time t (i.e. generation) during the infection period, the within-
host pathogen population is represented by a set of n(t) different genotypes G(t) =
{g1(t), ..., gn(t)(t)} and their absolute frequencies F (t) = {f1(t), ..., fn(t)(t)}. Below,
to complement the definition of the stochastic demo-genetic model, we describe how
{G(t), F (t)} are generated by a sequential procedure, conditionally on {G(t−1), F (t−
1)} and V (t).

2.2.1 Growth

First, genotypes undergo a growth stage constrained by the fact that the total quan-
tity of genomes goes from V (t−1) =

∑n(t−1)
i=1 fi(t−1) to V (t). This stage is performed

with a conditional multinomial draw with size V (t) and probabilities P ∗(t−1) equal
to standardized noisy versions of the proportions P (t − 1) = 1

V (t−1)F (t − 1) of the
genotypes in the set G(t− 1) (Section 2.2.3 specifies P ∗):

F ′(t) | P ∗(t− 1), V (t) ∼ Multinomial (V (t), P ∗(t− 1)) , (4)
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where F ′(t) = (f ′1(t), ..., f
′
n(t−1)(t)) is the frequency vector of the n(t− 1) genotypes

constituting the G(t− 1) family after the growth stage.
After the growth stage and before the mutation stage, all genotypes with zero-

frequencies are removed. Hence, we introduce:

G∗(t) = {gi(t− 1) : i = 1, . . . , n(t− 1), f ′i(t) > 0} ⊂ G(t− 1)

= {g∗1(t), ..., g∗m(t)(t)},
the set of nonzero frequency genotypes (m(t) ≤ n(t−1) is the number of these geno-
types), and F ∗(t) = (f∗1 (t), ..., f∗m(t)(t)) the vector of the corresponding frequencies
(F ∗(t) is obtained by removing the null elements of the vector F ′(t)).

2.2.2 Mutations

Second, genomes undergo a mutation stage (followed by the elimination of the lethal
genomes; see Section 2.2.4).

At this stage, the number of the mutations Nv(t) occuring in the genome
v ∈ {1, . . . , V (t)} whose genotype is γv = (γv(1), . . . , γv(L)) ∈ G∗(t) follows a bino-
mial distribution with size L (which is the genome length) and probability µ (per
nucleotide per generation):

Nv(t) ∼
indep.

Binomial(L, µ), ∀v ∈ {1, . . . , V (t)}.

Let V(t) = {v = 1, . . . , V (t) : Nv(t) > 0} denote the set of genomes undergoing at
least one mutation. For each v ∈ V(t), Nv(t) indexes, noted j1, . . . , jNv(t), are selected
uniformly with replacement from {1, . . . , L} (using a drawing with replacement allows
us to take into account multiple mutations on the same nucleotide, the consequence of
this choice leading to a lower efficient mutation rate than µ; note however that given
the parameter values that we use in the application section, this event is extremely
rare). Then, for j from j1 to jNv(t), the nucleotide γv(j) is updated by drawing
randomly and uniformly a new nucleotide from the set {A,C,G,T} and excluding the
current value of γv(j).

Let γ̃v denote the genotype obtained using this iterative procedure. Eliminating
the lethal genomes (see Section 2.2.4), Ṽ(t) designates the set of remaining genomes
in V(t). Assigning (in an arbitrary order) the indicesm(t)+1, . . . ,m(t)+q(t) to these
q(t) genotypes (where q(t) is the length of Ṽ(t)), noting {g̃m(t)+1(t), . . . , g̃m(t)+q(t)(t)} =

{γ̃v : v ∈ Ṽ(t)} and g̃i(t) = g∗i (t) for each i ∈ {1, . . . ,m(t)}, the genotype set is
henceforth:

G̃(t) = G∗(t) ∪ {γ̃v : v ∈ V(t)}
= {g̃1(t), ..., g̃m(t)+q(t)(t)}.
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In that respect, the set of frequencies corresponding to the genotypes in the new set
G̃(t) is defined by:

F̃ (t) = F̃ ∗(t) ∪ {f̃γv : v ∈ V(t)}
= {f̃1(t), ..., f̃m(t)+q(t)(t)}.

where F̃ ∗ is the set of frequencies F ∗ uptaded by deducing the frequency of genomes
that were mutated and {f̃m(t)+1, . . . , f̃m(t)+q(t)(t)} is the vector of the q(t) genotype
frequencies; ∀k = m(t) + 1, ...,m(t) + q(t), fk = 1.

Then, genotypes whose frequencies are zero in G̃(t) are deleted, identical geno-
types are aggregated and their frequencies are summed. Thus, we obtain the set G(t)
of genotypes present in the host at time t, after the growth and mutation stages, and
F (t) the frequency vector of these genotypes.

2.2.3 Shuffling process

Here, we describe how we build probabilities P ∗(t − 1) equal to standardized noisy
versions of the proportions P (t − 1) and how it is used in the growth stage of the
demo-genetic model. Beyond the effect of mutation, genotype frequencies may vary
due to other mechanisms such as natural selection and random genetic drift (Lande,
1976). To implicitly account for the effect of such mechanisms into our within-host
pathogen evolutionary model, we incorporate a shuffling process into the model.
This process consists of drawing genotype proportions with an over-dispersion to
simulate the extra multiplication of low-proportion genotypes and/or the reduced
multiplication of high-proportion genotypes.

Let P denote a vector of proportions that sum to one (typically, P (t − 1) in
Section 2.2.1). The vector of proportions P ∗ provided by the shuffling process applied
to P is obtained by noising P with a centered Gaussian distribution:

P̃ | P ∼ N
(
P, σ2

)
, (5)

where σ2 = γ1×P γ2×(1−P )γ3 (γ1, γ2, γ3 ≥ 0); cutting P̃ off: P̂ = min(1,max(0, P̃ ));
and standardizing P̂ :

P ∗ =
1∑n
i=1 p̂i

P̂ , (6)

where P̂ = (p̂1, . . . , p̂n), n ∈ N∗. The effects of the shuffling parameters (γ1, γ2, γ3)
are detailed in Supporting Text S1. Briefly, the larger γ1, the larger the noise; the
smaller γ2, the more some low-proportion genotypes may reach high frequencies; the
smaller γ3, the more some high-proportion genotypes may reach low frequencies.
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2.2.4 Elimination of lethal genomes

A large proportion of mutations incurred by viral genomes are lethal (Fudala and
Korona, 2009; Sanjuán et al., 2004). We accounted for a proportion α = 0.4 of
lethal mutations by discarding the genomes with mutations in the first 40% of the
nucleotide positions along the sequence; the other mutations are considered neutral.
To allow the assessment of the presence or absence of lethal-genome elimination
given the viral kinetics, the proportion and the frequency of each genotype are then
re-scaled such that the sum of proportions is one and the sum of frequencies equals
V (t).

2.3 Genetic diversity indices

To measure the level of genetic diversity of the pathogen population within an in-
fected host at each generation t, we used several diversity indices. The first three
indices are haplotype diversity indices that depend on genotype abundance (Morris
et al., 2014). The fourth index quantifies pairwise genetic distances that depend on
sequence variation.

2.3.1 Richness (R)

The richness estimator R(t) is the simple count of different genotypes existing at
time t. It is equal to n(t). This index is therefore highly sensitive to rare genotypes.

2.3.2 Shannon index (H ′)

The Shannon diversity index is calculated as follows:

H ′(t) = −
R(t)∑

i=1

pi(t) log(pi(t)), (7)

where R(t) is the number of existing genotypes (richness) at time t and pi(t) is the
proportion of the ith genotype at time t. This index is both sensitive to rare and
abundant genotypes.

2.3.3 Gini-Simpson index (D)

The Gini-Simpson index also depends on the genotype proportions and is defined as
follows:

D(t) = 1−
R(t)∑

i=1

p2i (t), (8)

This index is sensitive to abundant genotypes.
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2.3.4 Jukes-Cantor distance

Pairwise indices require the comparison between each pair of sequences. Here, we
used the Jukes-Cantor distance (Jukes et al., 1969) to evaluate the within-host genetic
diversity. Supposing that the rate of nucleotide substitution is the same between any
pair of nucleotides, the Jukes-Cantor distance is defined in the following way:

d̄(t) = Eij [d(gi(t), gj(t))], (9)

where i and j represent two genotypes drawn randomly, independently and uniformly
from the genotype space and d(gi(t), gj(t)) is given by:

d(gi(t), gj(t)) = −3

4
log(1− 4

3
p(gi(t), gj(t))),

with p(gi(t), gj(t)) the mean pairwise distance (p-distance) between the two se-
quences gi(t) and gj(t). This p-distance is the proportion of nucleotide sites at
which gi(t) and gj(t) differ, and it is estimated by p̂(t) = nd/L (nd being the number
of nucleotide differences).

2.4 Methods

In order to study the impact of the demo-genetic factors on the within-host genetic
diversity, we measured the genetic diversity of pathogen populations by the above-
mentioned indices during 10 generations. Each pathogen population is characterized
by a set of viral genotypes generated via our evolutionary model where the length
of each genetic sequence was set to L = 330 nucleotides and the mutation rate was
set to µ = 10−5 mutation per nucleotide per generation. These populations differ
in the demo-genetic characteristics that are included through the kinetic model,
the shuffling process and the elimination of lethal genomes. For each demo-genetic
scenario, we performed 100 independent simulations of the temporal dynamics of the
within-host population.
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3 Results

Figure 3: Temporal variations in within-host genetic diversity under vari-
ous demo-genetic conditions. Row 1: within-host virion quantity under the three
models of viral load dynamics (in columns); each day corresponds to one generation.
Rows 2 to 5: within-host genetic diversity measured by richness (R), Shannon (H ′),
Gini-Simpson (D) and Jukes-Cantor (JC) indices, respectively. In each diversity
panel, the colors of the lines correspond to different demo-genetic conditions with or
without lethal-genome elimination and the shuffling process. Shaded areas delimit
the 95% confidence envelopes of the diversity.
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3.1 Cross-effects of the viral kinetic, the shuffling process and the
elimination of lethal genomes

Figure 3 shows, for three different viral kinetics, the temporal evolution of the genetic
diversity of the viral population within a host during an infection, computed from 100
replicates for each kinetic. The diversity is assessed with the four indices described in
Section 2.3: richness (R), Shannon (H ′), Gini-Simpson (D) and Jukes-Cantor (JC).
The kinetic models, which quantify the temporal variation of the viral load during the
infection, are those presented in Section 2.1: the acute model, the chronic infection
model and the immunity-cured infection model. The simulations are performed with
default parameter values, namely the kinetic parameters given in Tables 1 and 2,
α = 0.4 when lethal genomes are eliminated and (γ1, γ2, γ3) = (0.8, 0.4, 70) when the
shuffling process is applied.

Richness (R), Gini-Simpson (D) and Jukes-Cantor (JC) diversity indices are
more or less smoothed and delayed versions of the temporal dynamics of virions.
We however note that the number of different genotypes is strongly reduced by a
fast onset of the immune response (index R, Model 3). In contrast with the three
above-mentioned indices, there is a clear difference between the temporal patterns of
Shannon index (H ′) and virion abundance. In other words, the two Shannon peaks
in the acute infection model do not represent the same processes. The first peak is
linked to the appearance of diversity due to mutations and the increase in the size
of the pathogen population. The second peak is due to a strong genetic drift with
the decrease in the size of the pathogen population: the number and the abundance
of different genotypes decrease and the rare alleles remain (shuffling effect). In the
end, there is a high probability that two alleles taken at random are different. In
the chronic infection model where there is no bottleneck, we only see the first peak
related to the appearance of diversity. Shannon index is sensitive to the presence of
rare alleles, which occurs early in the dynamics when new genotypes appear. This
index collapses rapidly when maximum population size is reached, probably due to
the presence of ultra-dominant genotypes (the Gini-Simpson index is more sensitive
to the presence of dominant alleles). In the immunity-cured infection model, the
immune response provides rapid fluctuations in the population size and constrains
the number of genotypes (little diversity), which seems to generate a rapid succession
of small peaks that form a block.

Figure 3 shows that promoting non-equilibrium and fast variations with the shuf-
fling process induces a marked increase in the within-host genetic diversity, whatever
the index, even with lethal genomes (red and blue lines). In addition, the compar-
ison with Fig. S1 shows that the shuffling process also results in major qualitative
changes in the within-host diversity measured by the H ′ and S indexes, and to a
lesser extent by the JC index. There are two explanations to these observations.
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First, the shuffling process favors the number of genotypes (i.e. the richness R)
despite the mass at zero of the noisy proportions (see Section 2.2.3). Second, the
shuffling process favors the presence of a larger number of abundant genotypes, as
particularly illustrated with Shannon (H ′) and Gini-Simpson (D) indices that are
sensitive to abundant genotypes.

Figure 3 also shows, as intuitively expected, that negative selection against
lethal mutations (red and green lines) reduces the richness (R) by 60% both in the
presence and in the absence of the shuffling process (i.e., when viral multiplication
probabilities are noised). In contrast, lethal genome elimination seems to have little
impact on Shannon (H ′), Gini-Simpson (D) and Jukes-Cantor (JC) diversity in-
dices. Supporting Figures S1 and S2, which show the temporal changes in the four
diversity indices when the proportion of lethal mutations α varies between 0.2 and
0.4 (Sanjuán, 2010), essentially confirms this observation.

3.2 Fast changes in genotype proportions

In the shuffling process, the enhancement of low-proportion genotypes is governed
in particular by parameter γ2: the lower γ2, the larger the dispersion of the noise
affecting genotype proportions in the multiplication stage and, consequently, the
faster low-proportion genotypes reach large proportions. Figure 4 and Supporting
Figure S3 illustrating respectively simulations without and with lethal genome elim-
ination show that variation in γ2 generates significantly different temporal profiles
for all the diversity indices. The overdispersion obtained with small γ2 increases the
number of genotypes (R), the probability of substitutions (JC) and the evenness in
genotypes abundance (H ′). In addition, small γ2 values rapidly lead to a maximum
Gini-Simpson diversity (D). The two other shuffling parameters, γ1 and γ3, have
much less influence (apart for γ1 = 0) on the diversity indexes (Supporting Figures
S4 and S5).
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Figure 4: Simulated effects of the shuffling parameter γ2 on the levels of
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3.3 Changes in the number of mutations

The proportion of mutated genomes increases with the mutation rate µ and the
genome size L. Thus, higher µ and L lead to a faster increase in the proportion
of genotypes. Applying the shuffling process and eliminating the lethal genomes
or not, Figures 5–6 and Supporting Figures S6–S7 show that the diversity indices
are affected in a qualitatively similar manner by an increase in µ or L, which also
resembles to the effect of decreasing γ2 in the shuffling process. Unsurprisingly, the
proportion of different nucleotide sites (JC) tends to increase with the mutation
rate µ. Moreover, JC tends to decrease when the genome size L increases. For low
values of L (typically less than 100), JC is generally over-estimated (Tajima, 1993)
and, hence, the curve for L = 30 should be cautiously analysed. The decrease of
JC with increasing L (for values of L larger than 100) indicates that the typical
approximation of the p-distance arising in the formula of JC, namely p-distance
= 2µL/L = 2µ (Weir and Basten, 1990), does not hold with the settings and the
parameter values that we use. If this approximation was satisfied, JC should not
depend on L. Instead, given that we estimated the p-distance by the ratio between
the number nd of nucleotide differences and L, nd seems to increase more slowly
than 2µL when L increases. The increased proportion of genotypes is reflected by
an increased richness (R) and a faster increase of the Gini-Simpson diversity D up
to its maximum. The immune response mitigates the replication of new genotypes,
which does not ensure the genotype abundance evenness (H ′) even with high values
of mutation rate and genome size.
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within-host genetic diversity. Simulations performed with the shuffling process
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in within-host virion quantity predicted respectively by the three different kinetic
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4 Discussion

In this work, we introduced a stochastic model to simulate within-host pathogen
evolution during an infection in order to outline the demographic and genetic factors
shaping viral within-host genetic diversity. Our explicit model developed in a forward
framework allows us to monitor temporal changes (i.e., across generations) in within-
host genetic diversity computed under various demo-genetic scenarios. This model is
able to generate very diverse within-host scenarios in terms of viral load and genetic
diversity as we illustrate in the result section. Demographic effects are considered
mainly through the kinetic model quantifying the temporal variation of the viral load.
Genetic effects are considered through mutation and replication modes approximately
mimicking natural selection and genetic drift. These modes are based, in particular,
on the elimination of lethal genomes (leading to negative selection) and the shuffling
of genotype proportions generating over-dispersion with respect to multinomial draws
(leading to genetic drift and positive selection). Thus, by coupling the model that
we propose with a host-to-host transmission model, we will obtain a flexible basis to
challenge, in very diverse settings, the methods that reconstruct transmission trees
using within-host genetic diversity data (e.g. Alamil et al., 2019; De Maio et al.,
2018).

In contrast to the Wright-Fisher process considering that the total pathogen
population size is constant (Fisher, 1923; Wright, 1931; Imhof and Nowak, 2006)
and to the Worby and Read process (Worby and Read, 2015) assuming that the
size of the pathogen population converges to an attraction function via the sum of
binomial jumps, virion-quantity changes during an infection are explicitly modeled
(and hence controlled) in our approach, and we can use many existing viral kinetic
models found in the specialized literature. Previous studies often based on estimated
effective population size (Ne) or viral load show a positive relationship between pop-
ulation size and genetic diversity (Golubchik et al., 2013; Bailey et al., 2014; Nelson
and Hughes, 2015) supporting the neutral theory (Kimura, 1983). By accounting for
temporal variation in virus load (under different kinetic assumptions) and contrast-
ing diversity measures, we however observe a non-monotonous relationship between
pathogen population size and genetic diversity. This may result from the complex
interplay between diversity accumulation through time and changes in the size of the
pathogen population. Analysing and confronting the variations of different diversity
indices in further analyses may provide some clues on the main processes shaping
genetic diversity across time.

Interactions between genetic and demographic forces have been pointed out
in numerous studies; e.g., the pathogen population size can impact the mutational
robustness (Elena et al., 2007) as well as the random genetic drift robustness (LaBar
and Adami, 2017; Didelot et al., 2016; Kuo et al., 2009) and the intensity of selection
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(Frickel et al., 2018; Didelot et al., 2016; Gutiérrez et al., 2012), which directly affects
the composition of the viral population. Our study is an additional illustration of
such interactions. Consider as an example the demographic force consisting of the
immune response included in the kinetic model 3. The level of within-host genetic
diversity and the mutation rate are known to be positively correlated (Castellano
et al., 2020; Xu et al., 2019) and we clearly see this with the assessment of Richness
and Jukes-Cantor indices in Figure 5. However, the immune response reduces, in
general, the impact of mutation on diversity and reduces, in particular, the evenness
of mutant genotypes (Shannon index). By considering that the immune response
de facto induces an additional selective pressure, the negative effect of the immune
response on diversity can be viewed as a manifestation of the overall quick response of
rapidly mutating viruses (such as RNA viruses) to selection (Domingo and Holland,
1997; Holmes, 2009; Sanjuán, 2010). Interestingly, we observe a non-monotonic effect
of the immune response on the Shannon index since a higher diversity (i.e., here, a
higher level of homogeneity in genotype abundances) is achieved for an intermediate
value of the mutation rate, namely µ = 10−6 (Figure 5, 3rd row, 3rd column). This
observation results from a combined effect of the shuffling process and the immune
response since the non-monotonic effect does not hold when the shuffling process is
removed; see Supporting Figure S8.

As mentioned above, the model can easily incorporate more advanced kinetic
models of the number of virions and, hence, be used for example to study the within-
host pathogen diversity in the presence of treatment with therapeutic antiviral agents
(Smith and Perelson, 2011; Beauchemin et al., 2008), variation of virion infectivity
over time (Vaidya et al., 2010; Beauchemin and Handel, 2011), decay of viral in-
fectivity (Smith and Ribeiro, 2010), co-receptor switch (Alizon and Boldin, 2010)
and virion loss due to cell entry (Beauchemin et al., 2008). Another perspective
is the study of diversity by using more realistic mutation processes (Kimura, 1980;
Tavaré, 1986), or by including relative fitness depending on the genetic sequence or
on the frequency, which induces frequency-dependent selection (Alizon and Boldin,
2010; Sanjuán et al., 2004). However, to improve model realism, one must not only
consider the way the model components are defined, but one must also use real-
istic parameter values. The statistical estimation of the model parameters from
within-host genetic data is likely to be a challenge that firstly requires to assess what
accuracy level of data and what inference approach could be adequate.
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Table 1: Variables, parameters and values used in acute and chronic models (Eq.
1 & 2) (Baccam et al., 2006).

Symbol Definition Unit Value
S Uninfected cells that are susceptible to infection cells Initial value: 4 × 108

I1 Infected cells not producing virus cells Initial value: 0
I2 Infected cells actively producing virus cells Initial value: 0
V Viral load TCID50/ml Initial value: 4.9

β Rate of susceptible target cell infection (TCID50/ml)−1.d−1 5.3 × 10−6

k 1/k is the average transition time from I1 to I2 d−1 4

δ Death rate of infected cells I2 that actively produce virus d−1 3.8

p Viral production rate (TCID50/ml).d−1 0.05

c Clearance rate of virions d−1 3.8
*d: day

Table 2: Variables, parameters and values used in the delay model incorporating
an immune response (Eq. 3).

Symbol Definition Unit Value
S Uninfected cells that are susceptible to infection cells Initial value: 3.5 × 1011

I1 Infected cells not producing virus cells Initial value: 0
I2 Infected cells actively producing virus cells Initial value: 0
R Uninfected refractory cells cells Initial value: 0
F Interferon IFN fold change Initial value:5.3
V Viral load TCID50/ml Initial value: 3.5 × 10−1

β Rate of susceptible target cell infection (TCID50/ml)−1.d−1 8.3 × 10−6

φ Rate of the IFN-induced antiviral efficacy (IFN fold change)−1.d−1 9 × 10−4

ρ Reversion rate from refractory to susceptible state d−1 1.5

k 1/k is the average transition time from I1 to I2 d−1 0.55

δI Death rate of infected cells before the emergence of d−1 4
the adaptive immune response

m killing rate of infected cells by NK cells activated (IFN fold change)−1.d−1 2.9 × 10−3

by IFN
p Viral production rate (TCID50/ml).d−1 4.8 × 10−3

c Clearance rate of virions d−1 11.5

q Rate of IFN production (IFN fold change) cell−1 1.1 × 10−5

d Rate of IFN decay d−1 0.72
σ Speed of the death rate increase 4
*d: day
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Abstract

Collecting pathogen sequence data from multiple hosts in an infectious disease out-
break offers the possibility to infer who infected whom, potentially giving valuable
insights into the disease dynamics that can be useful to improve control strategies.
However, this general idea requires an effective approach to infer transmission path-
ways from such genetic data. The accuracy of the inference approach can be affected
by many factors and processes (e.g. sequencing properties and within-host pathogen
evolution). Here, we precisely investigate how such factors and processes influence
transmission reconstruction in various challenging demo-genetic situations. This in-
vestigation is carried out on SLAFEEL method, a Statistical Learning Approach For
Estimating Epidemiological Links from deep sequencing data. We performed a sen-
sitivity analysis of the relationship between SLAFEEL accuracy and the sampling and
demo-genetic factors that may impact virus evolution and transmission as well as
the collected data. Using Sobol’s indices, we quantified the impact of all factors on
SLAFEEL accuracy. Results show that the most influential factors are those affecting
the total diversity covering within- and between-host genetic diversity. Furthermore,
we identified an optimum for the total observed diversity, which allows the transmis-
sion network to be reconstructed with a relatively high level of accuracy.

Keywords: genetic diversity, inference accuracy, metamodel, sensitivity analysis,
simulation model, Sobol’s indices, viral transmission, within-host pathogen evolution

4.3. Article 2
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1 Introduction

Understanding how pathogens spread within host populations is crucial for effective
epidemiological predictions and control strategies that limit the spread of infectious
diseases. Reconstructing transmission links enables to get valuable insights, describ-
ing the history of infection between host units (Ferguson et al., 2001; Wallinga and
Teunis, 2004; Spada et al., 2004; Lloyd-Smith et al., 2005). In the past dozen years,
significant progress has been made in the development of methods for inferring epi-
demiological links from pathogen sequence data (Cottam et al., 2008; Morelli et al.,
2012; Mollentze et al., 2014; Jombart et al., 2014; Didelot et al., 2014, 2017; Lau
et al., 2015; Worby et al., 2016; De Maio et al., 2016, 2018; Skums et al., 2018;
Leitner and Romero-Severson, 2018; Wymant et al., 2018; Campbell et al., 2019)
As a result, estimating transmission links became increasingly accurate, robust and
rapid. However, the level of accuracy of these approaches may be impacted by many
complications such as sequencing properties and within-host viral evolution. Here,
we present a study aiming at determining which forces may obstruct the inference
of transmission events.

A panel of recent studies reveal that demographic and genetic factors playing
a role in within-host pathogen evolution and host-to-host transmission, as well as
sampling factors, may hinder or improve the ability to reconstruct transmission links
(Hang et al., 2007; Worby et al., 2014; De Maio et al., 2016; Soubeyrand, 2016; Worby
et al., 2016; De Maio et al., 2018; Campbell et al., 2018). These studies investigate
the predictive ability using simulated data generated by different R software codes
or packages like seedy (Worby and Read, 2015), outbreaker (Jombart et al., 2014)
and phybreak (Klinkenberg et al., 2017), providing transmission histories under a
variety of scenarios. The comparison between simulated and estimated transmission
chains enabled to assess in which scenario the inference approach performs appropri-
ately. This comparison was typically performed by assessing the proportion of correct
transmission source identification or by examining the receiver-operating character-
istic (ROC) curves (Krzanowski and Hand, 2009).

According to these studies, within-host variation (affected by the infectious pe-
riod and the transmission bottleneck), genetic diversity at transmission (limited by
transmission bottlenecks) and sampling techniques are the main factors influencing
the accuracy of transmission inference approaches. Moreover, some of these studies
were able to quantify the effect of the size of virtual populations and their mutation
and recombination rates. However, they did not investigate the role of factors that
significantly impact within-host genetic variability such as natural selection, and
variations in within-host population size through time (Alamil et al., 2020; Frickel
et al., 2018; Rousseau et al., 2017; LaBar and Adami, 2017; Didelot et al., 2016;
Gutiérrez et al., 2012; Kuo et al., 2009). Assuming that these factors could influence
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the accuracy of transmission routes reconstruction, we addressed their effect.
To gain insight into these issues, we study how well the SLAFEEL approach

(Alamil et al., 2019) performs with simulated data generated under various scenar-
ios depending on forces impacting within-host pathogen evolution, viral load and
the observation. SLAFEEL is a Statistical Learning Approach For Estimating Epi-
demiological Links of infectious diseases (caused by fast-evolving pathogens) from
deep sequencing data. Its principle is to learn the structure of the epidemiologi-
cal links with a pseudo-evolutionary model applied to training data, and then to
use this initial training stage for the inference of the links for the whole data set.
Modelling pathogen evolution within the host, virus transmission between hosts, and
sequencing, we simulate a broad range of outbreak scenarios under multiple demo-
graphic, genetic and sampling conditions impacting the observed pathogen diversity.
Then, we apply sensitivity analysis methodology for exploring the relationship be-
tween SLAFEEL accuracy and the uncertainty about factors that may impact the virus
evolution, transmission and sampling. This sensitivity analysis based on Sobol’s in-
dices (Sobol, 1967, 1976; Saltelli et al., 2000, 2008) is designed to uncover the most
influential factors on the efficiency of SLAFEEL in inferring transmission links.

Beyond unravelling the links between SLAFEEL accuracy and the factors men-
tioned above, we investigate the relationship between SLAFEEL accuracy and an ag-
gregated indicator measuring the total observed genetic diversity of the pathogen
population within and across hosts. This indicator can be viewed as a measure of
the information brought, through the prism of observation, by genetic data for the
inference of epidemiological links during an outbreak.

Finally, this work provides an opportunity to identify the optimal operating
range of the first version of SLAFEEL, and points out the need to further explore the
advantage and the difficulty of exploiting the within-host genetic variation of the
pathogen to infer transmission links.

2 Model and methods

To investigate the relationship between the accuracy of the reconstruction of trans-
mission chains (using SLAFEEL) on the one hand, and demographic, genetic and
sampling factors (that may impact observed data) on the other hand, we simu-
lated data from a flexible stochastic model of evolution, transmission and sampling
of pathogen sequence populations (which allows us to consider multiple scenarios
characterized, e.g., by low/high mutation rates, low/high fitness differences between
viral variants, low/high sampling effort, slow/rapid outbreak, weak/strong transmis-
sion bottleneck...), and performed a sensitivity analysis after applying the SLAFEEL
method to each simulated data set.
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2.1 Within-host pathogen evolution

Alamil et al. (2020) proposed a flexible stochastic model of the temporal changes
in the within-host genetic composition and size of a viral population. This model
provides, across virus generations, sequences and frequencies of variants under dif-
ferent demo-genetic situations. In this model, demographic effects are handled via
the initialisation of infection (with a single variant or multiple variants) and the
use of a demographic kinetic model (e.g., described by a set of ordinary differential
equations) specifying the viral load during the course of infection. Genetic effects
are conditional on the demography and correspond to the mutation and replication
processes of virus variants subjected to natural selection and random genetic drift.
Nucleotide substitutions are assumed to occur randomly at a constant rate µ > 0,
and are classified as lethal (extreme negative selection) and non-lethal. The replica-
tion of non-lethal variants can be impacted by a sort of frequency-dependent selection
amplifying temporal fluctuations in the frequencies of variants. These fluctuations
are governed by a shuffling process, which yields more or less noisy variant propor-
tions with respect to the current ones and implicitly accounts for the effect of viral
evolution by natural selection and random genetic drift. The shuffling process is
parameterized by the vector (γ1, γ2, γ3) ∈ R3

+. From Alamil et al. (2020), γ2 (which
directly allows rare variants to reach relatively high proportions) has a particularly
large impact on the within-host genetic diversity.

2.2 Host-to-host transmission dynamics

We model the transmission dynamics as a stochastic, individual-based, SI (suscep-
tible – infectious) model conditional on the within-host dynamics of the pathogen
in infected hosts. The host units are assumed to form a completely mixing popu-
lation of size M , in which two hosts have equal contact probability whatever the
hosts and their infection state. The outbreak is initiated at time t = 0 with the
introduction of a single pathogen genome in a single host, the remaining individuals
being susceptible. At any time, a given host is either in the susceptible state (S)
or in the infectious state (I). An infectious host remains in this state during exactly
∆ = 10 days; it cannot be re-infected during the infectious period, and returns in
the susceptible state afterwards. The pathogen spreads within the host population
through direct contacts between infectious and susceptible hosts (the viral load in
the infectious host determines the probability for a contact to lead to a transmission
event).

The set of contact times Th between the infectious host h and susceptible hosts
forms a non-homogeneous Poisson process (over the temporal window corresponding
to the infectious period of h) with intensity function λS(t) depending on a constant
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contact rate λ > 0 and the time-varying number of susceptible hosts S(t). If Th

is not empty, for each contact time Thi included in Th, i = 1, . . . , Nh with Nh the
number of contacts between h and susceptible hosts during the infectious period of
h, we denote Hhi the susceptible host in contact with h and Ph(Thi) the probability
of transmission from h to Hhi. The probability Ph(Thi) does not depend on Hhi

because the susceptible hosts are assumed to be equally susceptible, but depends
on Thi because the viral load in h at the contact time is assumed to impact the
transmission success. It is assumed to satisfy:

Ph(Thi) =
Vh(Thi)

V max
h

,

where Vh(t) is the viral load in h at time t and V max
h is the maximum value of Vh

during the infectious period.
The viral kinetic and composition in the host Hhi is initiated at time Thi by

sub-sampling at the same time the viral population within the source host h. At
transmission time Thi, in h the size of this viral population is Vh(Thi) and the vector
of variant proportions is denoted by ph(Thi). The initial vector of variant frequencies
FHhi(Thi) in Hhi is modeled as a multinomial draw with size equal to the ceiling
value of τVh(Thi) and with the vector of probabilities ph(Thi):

FHhi(Thi) ∼ Multinomial (dτVh(Thi)e, ph(Thi)) ,

where τ > 0 is the relative transmission bottleneck, i.e. the proportion of the viral
population in h that is transmitted to host Hhi.

2.3 Sampling

The sampling time, denoted by T samp
h , of the viral population in an infected host h

is drawn from an exponential distribution whose ‘zero’ is the time at which the viral
load in h exceeds 60% of its maximum value V max

h and which is cut off for avoiding
T samp
h to be beyond the end of the infection:

T samp
h − th = max{Xh, T

inf
h + ∆− th}

Xh ∼ Exponential(η)

where th = mint∈[T inf
h ,T inf

h +∆]{Vh(t) = 0.6 × V max
h }, T inf

h is the time of infection of
host h, and η > 0 is the rate of the exponential distribution (we remind that ∆ is
the infection duration and is equal to 10 days). Then, a set of N aligned genetic
fragments of L nucleotides are sampled from the infected host h using a multinomial
distribution with vector of probabilities equal to ph(T samp

h ). L is the size of the
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sequenced fragment, and N is the sequencing depth. We assume that T samp
h is both

the sampling time of the viral population in h as defined above and the time at which
h is observed as infected.

2.4 Simulation of outbreak scenarios

To evaluate the accuracy of SLAFEEL in estimating epidemiological links, we investi-
gate a broad range of outbreak scenarios.

In terms of demography, we consider four situations where the viral load in any
infectious individual is drawn from one of the following viral kinetic model:

• K1: acute infection kinetic model (see Eq. 1-3 in Baccam et al. 2006);

• K2: acute infection kinetic model with a latent period (see Eq. 1 in Alamil
et al. 2020 and Eq. 5-8 in Baccam et al. 2006);

• K3: immunity-cured infection kinetic model (see Eq. 3 in Alamil et al. 2020
and Eq. 3 in the Supporting Text S1 of Pawelek et al. 2012);

• Kmixed: one of the three previous models randomly and equiprobably selected.

In addition, we vary two sampling parameters (the size of sequenced fragments L
and sequencing depth N), two parameters relating to virus evolution (the mutation
rate µ and the shuffling parameter γ2), two epidemiological parameters (the contact
rate λ and relative transmission bottleneck (transmission rate) τ), and the host
population size M . Although the number of infected hosts is not controlled, we
discard simulations with less than 10 infected hosts, and we stop outbreaks when
they reach 30 infected hosts. The parameters and their values (or ranges) used to
simulate outbreaks are summarized in Table 1.
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Table 1: Parameters and values (or ranges) used to simulate outbreaks.

Symbol Definition Unit Value/range
Within-host pathogen evolution
µ Mutation rate mutation per nucleotide [5× 10−7; 5× 10−5]

per generation
γ1 First shuffling parameter 0.8
γ2 Second shuffling parameter [0; 1]
γ3 Third shuffling parameter 70
α Proportion of lethal genomes 0.4

Acute infection model without delay
S Uninfected cells that are susceptible cells Initial value: 4× 108

to infection
I Infected cells cells Initial value: 0

V Viral load TCID50/ml Initial value∗: 3.5× 10−1

β Rate of susceptible target cell infection (TCID50/ml)−1.d−1 3.4× 10−5

δ Death rate of infected cells d−1 3.4

p Viral production rate (TCID50/ml).d−1 0.0239

c Clearance rate of virions d−1 3.3

Acute infection model with delay
S Uninfected cells that are susceptible cells Initial value: 4× 108

to infection
I1 Infected cells not producing virus cells Initial value: 0
I2 Infected cells actively producing virus cells Initial value: 0
V Viral load TCID50/ml Initial value∗: 4.9

β Rate of susceptible target cell infection (TCID50/ml)−1.d−1 5.3× 10−6

k 1/k is the average transition time from d−1 4
I1 to I2

δ Death rate of infected cells I2 that d−1 3.8
actively produce virus

p Viral production rate (TCID50/ml).d−1 0.05

c Clearance rate of virions d−1 3.8

Immunity-cured infection model
S Uninfected cells that are susceptible cells Initial value: 3.5× 1011

to infection
I1 Infected cells not producing virus cells Initial value: 0
I2 Infected cells actively producing virus cells Initial value: 0
R Uninfected refractory cells cells Initial value: 0
F Interferon IFN fold change Initial value:5.3
V Viral load TCID50/ml Initial value∗: 3.5× 10−1

β Rate of susceptible target cell infection (TCID50/ml)−1.d−1 8.3× 10−6

φ Rate of the IFN-induced antiviral efficacy (IFN fold change)−1.d−1 9× 10−4

ρ Reversion rate from refractory to susceptible d−1 1.5
state

k 1/k is the average transition time from d−1 0.55
I1 to I2

δI Death rate of infected cells before the d−1 4
emergence of the adaptive immune response

m Killing rate of infected cells by NK cells (IFN fold change)−1.d−1 2.9× 10−3

activated by IFN
p Viral production rate (TCID50/ml).d−1 4.8× 10−3

c Clearance rate of virions d−1 11.5

q Rate of IFN production (IFN fold change) cell−1 1.1× 10−5

d Rate of IFN decay d−1 0.72
σ Speed of the death rate increase 4

Host-to-host transmission dynamic
∆ Duration of infection of each host days 10

M Host population size hosts [103; 5× 107]

λ Contact rate [5× 10−4; 1]

τ Transmission rate (Relative transmission [10−6; 1]
bottleneck)

Z Number of infected hosts hosts 30

Sampling
N Sequencing depth fragments [1; 500]
L Fragment size nucleotide bases [30; 900]
η Rate of the exponential law used 2/3

for defining sampling times
* Only for the first infected host.
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2.5 Inference of transmission links

We use the SLAFEEL approach for inferring epidemiological links from deep sequenc-
ing data. Here, we only sketch this approach that is graphically represented and
detailed in Alamil et al. (2019). SLAFEEL is grounded on statistical learning and a
pseudo-evolutionary model. This model concisely describes transitions between sets
of sequences sampled from different host units and is used to assess the probability of
source-recipient pairs under epidemiological constraint. The model was designed as
a regression function where the response variable is the set of sequences S observed
from a recipient host and the explanatory variable S0 is the set of sequences observed
from a putative source. The coefficients of the regression are weights accounting for
the gain and loss of virus variants during within-host evolution and their loss during
between-host transmission. These weights measure how much each sequence in S0

contributes to explain the sequences in S.
Based on the pseudo-evolutionary model, we define a penalized pseudo-likelihood.

One can consider different shapes for the penalization depending on the hypotheses
that one makes and the available data. Here, we consider a penalization such that
the distance between sequences in S and their contributing sequences in S0 is consis-
tent with known features, namely with its expected value and its variance estimated
from the training data set. This penalization corresponds to the H2-normal shape
proposed by Alamil et al. (2019). The strength of the penalization is calibrated with
the training data and, using the optimal penalization parameter value(s), we provide
a quantitative assessment of the link intensity between any recipient host and any
putative source.

In this approach, one has to a priori determine the putative sources for each
infected host. Here, we assume that any host observed as infected up to 2 days after
observation of the focal host h is a putative source for h.

Training data that are used to calibrate the penalization in the model consist
of the knowledge of the source hosts for a set of six hosts at the most randomly
drawn among the infected hosts. The number of transmissions that are known may
be lower than 6 when some of the hosts that are drawn have very small viral loads
at the sampling time and, consequently, no sequence can be sampled.

The performance of SLAFEEL in inferring epidemiological links is evaluated with
an accuracy measure, namely the proportion of correct source identification, i.e. the
proportion of hosts in each simulated outbreak for which the actual source coincide
with the putative source with the highest link intensity.
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2.6 Sensitivity analysis

We apply global sensitivity analysis to identify the key demographic, genetic and sam-
pling factors impacting the reconstruction of epidemiological links. Schematically, a
sensitivity analysis consists in: (i) determining the input parameters and assigning
their respective variation ranges or their probability distributions; (ii) sampling the
parameter space with a numerical experimental design; (iii) running the code yield-
ing the output variable for each point in the parameter space; and (iv) assessing the
influence of each input factor on the output variable by computing sensitivity indices
(Faivre et al., 2016; Saltelli et al., 2000).

In our study, the input are demo-genetic factors whose impact on the within-host
pathogen evolution has been demonstrated (Alamil et al., 2020), as well as factors
related to host-to-host viral transmission and pathogen sampling. These factors are
mentioned in Section 2.4 and are recalled here: host population size (M), mutation
rate (µ), sequencing depth (N), transmission rate or relative transmission bottleneck
(τ), contact rate between hosts (λ), shuffling parameter (γ2), sequenced fragment size
(L) and viral kinetic model quantifying the temporal viral load within a host through
time (K).

The ranges of parameters and the modalities of the kinetic model that are
considered in the sensitivity analysis are given in Table 2.

Table 2: Variation ranges of the input parameters and modalities of the kinetic
model.

Parameter Description Set of values

M Population size [103; 5× 107]

µ Mutation rate [5× 10−7; 5× 10−5]

N Sequencing depth [1; 500]

τ Transmission rate [10−6; 1]

(Relative bottleneck size)

λ Contact rate [5× 10−4; 1]

γ Shuffling parameter [0; 1]

L Sequenced fragment size [30; 900]

K Viral kinetic model {K1,K2,K3,Kmixed}
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To assess the relative influence of evolution, transmission and sampling param-
eters on SLAFEEL performance, we compute the following variance-based sensitivity
indices (or Sobol indices): the first-order sensitivity index (I1) and the total sensi-
tivity index (Itot) (Saltelli et al., 2000, 2008; Monod et al., 2006). I1 is a measure of
the main effect of the input factor of interest on the output variable. Itot is a mea-
sure of the influence of the input factor of interest when one also takes into account
its interactions with other input factors. These indices vary between 0 and 1 and
Itot ≥ I1. The larger the index, the larger the influence of the input variation (or
uncertainty) on the output variation.

To reduce computational time, Sobol indices are computed using a fractional
factorial design with resolution V (Droesbeke et al., 1997; Saltelli et al., 2000) to
generate 44 = 256 different parameter combinations. The input parameters are
equally treated by fixing four levels for each parameter (the number of levels was
fixed according to the number of modalities for the unique qualitative input that we
considered, namely the number of options for the kinetic model K). The levels of the
quantitative variables were set following an OAT (one-at-time) study (Daniel, 1973;
Saltelli et al., 2000, 2008).The OAT method allowed us to statistically explore how
the accuracy of SLAFEEL evolves according to each input parameter. Varying one
parameter at a time (and fixing the other parameters) helped us in identifying the
values of this parameter at which eventual significant changes in SLAFEEL accuracy
are observed; then, these eventual values were used to define the above-mentioned
levels. For each parameter combination, 20 independent replications are made (a
replication consists of simulating an outbreak, sampling data and inferring trans-
mission links with SLAFEEL). Then, the relationship between SLAFEEL accuracy and
input factors is modeled with a generalized linear meta-model taking into account
interactions up to order 2 and assuming that the response variable is drawn from a
beta distribution. Using this meta-model we predict SLAFEEL accuracy for 17, 000
new different parameter combinations generated with a Latin hypercube sampling
(lhs), and we estimate Sobol indices using the Monte Carlo method described by
Monod et al. (2006).

2.7 Total observed diversity

The total observed diversity quantifies the level of diversity between sequences sam-
pled from infected hosts and accounts for intra- and inter-host diversity. It is calcu-
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lated as follows:

D =
1

|S|
∑

S∈S

1

|S|(|S| − 1)

∑

S,S′∈S
S 6=S′

d(S, S′)

+
1

|S|(|S| − 1)

∑

S,S′∈S
S6=S′

1

|S||S′|
∑

(S,S′)∈S×S′
d(S, S′),

(1)

where the first term measures the average within-host genetic diversity and the sec-
ond term measures the average between-host diversity. d(S, S′) is the Jukes-Cantor
distance between two sequences S and S′ measured by −3

4 log(1− 4
3n(S, S′)); n(S, S′)

is the number of different nucleotides between the two sequences S and S′ (Jukes
et al., 1969); | · | is the cardinal operator that gives the number of elements in the set
under consideration; S (or S′) is the set of genotypes observed from a given infected
host in the sampled population; S is the set of all the sets of genotypes S observed
from the population.

3 Results

3.1 Strong effect of kinetic and shuffling on SLAFEEL accuracy

The mean (over 20 replicates) of SLAFEEL accuracy computed for each of the initial
256 parameter combinations varies between 0.08 and 0.97. This range of values
illustrates the significant variability in the accuracy with the input factors that we
consider. The computation of Sobol indices shows that the kinetic model has the
largest impact on SLAFEEL accuracy (Itot = 0.78; Figure 1). Then, one observes
some influence of the shuffling parameter, the mutation rate, the sequencing depth
and the transmission rate with Itot equal to 0.21, 0.05, 0.045 and 0.035, respectively.
In contrast, the variations of the size of the host population, the contact rate and
the sequence fragment size, have a negligible impact on the accuracy. Interactions
have a relatively small effect on the accuracy, and the principal effects represent
more that 70% of the total effect for the kinetic model, the mutation rate and the
sequencing depth. Note that, including the 2nd-order interactions, the meta-model
explains 66% (generalized R2) of the variability of SLAFEEL accuracy.

Figure 2 illustrates the relationship between each input factor and SLAFEEL
accuracy. It materializes, beyond the Sobol indices, how the accuracy of SLAFEEL
varies with diverse input factors. In particular, the reconstruction of transmissions is
the poorly accurate when all the hosts have a viral kinetic corresponding to an acute
infection with a delay in the production of virus (K2), whereas it is especially efficient
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Figure 1: First-order and total Sobol indices for the seven input parameters and
the kinetic model modality with respect to the mean accuracy of SLAFEEL.

when the kinetic includes an immune response (K3). Moreover, we observe a clear
average increase in SLAFEEL accuracy when the shuffling parameter increases. More
marginally, increasing the mutation rate, the sequencing depth and the sequence
fragment size negatively affects the performance.

Supporting Figures S1 and S2 give the results of a sensitivity analysis performed
for the standard deviation of SLAFEEL accuracy (i.e., the standard deviation that is
observed among the 20 replicates for a given combination of parameters). Thus, one
can evaluate how variations in the input factors impact the variability of SLAFEEL
performance between replicates drawn from the same parameter combination. Based
on the moderate values of Sobol indices and the moderate range of variation of the
standard deviation, SLAFEEL performance is relatively stable across replicates. We
however notice relatively large effects of the sequencing depth, the transmission rate,
the shuffling parameter and the kinetic model, in particular when interactions are
taken into account. In particular, the larger the sequencing depth (or the narrower
the relative transmission bottleneck), the larger the variability between replicates.
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Figure 2: Relationship between input parameters and the predictions of SLAFEEL
mean accuracy. Each point in the scatter plots represents the mean of accuracy
predicted by the generalized linear meta-model. Solid orange line: local 2-degree
polynomial regression (LOESS: LOcally weighted Scatterplot Smoother). Last panel:
violin plot representing the effect of the kinetic model (qualitative variable) on the
mean accuracy.

3.2 Identification of an optimal total observed diversity

Alamil et al. (2020) studied the link between parameters of the within-host pathogen
evolution model and the within-host diversity of the pathogen. Here, we firstly ex-
plore the link between input factors considered in the sensitivity analysis (including
those related to within-host pathogen evolution but also those related to host-to-
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host transmission and sampling) and the observed diversity. The observed diversity
is measured by the total observed diversity given by Equation (1). The sensitivity
analysis shows that the observed diversity is especially influenced by the sequence
fragment size (Itot = 0.80), the kinetic model (Itot = 0.39) and the shuffling param-
eter (Itot = 0.11), with a large contribution of interactions between input factors
(Figure 3).

The presence of the kinetic model and the shuffling parameter among the most
influential input for both the SLAFEEL accuracy and the observed diversity leads us
to explore the relationship between the SLAFEEL accuracy and the observed diversity.
We see a non-monotonous relationship between these variables (Figure 4), with an
optimal total observed diversity (around 0.005) maximizing the average SLAFEEL
accuracy. In addition, this optimal value correspond to a relatively low variability of
SLAFEEL performance between replicates (Supporting Figure S3).
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Figure 3: First-order and total Sobol indices for the seven input parameters and
the kinetic model modality with respect to the mean total diversity.
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Figure 4: Predicted mean accuracy versus predicted total observed diversity. Solid
orange line: LOESS smoother. Dashed blue lines: corresponding 95% pointwise
prediction interval.

4 Discussion

The aim of this study was to investigate how demographic, genetic and sampling
forces (related to the within-host pathogen evolution and viral load, the trans-
mission between hosts and the observation) impact the ability of reconstructing
outbreaks from pathogen sequence data informing the within-host diversity of the
pathogen. We addressed this question by designing a sensitivity analysis to explore
how SLAFEEL (statistical learning approach for estimating epidemiological links from
sequence data; Alamil et al., 2019) performs with simulated data generated under
various scenarios depending on demographic (kinetic model), evolutionary (mutation
rate and shuffling parameter) and sampling (sequencing depth and sequenced frag-
ment size) factors. Our results indicate that the viral kinetic model (characterizing
the within-host pathogen demography) has the strongest effect on the accuracy of
SLAFEEL: kinetics corresponding to acute infection with a delay in the production
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of virus (K2) decrease the SLAFEEL performance, whereas kinetics including immune
response (K3) increase it. Moreover, we observed that increasing the shuffling rate
or decreasing the mutation rate increases SLAFEEL accuracy (increasing the shuffling
parameter or decreasing the mutation rate reduces the number of variants but in-
creases the number of ‘variants with non-negligeable proportions’ that are likely to
be more easily followed throughout the transmission chains). These factors were all
identified as influencing the within-host genetic diversity during the infection pe-
riod (Alamil et al., 2020). Nevertheless, instead of observing a simple relationship
between observed within-host diversity and SLAFEEL accuracy, we highlighted a non-
monotonous relationship and even identified an optimal total observed diversity for
an efficient reconstruction of transmission links.

De Maio et al. (2016) and De Maio et al. (2018) also investigated the impact
of evolutionary, transmission and sequencing factors on the reconstruction of trans-
mission links. From a methodological perspective, these investigations were carried
out by assessing the performance of SCOTTI and BadTrIP with a battery of different
scenarios drawn from a fixed base scenario viewed as a benchmark without taking
into account interactions between evolutionary, transmission and sequencing factors,
whereas we handle these interactions in the sensitivity analysis framework that we
used.

Some of the results provided by De Maio et al. are consistent with our results.
For instance, De Maio et al. (2016) demonstrated that reducing the efficiency of
the transmission bottleneck and increasing the within-host effective population size
(which both increase within-host genetic variation) lead to a decline of SCOTTI accu-
racy. This is consistent with our study showing that an increase in the mutation rate
and a decrease in the shuffling parameter (which both lead to an augmentation of the
within-host genetic diversity; Alamil et al., 2020) tend to globally reduce SLAFEEL
accuracy.

We however establish other results that cast a different light on transmission
reconstruction from genetic data and illustrate the complexity and challenging nature
of the problem. For example, De Maio et al. 2016 show a 15% increase in SCOTTI
accuracy by exploiting sequences 10 times longer than the sequences exploited in
the base scenario. In contrast, we observe that longer fragment sizes tend to reduce
SLAFEEL accuracy, certainly because they lead to a large number of variants including
many rare variants (as large mutation rates do) and, consequently, some difficulty in
following variants throughout the transmission chains for the considered sequencing
depth. Even if SLAFEEL is constructed to detect and exploit the links between a rare
variant and its close relative with non-negligible proportion (thanks to the smoothing
term), we should improve it in this respect to better exploit information contained
in observed rare variants (such an improvement should also certainly help in better
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exploiting large sequencing depth with SLAFEEL).
Another example of discrepancy is the link between transmission bottleneck

and the performance in reconstructing who infected whom. De Maio et al. (2018)
stated that the stronger the transmission bottleneck, the more accurate BadTrIP.
The interpretation of De Maio et al. is that less variants are shared between hosts
with strong bottleneck and, hence, variants carrying specific mutations are more
informative for inferring the epidemiological links. In contrast, with the experimental
design that we used, SLAFEEL is more accurate with weak transmission bottleneck
(i.e., τ). Thus, it seems that SLAFEEL better performs when they is a sufficiently
large number of shared variants, but this property should be more precisely studied.

These similarities and dissimilarities have however to be considered with caution.
Indeed, interactions between factors are not taken into account by De Maio et al.
(2016, 2018), but also the demographic, evolutionary and sampling settings are quite
different. Thus, De Maio et al. (2016) limited the number of SNPs (substitution)
to 3-4 SNPs per sampled host, and hence limited viral diversity. De Maio et al.
(2018) allowed the sampling of a maximum of 100 sequences. De Maio et al. (2016,
2018) used a constant within-host pathogen population size. We considered relatively
short sequence fragments. Beyond the comparison between the different studies, the
sensitivity analysis that we performed allows us to identify situations where SLAFEEL
could be improved, namely and essentially, when the observed diversity is large.

As illustrated by Table 1, we vary only a limited part of the input factors in
the sensitivity analysis. The impact of the other factors could be explored in further
studies. In particular, a sensitivity analysis could be performed for exploring the
tuning options in SLAFEEL, such as the penalization shape, the smoother, but also
the training data. From this perspective, using the simulations performed in the
sensitivity analysis presented in this article, we display the impact of the number
of training hosts on SLAFEEL accuracy (see Supporting Figures S4 and S5). The
sampling scheme was not designed to address this question and we have only a small
number of cases with low numbers of training hosts. A dedicated sensitivity analysis
should be carried out to confirm the impression given by Figure S4 that SLAFEEL is
better with six training hosts than with two.
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4.4. Key points of Chapter 4

+ Interactions between demographic and genetic processes
within a host during an outbreak affect directly the within-
host viral composition leaving uncertainty around the
reconstruction of transmissions within outbreaks.

+ An important step towards the accurate inference of epi-
demiological links was to exploit the within-host genetic
data and examine the impact of the demo-genetic fac-
tors on the ability of our approach (presented in chapter
3) to infer epidemiological links.

+ To obtain a more accurate estimation of transmission
pathways from pathogen sequence data, we proposed
to: exploit genetic samples with potentially multiple
variants from each host, assess the genetic diversity
within and between hosts before attempting the trans-
mission inference and combine adequate temporal and
contact data with the genetic data.
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Chapter 5
Conclusion and perspectives

5.1. General conclusion
The main objective of this thesis was to develop an accurate, robust and rapid sta-
tistical approach adapted for inferring epidemiological links of infectious disease
caused by fast-evolving pathogens, mainly viruses, from deep sequencing data
reflecting the within-host diversity of the pathogen. To achieve this goal we have
attempted to answer the questions addressed in Section 1.2 as follows.

5.1.1. Introducing a statistical learning approach for
inferring epidemiological links

We proposed an exploratory statistical approach, called SLAFEEL, investigating
epidemiological links between host units from deep sequencing data; hosts
can designate, for example, individuals, households, farm premises and agri-
cultural fields. SLAFEEL is based on a pseudo-mechanistic evolutionary model
and grounded on statistical learning (Friedman et al., 2001; James et al., 2013),
and was conceived as a rather weakly-demanding tool in terms of computer re-
sources to offer the opportunity, in the future, to tackle big data sets with respect
to host number, sequencing depth and sequence size (Pfeiffer and Stevens, 2015;
Vatsavai et al., 2012; Ziegler and König, 2014). The pseudo-evolutionary model is
inspired by (but does not stick to) a mechanistic vision of transmission and micro-
evolutionary processes underlined by some assumptions that are expected to
guide transmission inference. A statistical learning approach is proposed to learn
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the similarities and differences in within-host genetic diversity that are expected
between a recipient and its source, and, thus, intrinsically handle sequencing
errors and avoid to rely on eventually misleading mechanistic assumptions. To
sum up, the mechanistic assumptions are replaced by training data for constrain-
ing the inference of transmission links. The training data can consist of either
classical contact information such as contact tracing, contact information based
on a preliminary analysis applied to a subset of the genetic data, or proxies of
contact information such as geographical distances between host units (see Chap-
ter 3), social connections (Keeling and Eames, 2005; Skums et al., 2018b) and
geographical connectivity via air masses for airbone pathogens (Choufany et al.,
2019; Leyronas et al., 2018). Overall, the concept underlying SLAFEEL consists of
learning the structure of the epidemiological links with a pseudo-evolutionary
model applied to training data, and then to use this initial training stage for the
inference of the links for the whole data set. In that respect, one can assume that
whatever the way that training data are exploited, the closer the relationship be-
tween contact information and inferred transmission links, the more informative
the training stage. The ability to use multiple types of contact information makes
this approach a versatile tool to estimate transmission links in different contexts
exploiting different data from animal, human and plant epidemics.

5.1.2. Evaluating how robust, effective and versatile this
approach is

To test the versatility of SLAFEEL, we first applied it to investigate virus dynamics
in human, animal and plant populations, by exploiting existing data sets obtained
with different sequencing techniques, reflecting different levels of within- and
between-hosts pathogen diversity, containing different levels of epidemiologi-
cal data, and from which different types of training data could be drawn. This
approach enabled us to estimate who infected whom in animal and human epi-
demics concerning respectively influenza A viruses sampled from animal popula-
tions and Ebola virus sampled from a human population. In the animal epidemic
case study, transmissions were inferred for two experimental outbreaks in pigs
(first analyzed by Murcia et al., 2012) with different immunological histories (naive
and vaccinated) and with partially known chains of transmissions. We exploited
a part of the partial knowledge of the transmission chains to draw contact infor-
mation affected by some uncertainty (i.e., recipient hosts in the training data set
generally had two possible sources); And we exploited the remaining part of the
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partial knowledge of the transmission chains as validation data used to assess
SLAFEEL performance. Thus, this data set had been used as a test for SLAFEEL, like
simulated data. In the Ebola case study, whose data were previously published and
analyzed by Gire et al. (2014), transmission links were inferred between patients
originating from several chiefdoms. The inference was performed by calibrating
the model with contact tracing published in a previous study (Senga et al., 2017).
This case corresponds to a challenging situation since little pathogen diversity
was observed and limited contact tracing information was used. In the case of
a plant disease, namely a potyvirus of the wild salsify (Piry et al., 2017), we have
interpreted the links between patches in a conservative way by inferring who is
closely related to whom instead of who infected whom. We calibrated the penaliza-
tion using geographical distances between patches assuming that close patches
are a priori more likely infected by similar virus populations. A fourth data set was
used to explore new specifications of SLAFEEL related to temporal constraints for
the prior selection of putative sources for each recipient host and related to the
penalization arising in the penalized pseudo-likelihood. For this data set, dealing
with an equine influenza outbreak previously analyzed by Newton et al. (2006)
and Hughes et al. (2012), we used training recipient-source pairs inferred from a
prior analysis of a subset of genetic and epidemiological data and then we applied
SLAFEEL to the whole data set. We also illustrated how the epidemiological tem-
poral constraints can be varied. For each of these case studies, the results show a
relatively large consistency between the inferred links and the contact information
while dealing with diverse epidemiological situations, sequencing techniques and
pathogen diversity levels. Ideally, this consistency must be measured by assessing
how much inferred links and contact information match with cross-validation
applied to training data.

A sensitivity analysis was then designed to evaluate the performance of
SLAFEEL under multiple genetic, demographic and sequencing conditions re-
lated to the within-host pathogen evolution, inter-host transmission and obser-
vation. This analysis was performed by applying SLAFEEL to data simulated with
an original model (grounded on the model proposed by Worby and Read, 2015)
generating, in a forward approach, the transmission and the evolution of the
virus. It has enabled us to identify that the most influential factors impacting
the reconstruction of outbreaks through SLAFEEL are among those influencing
the within-host genetic diversity during the infection period. This prompted us
to examine to what extent the observed pathogen genetic diversity affects the
performance of SLAFEEL. In other words, can we predict SLAFEEL accuracy given
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the observed level of within- and between-hosts pathogen diversity. Instead of
observing a simple monotonous relationship between SLAFEEL accuracy the total
observed genetic diversity, we obtained a non-monotonous relationship and identi-
fied an optimal total observed diversity for efficiently reconstructing transmission
links.

5.1.3. Generating and characterizing the within-host genetic
diversity

Simulated data used to perform the sensitivity analysis were generated with an
original model for the evolution and transmission of populations of pathogen
sequences, under various demo-genetic and sampling assumptions. This model,
inspired by the work of Worby and Read (2015), includes a within-host model
allowing the generation of fast non-equilibrium demo-genetic dynamics and
providing as output the evolution of genotypes and their frequencies across time.
Demographic effects are considered mainly through the kinetic model quantifying
the temporal variation in the viral load. This component of the model can be
built from numerous viral kinetic models encountered in the literature (e.g., see
Beauchemin and Handel, 2011). Genetic effects are considered through mutation
and replication modes approximately mimicking natural selection and genetic
drift. These modes are based, in particular, on the elimination of lethal genomes
and the shuffling of genotype proportions generating over-dispersion with respect
to multinomial draws. We characterized the behaviour of this model, in particular
with respect to its ability to generate within-host genetic diversity, and highlighted
the demographic and genetic factors shaping this diversity. This characterization
was performed numerically with several classical diversity indices. Accounting
for the temporal variation in the viral load, we observed a non-monotonous
relationship between the within-host pathogen population size and the genetic
diversity. This is in contradiction with some previous studies (Bailey et al., 2014;
Golubchik et al., 2013; Nelson and Hughes, 2015) based on the estimation of the
within-host effective population size and showing a positive correlation between
the population size and the genetic diversity. Moreover, like other studies (Didelot
et al., 2016; Elena et al., 2007; Kuo et al., 2009; LaBar and Adami, 2017), we pointed
out the effect of the interaction between genetic and demographic forces (mainly
between the viral kinetics and the forces causing the fast variation in genotype
proportions) on the shape of the within-host genetic diversity.
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5.2. Perspectives
My work carried out to design a robust, effective and versatile learning approach
to infer transmission links has been based on hypotheses that have been viewed
as relevant along the process of construction of the method. However, the diverse
applications of SLAFEEL show that this is a promising all-terrain approach (as
soon as contact information can be used as training data), but also highlight
some situations where the tested versions of the method are not very effective
(and therefore lack robustness). This section presents several ways for improving
SLAFEEL as well as the model proposed to simulate outbreaks.

5.2.1. Improving SLAFEEL

The background idea of SLAFEEL consists of learning the structure of epidemi-
ological links with a pseudo-evolutionary model calibrated with training data,
and using this initial stage to infer links for the whole dataset. Based on this, an
improvement plan could be considered by acting on three axes: the modeling
(i.e., improving the construction of the pseudo-evolutionary model), the statistical
learning, and the data.

Improving the modeling
The improvement of the penalized pseudo-evolutionary model essentially

consist of modifying the pseudo-evolutionary model and the penalization shape.
In my thesis, to apply SLAFEEL to real and simulated data, I used a simple

semi-parametric model (called pseudo-evolutionary model) describing the transi-
tion from an explanatory set of sequences observed from a putative source to a
response set of sequences observed from the infected host. We considered that
each sequence observed from the infected host is only explained by the closest se-
quence(s) observed in the putative source with respect to the number of different
nucleotide. This specification avoided the possibility of multiple infections per
host (several infectious hosts infect one susceptible host). Actually, SLAFEEL could
relatively simply allow multiple infections by considering that the explanatory
set of sequences can be made of several sets of sequences collected from differ-
ent putative sources that can eventually be weighted according to some factors
(temporal, spatial, environmental, etc).

Moreover, we use a kernel smoother for defining the pseudo-evolutionary
model. Beyond the modification of the kernel shape, we could consider other semi-
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parametric or non-parametric regression tools that could offer a larger flexibility,
such as neuron networks (Beręsewicz et al., 2018; Buelens et al., 2015) and random-
forest models (Tatem et al., 2014; Ziegler and König, 2014). The use of such
regression models could however hamper to some extent the interpretability
of the approach (indeed, the parameter of the kernel can be interpreted as a
substitution rate in the current version of SLAFEEL).

Applying SLAFEEL to real cases in epidemiology, we introduced several penal-
ization shapes corresponding to three different hypotheses, but the penalization
could be adapted according to the available data by considering other hypotheses.
Thus, we could propose a library of penalization shapes circumventing current
SLAFEEL limitations. For instance, we can develop some penalization functions
taking into account available temporal data, extending the proposal made for
analyzing the equine influenza virus data set. We could also design some penal-
ization functions forcing, to some extent, the algorithm to pair hosts sharing virus
variants with specific genetic signals such as codon STOP (see Hughes et al., 2012,
for a discussion about the same codon STOP observed from different hosts in the
equine influenza virus data set).

Improving the statistical learning
For accurately inferring epidemiological links between hosts when applying

SLAFEEL, we should adopt an adequate penalization shape such that the learning
(or the calibration) of the penalization parameter from training data makes sense
and is useful. Beyond the penalization parameter, we also suggested that the
penalization shape but also the tolerance parameter (introduced in Chapter 3)
can be learned from training data. This could be carried out as it is done for
the penalization parameter, i.e., by estimating the sources for all the possible
combinations ‘penalization shape × penalization parameter × tolerance value’
and retaining the combination(s) leading to the largest consistency between
estimated sources and traced sources. Cross-validation, mentioned in Section
5.1.2 to measure this consistency, also deserves to be considered for tuning some
components of SLAFEEL, e.g., the penalization shape, the tolerance value but
also the temporal constraints for a priori selecting the putative sources for each
recipient host. Whatever the solution that is chosen for calibrating the tuning
parameters and functions, training data have to be sufficiently large to avoid over-
fitting or identifiability issues. In addition, one has to make the balance between
tuning more and more components of SLAFEEL and the computational resources
that this could require.
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Improving the use of data
For limiting the computational burden, the pseudo-evolutionary model was

designed as a regression function concisely describing transitions between two
sets of sequences sampled at different times from a recipient host and its putative
source. To implement this approach, we handle the row sequences. Alternatively,
we could first transform sequence data using a technique of dimension reduction
(Lareo and Acevedo, 1999; Pelé et al., 2012), i.e., projecting sequence data into a
low-dimension space. This can be made, for example, with the multidimensional
scaling of the pairwise distance matrix between sequences (Pelé et al., 2012).
Projecting sequences could facilitate the scaling of SLAFEEL to big data.

At the learning stage, SLAFEEL requires a set of training data allowing to
calibrate the penalization parameter (and other eventual tuning parameters and
functions as proposed above). In Chapter 4, where we carried out the sensitivity
analysis to determine the key factors impacting SLAFEEL accuracy, we briefly took
a look at the performance of SLAFEEL with respect to the number of training
recipient-source pairs. This factor was not explicitly included in the sensitivity
analysis and, therefore, we could not draw a robust conclusion about it. However,
it seems that SLAFEEL was more accurate with a larger number of training pairs.
This preliminary result could be further explored with a dedicated sensitivity
analysis. In practice, there may be training pairs resulting from accurate contact
tracing for example, but also uncertain training pairs grounded on inaccurate
information. In such a situation, the issue is not to consider as many training pairs
as possible, but to make the balance between the number of training pairs that
are used (favoring the most certain first), and the accuracy of the reconstruction
of transmissions.

In the sensitivity analysis, we have seen that there may be an optimal level
of total observed diversity enabling SLAFEEL to be relatively accurate. Hence,
we have an indication about the type of sequencing data that can be adequate.
However, in this sensitivity analysis, we only considered a subset of the model
parameters as input factors. We could consider all the other parameters but
also consider how variations in the knowledge of epidemiological data informing
on the timing of the infection relate with SLAFEEL accuracy. Such an extended
sensitivity analysis could give some indications about the relative importance of
genetic data and epidemiological data in the reconstruction of transmission links.
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5.2.2. Possible extensions of SLAFEEL

One of the extensions that could be considered consists of improving the way
epidemiological data and genetic data enable the transmission and evolutionary
processes to inform each other. In this thesis, epidemiological data arise in the
a priori selection of putative source and in the penalized pseudo-likelihood, but
are not actually included through a mechanistic framework. Instead, we could
couple the pseudo-evolutionary model with a space-time SEIR-like (Susceptible-
Exposed-Infectious-Removed) compartmental model. Like several approaches
developed to estimate the transmission links based on a SEIR model and a micro-
evolutionary model (Jombart et al., 2014; Mollentze et al., 2014; Morelli et al., 2012;
Soubeyrand, 2016; Ypma et al., 2012, 2013a), we could couple the (penalized)
pseudo-likelihood of SLAFEEL (described in Chapter 3) with a temporal likelihood,
for example, based on sampling times (Jombart et al., 2014) or on incubation peri-
ods (Mollentze et al., 2014; Morelli et al., 2012; Soubeyrand, 2016). Moreover, when
spatial information are available, we could also couple the pseudo-likelihood of
SLAFEEL with a spatial likelihood derived from a diffusion kernel (Mollentze et al.,
2014; Morelli et al., 2012; Soubeyrand, 2016). From a simple viewpoint, by making
as if temporal, spatial and genetic data are independent, we could define a global
likelihood as the product between the pseudo-likelihood of SLAFEEL, a temporal
likeliood and a spatial likelihood like Ypma et al. (2012) did.

Another extension that deserves to be explored would offer the possibility to
distinguish direct and indirect transmissions in the inference of transmission links.
If the pseudo-evolutionary model of SLAFEEL is coupled with a SEIR model, the
intermediate hosts could be implicitly handled within the joint model as proposed
by Jombart et al. (2014), who introduce the probabilities for a recipient host to
be separated from its (possibly indirect) source in the transmission chain by zero
intermediate host, one intermediate host, two intermediate hosts, and so on.
Intermediate hosts could also be inferred in a post-analysis, like in Mollentze et al.
(2014), by identifying the inferred recipient-source pairs for which one get some
forms of discrepancy in terms of timing and genetics.

5.2.3. Possible extensions of the outbreak simulator
There are several directions in which the simulation model could be extended
in the future. At the within-host level, we can easily incorporate more advanced
kinetic models governing the number of virions in the presence of: treatment
with therapeutic antiviral agents (Beauchemin et al., 2008; Smith and Perelson,
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2011), variation of virion infectivity over time (Beauchemin and Handel, 2011;
Vaidya et al., 2010), decay of viral infectivity (Smith and Ribeiro, 2010), co-receptor
switch (Alizon and Boldin, 2010) and virion loss due to cell entry (Beauchemin
et al., 2008). In addition, it would be possible to use more realistic and complex
mutation scenarios (Kimura, 2020; Tavaré, 1986), and to include relative fitness
depending on the genetic sequence or on the frequency, which induces frequency-
dependent selection (Alizon and Boldin, 2010; Sanjuán et al., 2004). We have
however to say that, with the current code implemented with the R statistical
software, the computation time and the memory load required by the within-host
evolutionary model may be extremely large when both the number of virions and
the number of genotypes are very high. Hence, an essential improvement of the
model at the within-host level is the optimization of the simulation code.

The between-host transmission model was simulated with a simple SI dy-
namics. Obviously, more complex dynamics are of interest, especially if in the
inference of transmissions one wants to take into account, for instance, informa-
tion about the beginning of the infectious period. Thus, we could incorporate a
recovery stage (SIR model), a return to the susceptible stage after recovery (SIRS)
or a non-infectious (called exposed) stage (SEIR model) (Brauer, 2008). In the
current version of the model, we suppose that each host can be infected once
by a single host and that the transmission links are determined between hosts
characterized by a single sample of pathogen sequences. We could easily allow for
multiple infections per host as well as the possibility to exploit multiple pathogen
sequence samples per host.

All these extensions can be implemented in a more or less easy way, and could
help in evaluating the robustness of SLAFEEL and other methods for transmission
reconstruction based on genetic and/or epidemiological data. The possibilities
for drawing new demo-genetic scenarios are infinite (or nearly infinite!). Thus, it
would be relevant to characterize the scenarios using measures such as the one
that we identified in the sensitivity analysis (namely, the total observed diversity),
which could be used to classify the diverse scenarios into a reduced number of
clusters that would be informative about the expected efficiency of the method for
reconstructing transmissions that is used. Other relevant measures could certainly
be based on both observed epidemiological and genetic data.
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Table S1: Statistics about data corresponding to the three case studies, namely Influenza in pigs,
Ebola in humans and a potyvirus in salsifies.

Statistics Influenza Ebola Potyvirus
Naive chain Vaccinated chain

Number of host units 10 13 58 27
Number of sequence fragments 1 1 31 1
Fragment length◦ 939 939 885† 438
Mean (SD) sequencing depth 41.3 (16.2) 58.3 (14.8) 14300 (17200)† 1550 (930)
Number of different variants 331 623 16.1† 278
Mean (SD) number of different 18.6 (7.0) 26.1 (9.4) 1.37 (0.64)† 10.3 (7.6)

variants per host unit
Mean (SD) distance b/n variants* 3.31 3.61 (1.34) 2.42 (1.01)† 25.9 (6.6)
Mean (SD) within-host distance 1.17 2.80 (1.00) 1.37 (0.56)† 23.6 (3.4)

b/n variants*
◦ Obtained after the removal of sites with missing values.
† Average over the 31 available sequence fragments.
* The (genetic) distance between (b/n) two sequence fragments is the number of different nucleotides.
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Table S2: Contact information used for the reconstruction of transmission chains of Influenza in pigs
and Ebola in humans. Note that host 401 was alone in group 3 of the vaccinated chain.

Outbreak Contact information Training host Contact

Swine influenza For 2 hosts in the last group 106 105, 108, 112
Naive chain 112 105, 108, 106

For 2 hosts in groups 3 and 4 111 104, 116, 109
108 109, 111, 105

Swine influenza For 2 hosts in the last group 400 412, 414, 413
Vaccinated chain 413 412, 414, 400

For 2 hosts in groups 3 and 4 401 409, 417
416 401,415

Ebola For 5 hosts among 58 G3817 G3729
G3820 G3729
G3821 G3729
G3823 G3729
G3851 G3752
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Table S3: Mean difference between each sequence fragment of each training host and the closest
sequence fragment in its source identified by contact tracing. The last two lines give, for each host,
the average and the standard deviation of the mean difference over all sequence fragments. Figures
lower than 0.0005 are denoted by 0 to facilitate the identification of significant positive values.

Fragment G3817 G3820 G3821 G3823 G3851

500-1500 0 0 0.020 0 0.031
1000-2000 0 0.012 0 0 0
1500-2500 0 0 0 0 0
2000-3000 0 0.002 0 0 0
2500-3500 0.009 0 0.024 0.020 0.013
3000-4000 0 0 0 0 0
3500-4500 0.002 0 0.074 0 0.012
4000-5000 0 0 1.081 0 0
4500-5500 0 0 0.029 0 0.014
5000-6000 0 0.018 0 0 0
5500-6500 0 0 0 0 0
6000-7000 0 0 0.011 0 0
6500-7500 0 0 0 0 0
7000-8000 0 0.005 0 0 0.010
7500-8500 1.047 0.073 0.078 0 0
8000-9000 1.010 0 0 0 0.037
8500-9500 0 0 0 0 0
9000-10000 0 0 0.050 0 0
9500-10500 2.000 0 1.000 0 0
10000-11000 2.000 0 1.000 0 0
10500-11500 0 0 0.057 0 0.002
11000-12000 0 0.073 0 0.005 0.003
11500-12500 0 0 0 0 0
13000-14000 1.000 0 0 0 0
13500-14500 1.000 0 0 0 0
14000-15000 0 0.002 0 0 0
14500-15500 0 0 0 0 0
15000-16000 0 0 0 0 0
15500-16500 0 0 0.034 0 0
16000-17000 0 0 0 1.001 0.001
16500-17500 0 0 0.043 0.936 0
17000-18000 0 0 0 0 0

Average 0.252 0.006 0.109 0.061 0.004
SD 0.570 0.018 0.301 0.238 0.009
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Table S4: Potential donors for training host G3817 whose donor identified with contact tracing is
G3729. Link intensities and ranks were obtained by cross-validation.

Recipient Donor Link intensity Rank

G3817 EM111 0.0409 1
G3713 0.0398 2
G3788 0.0393 3
G3724 0.0391 4
EM113 0.0273 5
EM115 0.0266 6
G3735 0.0257 7
G3771 0.0257 7
G3809 0.0257 7
EM112 0.0250 10
EM110 0.0248 11
G3816 0.0248 12
G3821 0.0248 12
EM106 0.0247 14
EM124 0.0246 15
EM119 0.0242 16
G3707 0.0238 17
EM104 0.0237 18
NM042 0.0237 18
G3752 0.0237 20
G3729 0.0237 21
G3820 0.0232 22
G3750 0.0225 23
G3734 0.0218 24
EM096 0.0215 25
G3677 0.0214 26
G3758 0.0213 27
G3770 0.0212 28
G3787 0.0208 29
G3679 0.0206 30
G3818 0.0203 31
EM121 0.0202 32
G3682 0.0200 33
EM120 0.0189 34
G3823 0.0185 35
G3800 0.0180 36
G3769 0.0178 37
G3676 0.0173 38
G3683 0.0169 39
G3670 0.0162 40
G3680 0.0151 41
G3686 0.0142 42
G3805 0.0074 43
G3789 0.0033 44
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Table S5: Potential donors for training host G3820 whose donor identified with contact tracing is
G3729. Link intensities and ranks were obtained by cross-validation.

Recipient Donor Link intensity Rank

G3820 G3676 0.0525 1
G3729 0.0277 2
G3677 0.0270 3
EM121 0.0269 4
EM113 0.0269 5
G3734 0.0268 6
G3707 0.0267 7
EM096 0.0263 8
G3679 0.0254 9
G3788 0.0249 10
G3724 0.0244 11
EM115 0.0244 12
G3682 0.0239 13
G3735 0.0238 14
G3771 0.0238 14
G3809 0.0238 14
G3758 0.0238 17
G3823 0.0236 18
EM120 0.0231 19
G3787 0.0229 20
EM110 0.0229 21
G3750 0.0229 22
G3816 0.0229 22
G3821 0.0229 22
EM106 0.0227 25
G3713 0.0226 26
EM104 0.0223 27
G3769 0.0223 28
EM112 0.0220 29
NM042 0.0219 30
G3800 0.0218 31
EM124 0.0216 32
EM119 0.0215 33
EM111 0.0211 34
G3752 0.0205 35
G3683 0.0204 36
G3818 0.0192 37
G3770 0.0191 38
G3680 0.0188 39
G3817 0.0179 40
G3686 0.0178 41
G3670 0.0170 42
G3805 0.0057 43
G3789 0.0033 44
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Table S6: Potential donors for training host G3821 whose donor identified with contact tracing is
G3729. Link intensities and ranks were obtained by cross-validation.

Recipient Donor Link intensity Rank

G3821 G3816 0.0556 1
G3729 0.0513 2
EM104 0.0391 3
G3771 0.0344 4
EM106 0.0338 5
G3752 0.0305 6
G3788 0.0277 7
G3787 0.0269 8
EM096 0.0259 9
G3734 0.0258 10
EM113 0.0248 11
G3735 0.0248 11
EM115 0.0245 13
EM111 0.0239 14
EM112 0.0235 15
G3670 0.0234 16
G3809 0.0234 17
G3683 0.0232 18
EM110 0.0230 19
EM124 0.0222 20
G3707 0.0214 21
G3770 0.0213 22
G3724 0.0211 23
G3713 0.0211 24
G3818 0.0210 25
EM119 0.0209 26
EM121 0.0203 27
G3677 0.0200 28
G3758 0.0196 29
NM042 0.0194 30
G3820 0.0188 31
EM120 0.0188 32
G3750 0.0187 33
G3682 0.0180 34
G3679 0.0177 35
G3817 0.0174 36
G3823 0.0173 37
G3769 0.0166 38
G3800 0.0162 39
G3676 0.0147 40
G3680 0.0124 41
G3686 0.0113 42
G3805 0.0068 43
G3789 0.0016 44
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Table S7: Potential donors for training host G3823 whose donor identified with contact tracing is
G3729. Link intensities and ranks were obtained by cross-validation.

Recipient Donor Link intensity Rank

G3823 G3682 0.0300 1
EM106 0.0293 2
G3769 0.0290 3
EM104 0.0283 4
G3677 0.0271 5
EM113 0.0270 6
G3820 0.0263 7
EM121 0.0262 8
G3683 0.0256 9
G3735 0.0254 10
G3771 0.0254 10
EM096 0.0253 12
G3707 0.0253 13
G3729 0.0247 14
EM115 0.0245 15
G3724 0.0245 15
G3758 0.0244 17
G3788 0.0244 18
G3679 0.0244 19
G3821 0.0244 19
G3734 0.0244 21
EM120 0.0243 22
G3787 0.0238 23
G3809 0.0238 24
EM112 0.0236 25
EM110 0.0236 26
EM124 0.0235 27
G3750 0.0229 28
G3816 0.0228 29
G3800 0.0224 30
G3713 0.0219 31
EM111 0.0212 32
NM042 0.0210 33
G3818 0.0200 34
G3676 0.0197 35
G3752 0.0196 36
EM119 0.0195 37
G3770 0.0192 38
G3817 0.0184 39
G3680 0.0181 40
G3670 0.0179 41
G3686 0.0166 42
G3805 0.0067 43
G3789 0.0033 44

177



8

Table S8: Potential donors for training host G3851 whose donor identified with contact tracing is
G3752. Link intensities and ranks were obtained by cross-validation.

Recipient Donor Link intensity Rank Donor Link intensity Rank

G3851 G3769 0.0438 1 G3800 0.0139 45
G3825 0.0430 2 G3838 0.0135 46
G3724 0.0326 3 G3670 0.0132 47
EM106 0.0274 4 G3682 0.0131 48
G3771 0.0264 5 EM120 0.0128 49
G3829 0.0262 6 G3817 0.0127 50
EM104 0.0255 7 G3683 0.0119 51
G3821 0.0250 8 G3823 0.0118 52
G3752 0.0244 9 G3676 0.0112 53
G3850 0.0211 10 G3680 0.0105 54
EM113 0.0208 11 G3686 0.0098 55
G3848 0.0208 11 G3805 0.0057 56
EM115 0.0206 13 G3789 0.0025 57
G3826 0.0200 14
G3856 0.0198 15
EM111 0.0187 16
G3735 0.0177 17
G3809 0.0177 17
G3840 0.0177 17
G3788 0.0175 20
EM110 0.0170 21
G3816 0.0170 22
NM042 0.0169 23
EM112 0.0168 24
G3845 0.0168 25
G3677 0.0165 26
G3707 0.0163 27
EM124 0.0161 28
G3713 0.0161 29
G3729 0.0159 30
G3787 0.0158 31
G3820 0.0156 32
EM119 0.0155 33
G3841 0.0147 34
G3734 0.0146 35
G3770 0.0146 36
EM096 0.0145 37
G3679 0.0145 37
G3750 0.0145 39
G3758 0.0144 40
G3846 0.0144 41
G3831 0.0143 42
EM121 0.0142 43
G3818 0.0140 44
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Table S9: Specification of the components of the inference procedure. Note that setting ∆ij at the
value 1 implies that the substitution parameter µ corresponds, for each inferred transmission, to
the expected number of substitutions per nucleotide in the evolutionary duration separating the two
samples.

Model component Influenza Ebola Potyvirus

Duration ∆ij ∆ij ≡ 1 ∆ij ≡ 1 ∆ij ≡ 1

Shape for Pθ H1-Normal H2-normal (eq. (4.5)) H1-Chi-squared
(eq. (4.3)) (d̄obs, σ

2
obs) estimated from (eq. (4.4))

training donor–recipient pairs

Set Θ of values for Naive chain: {0, 10, 20, . . . , 200} {0, 1, 2, . . . , 40}
the penalisation {0, 0.1, 0.2, . . . , 4}
parameter θ Vaccinated chain:

{0, 0.25, 0.5, . . . , 10}
Basis for the Contact tracing Contact tracing Geographical distance
calibration of θ (eq. (4.4)) (eq. (4.6)) (eq. (4.7))
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Table S10: Discrepancy between inferred transmission graphs and reference graphs measured by the
proportion of correct source identifications (CSI) and the Jeffreys discrepancy (JD) averaged over all
hosts. For the Influenza case studies, the reference graph is the graph where the source for the hosts in
the first group is an external source with probability 1, and the source for the hosts in the subsequent
groups is any host in the preceding group with probability 0.5 (when the preceding group consists of
2 hosts) or probability 1 (when the preceding group consists of a single host; this occurs once in the
vaccinated chain). For the Ebola case study, the reference is the graph obtained with BadTrIP by
De Maio et al. (2018); in this case, the criteria were computed from recipient hosts that were in both
analyses (BadTrIP and SLAFEEL). The proportion of CSI is computed as the proportion of hosts
whose most likely source (based on the inferred graph) coincides with (one of) its source(s) in the
reference graph (for the Ebola case study, the sources in the reference graph are only the most likely
sources provided by BadTrIP; see Figure S14 for a less conservative definition). The JD (Chung et al.,
1989; Jeffreys, 1946) measures the distance between two finite discrete probability distributions, say
p = (p1, . . . , pn) and q = (q1, . . . , qn), by the quantity

∑n
i=1(
√
pi−√qi)2. In our applications, p gives

for a given recipient host the estimated probability for any other host to be its donor, and q gives for
the same recipient host the reference vector of probabilities built as described above. For each inferred
transmission graph, the JD was computed for all observed recipient hosts and, then, averaged.

Case study Method Penal. Training hosts Figure Prop. CSI Mean JD SE JD

Swine Influenza SLAFEEL Yes 106, 112 1 (A) 0.60 0.84 0.19
Naive chain SLAFEEL Yes 111, 108 1 (B) 0.60 0.78 0.14

SLAFEEL No – S3 (A) 0.20 1.48 0.18
BadTrIP∗ – – S12 (A) 0.30 0.90 0.14

Swine Influenza SLAFEEL Yes 400, 413 1 (C) 0.42 0.86 0.19
Vaccinated chain SLAFEEL Yes 401, 416 1 (D) 0.42 0.90 0.24

SLAFEEL Yes 400, 413, 401 S1 (A) 0.50 1.02 0.25
SLAFEEL Yes 400, 413, 415 S1 (B) 0.50 1.01 0.26
SLAFEEL Yes 400, 413, 416 S1 (C) 0.42 1.11 0.27
SLAFEEL Yes 401, 415, 416 S1 (D) 0.42 0.90 0.24
SLAFEEL No – S3 (B) 0.42 0.92 0.22
BadTrIP∗ – – S12 (B) 0.33 0.99 0.22

Ebola SLAFEEL Yes G3817, G3829 3 0.08 0.80 0.04
vs BadTrIP G3821, G3823

G3851

*To fairly compare BadTrIP and SLAFEEL in the Influenza case studies, we a posteriori pruned impossible transmissions
inferred by BadTrIP based on temporal information (as we a priori did with SLAFEEL), we reweighted the remaining
inferred transmissions such that their probabilities sum to 1 for each infected host, and we computed the CSI, the mean
JD and the SD of JD from the remaining transmissions and their updated probabilities.
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Figure S1: Transmissions inferred in the vaccinated chain with different sets of three training hosts
for calibrating the penalisation. The thickness of each arrow is proportional to the intensity of the
corresponding link.
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Figure S2: Proportion of source identifications that are consistent with contact information about
the training hosts for the naive chain (left) and the vaccinated chain (right), as a function of the
penalisation parameter. In each panel, the rate of consistent identifications is shown in red when the
training hosts are the two pigs of the last group of the outbreak, and in black when the training hosts
are two pigs selected from the 3rd and 4th groups of the outbreak; see details in Table 1 of the main
text. In the right panel, the green curve corresponds to training hosts 400, 413 and 401; the dark blue
curve to 400, 413 and 415, the light blue curve to 400, 413 and 416 and the pink curve to 401, 415
and 416. Adding a third host to training data allows us to reduce the range of optimal penalisation
parameters.
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Figure S3: Transmissions inferred in the naive chain (left) and vaccinated chain (right) without in-
cluding the penalisation and, therefore, without including training hosts.
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Figure S4: Map of Sierra Leone showing the locations of chiefdoms included in the analysis of Ebola
data.
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Figure S5: Number of Ebola patients included in the analysis as a function of collection date and
chiefdom.
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Figure S6: Estimated intensities of links in the Ebola dataset for all recipients (top left panel; green
line: median intensity) and for each recipient in the training set of hosts (other panels; red line:
intensity for the source identified with contact tracing). This figure was obtained from the combined
analysis of 31 sequence fragments and without cross-validation.
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Figure S7: Estimated intensities of links for all recipients (top left panel; green line: median intensity)
and for each recipient in the training set of hosts (other panels; red line: intensity for the source
identified with contact tracing). This figure was obtained from the combined analysis of 15 sequence
fragments from sequence site 500 to sequence site 9000, and with cross-validation.
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Figure S8: Estimated intensities of links for all recipients (top left panel; green line: median intensity)
and for each recipient in the training set of hosts (other panels; red line: intensity for the source
identified with contact tracing). This figure was obtained from the combined analysis of 15 sequence
fragments from sequence site 9000 to sequence site 18000, and with cross-validation.
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Figure S9: Mean distance between connected salsify patches with respect to the penalisation param-
eter.
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Figure S10: Links inferred without penalisation between salsify populations based on sampled sets of
potyvirus sequences (left; links from the same source have the same color) and distribution of link
distances (right; the vertical red line indicates the mean distance).
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Figure S11: Distribution of distances between salsify patches. The vertical red line indicates the mean
distance.
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A

B

Figure S12: Inference of transmissions in the naive (A) and vaccinated (B) Swine influenza transmission
chains. Transmission events with posterior probability higher than 0.10 as inferred by BadTrIP are
shown. Hexagons represent hosts, while arrows are transmission events between hosts. The posterior
probability of transmissions are shown next to the arrows and higher values are shown with thicker
arrows. — For both datasets, the sequences for each sample were re-coded for use in the BadTrIP
package (De Maio et al., 2018) embedded in BEAST2 (Bouckaert et al., 2014). BadTrIP uses the
PoMo model (De Maio et al., 2015) that describes how a population evolves along the branches of
a population tree. We allowed each host in the Swine influenza transmission chain to be infectious
for the whole period of the experiment. We ran the BadTrIP MCMC for approximately 4 million
independent steps, which provided an effective sample size of 20 and took one week of computation
(on one CPU of an iMac 4 GHZ Intel Core i7).
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Figure S13: Proportion of recipient hosts whose SLAFEEL-based most likely sources are among the N
BadTrIP-based most likely sources. The proportion obtained when N=1 corresponds to the proportion
of correct source identifications (CSI) provided in Table S10.
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Figure S14: Comparison between SLAFEEL and SEEDY (Worby and Read, 2015) in their ability
to identify transmission trees simulated with SEEDY. The comparison was made by assessing the
discrepancy between inferred transmission graphs and the simulated graphs, using two criteria: the
proportion of correct source identifications and the average Jeffreys discrepancy (see their definitions in
table S10). These criteria were computed for 1000 data sets generated with SEEDY by using parameter
values chosen by Worby and Read to generate their 4th figure (see details below). The mean epidemic
size of simulated outbreaks was: 26.6 infected hosts (SD=2.3). For the application of SLAFEEL
to each simulated outbreak, we randomly drew 4 training hosts whose sources were supposed to be
known, we chose the H1-normal penalisation, we set ∆ij ≡ 1 and Θ = {0, 1, 2, . . . , 10}. — Outbreaks
were simulated with the following parameter values. Number of susceptibles in population: 30. Rate
of infection: 0.02. Rate of removal/recovery: 0.001. Mutation rate per sequence per generation: 0.001.
Equilibrium population size within host: 1000. Transmission bottleneck size: 10. Samples taken per
time point: 10 (1 time point per host, randomly and uniformly drawn between 1 and 300 time steps
after host infection). Minimum number of cases before returning (retries until fulfilled): 20. Genome
length: 105.
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Figure S15: Graphical representation of SLAFEEL. Virus sequences are collected from several hosts
m1,m2, . . .. In a first step, the penalised pseudo-likelihood fµ,θ(Sm | S′m) is maximised for each possible
donor–recipient pair (m′,m) and a set of values for the penalisation parameter θ. This maximisation
provides an estimate µ̂m′(θ) of the evolutionary parameter µ given θ and the putative source m′.
Then, given θ, the most likely source of the recipient m, say s(m; θ), is identified by maximising
fµ̂m′ (θ),θ(Sm | S′m) with respect to m′. In a second step, by using contact information about training
hosts (e.g., m3 possibly infected m5 and m5 possibly infected m4), the penalization parameter θ is
calibrated with a learning approach by building and optimising a criterion that compares contact
information and sources of infection ŝ(m4; θ) and ŝ(m5; θ) inferred for training hosts m4 and m5,
respectively. Θ̃ is the set of penalisation values for which the criterion is optimal. In a third step, the
link intensity is used to assess the likelihood of the link between a donor and a recipient.
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Supporting material

Varying the penalization shape and the temporal
constraints in SLAFEEL: Illustration with Equine

Influenza virus data

Note: This is a preliminary work presented in a rather concise way. In particular,
concerning the description of the methodological background, we only highlight the
changes with respect to the SLAFEEL method described in the previous chapter

B. Appendix of the application of SLAFEEL to the
Equine influenza virus in Chapter 3
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S1 Construction of a joint penalization under H3

Let S and S(0) denote the sets of sequences observed from a recipient host and
its putative source, respectively. Let d̄ = 1

J

∑J
j=1 d̃j denote the genetic distance

between S and S(0), where d̃j is the minimum of the genetic distances (measured
by the number of different nucleotides) between the j-th sequence in S and every
sequences in S(0), and J is the number of sequences in S. Let ∆obs = Tobs−T (0)

obs the
difference between the times of observation of the infection of the recipient and the
source.

Note that, even if there is no direct link between d̄ and ∆obs (because ∆obs is
not the evolutionary duration ∆ = (Tobs − Tinf) + (T

(0)
obs − Tinf) separating S and

S(0), where Tinf is the infection time of the recipient), there may be a significant link
between these two variables.

Here, we want to build a penalization (i) which favors recipient-source pairs
whose genetic distances are consistent with training data (like in hypothesis H2), and
(ii) which also favors recipient-source pairs whose lags in terms of observation times
make sense with respect to the observed genetic distances. Hence, we aim to build a
joint penalization over d̄ and ∆obs that corresponds to the following hypothesis, say
H3:

H3: The distances between sequences in the recipient and their contributing se-
quences in the source are consistent with some known features, and the rela-
tionship between these distances and the lag in the observation of the source
and the recipient is consistent with some known features.

As for H2, the known features mentioned in H3 are learned from training data. Below,
we make explicit these known features as well as the penalization.

The penalization Pθ is the joint distribution of (d̄,∆obs) to the power θ ≥ 0:

Pθ(S,S
(0), Tobs, T

(0)
obs) = f(d̄,∆obs)

θ

= {f(∆obs | d̄)f(d̄)}θ,

where f denotes the probability distribution function (p.d.f.) of the variable of
interest (or the conditional p.d.f. of the variable given another variable). We first
assume that d̄ is drawn from a gamma distribution with shape and scale parameters
(α1, α2) that are estimated from training data:

d̄ ∼ Gamma(α1, α2). (S1)

For deriving the conditional distribution of ∆obs | d̄, we start from the Jukes–Cantor
micro-evolutionary process considered over the duration ∆ with the substitution pa-
rameter ν (for the sake of simplification, ν does not coincide with µ parameterizing
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the kernel smoother arising in the pseudo-likelihood). This process leads to a number
of substitutions that is binomial with size L (the size of the sequence fragment) and
with success probability p = (3/4)(1− exp(−4ν∆)). As indicated above,

∆ = (Tobs − Tinf) + (T
(0)
obs − Tinf)

= ∆obs + 2(T
(0)
obs − Tinf)

= ∆obs + 2δ,

where δ = (T
(0)
obs − Tinf) is the signed duration of the period between the observation

time of the source and the infection time of the recipient. Therefore, we get:

∆obs = −2δ − 1

4ν
log

(
1− 4

3
p

)
. (S2)

By plugging in this equation the approximation d̄/L of the probability p, and by
adding a noise term to account for this replacement, Equation (S2) becomes:

∆obs = −2δ − 1

4ν
log

(
1− 4d̄

3L

)
+ ε, (S3)

where we assume that the noise ε follows a centered Gaussian distribution with
variance σ2. Equation (S3) corresponds to a linear regression of the response variable
∆obs with respect to the explanatory variable d̄, and parameters (δ, ν, σ) are simply
estimated from training data (like (α1, α2)) in the framework of linear regression.

Thus, we obtain the following expression for the penalization:

Pθ(S,S
(0), Tobs, T

(0)
obs) =

{
φ
(
∆obs | d̄ ; δ, ν, σ2

)
γ
(
d̄ ;α1, α2

)}θ
,

where φ is the Gaussian p.d.f. corresponding to Equation (S3), γ is the Gamma
p.d.f. corresponding to Equation (S1) and, in practice, (δ, ν, σ, α1, α2) are replaced
by their estimates obtained from training data.
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Horse’s ID Sampling date
Number of

sampled sequences
Time of the start of

infectious period
Time of the end of
infectious period

A01 8 12 5 20
N34 37 9 34 43
B03 20 5 17 26
B02 20 5 17 26
C04 21 12 18 27
E07 22 4 19 28
D05 22 7 19 28
D06 22 2 19 28
E10 23 25 20 29
F11 23 4 20 29
E09 23 10 20 29
G08 23 11 20 29
E13 26 11 23 32
D12 26 6 23 32
E14 26 2 23 32
E15 26 3 23 32
I17 27 8 24 33
E18 27 7 24 33
H16 27 8 24 33
E19 27 6 24 33
D20 28 9 25 34
K22 28 14 25 34
J21 28 2 25 34
H24 30 15 27 36
H23 30 11 27 36
L25 34 10 31 40
M29 34 9 31 40
L27 34 11 31 40
N28 34 11 31 40
M31 35 7 32 41
M32 36 18 33 42
O33 37 9 34 43
Q36 40 13 37 46
P35 40 3 37 46
L30 34 1 31 57
N37 40 19 37 46
R38 40 14 37 46
L39 41 5 38 47
L40 42 7 39 64
L43 45 3 42 51
L44 45 1 42 51
L42 45 26 42 51
L47 47 1 42 51
V46 45 17 42 51
T48 48 11 45 54
N45 45 8 42 51
U49 54 8 51 60
W50 64 11 61 70

Table S1: Information about the 48 confirmed Equine influenza horses.
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Penalization Temporal constraint
shape 1 2 3
H1-χ2 5 6 6

H2-normal 5 6 6
H3-gamma.LM 6 6 6

Table S2: Number of recipient-source pairs in the training data set inferred as the
most likely pairs, with the three penalization shapes, the three temporal constraints
and a tolerance η = 1.

Figure S1: Linear regression given by Equation S3 describing the relationship
between the duration ∆obs between observation times and the genetic distance d̄
between sets of sequences collected from the source and the recipient. The regression
was fitted to all training pairs except (M32,L25). Solid line: prediction; Dashed and
dotted lines: pointwise 25% and 95% confidence intervals, respectively. Green and
black points: training recipient-source pairs ranked first (black points correspond to
the training host N37 having two traced sources). Red points: training pairs inferred
as likely by SLAFEEL but not ranked first. Red circle: training pair (M32,L25) not
likely according to SLAFEEL.
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Supporting material

Characterizing viral within-host diversity in fast and
non-equilibrium demo-genetic dynamics
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Figure S1: Simulated effects of the proportion α of lethal mutations on
the levels of within-host genetic diversity. Simulations performed without the
shuffling process. Row 1: changes in within-host virion quantity predicted respec-
tively by the three different kinetic models mentioned in Section 2.1. Rows 2-5:
variation in within-host genetic diversity assessed by the four indices presented in
Section 2.3 during 10 days for various values of the proportion α of lethal mutations.
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Figure S2: Simulated effects of the proportion α of lethal mutations on the
levels of within-host genetic diversity. Simulations performed with the shuffling
process. Row 1: changes in within-host virion quantity predicted respectively by the
three different kinetic models mentioned in Section 2.1. Rows 2-5: variation in
within-host genetic diversity assessed by the four indices presented in Section 2.3
during 10 days for various values of the proportion α of lethal mutations.

201



0
2

4
6

8

L
o

g
1

0
(v

ir
io

n
s)

Model 1 Model 2 Model 3

0
2
0
0
0

4
0
0
0

6
0
0
0

D
iv

e
rs

ity
 (

R
)

0
2

4
6

8
1
0

D
iv

e
rs

ity
 (

H
’)

0
.0

0
.4

0
.8

D
iv

e
rs

ity
 (

D
)

0 2 4 6 8 10

0
.0

0
0

0
.0

1
0

0
.0

2
0

0
.0

3
0

D
iv

e
rs

ity
 (

JC
)

Time (days)

0 2 4 6 8 10

Time (days)

0 2 4 6 8 10

Time (days)

γ2 = 0 γ2 = 0.2 γ2 = 0.4 γ2 = 0.6 γ2 = 0.8 γ2 = 1

Figure S3: Simulated effects of the shuffling parameter γ2 on the levels
of within-host genetic diversity. Simulations performed with the elimination of
lethal genomes (α = 0.4). Row 1: changes in within-host virion quantity predicted
respectively by the three different kinetic models mentioned in Section 2.1. Rows
2-5: variation in within-host genetic diversity assessed by the four indices presented
in Section 2.3 during 10 days for various values of the shuffling parameter γ2.
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Figure S4: Simulated effects of the shuffling parameter γ1 on the levels of
within-host genetic diversity. Simulations performed without the elimination of
lethal genomes. Row 1: changes in within-host virion quantity predicted respectively
by the three different kinetic models mentioned in Section 2.1. Rows 2-5: variation
in within-host genetic diversity assessed by the four indices presented in Section 2.3
during 10 days for various values of the shuffling parameter γ1.
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Figure S5: Simulated effects of the shuffling parameter γ3 on the levels of
within-host genetic diversity. Simulations performed without the elimination of
lethal genomes. Row 1: changes in within-host virion quantity predicted respectively
by the three different kinetic models mentioned in Section 2.1. Rows 2-5: variation
in within-host genetic diversity assessed by the four indices presented in Section 2.3
during 10 days for various values of the shuffling parameter γ3.
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Figure S6: Simulated effects of the mutation rate µ on the levels of within-
host genetic diversity. Simulations performed with the shuffling process but with-
out the elimination of lethal genomes (with γ2 = 0.4 and α = 0). Row 1: changes
in within-host virion quantity predicted respectively by the three different kinetic
models mentioned in Section 2.1. Rows 2-5: variation in within-host genetic diver-
sity assessed by the four indices presented in Section 2.3 during 10 days for various
values of the mutation rate µ.
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Figure S7: Simulated effects of the genetic sequence size L on the levels of
within-host genetic diversity. Simulations performed with the shuffling process
but without the elimination of lethal genomes (with γ2 = 0.4 and α = 0). Row 1:
changes in within-host virion quantity predicted respectively by the three different
kinetic models mentioned in Section 2.1. Rows 2-5: variation in within-host genetic
diversity assessed by the four indices presented in Section 2.3 during 10 days for
various values of of the genetic sequence size L.
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Figure S8: Simulated effects of the mutation rate µ on the levels of within-
host genetic diversity. Simulations performed without the shuffling process but
with the elimination of lethal genomes (with α = 0.4). Row 1: changes in within-host
virion quantity predicted respectively by the three different kinetic models mentioned
in Section 2.1. Rows 2-5: variation in within-host genetic diversity assessed by the
four indices presented in Section 2.3 during 10 days for various values of the mutation
rate µ.
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S1 Supporting text: Specific study of the shuffling pro-
cess

Our model includes a component that accounts for episodes of natural selection and
strong genetic drift by enhancing, e.g., the growth of low-frequency variants. This
component, called shuffling process (Section 2.2.3), is constructed by noising the
variant proportions P with the Gaussian distribution N (P, γ1 × P γ2 × (1 − P )γ3)
of mean P and variance depending on P and three non-negative parameters γ1, γ2
and γ3, by applying a two-side cut-off min{1,max{0, ·}}, and then by dividing the
resulting variables by their sum to get a vector of probabilities. To gain insight
into the impact of the shuffling parameters on the variant proportions, we apply the
noising process to a set of 100 probabilities (summing to one) obtained by drawing
a vector from the Dirichlet distribution with rate vector α = (α1, ..., α100), using
α1 = ... = α80 = 0.02 and α81 = ... = α100 = 0.06.

Figure S9 displays the realization of the Dirichlet draw and shows how the pro-
portions of the dominant variants decrease and the weights of a few low-proportion
variants increase by noising the vector of probabilities with (γ1, γ2, γ3) = (0.8, 0.4, 70).
Figure S10 displays the evolution of the noise variance with respect to the initial prob-
ability values generated with the Dirichlet distribution. The variance is maximum
for intermediate values around 0.004. Then, we applied the shuffling process 10000
times to the same vector of Dirichlet probabilities (by taking into account the two-
side cut-off and the division by the sum) for assessing the distributions of the noisy
versions of the maximum probability (pmax; i.e. maximum of the set of probabilities
generated with Dirichlet distribution), the minimum positive probability (pmin; i.e.
minimum of the set of probabilities generated with Dirichlet distribution) and the
probability corresponding to the maximum variance (pvarmax ; i.e. the probability of
the maximum variance value in Figure S10). These distributions are displayed in
Figure S11 and allow us to visualize how variable the probabilities are in one step
(i.e., one generation). For evaluating the potential evolution of probabilities through-
out 10 generations, we sequentially repeated the noising process 10 times. In other
words, starting with the initial set of probabilities generated with Dirichlet distribu-
tion, at each generation we applied the shuffling process to the noisy probabilities
of the previous generation (by taking into account the two-side cut-off and the divi-
sion by the sum). This process was repeated 10000. Figure S12 gives the evolution
of the maximum probability, the minimum positive probability and the probability
that has undergone the greatest variation. We noticed a decrease of the maximum
probability value. In contrast, an increase in the minimum and and the maximum
variation probability values was observed.
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Figure S9: Distribution of initial and noisy probabilities.
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Figure S10: Evolution of the Gaussian noise variance with respect to the initial
probability values generated with the Dirichlet distribution.
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Figure S11: Distribution of the noisy version of the maximum probability distribu-
tion (red), the minimum positive probability (blue), and the probability correspond-
ing to the maximum noise variance (purple).
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Figure S12: Evolution of the probabilities during 10 generations by applying the
shuffling process. The red, green and blue lines show, respectively, the average
evolution of the maximum probability, the minimum positive probability and the
probability that has undergone the greatest variation. The dashed lines give the
pointwise 95% confidence envelopes.
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Figure S1: First-order and total Sobol indices for the seven input parameters and
the kinetic model modality with respect to the standard deviation of SLAFEEL.
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Figure S2: Relationship between input parameters and the predictions of the stan-
dard deviation of SLAFEEL accuracy. Each point in the scatter plots represents the
standard deviation of accuracy predicted by the generalized linear meta-model. Solid
orange line: local 2-degree polynomial regression (LOESS: LOcally weighted Scatter-
plot Smoother). Last panel: violin plot representing the effect of the kinetic model
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Figure S4: Variation in the performance of SLAFEEL against the rounded average
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over the 20 replicates for each parameter combination). The overhead numbers are
the numbers of parameter combinations constituting the different violin distributions.
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head numbers are the numbers of parameter combinations constituting the different
violin distributions.
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